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Chapter 1
Information Theory and Its Relation
to Machine Learning

Bao-Gang Hu

Abstract In this position paper, I first describe a new perspective on machine
learning (ML) by four basic problems (or levels), namely “What to learn?”, “How
to learn?”, “What to evaluate?”, and “What to adjust?”. The paper stresses more on
the first level of “What to learn?”, or “Learning Target Selection”. Toward this
primary problem within the four levels, I briefly review the existing studies about
the connection between information theoretical learning (ITL [1]) and machine
learning. A theorem is given on the relation between the empirically-defined sim-
ilarity measure and information measures. Finally, a conjecture is proposed for
pursuing a unified mathematical interpretation to learning target selection.

Keywords Machine learning - Learning target selection « Entropy - Information
theory - Similarity - Conjecture

From the Tao comes one, from one comes two, from two
comes three, and from three comes all things. [2].

—by Lao Tzu (ca. 600-500 BCE).
Nature is the realization of the simplest conceivable
mathematical ideas. [3].

—by Albert Einstein (1879-1955).

1.1 Introduction

Machine learning learning is the study and construction of systems that can learn
from data. The systems are called learning machines. When Big Data emerges
increasingly, more learning machines are developed and applied in different
domains. However, the ultimate goal of machine learning study is insight, not
machine itself. By the term insight I mean learning mechanisms in descriptions of
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mathematical principles. In a loose sense, learning mechanisms can be regarded as
the natural entity. As the “Tao (&) reflects the most fundamental of the universe by
Lao Tzu (%), Einstein suggests that we should pursue the simplest mathematical
interpretations to the nature. Although learning mechanisms are related to the sub-
jects of psychology, cognitive, and brain science, this paper stresses on the explo-
ration of mathematical principles for interpretation of learning mechanisms. Up to
now, we human beings are still far away from deep understanding ourself of learning
mechanisms in terms of mathematical principles. It is the author’s belief that
“mathematical-principle-based machine” might be more important and critical than
“brain-inspired machine” in the study of machine learning.

The purpose of this position paper is to put forward a new perspective and a
novel conjecture within the study of machine learning. In what follows I will
present four basic problems (or levels) in machine learning. The study on infor-
mation theoretical learning is briefly reviewed. A theorem between the empirically
defined similarity measures and information measures are given. Based on the
existing investigations, a conjecture is proposed in this paper.

1.2 Four Basic Problems (or Levels) in Machine Learning

For information processing by a machine, in the 1980s, Marr [4] proposed a novel
methodology by three distinct yet complementary levels, namely “Computational
theory”, “Representation and algorithm”, and “Hardware implementation”,
respectively. Although the three levels are “coupled” loosely, the distinction is of
great necessity to isolate and solve problems properly and efficiently. In 2007,
Poggio [5] described another set of three levels on learning, namely “Learning
theory and algorithms”, “Engineering applications”, and “Neuroscience: models
and experiments”, respectively. Apart from showing a new perspective, one of the
important contributions of this methodology is adding a closed loop between the
levels. These studies are enlightening because they show that complex objects or
systems should be addressed by decompositions with different, yet basic, problems.
The methodology is considered to be reductionism philosophically.

In this paper, I propose a novel perspective on machine learning by four levels
shown in Fig. 1.1. The levels correspond to four basic problems. The definition of
each level is given below.

Definition 1.1 “What to learn” is a study on identifying learning target(s) to the
given problem(s), which will generally involve two distinct sets of representations
(Fig. 1.2) defined below.

Definition 1.2 “Linguistic representation” reflects a high-level description in a
natural language about the expected learning information. This study is more
related to linguistics, psychology, and cognitive science.
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Fig. 1.1 Four basic problems
(or levels) in machine What to learn? |[€—
learning ¢

How to learn?

A

What to adjust?

¢ A

What to
evaluate?

4&

Fig. 1-.2 Design ﬂOW Primary Problems:
according to the basic What to learn? and What to evaluate?

problems in machine learning i Linguistic

Secondary Problem:
How to learn?

Third Problem:
What to adjust?

Definition 1.3 “Computational representation” is to define the expected learning
information based on mathematical notations. It is a relatively low-level repre-
sentation which generally includes objective functions, constraints, and optimiza-
tion formations.

Definition 1.4 “How to learn?” is a study on learning process design and imple-
mentations. Probability, statistics, utility, optimization, and computational theories
will be the central subjects. The main concerns are generalization performance,
robustness, model complexity, computational complexity/cost, etc. The study may
include physically realized system(s).

Definition 1.5 “What to evaluate?” is a study on “evaluation measure selection”
where evaluation measure is a mathematical function. This function can be the same
or different with the objective function defined in the first level.

Definition 1.6 “What to adjust?” is a study on dynamic behaviors of a machine
from adjusting its component(s). This level will enable a machine with a func-
tionality of “evolution of intelligence”.

The first level is also called “learning target selection”. The four levels above are
neither mutually exclusive, nor collectively exhaustive to every problems in
machine learning. We call them basic so that the extra problems can be merged
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X

SVM solution

LMS solution

Fig. 1.3 Learning target selection within linearly separated dataset. (after [8] in Figs. 5-17). Black
Circle Class 1, Ruby Square Class 2

within one of levels. Figures 1.1 and 1.2 illustrate the relations between each level
in different contexts, respectively. The problems within four levels are all inter-
related, particularly for “What to learn?” and “What to evaluate?” (Fig. 1.2). “How
to learn?” may influence to “What to learn?”, such as convexity of the objective
function or scalability to learning algorithms [6] from a computational cost con-
sideration. Structurally, “What to adjust?” level is applied to provide the multiple
closed loops for describing the interrelations (Fig. 1.1). Artificial intelligence will
play a critical role via this level. In the “knowledge driven and data driven” model
[7], the benefits of utilizing this level are shown from the given examples by
removable singularity hypothesis to “Sinc” function and prior updating to Mackey-
Glass dataset, respectively. Philosophically, “What to adjust?” level remedies the
intrinsic problems in the methodology of reductionism and offers the functionality
power for being holism. However, this level receives even less attention while
learning process holds a self-organization property.

I expect that the four levels show a novel perspective about the basic problems in
machine learning. Take an example shown in Fig. 1.3 (after Duda et al. [§],
Figs. 5-17). Even for the linearly separable dataset, the learning function using least
mean square (LMS) does not guarantee a “minimum-error” classification. This
example demonstrates two points. First, the computational representation of LMS is
not compatible with the linguistic representation of “minimum-error” classification.
Second, whenever a learning target is wrong in the computational representation,
one is unable to reach the goal from Levels 2 and 3. Another example in Fig. 1.4
shows why we need two sub-levels in learning target selection. For the given
character (here is Albert Einstein), one does need a linguistic representation to
describe “(un)likeness” [9] between the original image and caricature image. Only
when a linguistic representation is well-defined, is a computational measure of
similarity possibly proper in caricature learning. The meaning of possibly proper is
due to the difficulty in the following definition.

Definition 1.5 “Semantic gap” is a difference between the two sets of represen-
tations. The gap can be linked by two ways, namely a direct way for describing a
connection from linguistic representation to computational representation, and an
inverse way for a connection opposite to the direct one.
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Fig. 1.4 Example of “What to learn?” and a need of defining a linguistic representation of
similarity for the given character. a Original image (http://en.wikipedia.org/wiki/Albert_Einstein).
b Caricature image drawn by A. Hirschfeld (http://www.georgejgoodstadt.com/goodstadt/
hirschfeld.dca)

In this paper, I extend the definition of the gap in [10] by distinguishing two
ways. The gap reflects one of the critical difficulties in machine learning. For the
direct-way study, the difficulty source mostly comes from ambiguity and subjec-
tivity of the linguistic representation (say, on mental entity), which will lead to an
ill-defined problem. While sharing the same problem, an inverse-way study will
introduce an extra challenge called ill-posed problem, in which there is no unique
solution (say, from a 2D image to 3D objects).

Up to now, we have missed much studies on learning target selection if com-
paring with a study of feature selection. When “What to learn?” is the most primary
problem in machine learning, we do need a systematic, or comparative, study on
this subject. The investigations from [11, 12] into discriminative and generative
models confirm the importance of learning target selection in the vein of compu-
tational representation. From the investigations, one can identify the advantages and
disadvantages of each model for applications. A better machine gaining the benefits
from both models is developed [13]. Furthermore, the subject of “What to learn?”
will provide a strong driving force to machine learning study in seeking “the
fundamental laws that govern all learning processes” [14].

Take a decision rule about “Less costs more”" for example. Generally, Chinese
people classify object’s values according to this rule. In Big Data processing, the
useful information, which often belongs to a minority class, is extracted from
massive datasets. While an English idiom describes it as “Finding a needle in a

! This rule is translated from Chinese saying, “Suddenly” in Pinyin “Wu Yi Xi Wei Gui”. The
translation is modified from the English phase “Less is more” which usually describes simplicity in
design.


http://en.wikipedia.org/wiki/Albert_Einstein
http://www.georgejgoodstadt.com/goodstadt/hirschfeld.dca
http://www.georgejgoodstadt.com/goodstadt/hirschfeld.dca
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haystack”, the Chinese saying refers to “Searching a needle in a sea (Needle in a
haystack)”. Users may consider that an error from a minority class will cost heavier
than that from a majority class in their searching practices. This consideration will
derive a decision rule like “Less costs more”. The rule will be one of the important
strategies in Big Data processing. Two questions can be given to the example. What
is the mathematical principle (or fundamental law) for supporting the decision rule
of “Less costs more”? Is it a Bayesian rule? Machine learning study does need to
answer the questions.

1.3 Information Theoretical Learning

Shannon introduced “entropy” concept as the basis of information theory [15]:

Zp )log p(y), (1.1)

where Y is a discrete random variable with probability mass function p(y). Entropy
is an expression of disorder to the information. From this basic concept, the other
information measures (or entropy functions) can be formed (Table 1.1), where
p(t,y) is the joint distribution for the target random variable T and prediction
random variable Y, and p(¢) and p(y) are called marginal distributions. We call
them measures because some of them do not satisfy the metric properties fully, like
KL divergence (asymmetric). Other measures from information theory can be listed
as learning criteria, but the measures in Table 1.1 are more common and sufficiently
meaningful for the present discussion.

We can divide the learning machines, in view of “mathematical principles”,
within two groups. One group is designed based on the empirical formulas, like
error rate or bound, cost (or risk), utility, or classification margins. The other is on
information theory [1, 16]. Therefore, a systematic study seems necessary to answer
the two basic questions below [17]:

Table 1.1 Some information formulas and their properties as learning measures

Name Formula (Dis)similarity (A)symmetry

Joint information | H(T,Y) = — E E p(t,y)log, p(t,y) | Inapplicable Symmetry

Mutual pty) Similarit Symmetr

information i, Z ZP L1082 03 Pl)p0) ’ g ’

Conditional H(Y|T)=— Z > p(t,y) log, p(y|f) Dissimilarity Asymmetry

entropy ry

Cross entropy H(T;Y) = =3 pi(z) log, py(2) Dissimilarity Asymmetry
Z

KL divergence KL(T,Y) = Y. pi(2) log, ;’;Lig Dissimilarity Asymmetry
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Q1. When one of the principal tasks in machine learning is to process data, can we
apply entropy or information measures as a generic learning target for dealing
with uncertainty of data in machine learning?

Q2. What are the relations between information learning criteria and empirical
learning criteria, and the advantages and limitations in using information
learning criteria?

Regarding the first question, Watanabe [18, 19] proposed that “learning is an
entropy-decreasing process” and pattern recognition is “a quest for minimum
entropy”. The principle behind entropy criteria is to transform disordered data into
ordered one (or pattern). Watanabe seems to be the first “to cast the problems of
learning in terms of minimizing properly defined entropy functions” [20], and
throws brilliant light on the learning target selection in machine learning.

In 1988, Zellner theoretically proved that Bayesian theorem can be derived from
the optimal information processing rule [21]. This study presents a novel, yet
important, finding that Bayesian theory is rooted in information and optimization
concepts. Another significant contribution is given by Principe and his collaborators
[1, 22] for the proposal of Information Theoretical Learning (ITL) as a generic
learning target in machine learning. We consider ITL will stimulate us to develop
new learning machines as well as “theoretical interpretations” of learning mecha-
nisms. Take again the example of the decision rule about “Less costs more”. Hu
[23] demonstrates theoretically that Bayesian principle is unable to support the rule.
When a minority class approximates to a zero population, Bayesian classifiers will
tend to misclassify the minority class completely. The numerical studies [23, 24]
show that mutual information provides positive examples to the rule. The classifiers
based on mutual information are able to protect a minority class and automatically
balance the error types and reject types in terms of population ratios of classes.
These studies reveal a possible mathematical interpretation of learning mechanism
behind the rule.

1.4 (Dis)similarity Measures in Machine Learning

When mutual information describes similarity between two variables, the other
information measures in Table 1.1 are applied in a sense of dissimilarity. For better
understanding of them, their graphic relations are shown in Fig. 1.5. If we consider
the variable T provides a ground truth statistically (that is, p(¢) = (p1, ..., pm) With
the population rate p;(i = 1, ..., m) is known and fixed), its entropy H(T) will be
the baseline in learning. In other words, when the following relations hold:

I(T,Y)=H(T;Y)=H(Y;T) = H(Y) = H(T), or

KL(T,Y) = KL(Y,T) = H(T|Y) = H(Y|T) = 0, (1-2)

we call the measures reach the baseline of H(T).



8 B.-G. Hu

| H(T,Y) |
| H) |
| wrn | oy || moin |

| H(Y:T) |

| H(T:Y) |

Fig. 1.5 Graphic relations among joint information, mutual information, marginal information,
conditional entropy, cross entropy, and KL divergences (modified based on [25] by including cross
entropy and KL divergences)

Joint
Distribution
- KT Y)=I =H(T)
B o,y )=(P1 /= —p or
0 j#i n -
H(Y| Ty=H(T| 1)=0
Marginal
A Distribution
E=Rej=0 KI(T,Y)=KL(Y,7)=0
or P ) =) P ph) = pln [ or
A=CR=1 H(TY)=H(Y;D)=H(T)

Fig. 1.6 Relations between exact classifications and mutual information, conditional entropy,
cross entropy, and KL divergences

Based on the study in [26], further relations are illustrated in Fig. 1.6 between
exact classifications and the information measures. We apply the notations of
E, Rej, A, CR for the error, reject, accuracy, and correct recognition rates,
respectively. Their relations are given by:

CR+E+Rej=1,
1.3
A__CR (1.3)

CR+E

The form of {y;} = {#} in Fig. 1.6 describes an equality between the label
variables in every sample. For a finite dataset, the empirical forms should be used
for representing the distributions and measures [26]. Note that the link using “<>”
indicates a two-way connection for equivalent relations, and “—” for a one-way
connection. Three important aspects can be observed from Fig. 1.6:

I. The necessary condition of exact classifications is that all the information
measures reach the baseline of H(T).
II. When an information measure reaches the baseline of H(T), it does not
sufficiently indicate an exact classification.
III. The different locations of one-way connections result in the interpretations
why and where the sufficient condition exists.
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Although Fig. 1.6 only shows the relations to the information measures listed in
Table 1.1 for the classification problems, its observations may extend to other
information measures as well as to the other problems, like clustering, feature
selection/extraction, image registrations, etc. When we consider machine learning
or pattern recognition to be a process of data in a similarity sense (any dissimilarity
measure can be transformed into similarity one [26]), one important theorem exists
to describe their relations.

Theorem 1.1 Generally, there is no one-to-one correspondence between the
empirically-defined similarity measures and information measures.

The proof is neglected in this paper, but it can be given based on the study of
bounds between entropy and error (cf. [27] and references therein). The significance
of Theorem 1.1 implies that an optimization of information measure may not
guarantee to achieve an optimization of the empirically defined similarity measure.

1.5 Final Remarks

Machine learning can be exploited with different perspectives depending on the
study goals of researchers. For in-depth understanding of the learning mechanisms
mathematically, we can take learning machines as human’s extended sensory
perception. This paper stresses on identifying the primary problem in machine
learning from a novel perspective. I define it as “What to learn?” or “learning target
selection”. Furthermore, two sets of representations are specified, namely “lin-
guistic representation” and “computational representation”. While a wide variety of
computational representations have been reported in learning targets, we can argue
if there exists a unified, yet fundamental, principle behind them. Towards this
purpose, this paper extends the Watanabe’s proposal [18, 19] and the studies from
Zellner [21] and Principe [1] to a “conjecture of learning target selection” in the
following descriptions.

Conjecture 1.1 In a machine learning study, all computational representations of
learning target(s) can be interpreted, or described, by optimization of entropy
function(s).

I expect that the proposal of the conjecture above will provide a new driving
force not only for seeking fundamental laws governing all learning processes [14]
but also for developing improved learning machines [28] in various applications.

Acknowledgments This work is supported in part by NSFC (No. 61273196).



10 B.-G. Hu
References
1. Principe JC (2010) Information theoretic learning: Renyi’s entropy and kernel perspectives.

e}

10.

11.
12.

13.

14.

15.

16.

17.

18.

19.

20.

21

23.

24.

25.

26.

Springer, New York

. Lao T (ca. 500 BCE) Tao Te Ching “Tao Te Ching”
. Norton JD (2000) Nature is the realization of the simplest conceivable mathematical ideas:

Einstein and the canon of mathematical simplicity. Stud Hist Philos Mod Phys 31:135-170

. Marr D (2010) Vision. A computational investigation into the human representation and

processing of visual information. The MIT Press, Cambridge

. Poggio T (2007) How the brain might work: The role of information and learning in

understanding and replicating intelligence. In: Jacovitt G et al (eds) Information: science and
technology for the new century. Lateran University Press, New York, pp 45-61

. Bengio Y, LeCun Y (2007) Scaling learning algorithms towards Al. Large-Scale Kernel Mach

34:1-41

. Hu BG, Qu HB, Wang Y, Yang SH (2009) A generalized constraint neural networks model:

associating partially known relationships for nonlinear regressions. Inf Sci 179:1929-1943

. Duda RO, Hart PE, Stork D (2001) Pattern classification, 2nd edn. Wiley, New York
. Brennan SE (1985) Caricature generator: the dynamic exaggeration of faces by computer.

Leonardo 40:392-400

Smeulders AW, Worring M, Santini S, Gupta A, Jain R (2000) Content-based image retrieval
at the end of the early years. IEEE Trans Pattern Anal Mach Intell 22:1349-1380
Rubinstein YD, Hastie T (1997) Discriminative vs informative learning. KDD 5:49-53

Ng A, Jordan MI (2002) On discriminative vs. generative classifiers: a comparison of logistic
regression and naive Bayes. In: NIPS

Bishop CM, Lasserre J (2007) Generative or discriminative? Getting the best of both worlds.
In: Bernardo JM et al (eds) Bayesian Statistics, vol 8. Oxford University Press, Oxford,
pp 3-23

Mitchell TM (2006) The discipline of machine learning. Technical Report CMU-ML-06-108,
Carnegie Mellon University

Shannon CE (1948) A mathematical theory of communication. Bell Syst Tech J 27:379-423
Yao YY (2003) Information-theoretic measures for knowledge discovery and data mining. In:
Karmeshu (ed) Entropy measures, maximum entropy principle and emerging applications.
Springer, Berlin, pp 115-136

Hu BG, Wang Y (2008) Evaluation criteria based on mutual information for classifications
including rejected class. Acta Automatica Sinica 34:1396-1403

Watanabe S (1980) Pattern recognition as a quest for minimum entropy. Pattern Recognit
13:381-387

Watanabe S (1981) Pattern recognition as conceptual morphogenesis. IEEE Trans Pattern Anal
Mach Intell 2:161-165

Safavian SR, Landgrebe D (1991) A survey of decision tree classifier methodology. IEEE
Trans Syst Man Cybern 21:660-674

. Zellner A (1988) Optimal information processing and Bayes’s theorem. Am Stat 42:278-284
22.

Principe JC, Fisher JW III, Xu D (2000) Information theoretic learning. In: Haykin S (ed)
Unsupervised adaptive filtering. Wiley, New York, pp 265-319

Hu BG (2014) What are the differences between Bayesian classifiers and mutual-information
classifiers? IEEE Trans Neural Netw Learn Syst 25:249-264

Zhang X, Hu BG (2014) A new strategy of cost-free learning in the class imbalance problem.
IEEE Trans Knowledge Data Eng 26:2872-2885

Mackay DJC (2003) Information theory, inference, and learning algorithms. Cambridge
University Press, Cambridge

Hu BG, He R, Yuan XT (2012) Information-theoretic measures for objective evaluation of
classifications. Acta Automatica Sinica 38:1170-1182



1 Information Theory and Its Relation to Machine Learning 11

27. Hu BG, Xing HJ (2013) A new approach of deriving bounds between entropy and error from
joint distribution: case study for binary classifications. arXiv:1205.6602v1[cs.IT]

28. He R, Hu BG, Yuan XT, Wang L (2014) Robust recognition via information theoretic
learning. Springer, Heidelberg



Chapter 2

Robust Covariance Intersection Fusion
Steady-State Kalman Filter with Uncertain
Parameters

Wenjuan Qi, Xuemei Wang, Wenqiang Liu and Zili Deng

Abstract For the linear discrete time-invariant system with uncertain parameters
and known noise variances, a robust covariance intersection (CI) fusion steady-state
Kalman filter is presented by the new approach of compensating the parameter
uncertainties by a fictitious noise. Based on the Lyapunov equation approach, it is
proved that for the prescribed upper bound of the fictitious noise variances, there
exists a sufficiently small region of uncertain parameters; such that its actual fil-
tering error variances are guaranteed to have a less-conservative upper bound. This
region is called the robust region. By the searching method, the robust region can be
found. Its robust accuracy is higher than that of each local robust Kalman filter.
A Monte-Carlo simulation example shows its effectiveness and the good
performance.

Keywords Covariance intersection fusion -« Robust Kalman filter - Uncertain
parameters - Fictitious noise approach - Robust region

2.1 Introduction

Multisensor information fusion Kalman filtering has been applied to many fields,
such as signal processing, data fusion, and target tracking. For Kalman filtering
fusion, there are two basic fusion methods: The centralized and distributed fusion
methods. For the distributed fusion method, the three-weighted state fusion
approaches weighted by matrices, diagonal matrices, and scalars have been pre-
sented. In order to compute the weights, the cross-covariances among the local
filtering errors are required. However, in many practical applications, the compu-
tation of the cross-covariance is very difficult [1]. In order to overcome this limi-
tation, the covariance intersection fusion algorithm has been presented [2].
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In this paper, a robust CI fusion steady-state Kalman filter is presented for
system with uncertain parameters and known noise variances. Two important
approaches used to develop the robust Kalman filter are the Riccati equation
approach [3] and the linear matrix inequality (LMI) approach [4]. More research
references on this topic are using these two approaches; however, in this paper, a
new approach is presented by compensating the uncertain parameters by a fictitious
noise which converts the system with uncertain parameters into the system with
noise variance uncertainties [5].

This paper extends the robust CI fusion Kalman filter with uncertain noise
variances [5] to the robust CI fusion Kalman filter with uncertain parameters.
Compared with the suboptimal Kalman filter without fictitious noise, the proposed
robust Kalman filter can significantly improve the filtering performance, and its
robust accuracy is higher than that of each local robust Kalman filter.

2.2 Local Robust Steady-State Kalman Filter

Consider the multisensor uncertain system with model parameters uncertainties
x(t+1) = (P, + A4P)x(z) + I'w(z) (2.1)
yi(t) = Hix(t) +vi(t), i=1,...,L (22)

where ¢ is the discrete time, x(7) € R" is the state to be estimated, y;(¢) € R™ is the
measurement of the ith subsystem, w(¢) € R, v;(tf) € R™ are uncorrelated white
noises with zero means and known variances Q and R;, respectively. @,, I', and H;
are known constant matrices with appropriate dimensions. L is the number of
sensors. @ = &, + AP is uncertain transition matrix, 4P is the uncertain parameter
disturbance. Assume that @ and @, are stable matrices.

&(r) is a uncertain fictitious white noise with zeros mean and upper-bound
variance 4z > 0, which is used to compensate the uncertain model parameter error
term ADx(f) in (2.1), so that the systems (2.1) and (2.2) with uncertain model
parameters can be converted into the following worst-case conservative system with
known model parameters and noise variances Q, R;, and 4.

Xe(t+ 1) = @oxo (1) + we (1), we(r) = T'w(z) + £(7) (2.3)
Vei(t) = Hix(t) + vi(t), i=1,...,L (2.4)

Assume that each conservative subsystem is completely observable and com-
pletely controllable. The conservative local steady-state optimal Kalman filters are
given as
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Xei(t]t) = Wikoi(t — 1]t — 1) + Kiyui(1) (2.5)

-1
¥ = (I, — KiH||®., K=XH (HZH' +R;) , Pi=[l, — K;H}]Z; (2.6)

where [, is an n x n identity matrix, ¥;is a stable matrix, and 2; satisfies the steady-
state Riccati equation

3= @,[3 — SHT(HEHT + Ri)*lHizi} ST+ TOr"+4;  (2.7)

where the symbol T denotes the transpose. Define X.;(f|t) = x.(¢) — X.i(¢]?),
applying (2.3) and (2.5), we have

%ei(ﬂ[) = Y/ifcei(t — 1|t — 1) + [In — KiHi]FW(l — 1)
+ [In - KiHi}é(l‘ - 1) - Kiv,-(t) (28)

Applying (2.8) yields that the conservative local filtering error variances P; and
cross-covariance P;; satisfy the conservative Laypunov equation
Py = ¥:P; ¥ +[1, - KH)IOI" [, — K;Hj]"

+ [I, — KiH]4¢ [, - KjHj]T—i—KiR,-jKjTé,»j, ij=1,...,L (2.9)

where d;; is the Kronecker d function, d; = 1, d;; = 0 (i # j).

Remark 2.1 Notice that in (2.5), the conservative measurements y.(f) are
unavailable, only the actual measurements y;(f) are known. Therefore, replacing the
conservative measurements y,(z) with the known actual measurements y;(f), we
obtain the actual local Kalman filters as

)AC,‘(Z‘|Z‘) = IPZ')AC,'(Z‘ — 1|l — 1) + K,'yi([) (210)

From (2.10) and (2.11) we have

Xi(tt) = Pixi(e — Ur — 1) + [, — KiH]A®x(t — 1)
+ [In - KiHi]FW([ - 1) - K,'Vi(l) (211)

So the actual local filtering error variances and cross-covariance are given as

Py = WiPy¥T + [, — KH] 40X A0 [I, — K;H;]"
+ [, — KH|FOI™ [, — KiHj]' + I, — KiH 490G 9T
+ W, CTAD" [1, — KiH)) "+ KiRyKT o, (2.12)
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where X = E[x(t)x"(1)], C; = E[x(t)x] (¢|¢)]. From (2.1), X satisfies the following
Lyapunov equation

X = ®X®" +rort (2.13)
Applying (2.1) and (2.11), we have the Lyapunov equation

Ci = OC,VT + OXAD"[I, — K;H,"+1or"[I, — K:H;]" (2.14)

Lemma 2.1 [6] Consider the Lyapunov equation with U to be a symmetric matrix
P=FPF'+U (2.15)

If the matrix F is stable (all its eigenvalues are inside the unit circle) and U is
positive (semi)definite, then the solution P is unique, symmetric, and positive
(semi-)definite.

Theorem 2.1 For uncertain systems (2.1) and (2.2) with uncertain parameters, the
actual local steady-state Kalman filter (2.10) is robust in the sense that there exists

a region %%, such that for all admissible uncertain model parameter AP € %%,
the corresponding actual filtering variances P; have the upper-bound P, i.e.,

Pi<P; (2.16)

and %gzp is called the robust region of the local robust Kalman filter (2.10).

Proof Define AP; = P; — P;, subtracting (2.12) from (2.9) yields
AP; = W APPT + U (AD) (2.17)

Uj(A®) = I, — KH]]4¢[I, — KiH,|" =1, — KH;]APX A (I, — K;H;]"
— I, — KH]40C,¥T — ¥,cT 40" 1, — K;H,]" (2.18)

From (2.6) yields I, — K;H; = P,-Zi’l, so we have det[l, — K;H;] = det P; det
>V +£0,[I, — K:Hj] is invertible. Since A; >0, then Uy = [I, — K;H;]4:[I,—
KiHi]T > 0. According to the property of the continuous function, as 4® — 0, we
have U;(4®) — Upy; > 0 . Hence there exists a sufficiently small region 3‘%%, such
that for all admissible AP € SCE%, we have U;(4®) > 0. Applying Lemma 2.1

yields 4P; > 0, i.e., (2.16) holds, and §R(Aizp is called the robust region of uncertain
parameters for the local robust Kalman filter (2.10). The proof is completed.
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2.3 Robust CI Fusion Steady-State Kalman Filter

For multisensor uncertain time-invariant systems (2.1) and (2.2), the robust steady-
state CI-fused Kalman filter is presented as

ko (tlt) = Py Z P, (1r) (2.19)
L -1

Po = lzwipil ) Zwizl, w; >0 (2.20)
i-1 i1

The optimal weighting coefficientsw; are obtained by minimizing the perfor-
mance index

-1

L
J =mintrP¢g = min tr w,‘Pi’1 (2.21)
@i w; € [07 l] [Z
1 + -4 wy, = 1
The actual error variances are given as
P = Py, [Z > wiPilPiijle] P (2.22)
i=1 j=1

It is proved that [7] the local robustness (2.16) yields the robustness of the CI

Lo
fuser for all 4® € R{, = N R,
=1

Pc <Pg (2.23)

where the symbol N denotes the intersection of sets.

Theorem 2.2 [8] The local and CI fusion robust Kalman filters have the following
robust accuracy relations

trPi<trPi,i: 1,...,L (224)

trPCIStrPCIStrP,-,i:1,...,L (225)

Remark 2.2 Taking the trace operation for (2.16), we have ttP; <trP;,i = 1,.. ., L.
The trace trP; is called robust accuracy or global accuracy of a robust Kalman filter,
the trace trP; is called its actual accuracy. Theorem 2.1 shows that the robust accuracy
of the CI fusion Kalman filter is higher than that of each local robust Kalman filter.
The actual accuracy of the local or CI fuser is higher that its robust accuracy.
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Fig. 2.1 The robust region of 0.04
the local robust Kalman filter

X (t| ,) 0.021 M
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2.4 Simulation Example

Consider a 2-sensor time-invariant system with uncertain model parameters

x(t+1) = (P, + AD)x(t) + I'w(t) (2.26)
yi(l) = H,-x(t) + Vi(l), i=1,2 (227)
. . 043 0.32 0 0 1
In the simulation, we take ¢, = [0.56 0 ],A(P [0 5],F [J,Hl

[1 0], H,=5L,0=1,R =1,R, = diag(6,0.36),0 is the uncertain parameter.
The simulation results are shown in the following. From Figs. 2.1 and 2.2, the
necessary and sufficient condition of U;(d) > 0 is that det U;(d) > 0, so we can

Fig. 2.2 The robust region of 0.01
the local robust Kalman filter —+—detU2

X (tt) 0.005

-0.005

detU,

-0.01 ¢

-0.015

20.02 . . . . . .
-0.8 06 04 -02 0 0.2 0.4 0.6

t/step
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Table 2.1 The robust and

actual accuracy comparison of Py (rP,) P (trP2) twPer(tPer)
trP; and Py, i = 1, 2, CI 1.1477 (0.7412) 1.4713 (1.1673) 1.1059 (0.6299)
Fig. 2.3 The covariance 0.8
ellipses of the local and CI
fusion robust Kalman filters 0.61 1
0.4} 1
0.2 1
or i
0.2+ 4
04t 1
-0.61 1
0.8 ‘ ‘ . ‘ ‘
-1.5 -1 -0.5 0 0.5 1 1.5

obtain that the robust region of X, (¢[¢) is %gl) : —0.72 < § < 0.43, the robust region
of X (tlr) is %gz) :—0.73<6<0.48, so the robust region of CI fuser is
R =RV AR 1 —0.72<6<0.43.

When ¢ = 0.2 in the robust region, the traces comparisons of the conservative
and actual filtering error variances are given in Table 2.1, which verify the accuracy
relations (2.24) and (2.25).

In order to give a geometric interpretation of the matrix accuracy relations, the
covariance ellipse of variance Pis defined as the locus of points {x XTPlx = c},
where P is n x n the variance matrix and x € R" and cis a constant. Generally, we
select ¢ = 1 without loss of generality. It has been proved in [8] that P, < P, is
equivalent to that the covariance ellipse of P, is enclosed in that of P;.

The matrix accuracy relations are given based on the covariance ellipses as
shown in Fig. 2.3. From Fig. 2.3, we see that the ellipse of P; is enclosed in that of
P;, the ellipse of P¢; is enclosed in that of P, These verify that the accuracy
relations (2.16) and (2.23) hold.

In order to verify the above theoretical results for the accuracy relation, taking
the Monte-Carlo simulation with 1,000 runs, the mean-square error (MSE) curves
of the local and CI-fused Kalman filters are shown in Fig. 2.4; we see that the
values of the MSE;(r), i = 1, 2, CI are close to the corresponding trP; and the
accuracy relations (2.24-2.25) hold.
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Fig. 2.4 The MSE curves of the local and CI fusion robust Kalman filters
2.5 Conclusion

For multisensor systems with uncertain parameters and known noise variances, the
local and CI-fused steady-state Kalman filters are presented by the new approach of
compensating the parameters uncertainties by a fictitious noise. It is proved that the
local and CI-fused Kalman filters are robust for all admissible uncertain parameters
in the robust region, this is, the actual filtering error variances have a less-con-
servative upper bound, and the robust accuracy of the CI fuser is higher than those
of the local robust Kalman filters. When the fictitious noise variance is prescribed,
by the searching method, the robust region can be found.

Acknowledgments This work is supported by the National Natural Science Foundation of China
under Grant NSFC-60874063 and NSFC-60374026.
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Chapter 3

Robust Centralized Fusion Steady-State
Kalman Predictor with Uncertain
Parameters

Xuemei Wang, Wenqiang Liu and Zili Deng

Abstract For multisensor time-invariant systems with uncertain parameter and
known noise variances, the centralized fusion robust steady-state Kalman predictor
based on the minimax robust estimation principle is presented by a new approach of
compensating the parameter uncertainties by fictitious noise. Using the Lyapunov
equation, it is proved that the variances of its actual prediction error variances have
a conservative upper bound when the uncertainty of parameters is restricted in a
sufficiently small region, which is called the robust region of the parameter
uncertainties. It is also proved that the robust accuracy of the centralized fuser is
higher than that of each local robust Kalman predictor. A simulation example
shows how to search the robust region and shows its good performances.

Keywords Robust - Kalman predictor - Uncertain parameters - Centralized
fusion - Lyapunov equation approach

3.1 Introduction

Multisensor information fusion has been applied to many fields, including military
affairs, navigation, guidance, remote sensing, signal processing, target tracking.
There exist two basic fusion methods: one is the centralized fusion approach [1],
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which can give a globally optimal state estimate by directly combing the local
measurement equations to obtain an augmented measurement equation. The other is
the distributed fusion approach [2-5], which can combine or weight the local
Kalman estimators to obtain a global optimal or suboptimal state estimator.

The standard Kalman filtering is only suitable for the systems with exactly
known model. For uncertain systems with the uncertainties of model parameters
and/or noise variances, the performance of the Kalman filter will degrade or the
filler may be divergent [6]. However, since the system model is usually an
approximation to a physical situation in many applications, the research on robust
Kalman filters for uncertain systems received great attention. An important class of
robust Kalman filtering problems is to find a Kalman filter such that its actual
filtering error variances yielded by all admissible uncertainties are guaranteed to
have a minimal upper bound [7]. Such a Kalman filter is called robust Kalman filter,
and such property is called robustness. There are two main approaches to solve this
problem, i.e., the Riccati equation approach [8] and the linear matrix inequality
(LMI) approach [9]. The limitation of the above robust Kalman filters is that only
model parameters are assumed to be uncertain, while the noise variances are
assumed to be exactly known.

Centralized fusion steady-state robust Kalman filter [10] for multisensor systems
with uncertainty of noise variances, the local and centralized fusion robust steady-
state Kalman filter are presented.

In this paper, we consider the problem of designing the local and centralized
fusion robust steady-state Kalman predictors for systems with uncertain parameters
and known noise variances by a fictitious noise-based compensation technique. The
uncertainty of parameters is compensated by introducing a fictitious noise with
upper bound variance. Further, we can obtain the robust region by the searching
method. Finally, it is proved that the robust accuracy of the centralized fuser is
higher than that of the local robust Kalman predictor.

3.2 Local and Centralized Fusion Robust Kalman
Predictors

Consider the multisensor system with uncertain parameters

x(t+1) = (@, + A®)x(1) + T'o(r) (3.1)
yi([) :H,-x(t)+vi(t), i=1,...,L (32)
b= b, + AD (3.3)

where 7 is the discrete time, x(z) € R" is the state to be estimated, y;(¢) € R™ is the
measurement of the ith subsystem, w(z) € R” is the input noise, v;(¢) € R™ is the
measurement noise, and they are mutually uncorrelated white noises with zero
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means and known variances Q and R;. @ is the true transition matrix, @, is a known
estimate of @ and A® is the uncertain parameter disturbance matrix. I', H;, Q and R;
are known constant matrices with appropriate dimensions.

AD € ?RA(D (3 .4)

Raep can be found or prescribed.
From (3.1)

x(t 4+ 1) = ®x(t) + ADx(r) + T'w(2) (3.3)

Introducing a fictitious white noise &(f) with zero mean and known upper bound
variance A¢ of variances, which compensates the model error term A®x(z), then we
have the worst-case conservative multisensor system

x(t+1) = @x(t) + &(t) + Tox(r) (3.6)
y,‘([) :Hix(t)Jrvi(t), i=1,...,L (37)

where w(f) and v{(f) have the known true variances Q and R,.
The conservative centralized fused system is given as

x(t+1) = @x(2) + £(r) + T'ox(2) (3.8)

ve(t) = Hex(t) 4 ve(2) (3.9)

velt) = DT, oyT O], He = [HY, .. HI]Y, velt) = PT(0), .. vE(0)]"
(3.10)

where the symbol T denotes the transpose. v.(¢) is the conservative fused noise, and

has the variance R, = diag(Ry,...,RyL).
The conservative centralized fusion Kalman predictor is given as

x(t+ 1)) = Pex(et — 1) + Koy (t) (3.11)
where y.(7) is conservative measurement, and
Y. =&, — K.H,., K. = 0,5 H (HEH +R.) " (3.12)

where ¥, is stable, the conservative prediction error variance 2. satisfies the Riccati
equation

5 =, [zc — S HT(H.EHT + RL.)_IHCZC} &7+ 1OI™ + A: (3.13)
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From (3.6), (3.9), and (3.11), we easily obtain the conservative prediction error
system

X+ 1) = Pex(t|lt — 1) + T'ox(t) + E(2) — Keve (1) (3.14)

where X( + 1]t) = x(¢ + 1) — x(¢ + 1]z), x(z + 1) is the conservative state in (3.6),
X(¢ + 1]z) is the conservative Kalman predictor in (3.11). v.(¢) is the conservative
fused noise with variance R,.

This yields the conservative variance X, satisfies the Lyapunov equation

5. =V 2P +TOI" + A: + K.RK! (3.15)
Now we find the actual prediction error
X+ 1) =x(+1) — x(r+ 1)) (3.16)

where x(¢ + 1) is the true state given by (3.1), and x(z + 1¢) is the actual Kalman

predictor (3.11) with y(?) is the actual measurement, i.e., y.(¢) = [y} (1), ..., y; (¢)] T
where y;(?) is the actual measurement, which is available, and which is yielded from
(3.1) and (3.2). Hence from (3.1), (3.9) and (3.11) we obtain

X(t 4 1)t) = Pex(t|t — 1) + A®x(1) + T'o(t) — Keve(2) (3.17)
where v, (t) is the actual fused noise with variance R, = diag(Ry, ..., Ry).
Thus we obtain the actual predictor error variance X, satisfies the Lyapunov
equation

S =V I W+ 1Ol + KRK + ADXADT + AOCYT + ¥ .CTAPT (3.18)

where we defind the steady-state cross-covariance

C = ER(0)f (1t — 1)] = E[x(z )R+ 1|t)T] (3.19)

From (3.1), (3.17) and (3.19) we obtain the Lyapunov equation
C = &CY. + oXAD" + o1’ (3.20)
with the definition X = E[x(#)x"(#)]. From (3.1) we have
X =oxo" + ror’ (3.21)

b = (B, + AD) (3.22)
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Theorem 3.1 For multisensor system (3.1, 3.2 and 3.3) with uncertain parameters
and known noise variances, the actual centralized fusion steady-state Kalman
predictor (3.11) with the actual fused measurement y(t), is robust in the sense that
for the prescribed upper bound Az > 0 of fictitious noise variances, there exists a
sufficiently small region Rag, such that for all admissible uncertain disturbance
AD € Rrp, we have

<2, (3.23)

which is called the robustness of robust Kalman predictor.

Proof Letting AX. = X. — X, from (3.15) and (3.18) we have the Lyapunov
equation

AZ, = PAZ YT+ A: — AGXADPT — AOCY! — ¢ CTADT (3.24)
Defining
U=A;: — ADXAD"T — AdCYT — ¥ .CTADT (3.25)

Since A® — 0, U — A¢ > 0, hence there exists a sufficiently small region Rag,
such that for all A@ € Rpp,we have

U>0 (3.26)
Form (3.24-3.26) we obtain AX,. > 0, i.e.,
S.<X, (3.27)

The proof is completed. U

Remark 3.1 Similar to the derivation of the centralized fusion robust Kalman
predictor, for the system (3.1-3.3), we can also obtain the corresponding local
robust Kalman predictors x;(¢ + 1|t),i = 1,...,L with the actual variance X; and
the conservative upped bounds X;, and similar to the derivation of Theorem 3.1, we
have the robustness 2; < ;.

Theorem 3.2 The local and centralized robust Kalman predictors have the robust
accuracy relation

S.<Sii=1,. L (3.28)
trl. <trX.<trX,i=1,...,L (3.29)

where the symbol tr denote the trace of matrix.
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Proof For the worst-case conservative system (3.6) and (3.9), applying [10] yields
(3.28) to hold. Taking the trace operations to (3.23) and (3.28) yield (3.29).The
proof is completed. O

Remark 2 The trace tr2 is called as robust accuracy, and the trace tr, is called as
actual accuracy. This shows that the actual accuracy of a robust Kalman predictor is
higher than its robust accuracy. The robust accuracy of the centralized fuser is
higher than that of each local robust Kalman predictor.

3.3 Simulation Example

Consider two-dimensional 2-sensors time-invariant system (3.1-3.3) with uncertain

parameter, where x(r) = [x;(r),x,(¢)]" is the state. In the simulation, we take &, =

03 —05 5 0 _6

R; =20,R, =3.5.

The conservative prediction error variances of the local robust and centralized
robust fused steady-state Kalman predictors are given in Table 3.1.

When the fictitious noise variance As = al, is prescribed, the robust region of
uncertainty in the state matrix can be obtained by the searching method. When
o = 3.6, from Table 3.2, we can obtain that the robust region of centralized robust
fused Kalman prediction is —0.3 < d < 0.1, which ensures det AX. > 0, which yields
AX,. > 0. Similarly, the robust regions of the local robust Kalman prediction are

Table 3.1 The conservative prediction error variances of the local and centralized robust steady-
state Kalman predictors

z % z,

68.6106 —0.6727 64.1738 —4.2876 63.9180 —4.5165
—0.6727 21.9944 —4.2876 10.6171 —4.5165 10.0066

Table 3.2 The determinants

of AZ, 6= 1,2, ¢ with det A} det A, det AX,

respect to & -0.5 —54.2566 —28.7639 —28.5661
-0.4 —24.2111 —8.1500 —7.9089
-0.3 —1.3032 7.5152 7.7730
—0.2 14.5833 18.3569 18.6248
—0.1 22.5712 23.8877 24.1846
0.0 20.4353 227732 23.1547
0.1 3.8500 12.2712 12.8509
0.2 —35.1000 —13.0677 —12.0807




3 Robust Centralized Fusion Steady-State Kalman Predictor ... 29

30 T T T T T T

20 E

detAX,
o

20 } i

-30 1 1 ! L ! ! L
-0.5 -0.4 -0.3 -0.2 -0.1 0 0.1 0.2

o

Fig. 3.1 Robust region of the centralized robust Kalman predictor

—0.2<0<0.1 and —0.3 <0 <0.1 respectively, which ensures det AX; > 0, which
yields AZ; > 0.

From Fig. 3.1, we have a parabola going downwards. It can obtain a more
precise robust region of centralized fusion robust Kalman predictor
—0.3534 < § <0.1607 by dichotomy, so that det AX. > 0 and X. < X. in this robust
region.

The 1,000 Monte Carlo runs are performed. The MSE curves of the local and
centralized robust steady-state Kalman predictors are shown in Fig. 3.2.
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Fig. 3.2 MSE curves of the local robust and centralized robust fused Kalman predictors
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Fig. 3.3 The curves of accumulated prediction errors squares for component x;(f)

From Fig. 3.2, we see that the values of MSEy(¢) are close to the corresponding
tr £y, 8 =1, 2, ¢ and the accuracy relation (3.29) holds. The curves of accumulated
prediction errors squares for component x;(¢) are shown in Fig. 3.3. From Fig. 3.3,
we can see that the actual accuracy of centralized robust fused steady-state Kalman
predictor is superior to others.

3.4 Conclusion

For multisensor systems with uncertainty parameters, a new robust Kalman pre-
diction approach of compensating parametric uncertain by fictitious noise was
presented. The problem is converted into the robust Kalman prediction problem for
the system with uncertain noise variances. The local and centralized robust steady-
state Kalman prediction algorithms are presented. Based on the Lyapunov equation,
it is proved that the robustness of local and centralized robust fusion Kalman
predictor, i.e., the actual predictor error variance have a conservative upper bound
for all the admissible uncertainties. This approach is different from the Riccati
equation approach and the linear matrix inequality (LMI) approach. The simulation
results show that actual accuracy of centralized robust fusion Kalman predictor is
higher than those of the local optimal Kalman predictor and the local suboptimal
predictor. The simulation shows at how to search the robust region and shows its
good performances.

Acknowledgment This work is supported by the Natural Science Foundation of China under
grant NSFC-60874063 and NSFC-60374026.
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Chapter 4

Robust Weighted Measurement Fusion
Kalman Filter with Uncertain Parameters
and Noise Variances

Chunshan Yang and Zili Deng

Abstract For the multisensor time-invariant system with both the uncertainties
noise variances and parameters, by introducing a fictitious white noise to com-
pensate the uncertain parameters, based on the minimax robust estimation principle
and the Lyapunov equation method, a robust weighted measurement fusion Kalman
filter is presented. It is proved that for prescribed upper bound variance of fictitious
noise, there exists a sufficiently small robust region of uncertain parameter per-
turbances, such that its actual filtering error variances are guaranteed to have a
conservative upper bound. A simulation example shows how to search the robust
region, and shows its good performances.

Keywords Uncertain parameters - Uncertain noise variances - Fictitious white
noise - Weighted measurement fusion - Minimax robust Kalman filter

4.1 Introduction

Multisensor information fusion Kalman filtering has been applied to many fields,
[1, 2]. One of the key assumptions in Kalman filtering is that the model parameters
and noise variances are exactly known. But in many applications, this condition
cannot always hold, thus the performance of the Kalman filter may degraded or an
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inexact model may cause the filter divergence [3]. This has stirred up many studies
on robust Kalman filter design.

So far, robust Kalman filters for systems with uncertain parameters have been
designed, two important approaches are the Riccati equation approach [3] and linear
matrix inequality (LMI) approach [4]. The robust Kalman filters for systems with
uncertain noise variances have been designed [5, 6], a Lyapunov equation approach
is presented to prove the robustness of the proposed robust Kalman filters. Up to
now, the robust Kalman filters for uncertain systems both in noise variances and
model parameters are seldom considered.

In this paper, we consider these two uncertainties for multi-sensor invariant
system. By introducing a fictitious white noise to compensate the uncertain model
parameter, the uncertain system can be converted into the worse-case conservative
system with known parameters and uncertain noise variance. Using the minimax
robust estimation principle, weighted least squares method, a robust weighted
measurement fusion Kalman filter is presented based on the worst-case conservative
system with the conservative upper bounds of noise variances. Furthermore, the
robustness of the proposed robust Kalman filters is proved by Lyapunov equation
approach.

4.2 Weighted Measurement and Local Robust Steady-State
Kalman Filter

Consider the true discrete system with uncertain noise variances and uncertain
model parameters.

Xt +1) = (6, + A®)x(z) + Tw(t) (4.1)
yi(t) :H[X(Z)+V[([), = 1,...7L (42)

where state x(f) € R", measurement of the ith subsystem y;(z) € R™. w(t) € R" and
v;(#) are uncorrelated white noises with zero means and uncertain actual variances
O and R;, respectively. Assume that Q and R; are conservative upper bounds of O
and R;, i.e.,

QSQ? RiSRiai:L"'aL (43)

®,, I', H; are known constant matrices. ® = @, + AP is the true transition matrix.
A® is the uncertain perturbances of model parameter matrix and satisfies that

Ad € Rao (4.4)

And each subsystem is completely observative and completely controllable.
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A fictitious white noise £(¢) with zero mean and upper bound variance Az > 0 is
used to compensate the uncertain model parameter error term A®x(¢) in (4.1), then
the system (4.1) and (4.2) is transformed into the following worse-case conservative
system with known parameters and uncertain noise variance

x(t+1) = Ox(r) + I'w(r) + &(1) (4.5)
yi(l) :H,-x(t)Jrv,-(t), 1= 1,...,L (46)

Assume that each measurement matrix H; has a common m X n right factor
H[7],ie.,H =MH, i=1,...,L and define MO = [MlT sy M{]T, where the
symbol T denotes the transpose. Assume that M©) is of full-column rank. The
centralized fusion measurement equation is given as

ye(t) = Hex(t) + ve(2) (4.7)
H. = [HT,..  HT", ve(t) = DF(@), .. P (0] (4.8)
and v.() has the conservative and actual variance matrix
R. = diag(Ry,...,Ry), R. = diag(Ry,...,Ry) (4.9)
Applying the WLS method, Eq. (4.7) can be converted into
yu(t) = Hx(t) + vy (2) (4.10)

where yy(¢) is the conservative weighted fusion measurement, vy (¢) is the fused
measurement white noise, such that

L L
=" MIRS M) TS MIR: () (4.11)
i=1 i=1
L | L

= > IMIRIM) Y MR i(e) (4.12)
i=1 i=1

vy (¢) has the conservative and actual variances matrix [5]

-1
Ry = [M<0>TR;1M<°>] (4.13)

L L L
Ru = [MIR:'M) S MIR'RR M, [MIR M) (4.14)
i=1 i=1 i=1
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For the conservative system (4.5) and (4.11), we have the conservative weighted
measurement fusion steady-state Kalman filter

I (2)t) = Yk (t — 1)t — 1) + Ky (2) (4.15)
Wy = (I, — KyH) o, Ky = SyH [HEyH" + Ry (4.16)

2y satisfies the steady-state Riccati equation
Sy = [ Sy — IyH(HEyH" + Ry) | @] + TOIT + 4; (4.17)

From (4.5), (4.11), and (4.15), we have

I (t)t) = Pt — 1t — 1) + [, — KyH|[Tw(t — 1) + £t — 1)] — Ky (7)
(4.18)

So we have the conservative filtering error variance
Py = PuPyuPhy + [, — KuH](TOTT + A¢) (I, — KyH] +KyRuKY — (4.19)
Now we find the actual filter error variance

X (2)2) = x(2) — Zp(2)1) (4.20)

where x(t) is the true state given in (4.1), Xy (#]¢) is the actual Kalman filter (4.15)
with y(2) is the actual fused measurement (4.11) with y;(¢) is the actual y;(¢) are
define by (4.1) and (4.2).

Notice that the actual system (4.1)-(4.2) and conservative system (4.5)—(4.6)
have the same weighted measurement fusion equation as (4.10)—(4.11).

For the actual system, x(¢) is defined by (4.1) and yy(¢) is defined by the actual
measurement based on (4.1) and (4.2). Hence we have the actual error

I (t)t) = Pox(t — 1) + APx(r — 1) + T'w(t — 1) — iy (2]2) (4.21)
From (4.1), (4.2) and (4.15) we have

)NCM(Z‘|I) = 'PM;CM(I — 1|l‘ — 1) + [In — KMH]FW(I — 1)

4.22
+ [In — KMH]A(Dx(t — 1) — KMVM(t) ( )
So we have the actual filtering error variance
2. » T AT T T
Py =YuPu¥y + I, — KyH|(I'OI'" + A®XA®P")[I, — Ky H] (423)

+ [I, — KyHIA®CPY, + W,CTAS I, — K;H] " +KyRy K,



4 Robust Weighted Measurement Fusion Kalman Filter ... 37

where X = E[x(1)x"(¢)], C = E[x(¢)x" (z|t)], X and C satisfy the following equation,
respectively

X =oxo" + ror’ (4.24)

C = OCY¥], + OXAD"[I, — KyH|"+IOr"[I, — KyyH]" (4.25)

Lemma 4.1 [8] Consider the Lyapunov equation with U being a symmetric matrix
P=FPF'+U (4.26)

If the matrix F is stable and U is positive (semi-)definite, then the solution P is
unique, symmetric, and positive (semi-)definite.

Theorem 4.1 For multisensor uncertain system (4.1) and (4.2) with uncertain
model parameters and uncertain noise variances, the actual steady-state Kalman
filter are robust in the sense that for all admissible model parameters A® satisfying
(4.4) with 6, being a sufficiently small position number, we have

Proof Define APy, = Py — Py, subtracting (4.23) from (4.19) yields the Lyapu-
nov equation APy = ¥y APY¥}, + Vi with the definition

Vi = [l — KyH|T(Q — Q)T [I, — KyH) +Ky (R — Ru)Kj; + Vi (4.28)

Vi = [I, — KyH)A:[L, — KyH]|"=[I, — Ky HA®XAD'[I, — Ky H]" 429)
— [, — KyHJA®CYT, — ¥\, C"AD™[I, — KyyH]" '

From [, — KyH] = Py X', we have that det[l, — Ky H] = det(PMZ;,Il) #£0,
so that [I, — Ky/H] is invertible, and

Vo = [I, — KyH]A:|l, — KyH)" >0 (4.30)
O

From (4.29) and (4.30), when A® — 0, then Vy; — V,,. Hence there exists a
sufficiently small robust region ¢ of uncertain A®, such that for all A® € Ry, it
follows that Vy > 0. Applying Lemma 4.1 to Lyapunov equation APy =
Y/MAP‘I/L + Vi yields APy >0, i.e., Py <Py. The proof is completed.

Similarly, for the local subsystem (4.1) and (4.2) we can obtain the robust local
steady-state Kalman filter %;(#|¢) with the conservative and actual variances P; and
P;, and with the robustness P; <P;, Py <P;, i=1,...,L.
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Corollary 4.1 We have the accuracy relations
Pi<P;, Py<Py<P;,i=1,...L (4.31)

P.<P., trPy<trPy<trP;, i=1,... L (4.32)

Proof For the conservative system, we have Py = P., where P, is conservative
variance of the centralized fusion Kalman filter for system (4.5) and (4.7). From
P.<P;, we have Pyy <P;, i =1,...,L. The proof is completed. U

4.3 Simulation Example

Consider the 2-sensor invariant tracking system (4.1) and (4.2) with

108 03 {0 O |1 Hy=]1 0] Q=15 R =25
e = {0.5 0 } AP = {0 (5}’ = {O}HZ: [0 1]’0=10"R, =2.0"
R, = 4.5, Ry = 3.8. The simulation results are given in the following. J is uncertain
perturbances of parameter.

The common right factor we select is H = I,. Taking the conservative upper
bound of the compensating fictitious noise variance as Az = 0.51,. The values of
determinant Vj; changed with the uncertainty & are shown in Fig. 4.1. From Fig. 4.1,
the robust region of uncertainty J is Rap = {6|det Vyy > 0} = (—0.806,0.171),
which ensures APy > 0, i.e., Py <Pyy.

0.05

-0.05 b

detV,,

-0.1 i

-0

2 ) A A A A A A A A A A
-09 -08 -07 -06 -05 -04 -03 -02 -01 O 01 02 03
5

Fig. 4.1 The robust region of the fused robust Kalman filter
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When Q varies from 0 to Q, the changes of robust region of the uncertainty with
QO are given in Fig. 4.2. From Fig. 4.2, we can obtain that when Q varies from 0 to
Q, the robust region of the fused Kalman filter narrows.

A three-dimensional figure of the robust region of the Kalman filter is given in
Fig. 4.3. From Fig. 4.3, we can see that the robust region of the fused robust
Kalman filter how changes over Q and 6.

Taking A¢ = 0.5, 6 = 0.1 in the robust region, the comparisons of filtering
performance among the weighted measurement fusion optimal, robust, and sub-
optimal Kalman filters are given in Fig. 4.4. From Fig. 4.4, we can see that the
performance of suboptimal Kalman filter is clearly worse than that of the other two
filters, because it does not consider the uncertainty of model parameter and noise
variances, so suboptimal Kalman filter leads to serious performance loss.

-0.9 I I I I I ! I I I I ! I
10,05 0.1 02 03 04 05 06 07 08 09 1 1.1 1.2 13 14 15

0

Fig. 4.2 The robust region of the fused robust Kalman filter changes over O

0.1 ~0.9 07
0.01 091>

Fig. 4.3 The robust region of the fused robust Kalman filter changes over O and &
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__ actual state
,,,,,, robust filter

3l sub-optimal filter
N optimal filter
-3.5
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t/step

Fig. 4.4 The comparison among the optimal, robust, and suboptimal Kalman filters
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Fig. 4.5 The MSE curves of local and fused robust Kalman filters

In order to verify the above theoretical accuracy relations, Fig. 4.5 gives the
mean square error (MSE) curves with p =200 Monte Carlo simulation runs.
According to the ergodicity [9], we have

MSE(t) — trPy, as t — oo, p — oo, (0 =1,2,M) (4.33)

From Fig. 4.5, we can see that when ¢ — oo, the values of MSE(¢) are close to
the corresponding theoretical values trPy, which verifies the robust accuracy rela-
tion (4.31).
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4.4 Conclusion

For the multisensor system with uncertain parameters and noise variances, using a
fictitious noise approach to compensate parameter uncertainties, a robust weighted
measurement fusion Kalman filter has been presented based on the worst-case
conservative system with the conservative upper bounds of noise variances. Based
on the Lyapunov equation approach, its robustness is proved, and their robust
accuracy is higher than that of each local robust Kalman filter. A search approach
for finding the robust region is given.

Acknowledgments This work is supported by the Natural Science Foundation of China under
grant NSFC-60874063 and NSFC-60374026.
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Chapter 5
Face Recognition Based on Maximum
Sparse Coefficients of Object Region

Zineng Xu, Hongjun Li, Xiangyu Jin and Ching Y. Suen

Abstract Face recognition is an active topic in recognition systems, while face
occlusion is one of the most challenging problems for recognition. Recently, robust
sparse coding achieved the state-of-the-art performance, especially when dealing
with occluded images. However, robust sparse coding is known that only guar-
antees the coefficient is global sparse when solving sparse coefficients. In this paper,
we enable the elements in the object region to approximate global maximum by
fitting the distribution of elements in the object region with successful recognition.
The efficacy of the proposed approach is verified on publicly available databases.
Furthermore, our method can achieve much better performance when the training
samples are limited.

Keywords Face recognition - Maximum sparse coefficient + Occlusion

5.1 Introduction

Recently, face recognition (FR) approaches based on linear representations have led
to state-of-the-art performance [1]. The most representative approach is sparse
representation-based classification (SRC) [1]. However, SRC is not robust to
contiguous occlusion such as sunglasses and scarf. Therefore, many related works
[2-4] have been developed. In particular, the robust sparse coding (RSC) [2]
method has achieved very good performance in FR with various occlusions. In
order to construct a more robust model for sparse coding of face images, RSC finds
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a maximum likelihood estimation solution of the coding coefficients and obtains
high recognition accuracy; however, it is also very time-consuming, like SRC.
Recently, Yang et al. [5] proposed a fast and robust FR method, which is faster than
SRC and RSC.

Motivated by the recent success of RSC, we proposed a novel approach to
improve the recognition rates by approximating the ideal sparse coefficients.

5.2 Related Works

Wright et al. [1] proposed a sparse representation-based classification scheme for
FR. Let D = [D,, D», ..., D] be the set of training samples from all the s classes,
where D; is the subset of the training samples from class i. Denote y a testing
sample. In SRC, y is sparsely coded over D via /;-minimization:

argmin{|[y — Dal[3 + Allol;} (5.1)

where 4 is a scalar constant, a is the coding vector of y over D.
Yang et al. [2] proposed RSC to solve this problem by LASSO:

. 2
minly ~ Dall} st [lofl, <o (5.2)

where ¢ > 0 is a constant. They used a weighted regression function to measure the
representation residual. The final equation can be described as:

min{||W"?(y — D)3 + 4[], } (5:3)

where W is a diagonal matrix, each element is the weight assigned to each pixel of
the test image y.

5.3 Proposed Method

5.3.1 Motivation

In sparse coding, the ideal sparse coefficients a can be described as follows:
o =10,...,0, 01, %2, .oy %, 0,.. ., 0] (5.4)

where k; is the number of class i. We can know that RSC uses [/;-regularized least
squares [6] to solve the sparse coefficients. Although this method can achieve good
sparse representation, it only ensures the coefficients global sparse. In practice, we
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hope the nonzero elements of sparse coefficients o can be concentrated in the object
region as far as possible, and the remaining values are as small as possible. RSC is
supervised, which means we know the labels of testing images. Thus we can easily
identify the location of object region, and it is possible to control the distribution of
sparse coefficients. We analyze how RSC method solves sparse coefficients. In
RSC, when the testing image y belongs to class i, the solution of sparse coefficients
can be performed as follows:

region 1 object region i
ci /_/%
07 = 01,1, 0020+ oy Oy s - ooy Ol 15 02y« ooy Ol - - -
0 0 T (5.5)
Ocm7l7 m2y -y am,kma DEETACN ) “s,27 D) as,k.;}
region m region s
where o g, ..., Cliks -« o, Dk, - - -5 Osk, are nonzero elements of coefficients vector
o<l s is the number of classes. Denote SOR, = 0, | + oty2 + - - - + o as the sum
of elements of coefficient vector in the region x, x = 1,2, ..., s.

5.3.2 Maximum Sparse Coefficients of Object Region

We analyze the distribution of coefficients o in the object region with successful
recognition. Figure 5.1 shows some distributions of elements in object regions. We
can see that the value of nonzero elements in each object region is exponential
growth. Considering that « < 1, we choose logistic function to fit the distribution of
elements in the object region. The basic formula of logistic function is

L(r)=—— (5.6)

where r is independent variable, p is a constant. Here, we modify the model in
Eq. (5.6) to solve our problem.
The new formula can be described as follows:

m, maX(O(or) <z
L(oor) = W ¢ < max(ay) <z (5.7)
W, 21 S maX(OCor) <1

where a,a;,a,b,by,bs,c,c1,c2,p,p1,P2,2,21 and z; are constants, o, is coeffi-
cient in the object region. From the result in Fig. 5.2, we can identify these
parameters as follows: a =2.02, b =20.01, ¢ =040, p=_8.01; a =4.00,
by = 20.00, ¢; = 0.50, p; =5.99; a, =3.31, b, =10.52, ¢, =0.74, p, = 4.05.
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For simplicity, we let z = 0.2, z; = 0.35 according to the range of independent
variable. In order to globally maximize SOR;, we need to find the maximum SOR,.
If x # i, we use the following formula to decrease its value:

SOR.x — ASOR;
M(otyr) = mr 5.8
() = S B5OR, (5.8

where oy, is the coefficient in the maximum region, SOR,,x is the maximum
region, ASOR; is the increment in the object region. Using Egs. (5.7) and (5.8), we
can ensure SOR; to be SOR ;. Finally, the sparse coefficients can be described as
follows:

o =[O, 02y - oy L(0i)y oo oy M (Os),y - - -, ark_l,ark]T (5.9)

where oy is the coefficient in region j, j = 1, 2, 3, ..., k. o4 = Oloy, Ols = Olpy-
il )

5.3.3 Algorithm

We summarize the overall procedure of our algorithm as follows:

Step 1. Input: Normalized test sample y, dictionary D = [Dy, D,,...,D;]
Step 2. Solve a: min{||W"/2(y — Da)||5 + 4|2/, }

a. j=1, Initialize W; and residual ¢;

b. Initialize a

c. Identify SORpx and oimax

d. If (SOR; <SORx) and (04— max < Omax)

o= [ot1, 02y ooy L)y - o oy M (0hs), - o oy Ot O] (5.10)

Else go to next step. (¢_max 1S the maximal element in the object
region)

e. Sparse coding by /,-regularized least squares: a, then go back to c.

f. Compute residual: ¢;(y) = ||y — Du|f;

g. Update weights: W;

h. j=j+ 1, go back to b. until the maximal number of iterations is

reached.

Step 3. Output: the identity of y as Identity(y) = argmin{e; }
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5.4 Experimental Results

In this section, we carry out experiments on benchmark face databases (AR [7] and
Extended Yale B [8]) to demonstrate the performance of our algorithm. In all
experiments, we compare our method with some popular methods such as
CRC_RLS [9], FDDL [10], and RSC [2].

5.4.1 Recognition Without Occlusion

Extended Yale B database: The Extended Yale B database consists of 2414 frontal-
face images of 38 individuals. We used the cropped and normalized 45 x 40 face
images. Figure 5.3 shows some facial images from the Extended Yale B database.
Table 5.1 shows the recognition rates versus feature dimension by CRC_RLS,
FDDL, RSC and our method.

) (e
;.:1;'{"\|

: -ﬁf -

v

Fig. 5.3 Samples of different illuminations from the Extended Yale B database
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:a‘i:’sle()rsl.tlheFlf:l;fe;?e(:igl;:l(; nB Algorithm Feature dimension

database 84 120 240
CRC_RLS (%) 96.6 97.2 98.4
FDDL (%) 93.1 96.4 98.0
RSC (%) 98.8 99.3 99.3
Our method (%) 98.7 99.6 99.6

Fig. 5.4 Samples from the AR database

AR database: The AR database consists of over 4,000 frontal images from 126
individuals. Figure 5.4 shows some facial images for example. The comparison of
our method with its competing methods is given in Table 5.2. Table 5.3 shows that
our method achieves much higher recognition rates than other three methods in
different numbers of training samples. Our method performs better than RSC when
there are few training samples.

Table 5.2 Face recognition - - -
rates on the AR database Algorithm Feature dimension
30 54 120 300
CRC_RLS (%) 64.6 80.6 90.1 93.7
FDDL (%) 53.3 774 86.4 91.4
RSC (%) 70.3 86.7 94.6 96.1
Our method (%) 71.0 91.1 98.0 98.9

training samples on the AR CRC_RLS FDDL RSC Our method
database (%) (%) (%) (%)

1 59.4 - 65.0 66.9

2 62.0 65.4 68.0 73.1

3 64.3 68.0 72.6 77.4

4 76.1 71.0 77.6 84.3

5 86.6 81.0 86.9 91.9

6 93.9 91.3 95.4 98.3

7 93.7 91.4 96.1 98.9
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5.4.2 Recognition with Real Disguise

In this section, we evaluate the robustness of our method to real disguise. We select
a subset of the AR database consisting of both neutral and corrupted images in this
experiment. The following three scenarios are considered for performance evalu-
ation: Sunglasses, Scarf, and Sunglasses + Scarf. Figure 5.5 shows one person’s
images with different disguises from training and testing images. Table 5.4 shows
that our recognition rates are higher than other methods. The experimental results
also demonstrate the good robustness of our method to face occlusion.

Fig. 5.5 The first row is training images, the rest are testing images

Table 5.4 Face recognition

rates on the AR database with Algorithm Sunglasses | Scarf | Sunglasses + scarf
disguise occlusion CRC_RLS (%) |47.8 46.8 |51.3

RSC (%) 91.6 88.8 922

Our method (%) |91.8 90.0 92.7
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5.5 Conclusion

In this paper, motivated by the recent success of RSC, we present a novel method to
recognize face image with illumination variations and occlusion. We add con-
straints and use logistic function to optimize the sparse coefficients. Our extensive
experimental results on benchmark face databases show that the proposed method is
effective and robust. Compared with RSC, our method achieves higher recognition
rates, even when the training samples are limited.
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Chapter 6
Hybrid Dependency Parser
with Segmented Treebanks and Reparsing

Fuxiang Wu and Fugen Zhou

Abstract We propose a hybrid dependency parsing pipeline which combines
transition-based parser and graph-based parser, and use segmented treebanks to
train transition-based parsers as subparsers in front end, and then propose a con-
strained Eisner’s algorithm to reparse their outputs. We build the pipeline to
investigate the influence on parsing accuracy when training with different seg-
mentations of training data and find a convenient method to obtain parsing reli-
ability score while achieving state-of-the-art parsing accuracy. Our results show that
the pipeline with segmented training dataset could improve accuracy through
reparsing while providing parsing reliability score.

Keywords Hybrid dependency parsing - Constrained Eisner’s algorithm - Parsing
reliability score - Transition-based parser - Graph-based parser

6.1 Introduction

A good amount of research has been devoted to parsing technology, due to the
importance of dependency parsing, and many natural language applications, such as
information retrieval and Q&A system [10], employing it as a base component, and
their performance may highly rely on the parsing result.

Recent methods of dependency parsing can be divided into two classes: data-
driven methods and rule-based methods. Data-driven methods usually are statistical
parser and use some machine learning algorithms to catch the statistical features of
data in order to produce syntactic relations of words in sentences.
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Most of the state-of-the-art parsers are statistical parser, parsing accuracy of
which highly relies on the quality and quantity of treebank [3, 6, 11]. There are
several treebanks in China for syntactic parsing, such as Penn Chinese Treebank
(CTB) [8] and Chinese Dependency Treebank (CDT). The CTB is constituency
annotation and was retrieved from Xinhua Newswire, Hong Kong news, Sinorama
and ACE broadcast news, while the CDT is a dependency treebank which was
retrieved from People’s Daily newswire stories. Occurrence frequency of syntactic
substructure (subtree) in one treebank may vary from another. Some would fre-
quently occur in the treebank but others would not. The rare syntactic substructures
of some sentences in the treebank are well formed for human, but would be
abandoned when there are some common syntactic substructures which are conflict
with the rare ones and prevent the parser from handling rare syntactic structures
correctly. This would lead to label attachment recall rate degradation partly.

In order to examine the assumption, we segment treebank into k-parts in one
round, and train a transition-based parser (subparser) for each part, and then a result
set generated by the subparsers is compared with k-best generated by parser trained
with full treebank. We learn that label attachment recall rate of k-segments would
be higher than corresponding k-best’s, and this confirms the assumption. Depending
on this phenomenon, we further employ a parser to post-reparse the subparsers
output. Since transition-based parser and graph-based parser have different training
and inference algorithms [5, 7] and have different behaviors, we construct the post-
reparser with constrained Eisner’s algorithm [2, 4] to find maximum spanning trees
(MST). The experiment shows that the pipeline could improve the parsing accuracy
while computing the parsing reliability score.

6.2 Parsing Pipeline

The pipeline in this paper addresses the general structural prediction problem,
which map an input sentence x € X to an output dependency structure y € Y, which
is composed of edge e,

= {2 o)

where 7 and j are relation endpoints, [ is dependent label in label set L. We employ
transition-based parser with beam search [9] as subparser and use MST parser with
conditional random field as post-reparser. In CRF model, the output y probability
would be,

p(ylx) = exp(f(y,x) - 1)/Z(x) (6.2)
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where f(y, x) maps y and x to a feature vector, X is a corresponding weight vector,
and Z(x) is the normalization factor. For a sentence x, the parsing result y is cal-
culated by finding the highest probability one among the all possible results,

O(x) = arg max,cpsgr(x) P (V) (6.3)

where PSET(x) denotes the set of the possible result for the sentence x.

The pipeline is composed of a training procedure and a parsing procedure. The
training procedure mainly creates a set of subparsers which are transition-based
parser. And in parsing procedure, we first use this set of subparsers to achieve a
result set, and then reparse the set to compute the best output.

6.2.1 Training

The training procedure is as follows:

e Segmenting treebank into equally sized sub-treebanks Q = {b;},_;

e Training subparser #; with sub-treebank b; € Q to build a set of subparsers
Py ={ti}i .

e Training the MST parser T with the whole treebank to calculate the weight
vector Ar for features.

Through this procedure, we get a trained model {N, L'y, Ar,fr}, where N is the
number of subparsers trained by segmented treebanks; fr is a feature extract
function of MST parser, built by feature temples.

6.2.2 Post-reparsing

In parsing step, a set of result R = {r;},_, _y, which is different from N-best result,
have been generated by subparser in I'y for an input sentence x. We use them to
constrain the searching space for the sentence (far small than the full searching
space), and then employ constrained Eisner’s algorithm to extract the best result.

The constraint scores are obtained as follows:

e) A if ecri,i=1,..,N
sc(e,R) = {fT( 2) T else (6.4)

where fr(e) maps edge e to a feature vector. And mixture score is as follows:

Smixe(€, Rya) = a - fr(e) - Ar + (1 — ) - s.(e, R) (6.3)
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Table 6.1 Pseudo-code for constrained Eisner’s algorithm

Allocate E[N|N]2]2]~, ] array for edge’s scores
Initialize each score in the array to zero
foriin [1,~~~,N]
for jin[l,---,N]
t=i+j
if £ > N then break
Eli]jle]tlr]= max ., ., (max,., E[iJk]—]o0]u]+
max,, Elk[jlelolul+s,. (i j..1).R.@)
Eij-1tlr]= max ..., (max,, E[Jk]-]o0]]+
max,., Elk]jle]olul+s,,. (i j.—.1).R.@)
Eli]jl«Tollr]= max ., (max,., E[JkleTolu]+ max,., E[]]e]]e]
Eli]jl-lolr]= max ., (max,, Elilk]=]t]lu]+ max,., E[k]/]-]0]]

Where N, is the size of label set L.

where o is a mixture factor which controls the strength of constraint from the result
set, given a sentence S = wow, - - - wy and the corresponding R. The post-reparsing
procedure is as follows (Table 6.1).

6.2.3 Reliability Score of Dependency Relation

With the pipeline, we can get a set of subparsers I'y, in which each subparser is
trained by different parts of training corpora. Because each part of corpora can be
seen as unseen data from other part, we can assume that the parsing result of each
subparser for a sentence is supported by the corresponding part of training corpora.
Thus, reliability score can be calculated like a weighted voting scheme [1] as
follows:

c(e) = Z exp(& - fr(e) /Zexp (&-fr(e)-Ar) (6.6)

e€E; e=¢; £€ER,

where E; is a set of dependency relationships (i, -, -, -), which is ith relationship of
dependency structure in set R, ¢ is an adjusting factor, and when & =0, c(e;) is
normal voting score for edge e;.
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Table 6.2 The training, File ind S
development, and test data for v index entences
CTB6 Training 1-1129; 2019-2923 24,092
Dev 2924-3012; 3108-3145 1191
Test 1130-1151; 2000-2018; 2846
3013-3107
Table 6.3 The test results of P
the baseline parsers ZPar MSTParserl | MSTParser2 | crfParser
LAS [0.824361 |0.775656 0.763978 0.782913
UAS |0.83939 0.81595 0.82032 0.8024

6.3 Baseline and Experiments

This section presents the pipeline experiments of segmentation and post-reparsing.
Before this, we only evaluate the pipeline with Chinese Penn Treebank corpora as
heavy computation cost for the CRF training without loss of generality. We split
sentences in the Penn Treebank 6.0 into training, development, and test set as
Table 6.2, and then employ the head-finding rule to translate them into dependency
structures.

Baseline parsers are ZPar' dependency parser, MSTParser”, and crfParser,’
which are open source projects and have achieved state-of-the-art accuracy. They
are trained with the training data in Table 6.2, and use their default feature temple,
respectively. The test results are as follows (Table 6.3).

where MSTParser] and crfParser are first order graph-based parsers, MSTParser
is second order parser, and ZPar is transition-based dependency parser.

In order to explore the phenomenon brought by corpora segmentation, we
segment the training data into parts with different number, namely,
© = [2,3,4,6,12], and then build the set of subparser I'x for each k € ©.

6.3.1 Attachment Recall Rate

Labeled/unlabeled attachment recall rate (LAR/UAR) is the ratio of correct labeled/
unlabeled attachment among the dependency structure of result set,

! http://sourceforge.net/projects/zpar/.
2 http://sourceforge.net/projects/mstparser/.
3 http://sourceforge.net/projects/criparser.
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LAR(IT) = Z L(Rg, e /Z Reren |7l

(Rkre)

UAR(IT) = u(Rg, 7 /Z Ryreit |Tel

(R

where Rg and r, are a set of parsing result and gold dependency structure for a
sentence, Il generated from test data is a set of (Rg,r.), |r.| is the number of
relationship in dependency r., function &, (R, r.) counts the correct dependency
relationships with label in r. which coexist in result set Ry, and function é; counts
similarly without label.

We calculate LAR and UAR for the k-segment’s result set Rx and baseline
parser’s k-best result. The relationship between number of parts and attachment
recall rate is as follows.

With data segmentation, we can achieve higher LAR and UAR then k-best
parsing result, this means that the dataset R¢ would cover more correct dependency
relationship than the k-best dataset. It would be beneficial to postprocessing in the
pipeline, such as reparsing and reranking, with small searching space.

6.3.2 Post-reparsing

In post-reparsing state, we analyze the result set generated by the set of subparser
I'y or the N-best result made by baseline parser to get final parsing result, and their
accuracy is as follows.

For each k € ®, we search the best o € [0, 1] for calculating the LAS/UAS of
each k-segment’s or k-best result. The highest LAS of 2-segmentation is 83.2112,
and is 0.7751 % higher than the ZPar in baseline parsers, and 2-best’s is 83.1275 %.
From Fig. 6.2, we could see that the LAS of k-segment and k-best is lower than the
ZPar’s when k > 2, meanwhile, k-segment’s LAS is lower than k-best’s. The reason
may be the postparser, which is first-order minimum spanning tree parser with local
features, is not powerful enough to utilize the higher label attachment recall rate.
That is why 2-segment’s LAS is higher than 2-best’s. From Fig. 6.1, we could find
that k-segment’s LAR ascends faster than k-best’s, and the k-best’s LAS descend
slower than k-segment’s since k£ > 3 in Fig. 6.2, this is also shown that the post-
parser needs a finer design. Besides, we employ reliability score ¢(e;) to rerank the
result set Ry, the result is as follows:

From Fig. 6.3, we can find that using reliability score c(e;) to directly select
dependency relationship is feasible. Their LAS/UAS are higher than each element
in k-segment’s result set, but their output may be not a tree, and need further
process. The LAS/UAS of reranking result is lower than the baseline ZPar, this may
also due to weakness of the postparser as well.
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6.4 Conclusions and Future Work

We build a hybrid parsing pipeline, which employs transition-based dependency
parser as subparser in front end, and then use graph-based dependency parser in
next stage. Finally, we investigate the influence on the pipeline with different
k-segment dataset. From the experiment, we found that using segmentation of
training data would largely improve the labeled/unlabeled attachment recall rate
with some final LAS/UAS drop, and the result set generated by the subparsers with
high attachment recall rate could be used to calculate reliability score, such as
simple voting scheme used in this paper. Besides, the hybrid pipeline could
improve the final LAS/UAS when using 2-segment. But it cannot further improve
the accuracy due to weak postparser. In future, we would try to use more sophis-
ticated parser as postparser to explore the searching space constructed by the
subparsers effectively.
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Chapter 7

Accelerated Rendering and Fast
Reconstruction of EEG Data

in Real-Time BCI

Ning Wang, Peng Lu, Lipeng Zhang, Shijie Li and Hanghang Hu

Abstract In real-time BCI (Brain Computer Interface), the ITRs (Information
Transmission Rates) is one of the most common criteria for evaluating the per-
formance of the whole system, and one of the key factors is the duration of one
single trial. This paper aims at improving the I7TRs by decreasing the duration.
Accelerated rendering is used for drawing raw EEG (Electroencephalogram) data in
presentation thread, and thread scheduling based on adaptive one-sided fuzzy
inference and the mechanism of mutual exclusion and synchronization with sem-
aphore is adopted to recombine intervening data blocks in reconstruction thread.

Keywords Real-time BCI . The mechanism of mutual exclusion - EEG data -
Thread scheduling - Fuzzy inference

7.1 Introduction

The target of BCI (Brain Computer Interface) is to transform awareness into real-
time commands of controlling external devices and communication tools [1, 2].
Compared with offline BCI, continuous and real-time judgement of brain status is
needed in online BCI. The key strategy of a high-performance BCI system is the
immediate processing of raw EEG (Electroencephalogram) data [3]. By far,
the usual policy is adopting general software platform, for instance, LabVIEW
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Fig. 7.1 General procedures of online BCI

components are used to handle data streams in document [4], and BCI2000 is
adopted in document [5]. While general software packages fixed function interfaces
or mix too many other function modules, their flexibility and efficiencies are limited
for online BCI system when facing complicated problems. This paper focuses on
solving the instantaneity of online BCI through deeper threads mechanism.

The main performance index of an online BCI system is the ITRs (Information
Transmission Rates) calculated with the following equation (unit: bits/min),

ITRs =B+ 60/T, (7.1)
where
B =1bN + PIbP + (1 — P)Ib[(1 — P)/(N — 1)], (7.2)

indicates the amount of information transmission in a single trial, N indicates the
classification number of awareness recognition, P indicates the accuracy rate of
recognition, and T is the period (unit: s) of a single trial. When N is certain, ITRs
have positive relationship with P and inverse relationship with 7. Thus decreasing
T is one of the keys to improve ITRs.

In general, online BCI system [6] with synchronous stimulation, one single trial
can be decomposed into three stages 71, 72, and T3, as shown in Fig. 7.1. The
system samples raw EEG data in T'1, presents and reconstructs them in 72, and
analyzes them in 73. Before effective EEG data comes in the next trial, the whole
procedure has to be finished in time. Document [7] lists each parameter’s influences
on ITRs, which still assumes that each trial runs serially.

In our experiment, we found that stage 72, 73 always consume more time than
stage T1, and there are even losses of effective EEG data in some trials. The primary
reason is that a single thread cannot finish the handling of analysis in the time
between the front and rear two sections of effective EEG data. In synchronous BCI,
before the next section of effective EEG data comes, the tasks in 72 and 773 should
be completed in time. This paper focuses on the time factor for ITRs and aims at
decreasing T2 through concurrent thread mechanisms.
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7.2 Method

Through mechanism of thread concurrency, we decompose a single trial into more
subtasks further, allowing the front subtask enter next trial while the rear subtask is
executing, and make concurrent subtasks execute among adjacent trials.

Decompose the whole online BCI system into 3 main concurrent modules, with
the second module including 2 main threads: the presentation thread and the
reconstruction thread. Duration of the presentation thread and the reconstruction
thread is our research target. Accelerated rendering is used for drawing raw EEG
data in presentation thread, and thread scheduling based on adaptive one-sided
fuzzy inference [8] and the mechanism of mutual exclusion and synchronization [9]
with semaphore is adopted to recombine intervening data blocks in reconstruction
thread.

The thread module structure of the online BCI system is designed as Fig. 7.2.
There are four main threads, namely the sampling thread Thl, the presentation
thread Thp2, the reconstruction thread Thr2, and the analysis and recognition thread
Th3. Besides that, there are more subthreads dominated by Thr2 for fitting better the
complicated change of EEG data size.

7.2.1 Accelerated Rendering of Raw EEG Data

In general, EEG acquisition system such as Neuroscan, the raw EEG data is pre-
sented in a method of superposition by column from left to right with the ordinary
GDI (Graphics Device Interface) drawing [10]. We found that the method of
superposition by column only draws in a local area each time; thus it has a relative
small workload.

This kind of presentation has two main shortages:

1. Each drawing process contains an operation of clearing the local area so as to
cover the data curves of last drawing. Moreover, as the number of EEG sam-
pling channels increases, and the sampling rate speeds up, this phenomenon
becomes more serious. Because the GDI drawing is based on CPU [11], more
operations means more burdens for CPU.
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2. The procedure of superposition by column is continuous in time but not in
spatial presentation; from Fig. 7.1, we can see that later EEG data may appear on
the left of earlier EEG data. If the EEG data curves can be presented from left to
right all the time, then the presentation will look more intuitive.

Based on the two factors proposed, the accelerated rendering technology is an
available choice. As most computers support GPU-accelerated rendering currently
[12], delivering the presentation to GPU and taking full advantage of the graphics
card can contribute to fluent presentation of large-scale EEG data and relieve the
burden of CPU to some extent. What is more, this can decrease duration of stage
T2, and reserve more CPU resources for the analysis process of stage 73.

Due to the fixed drawing area in a practical EEG system, a circular buffer of
fixed size is feasible, and in the mode of hardware acceleration.

Assume that the sampling rate is S, the EEG channel number and column
number of each data block transmitted from the network is N and C, the pixel width
and height of the drawing area is W and H, and the duration for the presentation of
the whole drawing area is Tp2 (unit: s).

The linguistic descriptions for the procedure of accelerated rendering are as
follows:

1. Buffer construction. Construct a circular buffer B1 with a length of S*Tp2*N as
the frame buffer unit, and initialize the data pointer pHead and pTail to point the
head of B1; construct a vector buffer with a length of S*Tp2 for the accelerated
rendering of graphics card.

2. Matrix transposition. Due to the fact that EEG data of all channels exist con-
tinuously in each data block from the network, a matrix transposition is needed
so that the EEG data of the same channel can be attached directly, as shown in
Fig. 7.2.

3. Data block connection. Now the data block can be attached directly, so put it
into B1 directly and move the tail pointer at the same time. When the length of
EEG data in Bl is S*Tp2, transpose it again to a matrix with row N and column
S*Tp2.

4. Coordinate mapping. According to the position of the drawing area, map the
EEG data values to the screen coordinates and send them to the vector buffer.
Then take each row of data in the vector buffer as one unit and draw them to the
hardware off-screen buffer; after drawing, send them to hardware frame buffer to
finish the accelerated rendering of one row.

5. Pointer handling. When the tail pointer pTail arrives to the tail of Bl, it auto-
matically moves from the head next time. When pTail exceeds the head pointer
pHead, pHead automatically moves to the next data block after pTail.
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Fig. 7.3 Reconstruction of effective EEG data

7.2.2 Thread Scheduling Against Variable EEG Data

Reconstruction of effective EEG data is a procedure of recombining the data in
working status before recognition. The duration of this procedure is marked as Tr2
in Fig. 7.1, and the target of this section is to decrease Tr2.

Assume the column number of effective EEG data unit for one-time recognition
is L, due to the uncertain appearing time of event mark value in raw EEG data
block, an effective EEG data unit may not start exactly at the beginning of an EEG
data block, so the number of raw EEG data block needed to recombine an effective
EEG data unit should be L/C + 1, in which C is the column number of a raw EEG
data block mentioned in Sect. 7.2.1. The flowchart for reconstruction of effective
EEG data is shown in Fig. 7.3, in which chi indicates the ith sampling channel.

In Fig. 7.3, the green fill area represents an effective EEG data unit, and the
processing steps of reconstruction are as follows:

1. Buffer construction. Construct a second buffer named B, for storing an effective
data unit, and initialize the data pointer pHead and pTail to point the head of B,;

2. Matrix transposition. Read the event mark value in the raw EEG data block, and
transpose the data block from a matrix with N rows and C columns to another
with C rows and N columns.

3. Data blocks recombining. The data blocks transposed can be put in B, and
stored sequentially. Move the head pointer pHead to the position pos; where the
event value begins to appear, and the tail pointer pTail to the position
pos, = pos; + k*C when the following kth data block comes, so the length
between pHead and pTail is always an integer multiple of that for a data block.
When the length between pHead and pTail is L, transpose the matrix of the
whole data unit again and use the effective data unit with row N and column
L for analysis afterward.

4. Pointer reset. Move pHead and pTail to the head of B, and begin the next
reconstruction of another effective data unit.
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Fig. 7.4 Thread scheduling based on one-sided fuzzy inference

Different sampling rate and the data reading speed will lead to increase and
decrease variations of data size. Our experiments show that, due to the accelerated
rendering process, the EEG data in buffer Bl can always be consumed in time,
whereas in buffer B2, the EEG data size may generate all kinds of increase and
decrease variations.

Predicting the changes of data size effectively, and handling the EEG data
flexibly, is the key to prevent the space complexity from increasing, reduce system
delay, and improve the efficiency of the system. The online BCI system has a
typical environment of time-varying multitasking, and compared with traditional
methods, fuzzy inference has a prominent advantage in predicting data variations
[13]. Therefore, a method of fuzzy inference is designed to solve the problems of
predicting data streams variations in nonlinear environment, as shown in Fig. 7.4.
The reconstruction process is fulfilled by the reconstruction thread Thr2 and more
subworking threads Ths. The input r = 0 indicates the desired data size in buffer B2,
the error e indicates the current actual data size, the error rate ec = de/dr indicates
the change rate of data streams, and u indicates number of desired subworking
threads. Data size and the number of subworking threads cannot be negative, as a
result, the structure above is a procedure of one-sided fuzzy inference.

Set M as the initial total number of subworking threads, K as the number of the
subworking threads inferred by fuzzy inference. Take e, ec, and u as the input and
output of fuzzy inference, use positive domain to fuzzily e and u, and use two-sided
domain to fuzzily ec, and adopt the triangle membership function and the Mamdani
minimax reasoning method to design one-sided fuzzy inference rules, as shown in
Table 7.1.

Adopt gravity method for the defuzzification process, and assume the ith fuzzy
rule is:

R;: If xis A; and y is B;, then z is C;,

Table 7.1 One-sided fuzzy
inference rules

NB NM NS zZ PS PM PB

zZ
PS zZ PS PS PM PM
PM z zZ PS PS PM PM PB
PB z PS PS PM PM PB PB

N
N
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where Ai, Bi, and Ci are, respectively, the fuzzy subset of input variables x, y, and
output variable z, thus fuzzy set of z can be obtained through (7.3);

Ri=(AjandB) — C; R= UR;C" = (A" xB")oR=0UCl,  (1.3)
i=1 i=1

12

where AT, BT are the fuzzy sets of inputs. The implication operation “—” fuzzy
“and” operator, the synthetic operation “°” adopts maximum-minimum method,
and the minimum, minimum indicate fuzzy “and,” “or” operator. Accurate output z,
can be converted from fuzzy quantity through (7.4).

i1z ()
27:1 fﬂc(zi) ’

where [ pc(z;) is the area of conclusion membership function for the ith rule,
zi(i =1,2,...,n) indicates the center of each conclusion membership function.

For Mamdani fuzzy inference process with double inputs and one output, set the
error e and its change rate ec as input, and u as output, considering the influences of
quantization factor k,, k.., and scaling factor k, on the system is not monotonous,
influences of different stages are distinct and restrict for each other. Dynamic
correction factors are adopted to adjust quantization and scaling factors k,, k.., and
k,, the adjustment rules are as follows:

20 = (7.4)

ke(n+ 1) = k.(n) + 0,
kee(n+ 1) = koe(n) + 02, (7.5)
ky(n+1) = k,(n) + 93

where 01, 0, d3 are, respectively, the dynamic correction factors of the quantization
factor k,, k.., and scaling factor k.

In order to make the adjustment rules play a part in the whole domain, use
another variable ¢ as a threshold value to make the control effect more accurate for
small errors, so as to ensure the control accuracy. As e > 0, Thr2’s online automatic
adjustment strategies of parameters are set as follows:

Rule; : If e > Oand ec > Othen

01 = Ak,, 0, = 0,03 = —Ak,;

Rule; : If e > 0Oandec <0Oand e > ethen
01 = Ak,, 07 = 0,03 = Aky;

Rule; : If e > 0 and ec <0 and e <& then
01 = —Ak,, 0y = Akee, 03 = —Aky;

In rules proposed above, Ak,, Ake., Ak, are, respectively, the minimum increment
of k,, ke, and k,, whose values can be set according to actual situations.
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7.2.3 Restricted Access to Shared Resources

Concurrent multitasks can make full use of system resources, and improve the per-
formance of online BCI data analysis system [ 14]. However, influenced by scheduling
properties of the operating system [15], intermediate results are not ordered. In order
to get true awareness instructions, a reliable mechanism of mutual exclusion and
synchronization to ensure the correct recombination of raw EEG data is necessary.

For the analysis process in real-time BCI, the procedure of EEG data processing
is that Th1 receives data and put it in B2, Thr2 control the scheduling of subthreads
Ths, Ths read, recombine EEG data to the form of data units and put them in buffer
B3. Th3 reads data units from B3 and identify them. Direct production—consump-
tion relationship exists between Thl (P) and Ths (C1, C2, ..., Cn), Ths (P1, P2, ...,
Pn) and Th3 (O).

Since Th1, Ths, and Th3 are related to the access of shared resources in B2, B3, a
reliable mechanism of mutual exclusion and synchronization is the key to manage
shared resources. Therefore, to solve the mutex and synchronization problem, the
system kernel object such as the mutex lock, the event, and semaphore object are
adopted.

Mutual exclusion and synchronization access rules on B2 are as follows:

1. B, =0, all Ths get into synchronous waiting state;
2. B, # 0, one Ths consumes data block in a method of mutual exclusion.

Set up a semaphore object between Thr2 and Ths, and initialize the resource
count with 0 and the maximum resource count with M; Set a mutex lock among
multiple Ths with its initial state signaled. For thread Thr2, the result K of fuzzy
inference determines the implement times of V.

Mutual exclusion and synchronization access rules on B3 are as follows:

1 Multiple Ths put data units into B; in the correct sequence exclusively;
2 B3 =0, Thyz get into the synchronous waiting state.

Set a mutex lock (hMutex2) for multiple Ths with initial state signaled; Set an
event object (hEvent2) between Ths and Th3 with initial state nonsignaled; Set two
global variables (TR, TW) protected by the mutex as the token numbers to control the
correct recombination of intermediate results. Each Ths carries the token number
information through a TLS (Thread Local Storage) [16] variable with the same name.

7.3 Results and Discussion

Subject selections: Select graduate students with healthy physical and normal vision
correction, and the ratio of male to female is 1:1. Subjects and the EEG acquisition
system are in a shielded room. Indoor lighting is darker to reduce the EOG (Electro-
Oculogram) artifacts and distraction caused by surrounding environment.
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(c)

Fig. 7.5 Delay of screen refresh. a Neuroscan’s normal drawing status. b Neuroscan’s row
drawing delay in repainting. ¢ Our client’s column drawing delay in repainting with ordinary
drawing

System structure configurations: CPU Intel (R) Celeron (R) 2.5 GHz, 2.5 GHz;
RAM: 4.00 GB; Operating system platform: Windows 7, 32 bit; Signal stimulation
equipment: E-Prime2.0; Data acquisition system: Neuroscan 4.5; Offline analysis
environment: MATLAB R2010a.

Experimental paradigms: Stimulation time of each trial: 3 s; Stimulus onset
asynchrony: 2 s; Presentation order: random; Use 10-20 system electrode cap with
64 channels, and choose original raw EEG data of C3, C4, FC3, and FC4 channels
for multimodal analysis.

We chose six students (male:female = 3:3), and let each one have two online
synchronous stimulus experiments. In each one’s two experiments, one was with
ordinary drawing and thread scheduling, while the other was with accelerated
rendering and adaptive thread scheduling. Moreover, the latter experiment’s
effective EEG data units were immediately saved as the experiment was in progress,
so that we could verify the accuracy of online BCI experiment results through
offline analysis. Each experiment contains 80 trials.

First, we compared the two kinds of drawing effects and durations of completing
a whole window screen repainting.

Figure 7.5 displays the effect of ordinary drawing method. In normal running
state, this kind of presentation through superposition by column seems not prob-
lematic; however, when encountering the restoring of a window from the mini-
mized state, the window screen began to show an evident sign of stuck drawing
process due to tremendous EEG data.

In contrast, Fig. 7.6 shows the accelerated rendering for all kinds of status.
Dynamic drawing processes reflect the rapidity and stability of accelerated
rendering.

Moreover, the duration of drawing time for a whole window screen is shown in
Fig. 7.7 for the six subjects, from which, we can see that the accelerated rendering
consumes significantly less time than the other.

Then we set a monitoring window to display dynamic changes of data size in B2
and corresponding number of active subthreads, and compared thread scheduling
under different conditions, including the ordinary methods just according to the
EEG data size in B2, and the adaptive methods based on the adaptive one-sided
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fuzzy inference according to both the EEG data size and its variation trend.
Figure 7.8 shows dynamic variation of data size in B2 and number of active
subthreads following time under condition of ordinary thread scheduling.

Next, we tested the adaptive fuzzy inference process in the main working thread
Thr2, and provided a set of suitable parameters according to the actual situation.
The basic parameters include basic domain and fuzzy subset domain of the error e,
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Fig. 7.8 Thread scheduling
through ordinary methods
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Table 7.2 Setting of domain, quantization factor, and scale factor

Variable Basic domain Fuzzy subset domain Quantization/scale factor
e [0, 5] [0, 6] ke=1.2
ec [-20, 20] [-6, 6] kee = 0.3
u [0, 30] [0, 6] k, =02

the error rate of change ec, and the output #, and the corresponding quantization,
scale factor k., k.., and k,, as shown in Table 7.2.

The minimum increments of k., k.., and k, were set as Ak, = 0.5k,, Akge =
0.25kge, Ak, = 0.125k,, the switch threshold of error change was set as ¢ = 3, and
the parameters of the fuzzy inference process were adjusted according to Rulel,
Rule2, and Rule3 proposed above in Sect. 7.2.2. Afterward, we re-ran the system
and observed dynamic variation of data size in B2 and corresponding number of
active subthreads following time under adaptive fuzzy inference, as shown in
Fig. 7.9.

Compare Figs. 7.9 with 7.8, data size in B2 changes obviously and K keeps a
trend of oscillation for ordinary thread scheduling, whereas on condition of adaptive
fuzzy inference, data size in B2 becomes relatively stable, and with the increase of
K from the initial stage, only some but small overshoot appears, moreover, K is
always approaching a stable state following time variation.

At last, we compared the average delay time of the two kinds of online handling
methods in each trial. The raw EEG data was saved for offline analysis at the same
time. Final statistical results are shown in Fig. 7.10 and Table 7.3, in which the
offline recognition time amounts to the serial time of one trial, i.e., T1 + T2 + T3,
considering some overlaps existing between two adjoining trials on condition of
online real-time concurrence, the duration of one trial in online BCI is an average of
all trials from the start time to the end time.
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Based on the same recognition algorithms, the procedure of offline analysis
amounts to implementation of serial trials, thus has the longest time, as can be seen
from Fig. 7.10. Concurrence of online BCI data analysis system makes the delay
time overlapped for each trial, thus reduces the average delay time of each trial.
What is more, from Fig. 7.8 and Table 7.3 we can see that ordinary thread
scheduling is less adaptive to high-speed EEG data streams, thus has a relatively
low recognition rate due to some losses of effective EEG data, whereas adaptive
thread scheduling decreases the average delay time to about 2.1 s with a compar-
ative accuracy rate, which is significant enough to the improvement of ITRs.
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Fig. 7.10 Delay time of one
trial under different conditions
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Table 7.3 Result comparison for 80 trials

Subject Ordinary online Adaptive online Offline recognition
number recognition recognition
Correct Accuracy Correct Accuracy Correct Accuracy
results rate (%) results rate (%) results rate (%)
1 64 80.00 64 80.00 65 81.25
2 61 76.25 65 81.25 66 82.50
3 59 73.75 64 80.00 66 82.50
4 60 75.00 64 80.00 65 81.25
5 59 73.75 66 82.50 67 83.75
6 60 75.00 64 80.00 65 81.25
Average 75.62 80.63 82.08

Figure 7.11 is an overall running status of the whole system showing the event
mark value and the result on condition of adaptive thread scheduling, in which the
bars indicate the actual event mark values and the curves indicate the recognition
results. The whole system runs stably and keeps relatively short delay time from
beginning to end.
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Fig. 7.11 Running status of our system showing the event mark value and the result
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7.4 Conclusion

Accelerated rendering and fast reconstruction proposed by this paper is an effective
way to improve the rapidity and stability of online real-time BCI system. Through
the mechanism of thread concurrency, each module can make full use of the system
resources; through accelerated rendering, the presentation of raw EEG data can be
more fluent; and through fast reconstruction, effective EEG data unit can be ana-
lyzed timely. What is more, thread scheduling based on adaptive one-sided fuzzy
inference in the process of reconstruction can enhance the robustness of the whole
system for responding to the complicated data streams on condition of different
sampling rate. As the statistical results show, integrative design scheme decreases
the average delay time of one single trial, and improve the ITRs.

Acknowledgments Fund Project: The National Natural Science Fund (NO.60841004, 60971000,
61172152).
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Chapter 8
An HDR Image Encoding Method
Compatible with LDR Image Format

Binling Luo, Shuting Cai, Daolin Hu, Shaojia Wen,
Ming Yin and Simin Yu

Abstract Because of its excellent performance, the High Dynamic Range (HDR)
display becomes more and more popular in many fields. The problem is that most
of the display devices available nowadays are still for Low Dynamic Range (LDR)
content only. As a result, finding a way to achieve the compatibility between LDR
content and HDR content is necessary. In this paper, we provide an improved
version of the JPEG-HDR model which allows typical drivers to read and display a
tone-mapped image while the HDR information is carried in “sub-band marker”.
On the other hand, we can recover the HDR image with the help of inverse tone-
mapping operator (iTMO) and “sub-band marker”. It is the backwards-compatible
enhancement to HDR. When an application is not designed for HDR imaging, it
displays only the tone-mapped image, allowing the user to have access to part of the
content. When an application is designed for HDR imaging, we can recover the
original HDR image by decoding process.

Keywords High dynamic range image - JPEG compatible - Inverse tone-mapping
operator

8.1 Introduction

In the last two decades, high dynamic range (HDR) imaging has revolutionized the
field of computer graphics and other related industry. However, the traditional
displays nowadays are not suit for HDR content; in this condition, the transforming
between low dynamic range (LDR) and HDR image is necessary. Tone-mapping
operator (TMO) adapts the dynamic range of HDR content to suit the lower
dynamic range available on a given display; inverse tone-mapping operator (iTMO)
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performs an inverse process of tone mapping. In the past few years, many TMOs
and iTMOs have been proposed [1].

However, they are one-way transformation, and cannot realize the compatible
between LDR and HDR image, which limit their usage in certain displayers. Ward
and Simmons [2] proposed a backward compatible JPEG-HDR model, which is an
extension of the JPEG compression scheme to HDR images. The main idea is to
tone-map HDR images and to encode them using JPEG. Additional information
such as Y-residuals and TMO parameters to recover the compressed range are
stored in a spatial function. Another attempt on designing HDR encoding scheme
that is backward compatible with JPEG was done by Chen et al. [3]. The difference
is that Chen adds an iTMO to calculate the residues. This idea was extended by
Korshunov et al. [4, 5], they provided an algorithm that allow one to have both
lossless and lossy compression, their method accommodate different TMOs and
such a decoding scheme that allows displaying the same HDR image differently,
depending on its content and given context, besides.

In this paper, we provide an extended version for the scheme mention above. We
agree the idea of having JPEG backward compatible HDR compression and format,
but save R, G, B channels residual to improve the image quality instead of only
saving Y channel residual which employed in the above-mention methods. Another
main difference of our method is that we propose a new iTMO algorithm aiming to
minimize the residual; a well-designed iTMO will lead to very efficient compres-
sion and improve the image quality.

The following sections will describe our method in details. Section 8.2 intro-
duces our method to extend JPEG-HDR model in details. We will present the
experiment results in Sect. 8.3, there will be a comparison between our algorithm
and JPEG-HDR model. Finally, we will give a brief conclusion for our algorithm.

8.2 Our Extended Version for JPEG-HDR Model

In this paper, we provide an extended version of JPEG-HDR model which allows
standard device to read and display a tone-mapped image, while the HDR infor-
mation is carried in a “sub-band marker.”

The first step of our method is to adapt the dynamic range of HDR image to suit
the traditional display, this process is called tone mapping. Then we read in the
tone-mapped image and run iTMO to produce a new HDR image. Subsequently, we
calculate the R, G, B differences between the original and the new HDR image, they
are residuals. The residuals can significantly improve the quality of the result when
we recover the HDR image. Residuals are compressed in JPEG2000 formats and
embed into tone-mapped file which was in JPEG standard. Besides, the related
TMO parameter is save in this JPEG file to enable the subsequent decoding process.
These are the encoding process of our method. At this point, our JPEG file is
marked with the HDR information and can be presented on traditional displayers.
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Fig. 8.1 Our extended version for JPEG-HDR model

When we want to recover HDR image, we first decompress JPEG file to read
LDR image, as well as the additional information: Residual data and TMO
parameter. We run iTMO process with the help of TMO parameter, and then we get
a new HDR image. We add the residuals to the new HDR image to improve the
quality of the final image. We show our framework as Fig. 8.1.

8.2.1 Encoding

Encoding process aims at producing tone-mapped image which allows typical
drivers to read and display, while the HDR information is carried in “sub-band
marker.” The image is stored in JPEG formats. It takes much less space than
traditional HDR content, so it is well-suited to sending by or posting on the web.

8.2.1.1 Tone-Mapping Operator

The encoding starts with tone-mapping HDR image. In our study, we select
bilateral filter TMO which is proposed by Durand and Dorsey [6] since it can
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preserve local contrast without losing fine details; and according to the study [2]
conduct by Ward et at., bilateral filter TMO performs better than histogram
adjustment TMO [7], global photographic TMO [8], and gradient operator [9] for
compression purpose.

To begin with, LDR image is decomposed into luminance and chromaticity. At
this point, use a bilateral filter to separate LDR image into high-frequency and low-
frequency parts, which are called the detail layer and the base layer, respectively.
We apply exponential TMO [1] to adapt the dynamic range of the base layer since it
deals with medium dynamic range content reasonably well and also its simplicity.
Exponential operator is defined as:

Lo(x) =1 —exp(—Lw(x)) (8.1)

Lwa

Lwa = exp <%XN: log(L,, (x;) + ?)), (8.2)

where, x; is the ith pixel of the picture, N is the number of pixels in the image, L is
the luminance of LDR image, L,, is the luminance of HDR image, k € (0,1] is a
user parameter, and Lwa is the geometric average of HDR image. ¢ is a small
nonnegative value. The last step is to combine tone-mapped base layer, detail layer,
and chromaticity to form a LDR image.

8.2.1.2 Inverse Tone-Mapping Operator

Inspired by bilateral filter TMO, we provide an iTMO algorithm base on frequency
separation with the goal of preserving edges and local contrast. This is achieved by
computing in the frequency domain instead of the spatial domain. We show the
pipeline in Fig. 8.2.

To start with, LDR image is decomposed into luminance and chromaticity. The
luminance channel passes a bilateral filter, obtaining a low-frequency part, which is
called base layer. The detail layer is the high-frequency part, which is calculated by
dividing the luminance channel by the base layer. For the base layer, we inverse
Eq. (8.1) directly to expand the dynamic range, now, we have formula (8.3) for the
enhancement:

Ln(1 — Ly(x))

L,(x) =Lwa- . ,

(8.3)
where Ln is the natural logarithm symbol, k € (0,1] is a user parameter, and Lwa is
the geometric average of HDR image. We want to solve L,(x) from LDR image,
there is an unknown parameter: Law. However, we can calculate Lwa value by
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Fig. 8.2 The pipeline of our iTMO

formula (8.2) in TMO step. Lwa was set to global variable and saved in the program;
by these way, we can read Lwa value when we run iTMO in encoding process.

Since the truncated information in very bright regions of LDR image usually
lost, as a solution, we apply a brightness enhancement function (BEF) in these
areas. Rempel et al. [10]. have proposed an automatic approach for computing BEF.
They applied a threshold for LDR image to generate a binary mask M1 (the value of
the pixel set to one means it is a very bright pixel). A flood-fill algorithm is applied
to M1 until the edge is reached (the edge is defined by an edge stopping function).
Our work is base on that of Rempel’s but more robust. The threshold for our binary
mask M1 is computed based on the characteristics of the image instead of a fixed
value for all images. Usually, an indoor picture and an outdoor picture need dif-
ferent thresholds. To calculate the threshold 7, an average filter with size m = max
(width, height)/250 + 1 is applied to the luminance channel and then we calculate
the maximum luminance 7. T is the threshold we defined. Actually, this method has
already been used to divide specular regions and diffuse regions in image pro-
cessing [11]. Mask M1 defined the very bright regions; in these regions, we
enhance the luminance value by [0, a].

Finally, we combine the expanding base layer, the detail layer, and the chro-
maticity by multiplying each one to form a new HDR image.
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8.2.1.3 Calculate and Compress Residuals

There is deviation between the original and new HDR image, we call it residuals.
The original HDR image’s R, G, B value subtract that of the new HDR image’s can
calculate the residuals. According to the study [4] conducted by Korshunov et at.,
JPEG2000 can achieve a better compression efficiency compared with the com-
pression schemes capable of encoding HDR images; so we compress the R, G, B
residuals in JPEG2000 standard and take it as the header marker of our JPEG file.

8.2.1.4 JPEG Compression

In our study, we use JPEG standard to compress the tone-mapped image. Residuals
and TMO parameter: Lwa are embed into the header of the JPEG file. These
markers enable the decoding process (Fig. 8.3).

8.2.2 Decoding Process

The decoding process is to recover the HDR content from JPEG file, by which we
can present the image on HDR displayer. To start with, we decompress JPEG file to
get LDR data and header marker: Residuals and Lwa. Residuals are the difference
between the original and new HDR data after quantization. Lwa is a TMO
parameters, they are needed to expand the signal back. The iTMO program which
was introduced in Sect. 8.2.1.2 is run for a second time, and then we got a new
HDR image. We add the residuals to the new HDR image to complement the
deviation. Residuals can significantly improve the quality of the final image
because the spatial quantization and bit reduction can introduce quantization errors,
and this can be noticed in the form of noise, enhancement of blocking and ringing,
banding artifacts, etc. By this way, we can recover the HDR image reasonably well.

Fig. 8.3 Our JPEG file
T™O

parameter

Residuals

Tone mapped N Subband
image marker

JPEG file
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8.3 Experiments and Evaluations

We conduct the experiment with Microsoft Visual Studio 2010 and MATLAB
R2012b. We validated our algorithm in PSNR value compare against JPEG-HDR.
Table 8.1 is our experiment result. In which, rate is the ratio of desired image size to
the raw image size and nbits is to set the number of bits per pixel in Jasper.

From Table 8.1, we can see our algorithm produces overwhelming results in
PSNR value for all images. Comparing to JPEG-HDR model, our algorithm
increases PSNR value by 10-37 dB. Besides, it consumes a small amount of
memory, reduce the data size of the original image by 40-94 %.

Figure 8.4 presents the images used in our study, Since HDR images cannot be
showed here naturally due to the limitations of the print medium, we show the
normalized HDR image by colorizing the luminance levels; we arrange the blue/
cyan/green/yellow/red colors in ascending order to represent the luminance level
0.00/0.25/0.50/0.75/1.00, respectively, in which red color presents the maximum
luminance level and blue color presents the minimum luminance level.

Table 8.1 The comparison between our method and JPEG-HDR model

Image Compression Data size PSNRR [PSNRG |PSNRB | Average
(bytes) (dB) (dB) (dB) (dB)
Room Original HDR image 7,438,076
JPEG-HDR 2,262,404 |46.896 |37.420 [41.402 |41.906

(quality = 100)
Our method Rate = 1, 2,452,413 | 72.458 72217 70416 | 71.697
nbits = 16 bits
Our method Rate = 1, 1,148,431 |62.691 61.499 50.545 58.245
nbits = 12 bits
Our method rate = 0.8, 379,713 | 51.742 54.058 52.240 52.680
nbits = 12 bits
Bridge- | Original HDR image 19,376,169
studio JPEG-HDR 5,784,513 |30.526 |45.557 35.717 37.267
(quality = 100)
Our method rate = 1, 11,407,576 |74.514 74.087 75.641 74.748
nbits = 16 bits
Our method rate = 1, 5,504,541 | 71.444 71913 68.338 70.565
nbits = 12 bits

Our method rate = 0.8, |1,594,575 |65.319 |[66.170 64.941 65.477
nbits = 12 bits
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Fig. 8.4 Related images

8.4 Conclusion

In this paper, we propose an effective compatible model which is an extended
vision for JPEG-HDR. The novelties of our method are that we provide an effective
iTMO and calculate R, G, B residuals to improve the image quality. The method is
backward compatible because the additional information is encoded using extra
application markers of JPEG format. When an application is not designed for HDR
imaging, it displays only the tone-mapped image. When an application is designed
for HDR imaging, we can recover it by decoding process. Experiment result proves
that our algorithm has better performance than JPEG-HDR.
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Chapter 9

A Prediction Method for Wind Speed
Based on the Correlation Analysis

of Measured Data of Adjacent Wind
Turbine

Yinsong Wang and Ziqing Su

Abstract Wind speed prediction is very important for the control of wind power
generation. Former studies for wind speed prediction are limited to measuring their
own historical data to achieve the future wind speed prediction. Compared with this
situation, this paper presents a prediction method to get the specified point’s wind
speed predicting value from the adjacent point’s historical wind speed data. Using
Pearson correlation coefficient to show the relativity between the adjacent mea-
suring points, the method of regression analysis based on correlation coefficient is
introduced, and we chose the wind speed data of ten points from an actual wind
field to simulate and verify this method. Simulation result shows that this method
can guarantee the accuracy of wind forecasting, and it can improve the redundancy
and reliability of wind measuring equipments effectively.

Keywords Wind speed forecast - Pearson correlation coefficient - Regression
equation - Time-series model

9.1 Introduction

In recent years, wind power generation developed rapidly, and to predict wind
speed accurately is very important for the allocation of power grid resources [1].
Meanwhile, wind speed forecast is also essential for the advance adjustment of the
pitch angle and the maximum wind power tracking [2].

An erratum chapter can be found under DOI 10.1007/978-3-662-46469-4_64
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The literature [3] put forwards a kind of method to predict the short-term wind
speed by using time-series model. The literature [4] selected the Pearson correlation
coefficient as basis to measure the relevance between different wind speed series,
and put forward a prediction method using the artificial neural network. But it did
not compare the predicted results with the results of other methods, and cannot
show the feasibility of that method very well.

The literature [5] pointed out that the rotating components of cup anemometers
used in wind farms are easy to damage, and cannot overcome the dust and strong
wind and other inclement weather, this will affect the accuracy and reliability of the
measurements of wind speed. So if we can predict the specified wind speed using
the wind speed data which is related to it, then we can improve the redundancy and
reliability of wind speed measuring devices largely.

This paper presents a method of regression analysis based on Pearson correlation
coefficient, and selects the wind speed data of ten neighboring measurement points
of a wind farm in the Netherlands. At last, we use the model proposed in this paper
to predict the wind speed of the specified point.

9.2 The Correlation of Wind Speed

9.2.1 Pearson Correlation Coefficient

Pearson correlation coefficient is a reflection of the degree of correlation between the
two linear variables, if we choose v, as the wind speed of the adjacent wind power
generator, v, as the wind speed of the specified wind power generator which is to be
predicted. The Pearson correlation coefficient between them can be defined as [4]:

[— ”vaivti — vai thi (91)
LT - () s - ()

n is the sample size and r is the coefficient of correlation between the two variables.

Pearson correlation coefficients can be used to measure the linear relationship
between two variables. The value of |r,,| is between O and 1, when
0.7 <|ry,,| <1, it can be considered there is a high linear correlation between the
two wind series.

9.2.2 Correlation Between the Measured Wind Speed

This article chose ten adjacent turbines’ wind speed data from a wind farm in the
Netherlands, and randomly selected the No. 2 machine to be the specified generator;
we selected the 50 measuring points’ and the 120 points’ historical data to calculate
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;r;rl:;faz;)ln f::rﬁ?((:)ir;n s Turbine no. 50 sampling points 120 sampling points
between the nine other 1 0.9126 0.8799
generators and the No. 2 2 1.0000 1.0000
generator 3 0.8597 0.8009
4 0.9013 0.8532
5 0.8550 0.7989
6 0.9043 0.8680
7 0.8973 0.8520
8 0.8230 0.7903
9 0.8532 0.8021
10 0.7826 0.7373

Pearson correlation coefficients between the nine other generators and the No. 2
generator, the results are shown in Table 9.1.

Seen from the table, in the two set of data, the correlation coefficients of the
No. 1 generator are both the highest, and the No. 6 generator’s are the second. So
we can consider the correlation among No. 1, No. 2, and No. 6 generators are
closer. In the future prediction, we will choose the No. 1, No. 2, and the No. 6
generators to be the main objects of study.

9.3 Regression Models

9.3.1 Regression Equation Based on the Correlation

Correlation coefficient has a wide application in the regression analysis of the data
sequence [6]. For the wind sequences studied in this paper, when r,,,, is high
enough, we can fit out wind sequence V from Vj by using regression equation. We
suppose the sample size to be n, then the regression equation between wind
sequence V and Vp can be shown as:

b= 6+ vy (9.2)

L=E (9.3)
Z (vbi - vb)
i=1
6=, — v (9.4)
>
vy = = (9.5)
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n
Z Vi,
i=1

; (9.6)

‘_}t ==
v; is the approximate wind speed of the specified wind generator which is fitted out

of the adjacent generator’s actual wind speed v,. ¢ and 7 are the two regression
coefficients, v, and v, are the average values of the two wind series.

9.3.2 Alternative Wind Sequence

We suppose that Vj is known and we cannot get V- through direct measurement, so

we cannot fit the wind series V7 (hereinafter referred as hereinafter referred to as
“alternative wind sequence”) directly. This is mainly because we need to use ¥,

when we are calculating ¢ and A

But wind sequence is also a random sequence, the linear relationship between
two adjacent measuring points’ wind sequences only depends on the correlation
coefficient, and it will not change as the time changes. And the linear relationship
between two sequences only depends on ¢ and 7, for the two wind sequences which
have the higher correlation coefficients, the results of calculating 6 and 7 with wind
speed data of different times should be almost the same.

So we can calculate & and by feeding the two adjacent historical data into
formula (9.3) and (9.4). Then we feed the data of adjacent point wind sequence Vjp
into formula (9.2) to get the alternative wind sequence V. Thus, we can replace Vp
with V7 to predict the specified point’s wind speed with time-series model.

9.4 Wind Speed Prediction Based on Autoregressive
and Moving Average Model

The Autoregressive and moving average model, which is also called the ARMA
model, is a usual kind of time-series model used in prediction. The general form of
ARMA (p, g) model can be expressed as [7]:

P q
Yt = Z (,Oth,j + e — Z ﬁje,,j (97)
Jj=1 Jj=1

W, Wy wp, e, 81, &, - - &, are the model parameters, ¢, is a white noise signal.
Since the order (p, g) is generally low, so we choose the trial method to
determine the order of the model. Select the (p, ¢) value one by one from low to
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high, then estimate the parameters, and check whether the model is accepted. If not,
readjust the value of (p, ¢) and repeat the process until the model is accepted.
After several attempts, we found that when p is taken as 3 and q is taken as 2 the
model has the highest predictive accuracy, so we select the ARMA (3, 2) model.
After the order is determined, the next step is to estimate the parameters of which
the most commonly used method is least squares estimation, the principle is
described as follows. The wind speed model can be described as [8]:

yi = Bixit + Boxio + Paxis + -+ BuXin + e (9.8)

y1,- -, ¥, are the observed data, the arguments x;;, - - - x;, are all known, f,,---f,
are the parameters to be estimated, e; is the error, the matrix form is

yi xuxi x| [ By el
2 X1X22 X | | B2 e

= + (9.9)
Yn Xn1Xn2 ** * Xnn .Bn €n

If you make the error sum squares [8]:

OB) = OBy Bos 1 B) S (i = v — Poxio — - = Bxi)” = D _erk e;

minimum, it is called the least squares parameter estimates at this time.

9.5 Simulation Analysis

At last, we selected the measured data from a wind field in Netherlands (http://
www.knmi.nl) and used MATLAB to simulate and test the prediction model. In
order to prevent the difference in numbers of sampling points to bring errors, this
paper selected 50 sampling points and 120 sampling points, respectively, and
calculated the Pearson correlation coefficients between each wind turbine. We chose
the No. 2 generator to be the selected generator, as shown in Table 9.1, the cor-
relation between No. 1, No. 2, and No. 6 generator is stronger, so we chose the No.
1, No. 2, and No. 6 generator to be the main objects to study.

Then input the wind speed data, and selected the No. 2 generator as the reference
and calculated the alternative wind sequence V7 between each generator and the

No. 2 generator. ¢ and J. are calculated with the historical data over the same period
last year of each wind generator and the No. 2 generator. When predicting, we
chose the ARMA (3, 2) model to predict the No. 2 generator’s wind speed one step
further, and selected the relative mean error (MRE) as the evaluation index to check
the prediction results. Tables 9.2 and 9.3, respectively, reflected the prediction
errors of choosing 50 sampling points and 120 sampling points.
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Table 9.2 Prediction errors
of 50 sampling points

Table 9.3 Prediction errors
of 120 sampling points

Fig. 9.1 Predicted curves of
the traditional method (50
sampling points)

Y. Wang and Z. Su

Turbine no. MRE (%) Correlation coefficient
1 4.56 0.9126
2 3.18 1.0000
3 5.40 0.8597
4 4.98 0.9013
5 5.67 0.8550
6 4.79 0.9043
7 543 0.8973
8 5.79 0.8230
9 5.98 0.8532
10 7.89 0.7826
Turbine No. MRE (%) Correlation coefficient
1 5.93 0.8799
2 4.21 1.0000
3 6.81 0.8009
4 6.39 0.8532
5 7.39 0.7989
6 6.16 0.8680
7 7.37 0.8520
8 7.61 0.7903
9 7.53 0.8021
10 9.86 0.7373
200

Wind Speed (0.1m/s)

Time (h)
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Through comparing the data in the table, we can see that the prediction errors of
each wind generator reduce with the increase of the correlation coefficient.
Meanwhile, the prediction from the No. 1 generator to the No. 2 generator among
which has the highest correlation coefficient has the minimum error.

At the same time, we compared the prediction result of the traditional time-series
model with the results of the prediction method put forward in this paper.
Figures 9.1 and 9.2 show the prediction results of the traditional time-series model,
the blue solid line represents the actual wind speed curve of the No. 2 generator and
the red dotted line represents the predicted wind speed curve.

Figures 9.3 and 9.4 are the prediction curves of the No. 1 generator and Figs. 9.4
and 9.5 are the prediction curves of the No. 6 generator. Through comparing the
prediction results of the method put forward in this paper and the results of the
traditional time-series model, we can find that traditional method has the smaller

Fig. 9.2 Predicted curves 220
of the traditional method
(120 sampling points) 200

180 |

160 |

140

120

Wind Speed (0.1m/s)

100 |

80

60
0

Fig. 9.3 Predicted curves 200
from the No. 1 generator to

the No. 2 generator 180 -
(50 sampling points)
160 |

140 |

120

Wind Speed (0.1m/s)

100 |

80 |

60

Time (h)
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Fig. 9.4 Predicted curves 220 : : ‘ - ;
from the No. 1 generator to
the No. 2 generator
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Fig. 9.5 Predicted curves 200 : : : : ‘ ‘ ‘ ‘ ;
from the No. 6 generator to
the No. 2 generator
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Fig. 9.6 Predicted curves
from the No. 6 generator to
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error, respectively, are 3.18-4.21 %. But the prediction error of our method is just
about 2 % higher than the traditional time-series model, and this is completely
acceptable (Fig. 9.6).

9.6 Conclusion

Simulation results show that the method to replace the Vi with the alternative wind

sequence V7 is feasible. Then we compared the results of the method put forward in
this paper with the results of traditional time-series model, and found there is not
very big difference between the prediction errors of the two methods. So we can
improve the redundancy and reliability of wind measuring equipments without
extra investment.
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Chapter 10

A Novel Method Based on Data Visual
Autoencoding for Time-Series
Classification

Chen Qian, Yan Wang and Lei Guo

Abstract A variety of techniques based on numerical characteristics are currently
presented for mining time-series data. However, we find that time-series data
generally contain curves sharing some set of visual characteristics and features.
These characteristics offer a deeper understanding of time-series data, and open up a
potential new technique for time-series analysis. Particularly beneficial from recent
advances in deep neural networks, representations and features can be automatically
learnt by deep learning architectures such as autoencoders. Based on that, our work
proposes a novel method, named time-series visualization (TSV), to efficiently
detect visual characteristics from curves of time-series data and use these charac-
teristics for intelligent analysis. Architecture and algorithm of TSV based on
stacked autoencoders are introduced in this paper. Further, important factors
affecting the performance of TSV are discussed based on empirical results. Through
empirical evaluation, it is demonstrated that TSV has better efficiency and higher
classification accuracy on analyzing the datasets with significant curve feature.

Keyword Time series -+ Autoencoder - Classification - Input dropout - TSV

10.1 Introduction

In the last decade, interest in mining time-series data is like an explosion which, in
turn, resulted in lots of researches proposed to introduce new techniques to index,
classify, cluster, and segment time series. However, most of these techniques have
limited performance because the form of time-series data is inconstant but their
focus is mainly on numerical characteristics of data.

Similarity measure is one of the most important ways toward mining time-series
data. The most straightforward similarity measure for time series is the Euclidean

C. Qian - Y. Wang (X)) - L. Guo

School of Automation Science and Electrical Engineering,
Beihang University, Beijing 100191, People’s Republic of China
e-mail: w-yan@buaa.edu.cn

© Springer-Verlag Berlin Heidelberg 2015 97
Z. Deng and H. Li (eds.), Proceedings of the 2015 Chinese Intelligent

Automation Conference, Lecture Notes in Electrical Engineering 336,

DOI 10.1007/978-3-662-46469-4_10



98 C. Qian et al.

Distance (ED) [1], which has two advantages: Linear complexity and parameter-
free. However, ED is quite sensitive to noise and misalignments which means it is
unable to handle the time-shifting series. Inspired by this motivation, Berndt and
Clifford [2] introduced dynamic time warping (DTW) which can be used to mea-
sure the similarity between time series with local shifts. However, DTW is too slow
to be of practical use, even though it provides good measuring accuracy [3]. Thus,
many methods have been proposed based on DTW to improve the efficiency of
DTW [4-6]. In addition, longest common subsequences (LCSS) was proposed
based on the model introduced by André-Jonsson and Badal [7], which was another
group of similarity measures. Other famous examples for this category include edit
distance on real sequence (EDR) [8] and edit distance with real penalty (ERP) [9].
However, most of these similarity measures focus on numerical characteristics,
which make them quite sensitive to changes of time-series data.

Interestingly, for human, it is intuitional to identify the similarity of time series
through curves rather than the real data. Based that, we think if it is possible to get a
good representation of time series from the curves and use it for time-series anal-
ysis. Fortunately, autoencoder provides a potential way to achieve that autoencoder
is a learning circuit to encode the inputs into some representations that are as close
as possible to outputs [10]. It was first proposed by Hinton and his group in the
1980s, but with the recent revival of interest in “deep networks,” [11] autoencoder
is coming back to the center stage. We believe that autoencoder and human visual
system are quite similar in some aspects [12]; and in this paper, we try to construct a
new method named time-series visualization (TSV) for time-series classification
based on good representations learnt from curves of time-series data. First, repre-
sentations can be learnt by stacked autoencoder (SAE) during the pretraining
process. Since the learning performance of normal SAE architecture seems not
good enough for image patches, dropout is introduced into input layer to reduce
model complexity. Experimental results show that input dropout improves 86 %
training accuracy and reduces 16 % running time. Second, a normal neural network
classifier is trained by using encoding weights as initial connect weights between
input layer and hidden layer during the training process. Finally, the trained clas-
sifier can be applied to classify similar time-series data.

The remainder of this paper is organized as follows: Section. 10.2 discusses the
architecture of SAE with an input dropout that is used in the rest of the paper.
Section 10.3 describes the architecture of TSV. Then, the experimental results and
comparisons are presented on classification for time-series data. Finally, Sect. 10.4
presents our conclusions.

10.2 The Architecture of TSV for Time-Series
Classification

The architecture of TSV for time-series classification is given in Fig. 10.1
intuitively.
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Fig. 10.1 The architecture of TSV for time-series classification

Three processes are executed successively in an overall similarity matching of
TSV. It is worth noting that not all the parameters trained from the previous level
will be transported to the next level as shown in Fig. 10.1. For example, only the
trained weights between input layer and hidden layer of SAE will be used in the
next training of the NN classifier.

Here we define an input X = [x; x, ... x,]%, and the autoencoder transforms the
input X into an output ¥ = [y, y; ... yal” with learnt representation. In order to drive
a general architecture of autoencoder network, a three-layer neural network archi-
tecture is applied. However, autoencoders are distinguished from more general
neural networks by the fact that their outputs are desired to be the same to their
inputs. The hidden layer detects features in input data. Then the corresponding
decoder takes encodings, and attempts to reconstruct the original input.

Dropout was proposed by Hinton et al. [13] as an approach to improve the
performance of fully connected neural network layers. When the dropout is applied
in a fully connected layer, each element of the layer is kept with probability p,
otherwise set to 0 with probability (1 — p). Our dropout algorithm is modified by
introducing dropout probability (1 — p) into input layer. The architecture and
introduction of SAE with input dropout is specified below.
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Fig. 10.2 The architecture of SAE with input dropouts

Encoder. The deterministic mapping fp that transforms an input into hidden features
is called the encoder [14]. Each input vector X and the weight matrix W followed by
a nonlinear activation function a(«) such as tanh, sigmoid, or relu, which can be
expressed as (Fig. 10.2):

V = fo(X) = a(WX +b),

where V is a feature matrix extracted by the encoder. fj is an affine mapping and its
parameter set is 0 = {W, b}, where W is a d x n weight matrix and b is an offset
vector of hidden dimensionality d. Because we have introduced dropout probability
(1 — p) into input layer, fp can be rewritten as

V =a(W(mX)+b) =a((M' o W)X +b),

where m is a binary vector of size n with each element m; drawn independently

from Bernoulli(p), and M is ad x n drop connect weight matrix with a same binary
value in each row. Then we made an approximation

> a((M' o W)X +b) = a() | (M' o W)X + b))

M M
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Table 10.1 Training SAE

with input dropouts Initialization: input X — image format — stacked vector X',

initialize parameters {0y, 0}, and learning rate 7.

Input: Randomly selected input x’ and parameters {0,_;, 0;_,}
from step ¢ — 1.

Forward Pass:

Select randomly drawn mask m: m ~ Bernoulli(p)

Compute hidden features: v = a(w(x’ o m) + b)

Compute output: y = o(w'v + &)

Back-propagation Gradients:

Compute the loss function of decoding layer and encoding layer
and, respectively, expressed as Lj,, and Lj,.

Update weights of decoding layer: W, = W,_, — nLy,

Update weights of encoding layer: W, = W,_y — n(M’ o Ly,)

Decoder. The decoder mapping g, is used to reconstruct the output Y. It can be
regarded as a reverse process of encoder. Thus, the decoder can be expressed as
follows with its appropriately sized parameters 0’ = {W', b'}.

Y =gy(V) =o(WV+b)

According to informax principle put forward by Linsker [15], a good repre-
sentation is to retain a significant amount of information from the input, which
means to learn parameters {0,0'} that minimize the overall distortion function
expressed as follows:

. o . . / AN ! . /
minE(X,Y) = min, > AX,Y;0,0, M) = I})l})pz (p(M") ;A(X, Y;0,0))

Once the randomly drawn mask m is chosen, it is applied to train the parameters
{0,0'} via stochastic gradient descent (SGD) by back-propagation gradients of the
loss function. Specific calculation steps of SGD training with input dropout are
provided in Table 10.1.

10.3 Experiments on TSV: Classification for Time-Series
Data

In this section, we experimentally evaluate the performance of TSV on time-series
classification. Four benchmarks are applied to perform comparisons for classifica-
tion accuracy with some other measures such as ED, DTW, EDR, and LCSS, which
are used in references [3, 16, 17]. These four datasets contain curve features,
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including the popular CBF dataset, ECG200 dataset, synthetic control dataset, and
trace dataset.

For a fair comparison, we keep all parameters of TSV invariable for four
datasets, which is 900 input nodes with 70 % dropouts, 100 hidden nodes, learning
rate 7 = 1, and we trained SAE 3000 epochs and classifier 1000 epochs, respec-
tively. Note that, the performance of TSV may not be in the best situation for every
datasets we tested; however, our focus is not the best performance of TSV on a
specific dataset, but a robust performance on all datasets.

Since the number of input nodes cannot be changed, resizing each image patch
into a certain size is necessary. Here we restrict the size of image patch to 30 x 30,
which seems to be a draconian restriction to some datasets like trace dataset whose
length is 275. However, we are surprised to see that results of trace are all correct.
Because sometimes, the dimensionality of time series is very high and details is not
the key for detecting the feature of time-series data, resizing provides a way to
reduce the dimensionality of data but keep the most important visual characteristics.
In this way, autoencoder can be trained with lower training error and faster running
time. Furthermore, dimensionality of time series is reduced to 100 hidden layer
output. It seems like that curves sharing the general characteristics of time-series
data are separated by the autoencoder and each training sample can be expressed as
a combination of these curves. Hence, if the number of hidden nodes is chosen
properly, dimensionality of time-series data can be significantly reduced.

Training image pitches of time-series samples and visualization of weights learnt
by SAE with input dropout is shown in Fig. 10.3. And we compared training error
and running time under different dropout probabilities. Further, the error ratios of all
methods based on four benchmarks are shown in Table 10.2.

In summary, SAE with 70 % input dropout has the lowest train error and it is one
of the fastest algorithms according to the running time comparison as in Fig. 10.4. It
improves 86 % training accuracy and reduces 16 % running time. And from
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Fig. 10.3 Training image pitches of time-series samples and visualization of weights learnt by
SAE with input dropout
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Table 10.2 Error ratio of different methods

CBF Synthetic control ECG200 Trace
1-NN Euclidean distance 0.087 0.143 0.16 0.36
1-NN DTW 0.003 0.02 0.23 0.02
1-NN EDR 0.013 0.117 0.21 0.15
1-NN ERP 0 0.037 0.21 0.08
1-NN LCSS 0.017 0.06 0.17 0.12
SVM Euclidean distance 0.123 0.0767 0.19 0.27
TSV 0.004 0.023 0.15 0
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Fig. 10.4 Comparison of the training error and running time under different dropout probabilities

Table 10.2, we can see 1-NN ERP get the best effect on CBF data, but DTW and
TSV have a very close performance. However, 1-NN DTW takes the first place on

synthetic control dataset; in spite of this, these three methods are still quite close.
TSV performs best on last two datasets, especially the trace dataset on which error
ratio is zero, and 1-NN ERP and 1-NN DTW are inferior on the ECG200 dataset.
Through experiments, we find that there is no clear evidence that one classification
method tested is superior to others in all dataset tests in terms of accuracy. While
TSV is a little bit more effective generally on the four datasets we used, some
methods like 1-NN ERP and 1-NN DTW are superior on certain datasets but
inferior on some other datasets. Hence, we believe that TSV is a more effective
method compared to existing methods on the dataset with significant curve feature.

10.4 Conclusion

In this paper, we have presented a novel method called TSV to improve the per-
formance of classification for time-series data on the datasets with a significant
curve feature. We have clearly introduced the full architecture and algorithms of
TSV, including SAE with input dropouts and a normal NN classifier. Then, we
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evaluate the performance of TSV for time-series classification on four popular
benchmarks. In this experiment, the results show that the performance of TSV is
quite good in almost every datasets, which demonstrates that TSV is an effective
method for time-series classification.
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Chapter 11

Visualisation of the Early-Stage Vibration
of the Automatic-Gauge-Control
Hydraulic Cylinder Based on the Acoustic
Emission Hits-Density Imaging

Hongzhi Chen, Yongli Zhao, Jie Huang and Chang Cheng

Abstract By taking into account the hits-density imaging technique that has been
introduced by authors’ previous publications, the acoustic emission bursts emitted
from the automatic-gauge-control hydraulic cylinder under normal loading and
early-stage vibration were investigated. First, six acoustic emission descriptors that
showed significance regarding the cumulative probability distribution were visu-
alised, followed by the reconstruction of the hits-density images using these fea-
tures; Through the visual examination of the hits-density images regarding the
cylinders’ normal loading and early-stage vibration, apparent visual differences
between normal and early-stage vibration under the same loading can be observed;
By projecting the hits-density images onto the principal component space, a tra-
jectory which represents the condition developments was observed, which shows a
visual-based resolution for dealing with vast transient bursts data reduction,
reconstruction and visualisation.

Keywords Visualisation - Hits-density imaging - Early-stage vibration « Acoustic
emission
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11.1 Introduction

As the final stage to maintain the manufacturing tolerance under the acceptable
level, even tricky requirements have been applied to the rolling processes according
to the increasing quality requirements [1]. The automatic-gauge-control (AGC)
hydraulic cylinder has been widely applied in the steel process according to a
couple of advantages including fast response, high level of control accuracy, as well
as the reliable pressure overload protection, etc. [2]. However, with the dysfunction
for the AGC systems are unavoidable under the non-stop rolling process, previous
studies showed a set of researches and contributions regarding the AGC system
fault diagnostics, the works include obtaining fault knowledge [3]; pressure change
forecasting based on enlarged neural networks [4]; the design of a decoupling
subsystem based on differential geometric approach for robust diagnostic of load
uncertainties [5]; as well as the innovative design of optimised BP neural works for
dealing with one of major AGC system failure, namely multi-sensor faults [6, 7].

As the executing component that makes direct contact with the working rolls to
justify the rolling space, the abnormal of the cylinder could directly influence the
quality of products and brings underlying safety issues. Authors’ previous publi-
cations investigated the condition changes of the hydraulic cylinder based on the
acoustic emission (AE) and the hit-density imaging, with a development trajectory
related to the normal and overloading conditions observed on the principal com-
ponent space [8, 9]. Vibration is considered as one of major fault that could be
resulted to the catastrophic consequences. However, the current fault detection
process lacks diagnostic quality and time efficiency [10]. The manuscript presents
the study of combination of hits-density imaging and AE for condition monitoring
of the AGC cylinder early-stage vibration, thereby demonstrating the potential of
using this method for visual-based health monitoring of the cylinder as well as
providing the cross-validating option to detection cylinder vibration until failure
(Fig. 11.1).

11.2 Statistic-Based Visualisation of Data Distributions

The cylinder under examination and the testing bed are the same as [8]. The normal
loading is simulated by loading the cylinder to 5 (N;), 10 (N,), and 15 Mpa (N3) and
hold the pressure for 100 s, respectively. The cylinder vibration is simulated by
adding a 20 Hz sinusoid signal to the piston while the cylinder loads were reached
to the above-mentioned three conditions (denotes Vy, V,, V3 for 5, 10, and 15 Mpa
vibrate, respectively), and also held for 100 s. In this case study, six features were
found to show statistical significance among normal loading and early-stage
vibration, namely, amplitude, counts, rise-time (RT), duration, average signal level
over duration (ASLOD), and counts to peak (CTP), respectively. For detailed
information of features, please refer to [11]. The detailed distributions of the
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Fig. 11.1 Cumulative distributions of AE features

selected features can be visualised in Fig. 11.2, represents by using the 2D
cumulative probability plot [12], with the horizontal and vertical axis denote the
values and the occurrence probability of the selected features, respectively.

In terms of the AE amplitude distribution, compare with the normal and
vibration of cylinder under the same load, over 95 % of amplitude values are
overlapped; however, the statistical significance can be observed at the remaining
5 % of the curve, the maximum AE amplitude values are seen to be increased when
the cylinder was developed from N; to N3, with the maximum amplitude value over

N3
(.’_'l\.l

Fig. 11.2 Visualisation of cylinder conditions using hits density images
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75 dB generated by N5. V; and V, are seen to follow the similar rule as the normal
condition; however, the maximum amplitude value is seen to decrease while the
condition is developing to V3, with the maximum value among vibrate
groups >75 dB generated at V5, this could be related to the underlying mechanism
of the cylinder, as some relevant abnormal situations such as insufficient loading or
leakage may happen while the cylinder is vibrating under high pressure (Fig. 11.1).

In terms of the cumulative probability distribution of the AE duration, it can be
seen that the upper and lower band for the six conditions under examination are
similar, which varies between 0 and 2000 ps; however, the distribution curves show
separation at the band between 0 and 1500 ps. Similar scenario can be found in the
distribution of signal ASLOD, with around 75 % of ASLOD between 20 and 40 dB
are nonoverlapped.

Another three significant features are counts, CTP and RT. The counts is seen to
be the most significant feature to recognise the cylinder vibrate, with around 10 %
of curves are seen to be non-overlapped, and with vibration generated slightly
higher value than the same pressure of normal loading. The maximum counts of AE
waveform are observed in V3, with some hits having over 1500 pulses exceeding
the detection threshold recorded. By observing the distribution of CTP, although
the maximum value does not show significant difference, at least 5 % of AE signals’
CTP are nonoverlapped. A similar scenario can be observed in the cumulative
distribution of RT, in terms of the curves representing the cylinder under the same
loadings for both normal and vibration, with the maximum value of RT are
increased corresponding to the increment of loading, as well as around 5 % of
curves among six conditions shown non-overlapping.

11.3 Visualisation of Early-Stage Vibration of the Cylinder
Using Acoustic Emission-Based Hits-Density Imaging

11.3.1 Construction of Hits-Density Image

Similar scenario as the previous literatures been published [8, 13, 14], the hits-
density imaging is taken into account in order to reduce the amount of data to be
processed, and to convert the non-continuous recorded signals into a uniform
format [15]. The basic representation of the approach is determined by Eq. 11.1:

N(F,y) = Fy,(V1,V2,...Vi) (11.1)

where, N denotes the number of AE events constrained by the specific AE feature
combinations, Vi, Vs,..., V; are referred to as the AE descriptors that showing
significant; Fyy, denotes the number of AE events satisfies the conditions determined

by V.
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The 2D image-based profile can be created based on the six selected features,
with each individual image represents a certain cylinder condition, the image can be
segmented into four quadrants by using two axis radiated via the horizontal and
vertical directions from the centre of image, with each quadrant representing one of
particular AE feature combination [8]. Pixel values inside each quadrant of image
can be represented by using (11.2), which could be considered as the logic AND
operation among two specific value ranges of the selected features:

F%(V],Vz) :F%(Vl)ﬂFl/,j(Vz) (112)

where, V|, V, are denoted the specific value ranges of two selected features in each
quadrant, respectively.

11.3.2 Visualisation Results of the Cylinder Early-Stage
Vibration

By using the construction criteria of the hits-density imaging described in preceding
sub-section, the hits-density images of the conditions being examined are illustrated
in Fig. 11.2. In order to cross-visualise the relationships of AE features regarding
the peaks and the whole shape of AE waveform above the detection threshold, the
feature combinations are organised as the text labelled on the left top of the
Fig. 11.2, such representation has been proved as useful for visualisation regarding
to authors’ previous publications [8, 13, 14, 16]. In Fig. 11.2, the vectors represent
the value intervals of the selected features are as follows: Vampiitude = [40 50 60 70
75 80 851, Vcounts = [1 250 500 750 1000 1250 1500], Vgt = [0 300 600 900 1200
1500 1800], VasLop = [0 10 20 30 40 50 60], Vere = [1 250 500 750 1000 1250
1500], and Vp,, = [0 300 600 900 1200 1500 1800]. If denoting the number of AE
events satisfies a value range determined by one of individual AE feature as N, the
number of AE signals that fall into the first six value intervals can be determined by
using (11.3)

Fi<Ni<Fiy for k=1,2,...6 (11.3)

and the last value interval can be determined as N; > F-.

Through the visual examination of the hits-density images, in the general view,
the hits-density images that show the conditions of the cylinder are seen to have
very high similarities, this is corresponding to the actual condition of the cylinder
(i.e., the cylinder is still working under health condition even though it is vibrating),
however, slight differences can still be observed for various conditions according to
the intensity of each images.

As the differences circled on Fig. 11.2, N; generates the AE signals with
{ Amplitude N CTP|(50-60) N (500-750)}, as well as { Amplitude N RIST|(70-80)
N (1200-1500)}, which is shown absence in Vi. To compare the differences
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between N, with V,, it is seen that in general the number of AE events emitted
by N, are higher than V5, and only N, generated the AE signals with { Amplitude N
CTP|(50-60) N (250-750)}; The more significant differences could be observed on
the sub-field constructed by using the Amplitude and RIST, with the AE signals
having amplitude values between 50 and 60 dB are seen to increase through
the direction of value of RIST increasing; Furthermore, a portion of subtle differ-
ences could be observed, with the AE events determined by {Counts N ASLOD]|
(750-1000) N (50-60), (250-500) N (>60)}are emitted when the cylinder was
at V2.

A similar scenario could be observed while comparing N; with V3, as shown in
the right extreme column of Fig. 11.2, with slightly differences observed on
the first, third, and fourth quadrants, as N5 generated AE events with { Amplitude
N CTP|(50-60) N (750-1000)} whereas there is an absence in the same zone
of image created by V;; Furthermore, V3 generates the AE events with { ASLOD
N Counts|((>60) N (600-900)),((>60) N (1200-1500))}, however, it is unable to see
number of AE events returned regarding to the same zone in Ns.

11.3.3 Trajectory of Development of Cylinder Statuses
Jfrom Normal to Vibration

For further verification of the hits-density images as a potential tool for visual
examination and monitoring of the cylinder early-stage vibration, the hits-density
images were projected onto the PC space for further analysis using PCA [17],
thereby verifying the ability of hits-density imaging as a tool for visualising the
development trend among normal and early-stage vibration.

The projections of hits-density images onto the PC space using PCA are shown
in Fig. 11.3, with the connection of each status demonstrating the development
trajectory of hits-density images from N, to V3. A clear trend from N, to V3 can be
observed on the axis system formed by the first three PC with more than 99 % of
variances retained. The development trajectory is seen to decrease from N; to N,
through the space formed by the first and third PC, and decrease through the space
forming by the second PC when the loading were increased from N, to N3. The
trajectory is shown to increase mainly via the third PC and cross over the origin
point formed by the first and second PC when the cylinder condition is developing
from N3 to V). The trend is again shown to decrease through the space formed by
the second and third PC while the condition is changing from V; to V,, and increase
through the space formed by the first and third PC.

For the projection of hits-density images of normal and early-stage vibration
onto the PCA space, two interesting scenarios are worth to mention. Three normal
conditions are projected on the positive domain whereas three early-stage vibration
conditions are projected on the negative domain while observing the space
formed by the first and second PC. The development trajectory regrading to
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Fig. 11.3 PCA projection of
hits density images
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conditions N,—N; and V1-V,, as well as the condition N3-V; and V,-Vj; are nearly
parallel and symmetry to the origin. By comparing with other testing methodolo-
gies, as well as the simulation of other conditions, these two scenarios could trigger
the further studies of the relationships of condition changes and the underlying
mechanisms among these four cylinder conditions as the future works.

11.4 Conclusion

The paper presented an exploratory study in terms of visualisation of the early-stage
AGC hydraulic cylinder vibration and normal loading by using the hits-density
imaging. By visually examining the feature distributions of the cylinder via the
cumulative probability plot, six AE descriptors appeared to have statistical signifi-
cancy. By taking into account the hits-density imaging-based technique to construct
the AE events emitted from the cylinder during normal loading and early-stage
vibration conditions, significant differences between normal and early-stage
vibration among the same loading could be observed via the image intensities. By
projecting the hits-density images of the above-mentioned six conditions onto the
PC space, a development trajectory for the cylinder condition from 5 Mpa normal
loading to 15 Mpa early-stage vibration can be observed, with three normal loading
conditions allocated on the positive side of the space and three early-stage vibration
conditions allocated on the negative side of the space forming by the first and
second PC. Also, another interesting scenario was observed on the PC space, as the
trajectory that represents the condition development from N,—N5 to V|-V, as well as
N3-V,| & V,—Vj are parallel, which may lead to the further assessment of the deep
links inside.
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The result proposed a visual-based solution for monitoring the AGC cylinder
early-stage vibration until failure, which is digging deeper into the subtle difference
level, in order to deal with the classification and visualisation of early-stage
vibration using the data-driven-based approach. With the condition-based mainte-
nance of the metallurgical equipments currently rising up to the functionality-
accuracy level, the hits-density imaging-based methodology has been proved as the
potential tool for quick visual examination of cylinders’ subtle condition changes.
Further research activities will be concentrated on the optimisation, as well as on
the remaining feature selection problem, thereby optimising the granularities as well
as the feature combination that constructs the hits-density image based on the even
detailed working conditions.
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Chapter 12
Speaker Recognition Based on i-Vector
and Improved Local Preserving Projection

Di Wu

Abstract In order to enhance the recognition performance of the i-vector speaker
recognition system under unpredicted noise environment, an improved local pre-
serve projection which was used for reduce dimension to i-vector is proposed on
this paper. First, the nonzero eigenvalue is rejected when we solve the optimized
objective function, only using the eigenvalue the value of which is greater than
zero. A mapping matrix is obtained by solving a generalized eigenvalue problem
which can settle the singular value problem which occurred in the traditional local
preserve projection algorithm. The experiment result shows that the recognition
performance of the method proposed in this paper is improved under several kinds
of noise environments.

Keywords Computer application - i-vector - Local preserving projection - Manifold
learning - Speaker recognition

12.1 Introduction

With the past decades, speech recognition has become a very popular area of research
in pattern recognition, computer vision, and machine learning [1]. Mismatches
between training and testing conditions are caused by some inevitable reasons such
as channel distortion, different microphones, transmitting channels, or encoder. One
of the main causes of the performance degradation is the additive noise that may
appear in many practical applications. There are a large number of different solutions
to alleviate this problem. We can identify three main classes of techniques for noise-
robust ASR, namely feature enhancement method [2], model adaptation method [3],
and score normalization method [4]. The feature enhancement method attempts to
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normalize the distorted feature, or estimate undistorted feature form the distorted
speech, and does not require any explicit knowledge about the noise. Some examples
are the cepstral mean normalization (CMN), cepstral mean and variance normali-
zation (CMVN), relative spectra (RASTA), and feature mapping. In contrast, the
model adaptation methods work in the backend to compensate by modifying the
acoustic models and carried out by using some type of knowledge about the noise.
Some typical examples are maximum likelihood linear regression (MLLR), maxi-
mum a posterior (MAP), factor analyze (FA), and vector Taylor series (VTS) etc. The
score normalization method tries to normalize the output score using various nor-
malization methods, such as HNorm, TNorm, and ZNorm etc.

In the last years, the Gaussian Mixture Models based on Universal Background
Model (GMM-UBM) [5] has become the most popular modeling approach in
speech recognition; some generative models such as Eigenvoices, Eigenchannels,
and the most powerful one, the Joint Factor Analysis, are built on the success of the
GMM-UBM approach. Recently, a new method which is inspired from the joint
factor analysis and consists in finding a low dimensional subspace of the GMM
supervector space, named the total variability space that represents both speaker and
channel variability, the vectors in the low dimensional space are called i-vectors [6].
The i-vector method has become the main stream in the speaker recognition system
at home and aboard for the reason of its leading role in the NIST test.

Locality Preserving Projections (LPP) [7] is a manifold learning method widely
used in pattern recognition and computer vision. LPP is also well known as a linear
graph embedding method. But the traditional LPP method was unsupervised and
was proposed for only vector samples, not being able to be directly applied to image
samples; so there are been several types of improvements to conventional LPP [8].
The first type of the improvement is supervised LPP, which tries to exploit the class
label information of samples in the training phase. The second type changes LPP
into a nonlinear transform method by using the kernel trick. The third type of the
improvement to LPP mainly focuses on directly implementing LPP for two
dimensional rather than one-dimensional vectors and it has higher computational
efficiency. And the last improvement seeks to obtain LPP solutions with different
solution properties, such as orthogonal locality preserving method and uncorrelated
LPP feature extraction method.

12.2 The Improved LPP Method

12.2.1 Description of LPP

LPP was proposed as a way to transform samples into a new space and to ensure
that samples that were in close proximity in the original space remain so in the new
space. Consider there have [ training samples X = {xi}ﬁzl, the goal of LPP is to
minimize the following function [9, 10]:
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min <Z (W, — WTxi)zs,-j> (12.1)

i
The S;; is a symmetric matrix and the element of the §j; is defined as follows:

2

x|

Si=< 1 if x; is one of K neighbors of x; (12.2)
0 else

From the optimized function Eq. (12.1), we can see that the local structure of the
feature space can preserved like in the original high dimension space after
dimension reduction, which means close samples in the original space will still
close in the new space, so the projection matrix W can be written as:

W = argminW  XLX"W

12.3
argminW’ X (D — S)X"W (12.3)

In Eq. (12.3), D is diagonal matrix, D; = Zi Siji» L =D — S, the solution of
Eq. (12.3) can be obtained by finding the generalized eigenvalue of the following
function:

XLX'W = JXDX"W (12.4)

12.2.2 New LPP Solution Scheme

In this section, we describe our new improvement to the conventional LPP solution
scheme. First, we demonstrate the effective solution of the conventional LPP
solution should be from a subspace XDXT, for simplicity, we define matrix D, L,
and S;:

D, = XDX"
Ly = XLXT (12.5)

S; = XSx’
Suppose that 0;,0,,...,0, are the eigenvectors corresponding to the positive
eigenvalues of Dy while 0,1, 0,2, ...,0y are the eigenvectors corresponding to

the zero eigenvalues; in this paper, we regard eigenvalues that are less than 0.2 X
107! are zero eigenvalues. According to the nature of LPP, the ability of the
preserving the neighbor relationship can be measured by WL W/WTD;W, that
means the smaller WTLIW/ WTD,W value is, the better the local structure of
samples is preserved, so the Eq. (12.4) can be rewrote as:
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LW = iD;W (12.6)
Then we design a matrix, R = [0y, 05, ..., 0,], using R, we respectively trans-
form Dy, Ly, S; into the following matrices:

D=R'D|R
L=R'LR (12.7)
S = RTS1R

Then we can directly solve the Eq. (12.7) since D is of full rank. Let

- —

b1, B, - - -, B, denote the eigenvectors corresponding to eigenvalues Ay, 4, . . ., 4, in
the increasing order of Eq. (12.7). Using the matrix R, we produce W = X"R, then

we transform W into Y bu carrying out ¥ = WG, where G = [f,, f,, .. ., f,], that is:

Y = WG = (X"R)G (12.8)

12.3 The Improved i-Vector System

The main idea in traditional JFA is to find two subspace which represent the
speaker and channel variabilities, respectively. The experiment shows that JFA is
only partially successful in separating speaker and channel variabilities. While in
the i-vector method proposed a single space that models the two variabilities and
named it the total variability space [11, 12]:

M=m+Tw (12.9)

where M is the mean supervector which contain speaker and channel information,
m is UBM supervector, T is a low rank matrix named total variability matrix, which
represents a basis of the reduced total variability space and o is a standard normal
distributed vector, the components of @ are the factors and they represent the
coordinates of the speaker in the reduced total variability space; these feature
vectors are referred to as identity vectors or named i-vector for short.

The crucial step to the i-vector method is to compute total variability matrix
T. At first, we train UBM using EM algorithm, and extract the Baum—Welch
variables according to the trained UBM:

N =S (12.10)
t

Fu=> 9mi& = 1) (12.11)
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The N,, and F,, represent zero-order and first-order statistic variable, respec-
tively, ¢ is the frame numbers, m represent the m-th hybrid vectors of UBM, Vs is
the Gaussian sharing rate, that:

_ N(Et; Hins Z m)

Vg = 57 (12.12)
;N(it; His Z i)

N (& thys Y m) is the Gaussian component which the mean is y,, and variance is
> s & is the random vector of the 7 frame, M is the mixed number of UBM. After
calculate Baum—Welch variables, we can training matrix 7 using EM method as
follows:

L=1+T"> ~'NT (12.13)
E(x)=L"'T") 'F (12.14)

F is the vector arrangement of F,,, N, > is the diagonal matrix of N, >,
respectively.

12.4 Experiment

The simulation experiments in this paper consist of two parts:

(1) In the clean background, we compare the performance of the conventional
LPP method and the improved LPP method proposed in this paper utilizing in
the i-vector systtem and GMM method. The results are shown in the
Table 12.1.

(2) Under different noise environments, we explore the robustness of the new LPP
method utilized in the i-vector system. The results are shown in the Table 12.2.

From the results shown in the Table 12.1, it is clear that the recognition per-
formance of the i-vector system is better than the initial GMM recognition system
whether under EER criterion or MinDCF criterion. We can see that the EER is

Table 12.1 Experiment result compared between initial LPP algorithm and improved LPP
algorithm which is used for i-vector speaker recognition system

Method EER(%) MinDCF
LPP (i-vector) 4.72 0.19
Improved LPP (i-vector) 4.45 0.17
Conventional GMM 7.32 0.53
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Table 12.2 - Experiment Voice environment SNR EER MinDCF
result based on the improved (db) %)
LPP algorithm under different 2
noise environments which is _Clean background >40 4.45 0.17
used for i-vector speaker White noise 0 7.04 0.335
recognition system environment 5 6.72 0.295
10 591 0.276
15 5.36 0.242
20 4.93 0.204
Babble noise 0 6.89 0.314
environment 5 6.49 0.282
10 5.71 0.255
15 5.02 0.228
20 4.76 0.189

reduced by 3 % and MinDCEF is reduced by 0.35 % compared to the initial GMM
system, so the experiment result confirms the superiority of the i-vector system
powerfully. While further to see the result shown in the Table 12.1, the performance
given by the improved LPP algorithm is better than the performance given by initial
LPP algorithm, the EER is reduced 0.27 % and MinDCEF is reduced 0.02 %. This
improved method can enhance the recognition performance of the i-vector system
for the reason that it can further discriminate the in-class samples and the near
distance extra-class samples.

Form the experiment results shown in the Table 12.2, the performance given by
the i-vector system based on the improved LPP scheme is better than the initial
GMM method. The EER is 4.45 % and the MinDCF is 0.17 under clean back-
ground and it decreases 2.87 % and 0.36, respectively, compared to the initial
GMM method.

The performance of the method proposed in this paper can reduce the EER and
MinDCEF certain degree under different signal noise rate (SNR) under white noise
and babble noise environment. While the SNR is 20, the EER is 4.93 % and 0.17
under white noise environment and babble environment, and its decreases 2.29 %
and 2.56 %, respectively compared to the initial GMM method.

12.5 Conclusion

In this paper, a new method of enhancing the speech recognition performance under
i-vector system which its the most cutting edge recognition system in our knowl-
edge is proposed, the new method is based on conventional LPP method and the
motivation was that the conventional LPP method is always suffer from the SSS
problem, and in this new scheme, We only using the eigenvectors corresponding
positive eigenvalue when solving the optimized objective function and removing
the zero eigenvalue.
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Further work will concentrate on following two areas:

D
(@)

Solving the small sample size (SSS) problem of the LPP method utilizing
other mathematical method forever.

The computational requirements for training the i-vector systems and esti-
mating the i-vectors, however, are too high for certain types of applications. A
simply method to the original i-vector extraction and training which would
dramatically decrease their complexity while retaining the recognition per-
formance is insistent demand.
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Chapter 13

Giant Benthic HD Image Feature
Extraction and Size Estimation Based
on Canny Algorithm

Zhongjun Ding, Changcheng Wang and Pan Wang

Abstract Deep-sea benthic image features are difficult to extract because of its
large amounts of information, auxiliary light imaging, and complex environmental
background. To solve these problems, current study presents an approach to get
texture information of sponge image captured by Jiao Long DSV. First, linear
grayscale transformation is used to remove the seamount background and enhance
contrast based on the image histogram analysis. The noise introduced by the sus-
pended particles impurities is suppressed by median filter. Subsequently, compared
with Prewitt and LoG algorithm, Canny operator is sure to get better edge
extraction. Sponge texture information is most complete and noise is further
reduced. Finally, mathematical morphology processing is carried out to perfect the
texture by connecting intermittent textures, and the size estimation of the sponge
based on hypothetical laser ruler is reliable and applicable.

Keywords Deep-sea image - Texture extraction - Size estimation - Jiao long DSV

13.1 Introduction

The development of human society is inseparable from the development and uti-
lization of resources. In the situation of today’s land resources drying up, people
gradually set their sights on the deep ocean. As the submarine is rich in strategic
metals, energy and biological resources, deep-sea research and utilization of
resources have become a major national need for sustainable development. In recent
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years, with Jiao Long DSV put into use, China has the ability to be more systematic
and comprehensive in deep-sea exploration and research. But in deep-sea envi-
ronment, there is no natural light and all information is got through high-definition
cameras with the auxiliary light source, resulting in an image uneven illumination
and shadow interference. Also, undersea environment is complex with large
background information. How to overcome these difficulties and extract the
information of interesting, has attracted many researchers.

The image used in this paper is a HD sponge image captured by “Jiao Long”
DSV in Seamounts Area of the South China Sea during its voyage of experimental
application. Although target feature is obvious in the image, the complex back-
ground and large amounts of suspended particle impurities will be as noise causing
a serious influence on texture extraction in later steps. Matlab software has powerful
scientific computing capabilities with fast HD image processing speed and con-
venient methods for debugging. Simulation using MATLAB toolbox of image
processing could achieve satisfactory results.

13.2 Image Analysis

Preliminary analysis of image is necessary, because it could provide reference for
postprocessing. And accurate analysis result will reduce the workload of later sim-
ulation. As shown in Fig. 13.1 it is a frame RGB image captured by Jiao Long DSV
(size: 1920 x 1080). Sponge feature information is obvious, but the background
seamounts and huge amounts of suspended particulate impurities under strong light
reflection in seawater would have a serious impact on texture extraction.
Histogram, shown in Fig. 13.2, is the most simple and effective tool in digital
image processing, which is a function of the gray level. The horizontal axis is gray
level, the vertical axis is the number of pixels in the corresponding gray levels.

Fig. 13.1 The original sponge image
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Due to the gray-level histogram is quantitative analysis of an image, it tends to
bring a lot of considerable information for researchers. As a result, it shows that the
vast majority of pixels on gray-level range within [30 50], these low gray-level
pixels constitute the background; and according to the two small waves in the gray
value for [155 170] and [220 256], we could conclude that pixels within [220 256]
constitute the sponge body information.

13.3 Gray-Level Transformation

Gray-level transformation enhancement is a kind of point operation. The number of
pixels remains the same after the transformation, gray difference becomes larger,
the contrast increases, and the image quality is optimized. The diagram of the linear
gray-level transformation is shown in Fig. 13.3.

Pixels within [a b] of the original image f(x,y) concentrated in [c d] of g(x,y)
after linear transformation.

¢ fxy)<a
gxy) = c+ES(f—a) a<f(x,y)<b (13.1)
d flxy)=>b
Fig. 13.3 Linear gray-level A
transformation g(x,y)

a b f(x.y)
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Fig. 13.4 Gray-level transformation of the sponge image. a contrast = 28.0047. b contrast = 40.0722.

¢ contrast = 39.4223

Table 13.1 Comparison of the effect under different range of gray-level transformation

(@) (b) (©)
Threshold transform [a b] — [0 256] [180 256] [52 256] [30 256]
Contrast 28.0047 40.0722 39.4223
Sponge feature incomplete complete complete

Note [a b] in the table corresponds to it in Fig. 13.3

Although the transformation compress pixels in gray levels within <a and > b
into ¢ and d, causing some loss of information, but it could precisely remove most
unwanted background information, while increasing the contrast in deep-sea image
processing [1].

According to the reference of histogram, a series of simulations are carried out
by transforming pixels within [180 256], [52 256] and [30 256] into [0 256]. As is
shown in a, b, and c of Fig. 13.4, sponge feature is gradually complete with the
reduction of a, but noise increases more and more. Figure 13.4b has the strongest
contrast, complete sponge feature, and little noise, shown in Table 13.1.

13.4 Median Filtering

Median filter is a kind of nonlinear filters. It achieves smooth effect by replacing the
value of the target point with the middle value of its domain [2]. The simulation
results show that median filter has quite a good filtering effect on isolated noise.

In one-dimensional case, median filter is a sliding window with odd number of
pixels. Let {x;,i € I} be the input sequence, I and m denote natural number set and
window length. The output of the median filter is f;.

fi=Med{xi_p,....Xi, ... Xitn} (13.2)

where, i €I; n = ('"2_”.
Since the digital image can be seen as a sequence of two-dimensional, so its
median filter is to extend one-dimensional case to a two-dimensional one. Filtering
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Fig. 13.5 Median filter for the sponge image in Fig. 13.4b

window is also two-dimensional, shape and size of the window depends on actual
needs [3]. Therefore, two-dimensional median filter can be expressed as

fi=">_ Med{x;} (13.3)
A

where, A is filtering window (Fig. 13.5).

As a result, the image inevitably appears fuzzy, but the sponge texture infor-
mation is retained and the vast majority of image noise has been removed. Median
filter reflects good filtering effect on such images, which is unattainable for Mean
Filter and Wiener Filter.

13.5 Texture Feature Extraction

Texture feature extraction is based on edge information, which exists between
target and background, caused by gray-level jump. Edge detection acquires texture
information of the target image by analyzing gray jump of the image in the method
of convolution or kind of convolution. Therefore, edge detection is an important
means of computer vision identification. In general, edge detection algorithm is
divided into four basic steps: Filter, enhancement, detection, and location. The
commonly used edge detection operators are Roberts Operator, Sobel Operator,
Prewitt Operator, LoG Operator, and Canny Operator.

Prewitt Operator: This is a kind of edge detection operator with direction, both
gray-level jump and the jumping direction should be considered [4].

Prewitt operator has masks in eight directions, the two masks shown in Fig. 13.6
are in the horizontal direction and vertical direction with the entire weight of the
mask is zero. That is to say, calculation of the mask is zero when all pixels have the
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Fig. 13.6 Edge detection mask in the horizontal and vertical directions

same gray level. And greater difference of the gray level in the domain achieves
greater calculation.

LoG (Laplacian-Gauss) Operator: This algorithm is the combination of the
Gaussian filter and the Laplace edge detection algorithm. It gets results by con-
volution operation, taking the noise causing by differential algorithm or difference
algorithm into consideration.

¥2 + y2 — 242 242

gey) = (g ¥ | #f(xy) (13.4)

where f(x,y) is the input image; ¢ is Gaussian radius.
Canny Operator: The calculating procedure of Canny Operator is as follows [5]:

1. To smooth sponge image with Gaussian filter.

2. To calculate amplitude and direction of the gradient with the finite difference of
first-order partial derivative.

. To process gradient magnitude with nonmaximum suppression.

4. To detect and connect edges with double-threshold method.

W

The key to edge detection is to suppress noise and accurately locate the position
of the edge. Canny operator achieves optimization between locating accuracy and
SNR [6] (Fig. 13.7).

As aresult of simulation contrast, three operators achieve optimal texture feature
extraction when the gradient threshold, respectively, is 0.01, 0.0008, and 0.04.
Further comparison shows that Canny operator has the best results.

Fig. 13.7 Edge extraction with Prewitt operator, Log operator, and Canny operator. a Prewitt.
b Log. ¢ Canny
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13.6 Mathematical Morphology Processing

Morphological processing of digital images is based on mathematical morphology,
which includes four basic arithmetic operators: Dilation, erosion, opening, and
closing operation [7]. Through combining these operators, researchers could ana-
lyze the structure of images to realize functions, such as image segmentation, edge
detection, image enhancement, and restoration.

In this step, dilation operation connects areas with shorter distance in the image.
But the disadvantage is that it also dilates small miscellaneous points (Fig. 13.8).

Each shaded area in the figure above, respectively, denotes object region A(x, y),
structure element B(x,y) (Plus is the origin.) and dilation result C.

C = {(x.y)|(x,y) € A, B(x.y) NA # ¢} (13.5)

Structure element B(x,y) traverses object imageA(x,y). Once the origin coin-
cides with object point, save the point and the area corresponding with the rest of
points in B(x,y) [8].

Compared with texture image without dilation operation, the texture in Fig. 13.9
is more obvious. Discontinuous textures get connected and peripheral contour of
the sponge is complete, which could be used as an effective basis for size estimation
and image recognition.

13.7 Size Estimate

The ultimate goal of image processing is to obtain valuable information, providing
condition and reference for further study. Figure 13.10 shows partial sponge image
of Fig. 13.9 after inverse operation and size marking.

The parallel segment marked by blue arrow is the texture of hypothetical laser
ruler, whose width is L, after processing through the above steps. This is possible in
theory, because the laser ruler is continuous high-frequency signals, existing gray-
level jump on the sponge. So the laser ruler is easy to be detected as edge

(a) (b) (c)

Fig. 13.8 Demonstration figure of dilation operation. a object region. b structure element. ¢ dilation
result
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Fig. 13.9 Sponge image after dilation operation

Fig. 13.10 Partial sponge
image with hypothetical laser
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information by Canny operator. Based on the coordinate system of Fig. 13.10, scale
factor between the actual object and its image, could be calculated through the laser
ruler and its width in the image. Furthermore, some parameters could be calculated
as shown in Table 13.2.

Table 13.2 The estimated size of some parts of the sponge

Stem length Stem width Coronal size
Coordinate dimension 442.54 16.55 672.79
Estimated size 16.39L 0.61L 24.92L
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13.8 Conclusions

With the exploration and research of the deep ocean, huge reserves and value
accelerated the pace of development and utilization to the deep-sea resources in
recent years. Image processing technology has become an effective means of data
mining in this process. This paper has introduced histogram analysis, gray-level
transformation, median filtering, edge detection, and morphological processing in
the image processing. Amounts of simulation and comparison have been carried out
according to characteristics of deep-sea image. From above analysis, it can be
concluded that gray-level transformation has good effect on removing useless
seamount backgrounds; the suspended particles impurities in seawater could be
easily cleared by median filtering and texture features of the sponge extracted by
Canny operator is applicable for further study. Although the size estimation is based
on hypothetical laser ruler, it is reliable in theory. And the laser ruler will be
installed on Jiao Long DSV soon.
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Chapter 14
An Improved GAFSA Based on Chaos
Search and Modified Simplex Method

Pei-zhen Peng, Jie Yuan, Zhao-jia Wang, Yi Yu and Min Jiang

Abstract This paper combines the dynamically adjusting parameters, the chaos
search (CS), and the modified simplex method (MS) with GAFSA, and the
CS_MS_GAFSA is proposed. The algorithm speeds up the convergence by
dynamically adjusting the parameters, and increases the probability of artificial fish
escaping local extreme points by chaotic search for the current global optimum
value. When the algorithm converges to the global optimum nearby, a simplex is
constructed and the algorithm switches to MS which will continue to optimize until
a certain stop condition is satisfied. Take the best point of simplex vertex at this
time as the optimal value. The computational results on benchmark functions show
that CS_MS_GAFSA does improve in optimizing accuracy and convergence speed.

Keywords Arttificial fish swarm algorithm (GAFSA) - Global optimization -
Dynamically adjusting parameters - Chaos search - Modified simplex method

14.1 Introduction

Artificial Fish Swarm Algorithm(AFSA) was proposed by Dr. Li Xiao-lei in 2002
[1]. By studying fish behavior characteristics, and applying the animal autonomous
body model, the simulation of several typical fish behaviors (foraging behavior,
swarming behavior, rear-end behavior, and random behavior) for optimization was
proposed. AFSA is a new swarm intelligence optimization strategy, which has the
advantages of strong robustness, global convergence, and not sensitivity to initial
value. But it has also some obviously insufficient regards such as low optimizing
accuracy and a slow convergence rate in the latter part of the algorithm and easy to
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fall into local minim [2]. In AFSA, the artificial fish only uses local optimal
information to update location information without the use of global optimal. In
order to improve the performance of AFSA [3], proposed a global AFSA (GAFSA)
which adds the information of the global optimum artificial fish to the position
update formula. The optimization efficiency of GAFSA improves indeed. But there
are still problems of much invalid calculation in the latter part of the optimization
process and not able to set a convergence accuracy [4] makes a disturbance to
artificial fishes on flat areas in the process of artificial fish search to avoid falling
into local optimum, but still cannot effectively solve the problem of low accuracy
[5-7]. Hence combine AFSA with other intelligent methods to improve the accu-
racy of the algorithm. However, due to the presence of a random search, it cannot
effectively improve the convergence speed.

14.2 A Brief Introduction to Basic AFSA and GAFSA

AFSA is the process of searching the optimal solution by using N artificial fish in
n-dimensional space. As shown in Fig. 3.1, the current state of an artificial fish is
X with the corresponding function value as f(X), and X, is a state within view field
of this artificial fish. If f(X,) is smaller than f(X) (i.e., the concentration of food at
X, is higher than X), make a step along this direction reaching the state Xpex;. On the
contrary, continue to tour other locations within the current view field. The more the
number of visits for, the more comprehensive understanding of the state within
view field and it helps to make more accurate judgments and behavior decisions.
For multi-state or infinite-state of the environment it does not have all traversal and
allows the artificial fish making local optimization of some uncertainty which is
helpful for looking the global optimum (Fig. 14.1).

Through the study of fish activity, apply its four acts (i.e., foraging behavior,
swarming behavior, rear-end behavior, and random behavior) to the optimization

Fig. 14.1 The state of an
artificial fish with field vision
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process of the AFSA. These behaviors can be converted to each other under dif-
ferent conditions. By the evaluation of the four acts, fish selects the optimal
behavior, in order to reach a location with higher concentration of food.

In order to improve the global search ability of AFSA and to overcome its
shortcomings such as low precision and easy precocious, GAFSA adds the infor-
mation of global optimum artificial fish to the update mode above. The parameters
and artificial fish behavior in GAFSA are the same as in the basic algorithm. The
only change is to add another new definition Xpe_ that is location information of
global optimum artificial fish. In GAFSA, artificial fish moves to the vector sum
direction of the best artificial fish within the view field and the current global
optimum artificial fish, thereby to accelerate the convergence rate of the algorithm.
Simulation results show that GAFSA is superior to basic AFSA in optimization. The
disadvantage of GAFSA is that the algorithm increases the amount of calculation,
presents slow convergence in the latter part of the optimization process, catries too
many invalid calculations, and the convergence precision cannot be prespecified.

14.3 An Improved Global Artificial Fish Swarm Algorithm

In GAFSA, parameters are fixed and the algorithm often presents a faster
convergence in optimization of the early. However, the algorithm shows a slow
convergence in the latter part. For this reason, this paper makes dynamical
adjustment to the view field of artificial fish and crowding factor J. In fact, the
larger the Visual, the stronger the algorithm’s global search capability is while the
more probability of invalid calculation is. And when seeking a minimum value,
the smaller the 9, the stronger of the algorithm’s global convergence ability is. In
the early to choose a larger view field and a smaller crowding factor will effectively
improve the global search ability, convergence speed, and optimization accuracy of
the algorithm. Specific adjustment rules are as follows:

Visual = Visual - § 4+ 0.5, if Visual > 2
Visual = 2, if Visual <2
0=0-(15-p)+1,ifd>1

o=1, if o<l

0<0.7-N

B = exp(-30- (g/G)")

(14.1)

where g is the number of the current iteration and G the maximum number of
iterations (according to the simulation experience here take as 100); s is an integer
greater than 1 (here take a value from 1, 3, 5, and 10); Visual and ¢ can be set the
initial value according to the problem which will be solved.

In the swarm intelligence optimization algorithm, due to the presence of random
search, the algorithm may escape from local optima with a certain probability.
Practice shows that because of ergodicity a chaotic search can be used as an effective
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mechanism to prevent the optimization algorithm falling into local optima [8—10]. Its
effect is often better than a simple random search. In the iterative process,
CS_MS_GAFSA make a chaotic search for the current global optimum artificial fish
to avoid artificial fish staying in the vicinity of a local minimum for long time.
Thereby it will improve global convergence and optimization efficiency of GAFSA.

For the optimization problem as described in formula (2.1), each time the
number of iterations in the corresponding chaotic search of CS_MS_GAFSA is for
20. Specific steps of the chaotic search described as follows:

a. Set k := 0. Take the best artificial fish on the bulletin board as X*) and use the
following formula to convert vector X*) into chaotic one cX®).
(k) 3 — Xoing
o) =——— = i=12,...n (14.2)

Xmax,j — Xmin j

b. Produce chaotic vector of the next generation cX**!) by using chaos mapping.

(k+1)

c. Map chaotic vector cX to decision one X**!) by using the following

formula.

k+1) (k+1)

X! = Xminj + CX; (¥maxj — ¥minj), J = 1,2,...,n (14.3)

j

d. Evaluate the merits of the new decision variable X*+1),

e. If X*+1 s better than X®, output X*+1) as the result of chaotic search.
Otherwise, set k: = k + 1 and return to step b until £ = 20.

Note: the logistic mapping is selected in step b. The iterative equation of logistic
mapping is as Eq. (14.4).

Z(k+1) = - Z(k) - (1 — Z(k)) (14.4)

where u is a control parameter. When p = 4, the formula is in a chaotic state.
Based on the dynamically adjusting parameters and chaos search strategy,

CS_MS_GAFSA switches to MS to continue optimization when the search is close

enough to the global optimum and after repeated iterations satisfies the formula (14.5).

AP (AR (14.5)

where Yéegzt_af is the function value of the best artificial fish in the gth iteration and

Yéﬁ; 1(()1} is one in the (g — 10)th iteration, & is the precision prescribed.

When the difference of optimal solutions within 10 generations does not exceed
g1, it can think that GAFSA has iterated to the global optimum nearby, and to
continue iterating will make optimization speed slow down and optimization effi-
ciency reduced. In order to accelerate the convergence speed, switch to MS [11] to
continue optimization.
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Make the best position Xpest_or at this time as the starting point X to build a
simplex as shown in Fig. 4.1. According to certain rules MS makes expansion,
contraction, reflection, and other actions to build a new simplex. When termination
condition (14.7) is satisfied, take the best point X_ of the simplex at this time as the
optimal value. After testing, we found that the initial step length 0.05, the expansion
factor 2, and the shrink factor 0.5 will make the algorithm perform better.

X= lzxw (14.6)

n4
J#H

error = ﬁz [F(X0) — F(X)]* <&, (14.7)
j=0

where, X is the centroid of (n + 1) vertices in current simplex after “worst point”
X" removed and & > 0 is the convergence precision prescribed (e; < ;).
The process of CS_MS_GAFSA as follows:

1. Initialize the algorithm including locations of artificial fish, the number of
artificial fish N, the max step Step, the view field Visual, the number of attempts
try_number, the crowding factor J, etc.

2. Calculate objective function values of all artificial fish and record the best
artificial fish on the bulletin board.

3. Make artificial fish to perform foraging behavior, swarming behavior, rear-end,
and random behavior, and evaluate the results obtained. If the state after exe-
cution is better than the current state, the artificial fish will move a step towards
this direction.

. Make chaotic search to the current best artificial fish for several times.

. Adjust the parameters Visual and J.

. Update bulletin board.

. If the difference of the optimal values in ten generations is less than &, go to 8,
otherwise go to 3.

8. Take the current optimal state to construct a simplex and continue optimization

until the termination condition is satisfied. Output the best point on the simplex
as the optimal solution.

U Y N

14.4 Simulation and Results

14.4.1 Functions

In order to more directly reflect the merits of AFSA, GAFSA, and
CS_MS_GAFSA, the three algorithms are tested on 34 benchmark functions [12].
Six typical examples are picked out to test the modified algorithm.
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1. Sphere model function

AX) =) "x, with—5.12<x<5.12

i=1 (14.8)
min(fl) :fl(O, .. ,O) =0.
2. Sum of different power function
LX) = X; (Hl), with — 1 <x; <1
2(X) ;I (149)

min(fg) :fz(o7 cey O) =0.
3. Beale function

AX) =15 —x (1 — )P +[225 —x (1 —2)] +[2.625 — x1 (1 — )],
with — 4.5<x; <45
min(f;) = f5(3,0,5) = 0.
(14.10)

4. Hartmann function 1

4 3
£iX) = =) arexp(— Y Ay(x;— Py)?), with 0<x <1 (14.11)
i=1 j=1

min(fy) = f4(0.114614,0.555649, 0.852547) = —3.86278

where:

a=[1 12 3 32]

310 30

0.1 10 35

310 30

0.1 10 35

7036890 0.11700 0.26730
0.46990 0.43870 0.74700
0.10910 0.87320 0.55470
1003815 0.57430 0.88280

5. Matyas function

f5(X) = 0.26(x} +x3) — 0.48x1x,, with — 10<x; <10

min(fs) = £5(0,0) = 0. (14.12)
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6. De Jong’s function 4(no noise)
n
foX) =Y ix}, with —1.28<x;<1.28
(x)=2 ’ (14.13)

14.4.2 Data Analysis

l’l’lin(ﬂs) :f6(0, ..

,0)=0.

The test results are shown in Table 14.1. Test software platform is MATLAB2013b
with the operating system as Windows8.1.

Table 14.1 The result of test
F D P FV AFSA GAFSA CS_MS_GAFSA
fl 30 IT = 50 TFV 0 0 0
N =20 ASV 35.3775 0.00659085 4.76E-06
BSV 17.6139 0.000334334 1.27E-06
WSV 65.5788 0.0144631 1.18E-05
NFC 34800.9 25533.9 26935.3
2 20 IT = 50 TFV 0 0 0
N =25 ASV 0.0235393 5.80E-08 2.99E-07
BSV 0.00534155 1.41E-09 1.04E-07
WSV 0.0423571 2.95E-07 1.29E-09
NFC 49429.6 61113.8 68172.9
3 10 IT = 30 TFV 0 0 0
N =20 ASV 0.0174986 0.00659085 4.76E-06
BSV 0.0014787 0.000334334 1.27E-06
WSV 0.0390852 0.0144631 1.18E-05
NFC 30487.9 5533.9 26935.3
4 30 IT =50 TFV -3.86278 -3.86278 —3.86278
N =26 ASV -3.85178 -3.82814 —3.86278
BSV -3.86222 -3.8627 —3.8627801
WSV -3.79823 -3.75473 —3.8627679
NFC 71661.8 65765.1 71733.8
5 12 IT = 30 TFV 0 0 0
N =20 ASV 0.00657138 0.0004272 3.99E-06
BSV 0.000277413 1.81E-05 1.74E-06
WSV 0.0177118 0.00150261 1.08E-05
NFC 322344 25030.4 26697.6
6 20 IT = 50 TFV 0 0 0
N =25 ASV 2.29328 1.30E-06 1.22E-06
BSV 1.01664 1.96E-07 6.76E-08
WSV 4.29256 3.28E-06 4.01E-06
NFC 49436 64309.9 73466.5

Note Table 14.1, ftfunction, D dimension, P parameter, F'V function value, N number of artificial
fish, IT number of iteration, TFV theoretical function solution, ASV average solution value(from
the optimization of 50 times), BSV best solution value, WSV worst solution value, NFC number of
calculation. And take ¢; as 10e—4—10e—3 and &, as 10e—5
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As can be seen from Table 14.1, when the number of calculating the function is
substantially the same, AFSA shows a slow convergence and low accuracy. After
the global optimum artificial fish information is added to AFSA, convergence
accuracy has been improved significantly. And for more prominent local extreme
function, artificial fish in GAFSA can easily escape from local minima and quickly
reach the global minimum. Due to the dynamically adjusting parameters, making
chaotic search in the current optimal artificial fish and in the latter part of the
optimization switching to MS, Global convergence of CS_MS_GAFSA is further
enhanced, and its optimization convergence speed and accuracy have also been
improved.

14.5 Conclusion

In order to overcome the flaws of GAFSA, such as much invalid calculation in the
latter part and not able to set accuracy, the chaos search and modified simplex
method are used to improve the algorithm. Based on GAFSA, CS_MS_GAFSA
combines with dynamic adjustment parameters to make a chaotic search on the
current best artificial fish. Thus enhance the ability of artificial fish to escape local
minima, and improve the convergence speed and precision of optimization. When
the iteration converges the vicinity of the global optimum, switch to the MS and
continue to optimize until the precision condition is meted. 34 Benchmark Func-
tions are used to simulate for GAFSA and CS_MS_GAFSA. Results show that
CS_MS_GAFSA can improve the original algorithm on the convergence speed,
accuracy, and global optimization convergence. It is effective and feasible.
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Chapter 15
A Multi-modal Searching Algorithm
in Computer Go Based on Test

Xiali Li and Licheng Wu

Abstract Pattern matching algorithms based on domain knowledge have a weak
global sense. Monte Carlo algorithms have a weak tactical ability. This article
proposed a multi-modal algorithm on the basis of tests. GNU Go software was used
to make experiments. Through the analysis of the experiment data, we set the move
thresholds of start, middle, and the end of a Go play game. In the start stage, pattern
matching algorithm was used. In the middle stage, Monte Carlo tree search algo-
rithm with pruning was used to search the optimal moves. In the end stage, pattern
matching and crazy model were used. The multi-modal algorithm was applied to
develop software. Experiments demonstrate that multi-modal algorithm can
improve the performance of Go in 13 x 13 board and 19 x 19 board.

Keywords Go - Pattern matching - Monte Carlo - Pruning - Domain knowledge -
Multi-modal

15.1 Introduction

The rules of Go are simple but the search space is very large, so that it is very
difficult to improve performance of Go program [1]. The search algorithm is the key
factor to evaluate the performance of Go program. The world’s popular Go program
mainly used [2, 3] the search algorithm that estimates liberty of each stone and the
influence of its territory, the algorithm that uses patterns library and patterns rep-
resentation and extraction to search the optimal moves, UCT (Upper Confidence
Bound applied to Tree) algorithm, Monte Carlo Tree Search algorithm. UCT [4, 5]
is UCB (Upper Confidence Bounds) algorithm applied to searching tree and is
mainly to solve the multibandit problems. Monte Carlo Tree Search (MCTS) [6] is a
method for finding optimal decisions in a given domain by taking random samples
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in the decision space and building a search tree according to the results. The tree is
built in an incremental and asymmetric manner. For each iteration of the algorithm,
a tree policy is used to find the most urgent node of the current tree. The tree policy
attempts to balance considerations of exploration and exploitation. A simulation is
then run from the selected node and the search tree updated according to the result.
MCTS is used by many Go programs in recent years but the algorithm costs much
storage space and execution time.

15.2 Related Go Program

The current popular software of computer Go has Handtalk, Goemate, NearoGo, and
Gnugo. Handtalk is written in assembly language and it has good execution speed
besides strong attack ability. Goemate is an improved version of Handtalk with a
new mode management system. NearoGo is a typical learning program with a neural
network, relationship experts, characteristics experts, and external experts [7].
Gnugo is an open source project of software alliance FSF/GNU. It ever won the
Olympic champion. The 9 board in the Gnugo version 3.8 used UCT algorithm and
Monte Carlo method. After producing a move, Gnugo waits for the opponent to
generate move position. Then according to the opponent’s position, Gnugo uses
UCT algorithm based on patterns to search the optimal node. Finally, it simulates the
game by Monte Carlo method to find the highest winning rate move. GNU Go is an
excellent program but it wastes the time in which the opponent generates moves.
Pattern recognition based on domain knowledge establish model of territory and
its influence and thus divide the whole into subproblems, which break the whole in
the Go game. Monte Carlo has a good global strategy but poor tactic [8, 9]. This paper
puts forward a multi-modal search algorithm based on tests. We use Gnu Go software
to do the test according to the process of playing. Through the analysis of test data, set
the moves number threshold of the start, the middle, and the end of the game.
Different algorithms are used in the three stages. Pattern matching algorithm is used in
the start stage, UCT algorithm and Monte Carlo method are used in the middle of the
game. Pattern matching algorithm and crazy model are used in the end of the game.
Experiments show that the multi-modal algorithm can improve the chess.

15.3 Gnugo Test

15.3.1 Introduction of Gnugo

Monte Carlo simulation in Gnugo is based on patterns, for example, 3 % 3 adjacent
sub, dutch act of the opponent, send eating state, raisins number. Gnugo has
mc_montegnu_classic, mc_mogo_classic, and mc_uniform pattern libraries. Among
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which mc_montegnu_classic is the initial random generation algorithm approxi-
mately, mc_mogo_classic is the approximate simulation strategy used in the earlier
versions of Gnugo which was released in modification of UCT with patterns in
Monte Carlo Go RR-6062 by Sylvain Gelly, Yizao Wang, Rémi Munos and Olivier
Teytaud, mc_uniform is the so-called “light” simulation which select the moves in
all legal hands randomly except filling unique eye. After producing a move, Gnugo
waits for the opponent to generate move position. Then according to the opponent’s
position, Gnugo uses UCT algorithm based on patterns to search the optimal node.
Finally, it simulate the game by Monte Carlo method to find the highest winning rate
move.

15.3.2 Analysis of the Test

We use 9 x 9, 13 x 13, and 19 x 19 boards individually in Gnugo 3.9.1 version to
do the test. The experimental data and analysis are as follows.

The average time of producing one step in 9 X 9 chess board is about 35s and the
average time to complete a game is about 15-25 min. It is slower for the 9 % 9 board
of go. If applying UCT algorithm and Monte Carlo method to 13 x 13 and 19 x 19
board of go, it requires much longer time. In addition, Monte Carlo method is based
on the theory of probability and statistics and so the optimal method of generating
moves is not absolutely optimal. So in the beginning and ending stage of the game,
the moves produced only by the method of probability statistics is often unac-
ceptable and is inferior to those of search methods based on pattern libraries.

We played 50 turns Go games between man and the machine using 13 % 13 and
19 x 19 board individually. Data is shown in Table 15.1.

Test results show that in the 13 x 13 board of Go the average number moves in
the start process is about 15 moves. In the 19 % 19 Go board, the average moves in
the start of the game is about 25.

In the front 50 moves of the games, using searching method based on pattern
libraries can get good moves. From the 50 moves to the 65 moves, adopting UCT
algorithm and Monte Carlo method can produce better moves. Using the method of
pattern libraries is better after 65 moves in which the game basically enter the final
stage. From 70 moves to 80 moves, UCT algorithm and Monte Carlo method are
appropriate. After 80 moves, the search method based on pattern library can
improve the chess.

Table 15.1 Move numbers of different algorithms in Gnugo

Go board size Pattern libraries move numbers UCT and Monte Carlo move numbers
13 x 13 1-50, 66—end 51-65
19 x 19 1-70, 81-end 71-80
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15.4 Multi-modal Search Algorithm

According to the experimental results of Gnugo, this paper proposed multi-modal
search algorithm. We divide the whole game play into the start, the middle and the
end according to the process of playing chess. By analysis on the data acquired
from test, we set the moves number threshold of the start, middle, and the end of the
game. Different algorithms are used in the three stages. Pattern matching algorithm
is used in the start. Monte Carlo tree search algorithm with pruning is used in the
middle of game. Pattern matching algorithm and crazy model are used to get
optimal moves in the end of the go. Experiments show that the multi-modal
algorithm can improve performance of the chess effectively.

According to the test of Gnugo, we set the threshold of the number of moves and
use different search algorithms in each stage. Let ¢1, ¢2, ¢3 be the threshold of the
first, the second, and the third stage separately, ¢ be the number of moves in Go
game which satisfy the following:

20< $1 <30 (15.1)
70 < $2 < 80 (15.2)
81 <3 (15.3)

If ¢ < ¢pl, pattern matching algorithm is used. Analyze domain knowledge,
specially pay much attention to block, eye, connection, etc., and use fuzzy clus-
tering neural network for pattern recognition and matching.

Neural network pattern is very effective on Go pattern recognition and fuzzy
attribute detection. BP network is used to establish pattern recognition classifier for
domain knowledge. Hidden layer neurons nodes convert the original nonlinear
sample into linear sample and the output layer neurons complete distinction of the
category. Because the category of the sample is unknown on the beginning of Go
type classification, we use fuzzy clustering to do automatic classification according
to the similarity between samples.

If 1 < ¢ < $2, according to the stone position, we use Monte Carlo tree search
algorithm with pruning in Go. Basic Monte Carlo tree search algorithm is shown in
the following [10-12] Table 15.2:

Because of large searching space and branch factor, we have to prune in Monte
Carlo tree to improve the efficiency. According to the different degree of strong
demand on domain knowledge, we divide the nodes in the game tree into root node
and nonroot node [10]. The execution speed of the search algorithm is important to
improve the efficiency pruning to obtain the optimal alternative of the move. To
improve the speed of the algorithm, we design different move generator for root
node and nonroot node separately. The ko fight, eyes, connection, and the others
based on domain knowledge move generator are designed for root node. Light
move generators are designed for nonroot node. We rank the moves generated by
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Table 15.2 The basic
algorithm of MCTS Pseudocode
Use the current position of Go board as the root node of T

while (total number of simulations < limit) {

Simulate one game from the root of the tree to a final position,
choosing moves as below:

Choice part:

For a situation in T, choose the move with maximal score
according to the UCB1 formula unless simulation games
through the node exceed the threshold set.

Simulation part:

For a situation out of T, choose the move according to a play-
out policy.

Update win/loss and simulations statistics in all situations of T.

Add to a new descendant node T which is not yet in T.

}

Return the move simulated most often from the root of T.

different generator and select the optimal move as the branch of the tree. Thus cut
the other branches.

If ¢ > ¢3, enter the closing phase and use pattern matching algorithm and crazy
model. Crazy model is triggered manually when the contest time is almost con-
sumed completely. Thus the algorithm will move totally randomly without any
search.

15.5 Experiment Results

We use Gnugo 3.9.1 version to do test. Before using the multi-modal algorithm,
Gnugo 3.9.1, silver star 10 and scala Go play with Gnugo 3.9.1 individually. Silver
star 10 and scala Go are popular commercial Go programs, silver star Go had won
the world chess championship in four consecutive years [1].

In the play games, we set the following parameters with the 32 K simulations per
move.

$1 =25, p2 = 80, $3 = 81.

First, we set 1000 games between Gnugo 3.9.1 with Gnugo 3.9.1, silver star 10
and scala separately. They played as the offensive and defensive position in turn.
The experiment were made in 13 x 13 board and 19 x 19 board.

Then we set 1000 games between the program using multimodal algorithm with
Gungo 3.9.1, silver star 10 and scala separately. They played as the offensive and
defensive position in turn. The experiments were made in 13 X 13 board and 19 x
19 board. The win-rate (%) contrast was showed in Figs. 15.1 and 15.2.
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Fig. 15.1 Win-rate contrast
in 13 x 13 board

O winrate of others

B winrate of multi-
modal algorithm

GNU Go silver scala 10
391 star10

Fig. 15.2 Win-rate contrast
in 19 x 19 board

O winrate of others

B winrate of multi-
modal algorithm

GNU Go silver scala 10
39.1 starl0

We can see that the contrast of winning rate in 13 x 13 board from Fig. 15.1. The
multi-modal algorithm can increase 2.4 % winning rate against GNU go, 1.7 %
against silver star 10, and 1.2 % against scala Go in 13 x 13 board.

Figure 15.2 shows that the multi-modal algorithm can increase 2.5 % play
against GNU Go 3.9.1 version, 0.4 % against silver star 10, and 0.7 % against scala
Go in 19 x 19 board.

15.6 Conclusions

On the base of data acquired from Gnugo test, we divide the Go play into three
stages and set different threshold for the moves. According to the threshold, we use
multi-modal algorithm to search the tree and choose the good move sequences. This
multi-modal algorithm can improve the performance of Go in 13 x 13 board and 19
% 19 board. The next future work is to study whether the optimal threshold exists.
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Chapter 16
A New Smoke Detection Method of Forest
Fire Video with Color and Flutter

Zhong Zhou and Ya-qin Zhao

Abstract Big region area, long distance, and fast motion are the main character-
istics of smoke video. Traditional smoke video detection has a high false alarm rate.
In order to improve the detection accuracy, we propose a novel method to detect
smoke video based on color information and flutter analysis. The proposed method
can effectively exclude the influence of those objects resembling the smoke motion
and reduce false detection rate resulting from illumination change and smoke-color
objects. In detail, a background updating model of forest fire smoke video is first
built using the Kalman filtering method. Combining updating model with the
smoke HSV and RGB color space, candidate smoke video region is segmented.
Then, three flutter features, including flutter direction of the video smoke, changing
rate of the smoke area, and background ambiguity, are extracted by sliding time
window analysis of the candidate smoke. Finally, the characteristic values are used
to judge whether it is smoke. Experiment results show that our method can detect
the video smoke more accurately as well as faster than the state-of-the-art methods.

Keywords Smoke video detection - Kalman filtering - Color space - Flutter
analysis - Wavelet transform

16.1 Introduction

Forests are valuable resources for human survival and development. The frequent
forest fires cause severe damage to social economics, thus achieving automatic fire
monitoring and analysis is an urgent need for forest fire prevention. Compared with
traditional fire detection, the fire video detection technology can satisfy the current
fire detection needs of a large space [1, 2], long distance, and large area.
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Meanwhile, smoke occurs first, so smoke detection is directly related to the quality
of the forest monitoring work.

There are three main smoke video detection methods. The first smoke detection
method is based on the spatial and temporal features of smoke. Toreyin et al. [3]
proposed a detection algorithm based on wavelet transform energy, but the wavelet
calculation is complicated and the detection performance is also poor in the case of
changing brightness. The second method is based on the movement of smoke.

Yuan et al. [4] used a sliding time window analysis of suspected smoke regions
to detect the smoke by its cumulative amount and main movement direction. The
third one is based on the static and dynamic features of smoke. Chen [5] detected
the smoke based on its static feature of saturation and dynamic feature of diffusion.
The methods are prone to false and missing alarms since the selected feature
detection threshold greatly impacts on the detection performances.

Considering the following issues: the changing brightness of the light in the
forest, the changing space background of the vegetation in different regions, as well
as the situation of low smoke density in the early stage, we proposed a novel
approach to smoke detection based on the color and flutter in forest smoke video. In
detail, real-time background model is first built by Kalman filter, afterwards sus-
pected smoke region is extracted by combining with the smoke color feature.
Finally the sliding time window analysis is performed and the smoke is identified.
Experimental results show that this method can effectively exclude the non-smoke
interference and detect the smoke quickly and accurately.

16.2 Smoke Region Extraction Based on Color Information

16.2.1 Kalman Background Updating Model

Kalman filter is a linear minimum variance algorithm estimating a dynamic state
sequence through the state equation and observation equation to describe a dynamic
system [6, 7]. The smoke background can be considered as a stable system in the
smoke video processing and some foreground objects can be considered as noise.
We use Kalman filter method for the real updating model of the smoke background.
Let B(, j, k) and B(, j, k + 1) denote the k-th and (k + 1)-th pixel value of the
background image, respectively. I(i, j, k) represents the pixel value of the k-th
frame, then the recursive formula is:

B(i,j,k+ 1) — {gg:j: ]]3 +g(i?j’ k) * (I(iajvk) - B(iajvk)) ];7:8 (161)
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.-f "
Default background Current frame Kalman updated
B(i,j,0) image 1(i,j,k) background B(i,j,k)

Fig. 16.1 Kalman background update

where g(i,j, k) is the gain factor and can be computed by the following formula:

g(i,j, k) = Bx(1 |—é"1(i,j)7k)) 4(- o *M(i,{[k) (
1 fli(i,j.k) = B(i,j,k—1)| >Th 16.2)
Mi(x,y) = {0 others

where M,(x, y) is the binary representation of the current moving target and 7h is the
threshold determined by Otsu method. The values a and S are both greater than 0
and less than 1 and the former is greater than the latter in order to separate the
moving object from the background sequence and have adaptive characteristics. In
this paper, we set a = 0.055 and S = 0.1 so as to reduce the detection time of forest
smoke video. The results of background updating model are shown in Fig. 16.1.

16.2.2 Suspected Smoke Segmentation

Traditional smoke segmentation model which use single color space is defective
due to the complexity of the smoke color characteristic model. On the one hand, it
is not easy to separate the smoke from the similar color background; on the other
hand, it is not well to segment the early smoke out. Therefore, we segment the
smoke in combination with HSV and RGB of the smoke color characteristic [8].
First we use adaptive characteristics to learn and update the background, subtracting
the current frame from the real-time background to eliminate static interferences.
Then we perform coarse segmentation of HSV and RGB color model and execute
logical OR computation to exclude smoke-like objects and increase the valid range.
Finally we get the whole smoke region with some necessary mathematical mor-
phology [9, 10]. The main algorithm process is as follows (Fig. 16.2):
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Kalman background HSV image
' update segmentation
Video Difference
sequence operation
Read smoke image RGB image
segmentation
Suspected Mark and extraction < Mathematical Logical OR
smoke area of connected domain morphology

Fig. 16.2 Flowchart of suspected smoke extraction based on color

16.3 Flutter Analysis

16.3.1 Smoke Flutter Direction

Driven by the heat, Smoke moves from bottom to up. So we can detect the general
moving trend during a period of time to represent the flowing direction of the
smoke. In addition, the quality of massive images is concentrated on its center and
therefore it can represent the movement of the whole motion of the smoke video.
We calculate the center at the frame rate Fi, of the sliding time window, and use
center coordinates sequence to compute the offset angle between two adjacent
frames, and ultimately map to the direction coding [10, 11]. The (p + g)-th order
moment of an image and the corresponding coordinates of the centroid can be
expressed as the following formula:

w, H,
mpg =Y Y FFf(, ) (16.3)

i=w; j=H,
Ci(t k) = =t B
{Cy(t,k):,’;% k=1,2,...N (16.4)

where, w, and W, represent the start and the end of the regions width respectively,
and H, and H, denote the start and the end of the regions height, and N = F 4, and
C,(t,k) and C,(t, k) represent horizontal and vertical coordinates of the suspected
smoke region centroid at the #-th time window and the k-th frame.

We use the average value of horizontal and vertical coordinates in a given time

window to reduce interference caused by the air flow, which are C.(¢) and C,(2).

c—(t)—%iv: Ci(t,k) (16.5)
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mz%z Cy (1, k) (16.6)

Cx(t+ 1) _m

\/(cx(z 1) — Cx(t))2+(Cy(t 1) - Cy(t))

07 = arccos (16.7)

2

where 0; is the offset angle of centroids sequence. When the direction of vertical
axis is negative, 0, is adjusted by the following formula:

_J2n—07 if Cy(t+1) > Cy(1)
b= { 0 otherwise (168)

We get the value i,j of 6, through its transformation shown in Fig. 16.3, for
example, when 0, = 35° then i = 1, j = 1. Finally, we convert it into the direction
coding sequence DC; by Eq. (16.9) and then get the direction of connected region.

Original Background HSV coarse RGB coarse Suspected smoke
Image difference image segmentation segmentation area

Fig. 16.3 Area extraction based on color

Fig. 16.4 Discrete encoding
direction 135°(1) 90"(2) 450(3)
A
b 4
180°(4) » 0°(6)
Y
o " o
225 (7) 270°(8) 315 (9)
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We obtained the direction coding sequence aggregated on 1, 2, 3 because of the
flow characteristics from bottom up (Fig. 16.4).

DC, = —3%j+i+5 (16.9)

16.3.2 Changing Rate of the Flutter Smoke Area

In the early stage of the forest fire, the smoke moves slowly and expands growth
with the fire and diffusion. We can decide the diffusion of the smoke by the area
growth rate (AVj) of the suspected smoke, which is computed in the sliding time
window [5]. In digital image processing, the smoke region can be represented by
the number of pixels (P;) and the time interval can be represented by the separated
video frames. We have:

Sivk =Si Py — P

AVy = = 16.10
‘ th—bh (i+k)—i ( )

where P; and P, represent the number of pixels in the i-th and (i + k)-th frame of
the suspected smoke region.

We use the average value of the growth rate in a given time period to increase
the detection accuracy and reduce the interference caused by the air flow; that is:

1 _
AVy :;ZAVﬁ (16.11)

Here, AVj; is the average growth rate. The region is smoke if it is greater than the
predetermined threshold (STD) and vice versa.

16.3.3 Background Ambiguity

Smoke is sometimes partly transparent, and the texture and edge sharpness of the
obscured scene region fall to be blurred, and then the high-frequency information
will slowly decrease. In this paper, we use Harr wave in the gray space to extract the
high-frequency energy through the energy analysis for the interest region ROI and
the corresponding background region [12, 13]. The formula is:

Ex= Y Vilij)+H(i.j) + D{(i.j) (16.12)
i,jeROI

Here, V2(i, /), H (i,j) and D3 (i, j) are the wavelet energy coefficient of horizontal,
vertical, and diagonal decomposition, respectively, namely the high-frequency
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energy in the k-th frame of the suspected smoke region and we can get the high-fre-
quency energy Ej, of the background area in the same way. It is as follows that the
relative high-frequency energy decline J of the k-th frame of the suspected smoke
area:

_E, - E

0
Ery

(16.13)

We use the average value, of the relative high-frequency energy decline within a
time window computing O every five frames, as the measurement of the smoke
translucency.

16.4 Experimental Results and Analysis

16.4.1 Smoke Region Segmentation

Figure 16.5 shows the example results of smoke region segmentation and marked
based on the proposed method. These images represent some challenging scenes,
from left to right. They are the scenes far from camera, strong light, close to camera,
and a strong wind with the sky which has similar color to smoke and a series of
similar class interference. Experiment results show that smoke can be completely
split in these complex environments. However, in case of strong illumination
change some background pixels still are falsely detected as foreground pixels.
Therefore, we combine flutter characteristics to more accurately make and locate at
smoke regions.

16.4.2 Fluttering Feature Extraction

Smoke regions segmented and centroids marked of the first frame from five suc-
cessive time windows of a video are shown in Fig. 16.6. As seen from Fig. 16.6,
from right to left, the area of smoke region gradually increases and moving cen-
troids shift up. Moreover, moving direction of centroids is from right to left due to
wind direction.

Feature extraction results of a video clip in Fig. 16.5 are shown in Table 16.1.
The features represent average value of 5 group flutter direction. We can see from
Table 16.1 that the above video coding focus on direction 3, meeting the fluttering
rule of smoke, and it is easy to see that the moving direction of the smoke is from
left to the right. The diffusion characteristic of the smoke is verified by the average
growth rate of the area, and the region is recognized as smoke one if its value
exceeds the threshold 0.2. The wavelet high frequency energy of the smoke 0 is
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Fig. 16.5 Smoke segmentation and recognition. a Original video screenshot. b Extraction smoke
suspected area and its centroid and size of the area. ¢ A layer of wavelet transform edge subgraph.
d The results of the identification and mark of smoke

decreased slowly due to the slow change of the smoke density in the open envi-
ronment. Finally, we can correctly recognize the smoke by combining with the
flutter feature, as shown in Fig. 16.5b—d.
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. &

Fig. 16.6 Extraction of centroid and area of continuous video sequence

Table 16.1 Five groups flutter features of suspected smoke region

159

No. | Centroid coordinates | Angle and Average rate of Average rate
direction coding change in the area of decline 0

1 (32.27, 184.83) 61.28(3) 0.34153 0.032346

2 (36.84, 176.47) 42.55(3) 0.2449 0.054199

3 (48.51, 165.77) 18.11(3) 0.2514 0.090952

4 (71.51, 158.25) 21.78(3) 0.37229 0.12377

5 (92.09, 150.02) 7.71(3) 0.22798 0.15271

16.4.3 Smoke Recognition Results

The proposed method provides the possibility of smoke in the forest video auto-
matically. The datasets we used are mostly from the public smoke video library.
The experimental results in Table 16.2 show that our method has high true detection
rate, especially in bad conditions of early smoke and complex environment.

Table 16.2 The experimental results of statistical comparison

This algorithm

Literature [8] the traditional algorithm

Video False alarm | False Detection | False alarm | False Detection
capture | rate (%) negative rate (%) rate (%) negative rate (%)
rate (%) rate (%)

NO1 1.1 2.6 96.3 8.8 6.8 84.4
NO2 34 2.9 93.7 7 14.1 78.9
NO3 8.4 4.5 87.1 12.8 10.5 76.7
NO4 11.3 7.2 81.5 16.1 22.3 61.6
NOS5 2.9 4.3 92.8 9.7 9.1 81.2
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16.5 Conclusion

In this paper, we proposed a novel forest smoke video detection algorithm based on
color and fluttering features. First, a real-time background model is built by Kalman
filtering, which can effectively overcome illumination mutations and eliminate
static interference, etc. Second, the suspected smoke move area is segmented
through the smoke color feature. Lastly, fluttering motion analysis is performed on
the suspected smoke region because of the smoke mobility and diffusion charac-
teristics, extracting the flowing direction, change rate of the area, and background
blur degree to constitute three-dimensional feature vectors, identifying and marking
the smoke. Experiments demonstrate that the proposed algorithm is robust and high
detection accuracy rate with a low false detection rate and false negative rate.
Nevertheless, there are some limits, such as that non-smoke region sometimes
identified falsely, and can be further improved by learning more representative
features through pattern recognition and machine learning methods.

Acknowledgments Project supported by the National Natural Science Foundation of China
(Grant No.31200496)
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Chapter 17

Research of the Subgroup Discovery
Algorithm NMEEF-SD

Haichun Xie, Yong Zhang, Limin Jia and Yong Qin

Abstract Subgroup discovery (SD) is a data mining technique which could find
the most interesting individual patterns from a population of individuals for the
user. Non-dominated Multi-objective Evolutionary algorithm for Extracting Fuzzy
rules in Subgroup Discover (NMEEF-SD) which is based on non-dominated sorting
genetic algorithm II (NSGA-II) is a kind of algorithm for SD. First, the concept of
subgroup discovery is introduced. Then NMEEF-SD algorithm and its main
properties are researched. Finally, the algorithm is applied to analyze the concrete
comprehensive strength dataset from UCI database, the result of experiment shows
that the NMEEF-SD algorithm is able to extract fuzzy rules with interesting
characteristics and is easy to understand.

Keywords Subgroup discovery + NMEEF-SD - Fuzzy rules - UCI

17.1 Introduction

As data volumes explode, it becomes important to find the useful knowledge from a
large number of complex data. Knowledge Discovery in Database (KDD) is aimed
at assisting humans in extracting useful information from the rapidly growing
volumes of data [6]. Knowledge is usually expressed in the form of rules,
descriptive and predictive are the two standards to measure the quality of the rules.
Subgroup discovery (SD) can obtain descriptive and predictive rules that make it
attracts a lot of attention from researchers.
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Subgroup discovery was initially proposed by Klogen [8] and Wrobel [10].
Lavrac and Kavsek proposed CN2-SD [9] which was developed by modifying parts
of the CN2 [3] classification rule learner, CN2-SD obtains rules through its cov-
ering algorithm, search heuristic, probabilistic classification of instances, and
evaluation measures. Herrera processed SDIGA [5] which is a genetic fuzzy system
for data mining task of subgroup discovery, using fuzzy rules describing the
inductive knowledge.

This paper will apply Non-dominated Multi-objective Evolutionary algorithm
for Extracting Fuzzy rules in Subgroup Discovery (NMEEF-SD) to the strength
datasets of concrete. The remainder of this paper is organized as follows.
Section 17.2 shows the basic concept of subgroup discovery and NMEEF-SD.
Section 17.3 discusses an experimentation of NMEEF-SD. Finally, some conclu-
sions are offered in Sect. 17.4.

17.2 Analysis of NMEEF-SD

17.2.1 Subgroup Discovery

The task of subgroup discovery is to discovery groups that are statically most
unusual from a given dataset and target property. Simple rules with highly sig-
nificant and high support are used to describe those groups. Rules have the form:
Cond > Class.

Class is the target property, which appears in the rule consequent. Cond (the rule
antecedent) is a conjunction of features (attribute-values).

“The probability of coronary heart disease is higher in smokers who have a
family disease” is a rule, and the rule can be defined as:

if (smoker = true and family history = positive)
then coronary — heart — disease = true

The subgroup of smokers who have a family disease is described in this rule;
coronary heart disease is the target property. The population described by this rule
has a higher probability for the target property.

Target attribute, description language of subgroup, quality measures, search
strategy are the four main aspects of subgroup discovery algorithm. Target attri-
butes may be binary, nominal, or continuous [7]; language is the representation of
the subgroups which must be suitable for obtaining interesting rules; quality
measures are used to measure the obtained rules. Coverage, significance, unusu-
alness, and support are often chosen as the quality measurements to extract and
evaluate the rules; search strategy is important for the dimension of the search
space. Different strategies have been used in subgroup discovery, and top-down
search strategy is the usual choice.
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17.2.2 NMEEF-SD: Non-dominated Multi-objective
Evolutionary Algorithm for Extracting Fuzzy Rules
in Subgroup Discovery

Subgroup discovery algorithm selects a number of quality measures to measure the
quality of rules obtained, so subgroup discovery can be considered as a multiob-
jective problem. Different quality measures in the evolutionary process of rules
population can be regarded as different evolutionary goals of genetic algorithm,
therefore multiobjective evolutionary algorithm (MOEAs) is suitable to solve
multiobjective optimization problems in subgroup discovery.

Non-dominated Multi-objective Evolutionary algorithm for Extracting Fuzzy
rules in Subgroup Discovery (NMEEF-SD) [2] is based on hybridization between
fuzzy logic and genetic algorithms. NMEEF-SD uses NSGA-II [4] to exact inter-
esting, novel, and interpretable fuzzy rules. In NMEEF-SD, each candidate solution
is coded according to the “Chromosome = Rule” approach, where the antecedent is
represented in the chromosome, and the consequent is prefixed to one of the pos-
sible values of the target variable in the evolution.

17.2.2.1 Objective Function

The objective is to obtain rules with high confidence, understandable, and gener-
ality in the process of rule discovery. To do so, support, confidence, and accuracy
are selected as quality measures.

e Support: the frequency of correctly classified examples covered by rule.

n(Class - Cond)
Sup(R) = —————
up(R) n(Class)
where n(Class*Cond) is the number of examples which satisfy the conditions for
antecedent and n(class) is the number of examples for target variable indicated.
e Confidence: standard measure that determines the relative frequency of exam-
ples satisfying the complete rule among those satisfying only the antecedent.

EkGE/EkECIaSS
Conf(R) =
onf(R) S~ APC(Ex, R)

Ex€E

where APC is the degree of compatibility between an example and the ante-
cedent part of a fuzzy rule.
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e Accuracy: the membership of the examples covered by the antecedent part of
rule and satisfying consequent of the rule.

n(Cond - Cond;)
Accu(R) = ——— U
ceu(R) == Cond) + &

where K is the number of the objective variables.

17.2.2.2 Main Properties of the Algorithm

NMEEF-SD consists of initialization, genetic operators, fast non-dominated sort,
re-initialization based on coverage and stop condition [2], a single operation scheme
of the algorithm can be seen in Fig. 17.1.

The re-initialization based on coverage together with the crowding distance in
the selection operator to enhance the diversity. On the other hand, the algorithm
includes operators of biased initialization and biased mutation to promote gener-
alization. In addition, only the final solutions which reach a predetermined confi-
dence threshold are returned.

Fuzzy logic is used to process the continuous variables, by means of linguistic
variable. This allows the use of numerical features without the need of a previous
discretization [1].

Fig. 17.1 The NMEEF-SD
18- - ¢ Read data set
algorithm

Initialization

\H

‘ Genetic operate ‘
N NO

Non-dominated sort

N2

‘ Re-initialization ‘

YES

Returns the rules
in the pareto
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Fig. 17.2 Fuzzy partition for VS M VB
a numerical variable

0.5

-117.0 102.0 321.0 540.0 759.0
Membership function of concrete

17.3 Experimentation

Compressive strength of concrete dataset in UCI repository is selected as the
experimental data. Experimental data consists of 1,030 samples, each sample
includes 8 input variables and 1 output variable (compressive strength of concrete).
Output variable is selected as the target variable in the dataset.

Compressive strength of concrete in the raw data is continuous variables, in order
to apply to use subgroup discovery algorithm, compressive strength of concrete
between 0 and 20 MPa is classified as low, 20-55 MPa as medium, and 55-80 MPa
as high. Rearrange samples depend on target variables, where the compressive
strength of 1-197 samples is low, the compressive strength of 198-883 samples is
medium, and the compressive strength of 884—1030 samples is high.

All input variables are continuous variable, in order to apply the fuzzy rule, input
variables are processed using fuzzy treatment. Triangular membership function is
used to obtain rules with higher explanatory as seen in Fig. 17.2.

First, process the compressive strength of concrete dataset ten times by cross-
validation, then execute algorithm. The algorithm is executed three times. The
optimal rule set contains nine rules, which describe group of low, medium, and
high, as can be seen in Table 17.1.

Results in Table 17.1 show that rules with simple structure contain less variables
but have higher support, confidence, and accuracy.

Table 17.1 Best rules obtained by NMEEF-SD

Rule Target property Variable Support Confidence Accuracy
R, High 4 0.578947 0.618307 0.500000
R, High 5 0.646617 0.811371 0.333333
Rj High 4 0.691729 0.682891 0.333333
Ry Medium 2 1.000000 0.747430 0.817204
Rs Medium 4 0.941653 0.805049 0.940000
Rg Medium 4 0.948136 0.801996 0.940000
R, Medium 6 0.478120 0.847051 0.875000
Rg Medium 5 0.687196 0.840319 0.727273
Ry Low 6 0.280899 0.614202 0.333333
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Table 17.2 Rules of high compressive strength of concrete

Rule | Rule description

R, if (cement = VB and fly ash = VS and water = VS and coarse aggregate = M) then
concrete compressive strength = high

R, if (cement = VB and fly ash = VS and superplasticizer = M and coarse aggregate = M
and age = (N ORVL)) then concrete compressive strength = high

R; if(cement = (M OR VB) and fly ash = VS and water = VS and age = N) then concrete
compressive strength = high

Select rules of high compressive strength of concrete from Table 17.1,
description of the rules are shown in Table 17.2.

Analysis rules obtained indicate the following: The concrete that contains lots of
cement, a small amount of fly ash, right quantity of coarse-aggregate and normal
coagulation time performance for the high compressive strength of concrete.

Figure 17.3 shows target variables and Pareto sequence when algorithm was
running, the red curve represents the average support, the blue curve represents the
average confidence, and the green curve represents the average accuracy.

Figure 17.3 shows that during the process of extracting rules, the overall quality
of the population tends to be stable with the evolution of the rules of population.
There is still some fluctuation in shall scope mainly because NMEEF-SD algorithm
uses random parent population to crossover operation. The diversity in the genetic
population is increased with re-initialization based on coverage. The change curve
of number of rules in Pareto shows there is a large fluctuation in the early evolution,
with the increasing of number of rules, Pareto will maintain a stable number.

(a) rules of high comprehensive strength of concrete (b) rules of high comprehensive strength of concrete
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Fig. 17.3 Target variable during process of extracting and change curve of Pareto
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The results show that the application of subgroup discovery algorithm in pro-
cessing compressive strength of concrete dataset, on the one hand can extract
simple, effective rules to describe different compressive strength of concrete. These
rules can provide an effective reference for quality optimization of concrete in the
manufacturing process; on the other hand the rules obtained with high classification
accuracy can be used to predict the compressive strength of concrete and provide an
effective tool for detecting compressive strength of concrete.

17.4 Conclusion

In this paper, Non-dominated Multi-objective Evolutionary algorithm for Extracting
Fuzzy rules in Subgroup Discovery (NMEEF-SD) is researched. We realize the
NMEEF-SD algorithm and apply to Compressive strength of concrete dataset in
UCI repository. The experimental results indicate that subgroup discovery could
efficiently extract rules that are interesting, understandable, and these rules can
provide an effective basis for compressive strength of concrete detection.
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Chapter 18
A Subgroup Discovery Algorithm Based
on Genetic Fuzzy Systems

Shuo Dai, Yong Zhang, Limin Jia and Yong Qin

Abstract Subgroup discovery algorithm is a new data mining technique, which
plays an important role in the induction of large data areas. First, the basic concepts
of subgroup discovery algorithm and fuzzy system are introduced. Then subgroup
discovery iterative genetic algorithm (SDIGA) is studied. Genetic fuzzy system is
used in traditional subgroup discovery algorithm, the way that a weighted sum of
multiple objective functions is taken in fitness function. After continuous crossover
genetic, the best description of the rules is obtained. Finally, the proposed method is
applied to the dataset of compressive strength of concrete in UCI database, and the
experiment results show the effectiveness of SDIGA subgroup discovery algorithm.

Keywords Subgroup discovery algorithm - Genetic fuzzy systems - Rules

18.1 Introduction

In recent years, the technology of database has made great development. Large
amounts of data need people to deal with. Subgroup discovery is a novel data
mining technique aimed at extracting effective and useful information from target
data, which provides people an efficient means for accessing knowledge.

At present, subgroup discovery algorithm is divided into three categories:
classification algorithm for subgroup discovery, association algorithm for subgroup
discovery, and evolutionary algorithms for subgroup discovery. EXPLORA [1] is
the earliest subgroup discovery algorithm, which extracts rules with the decision
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tree, evaluate rules whether users need based on standard of universality, redun-
dancy, and simplicity. APRIORI-SD [2], an improved classification algorithm by
classification algorithm, processes rules and classifies probability of sample with
weighted relative accuracy as a new measure of the quality. Subgroup-Miner [3] is
an extended algorithm of EXPLORA and MIDOS, which inducts rules effectively
with decision rules and interactive search.

This paper presents the SDIGA subgroup discovery algorithm based on genetic
fuzzy systems. SDIGA describes interesting individuals in a more easily understood
form. Simulations are carried out to verify the effectiveness of the proposed
algorithm.

18.2 Subgroup Discovery

Subgroup discovery is a form of supervised learning, which is aimed at uncovering
properties of a selected target population of individuals with the given property of
interest. The subgroup is the rule used to describe the property, such as the fol-
lowing rule [4]:

Diabetics have a higher probability of cardio-cerebral-vascular disease; the
corresponding regular expression is

if (diabetic = true)

then cardio — cerebral — vascular disease = true

For the above rule, diabetics are individuals, while cardio-cerebral-vascular
disease is the target property of interest. The individuals described by the rules have
higher probability for the properties of interest.

In classification rule learning, an inducted subgroup description is shown in the
following form:

Cond > Class (18.1)

where Class is the target property of interest, which appears in the rule consequent.
Cond (the rule antecedent) is a conjunction of features (attribute-values) [3].

18.3 SDIGA Subgroup Discovery Algorithm

Genetic fuzzy system is formed by fuzzy system and genetic algorithm. In fuzzy
system, the capacity of learning and adaptation of genetic algorithm can contribute
to application of rule induction.
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Fig. 18.1 Encoding model of a rule

The purpose of SDIGA allows us to obtain a set of understandable fuzzy rules
with a flexible structure that describes different subgroups in data. In order to ensure
this, the SDIGA must be run once by each value of the target property, i.e., each
process of SDIGA can obtain a series of rules to describe aspecific value of the
target property [5].

SDIGA uses fuzzy rules in DNF format. All the information relating to a rule is
contained in a fixed-length chromosome with a binary representation in which, for
each feature, a bit for each one of the possible values of the feature is stored. If the
corresponding bit contains the value 0, it means that the value is not included in the
rule; and if the bit contains the value 1, it indicates that the value is included. If a
rule contains all the bits with the value 1, or all of them contain the value 0O, this
indicates that this feature has no relevance in the rule, and so the feature is ignored.
In these cases, the feature is not included in the rule. This takes us to a binary
representation model with as many genes by variable as possible values for the
same one, as can be seen in Fig. 18.1.

The hybrid GA of SDIGA extracts a single DNF fuzzy rule in an attempt to
optimize the confidence and support. We describe the elements of the hybrid GA:
the chromosome representation, the fitness function, the reproduction model, and
the post-processing phase of the hybrid GA [6].

In this process of rule discovery, the objective is to obtain understandable and
general rules with high confidence. This means that the problem has several
objectives: the support and the confidence of the rule. To achieve this, the weighted
sum method that weights sets of objectives into a single objective is the simplest
approach and lets us introduce the expert criteria related to the importance of the
objectives for a specific problem in the rule generation process. The weight of one
objective is chosen in proportion to the objective’s relative importance in the
problem. So, this proposal uses a weighted lineal combination in the following way:

Fitness(c) — wi X Sups(c) + wy iCori(c) + w3 X Accu(c) (18.2)
w1 1% w3

Sups(R) = N;;;Sf) (18.3)

Ex€E/EyeClass
Conf(R) = 18.4
onf (R) S~ APC(E;,R) (18.4)

E€E
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n(Class - Cond)

Accu(R) == Cond) T &

(18.5)

where Sup; represents confidence; Conf represents support; Accu represents
accuracy; APC is antecedent part compatibility; Neyc is the number of samples left
uncovered by the previous rules; Ne™ (R) is the number of samples covered by the
rule that is left uncovered by the previous rules; n(Class - Cond) is the number of
samples which meets antecedent and consequent; n(Cond) is the number of sample
which meets antecedent of rule R; & is the number of sample classification.

The scheme of the extraction model is shown as follows:

START
Choose a target feature Al‘TAR
Rule Set — &
REPEAT
Execute the GA ( Aty ) obtaining rule R

Local Search(R)
If (confidence(R) >= minimum confidence and R represents new
examples)
Rule Set < Rule Set \U R
Mark the set of examples covered by R
WHILE (confidence(R) >= minimum confidence and R represents new
examples)
END

18.4 Simulation Analysis

In this paper, a simulation of concrete compressive strength data Set of UCI
database is conducted. It contains 1,030 samples. In each sample there are 9
variables, of which 8 are inputs and 1 output. We select output variable in the data
set (concrete compressive strength) as the target variable. Distribution of samples in
accordance with the target property in the data set is shown in Table 18.1.

In order to use subgroup discovery algorithm, low represents the corresponding
compressive strength of concrete at 0-20 MPa; medium represents the corre-
sponding compressive strength of concrete at 20-55 MPa; and high represents the
corresponding compressive strength of concrete at 55-80 MPa. Rearranging the
samples depends on target variables, where the compressive strength of 1-197

Table 18.1 The distribution

of concrete sample Target property Sample Proportion (%)
High 147 14.3
Medium 686 66.6
Low 197 19.1
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samples is low, the compressive strength of 198-883 samples is medium, the
compressive strength of 884—1,030 samples is high.

Then we obscure input variables and use standard triangle membership function
as the divided form of membership function of the input variables, for getting
higher interpretative rules.

The parameters used in the experiments are:

(1) Rule form: DNF;

(2) Population size: 100;

(3) Maximum number of evaluations of individuals in each SDIGA run: 10000;
(4) Crossover probability: 0.6;

(5) Mutation probability: 0.01;

(6) Number of linguistic labels for the numerical variables: 3;

(7) Quality measure weights for the fitness function: w; = 0.3, w, = 0.4, w3 = 0.3;
(8) Whether to post-process: yes;

We load the compressive strength of concrete data set, for which cross-valida-
tion is ten times, producing ten datasets. To choose a set of rules that have the best
quality, the ten data sets need to be inducted. The result is shown in Table 18.2.

The obtained rules above comprise four rules, which describe group of low,
medium, and high. Table 18.2 shows that rules with simple structure contain less
variables and higher support, confidence, and accuracy.

Each execution will return the highest rule. During the process of obtaining rules
in Table 18.1, SDIGA totally performs hybrid genetic algorithm four times. In each
processing, the changes in average fitness of the rules population is shown in
Fig. 18.2.

Figure 18.2 shows that the obtained rules are increasing and the fitness of rule
population is rising with the evolution of rule population. Because of the stable
evolutionary strategy, the rule population can converge quickly. When the number
of rules is up to 500, the population keeps stable.

SDIGA respectively have rule induction for the then dataset, after which we get
40 rules. Then, we sort these rules in accordance with the support, confidence,
accuracy, and variables contained. The result is shown in Fig. 18.3.

This result shows that the support of rules obtained is higher than 0.5, which
means that most of the target samples can be covered by the obtained rules. About
67 % rules have higher confidence and accuracy, in which there are less negative

Table 18.2 The quality of the best rules

Rule | Target property Variable Support Confidence | Accuracy Fitness

R1 High 4 0.765152 | 0.541844 0.666667 0.646283
R2 Medium 4 0.990291 0.764425 0.857143 0.860000
R3 Medium 2 1.000000 | 0.675653 0.674545 0.772625
R4 Low 5 0.882023 0.325789 0.442478 0.527666
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Fig. 18.3 Ordination diagram of rules according to the target function

samples. Most rules contain variables less than 5, which means that the rules have
higher explanatory and simple structure. Therefore, SDIGA can obtain rules having
better explanatory and accuracy to describe most samples of the target population.

18.5 Conclusion

This paper presents a study for SDIGA, which is targeted at characterizing popu-
lation subgroups of a given target class. The fitness function is defined as the
weighted summation of several target functions. Through the operation as crossover
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and variation, rule population is constantly evolving and the best rules can be
obtained. The data of UCI simulation show the effectiveness of SDIGA in rule
induction.
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Chapter 19

Secure Measuring and Controlling
Methods Embedded SM4 Algorithm
for Smart Home

Xiangdong Hu, Xiaopeng Qin and Haiming Mou

Abstract Smart home based on the Internet of things is gradually changing our
daily life, while it faces such serious problems as secure measuring and controlling
to appliances and protection of end user’s privacy. To guarantee the safety and
reliability of smart home system, a secure measuring and controlling method
embedded the domestic SM4 cryptographic algorithm for smart home is proposed
in this paper, which integrates such secure mechanisms as access control based on
the physical addresses of smartphone terminal or sensor nodes used in measuring
and controlling operations, authentication based on the keys used in the encrypted
transmission of instructions of measuring, and controlling and abnormal detection
based on analysis of data. On such basis, the comparison in performances is carried
out by secure measuring and controlling methods embedded domestic SM4 algo-
rithm or typical AES one. The results of test suggest that the proposed secure
measuring and controlling methods for smart home is feasible and effective, and the
delay time consumed in information processing of the proposed method is only
2.5 % more than the currently pervading ones without secure mechanism. The rate
of delay based on the SM4 algorithm is about 4 % less on average than the original
AES one embedded in nodes, and SM4 algorithm owns independent intellectual
property right with more flexible in realization of system.

Keywords Internet of things - Smart home - Safety - SM4 algorithm - Measuring
and controlling
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19.1 Introduction

With the rapid development of the Internet of things, more and more smart home
are connecting various kinds of household electrical appliances or sensing devices
together through local family networks, and easily and efficiently controlling them
by technologies such as computer, communication, measurement, and control for a
more comfortable living environment [1]. Smart home brings people much con-
venience while it faces many potential risks of malicious attacks, such as injecting
unauthorized control instructions into system or eavesdropping information of
monitoring and so on, which will further threaten safe and reliable operations of
smart home or users’ privacy [2].

The current smart home industry in China is still in its infancy. There are no
unified national standards or technical specifications, and its standards in safety are
blank. Security problems of smart home based on the Internet of things technology
need to be urgently solved to improve people’s experience of living [3].

A building method of security-focused smart home embedded domestic SM4
cipher algorithm is proposed in this paper, which is helpful to deal with the
potential risks in information security for smart home.

19.2 The System Model of Secure Smart Home

19.2.1 The Composition of Secure Measuring
and Controlling System

The composition of secure measuring and controlling system in smart home is
illustrated in Fig. 19.1.

The secure measuring and controlling system mainly includes a WiFi gateway,
primary or secondary routing nodes, measuring and controlling nodes, and
household appliances and devices. Measuring and controlling nodes are the fun-
damental part of smart home, their main tasks are to sense the environment of
home, or to receive commands so as to control corresponding appliances or devices
such as air conditioner, digital TV set, refrigerator, curtain, lighter, monitor, alarm,
etc. The secure algorithm is stored in nodes, and all communications within the
smart home systems are protected by SM4 block encryption algorithm. Moreover,
when intrusion detection finds an illegal node or abnormal case, the alarm node
will be activated and the host or hostess will receive a notice of alarm about the
incident [4].
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Fig. 19.1 The composition of secure measuring and controlling system in smart home

19.2.2 Security Mechanism

In order to ensure safe and reliable operation of smart home system and to protect
users’ privacy, here a secure measuring and controlling method embedded SM4
algorithm for smart home is proposed. The involved security mechanism is as
follows: First of all, an access authentication is necessary to login system by the
authorized user identity and password; Secondly, any node will be examined and
verified based on the physical address and the preset key before they can access the
network, and the unverified nodes will be excluded; Thirdly, each measuring and
controlling instruction or message transmitted between nodes will be encrypted by
SM4 cipher algorithm to improve the confidentiality of smart home system [5];
Finally, further security can be reached along with intrusion detection and alarm
mechanism.
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19.3 Implementation of Secure Measuring and Controlling
System and Performance Evaluation

19.3.1 Hardware Implementation of the System

In order to verify the feasibility of smart home characterized in secure measuring
and controlling, CC2530 chip is chosen as the core unit and a star topology
structure is adopted to set up a simulation platform of secure smart home shown in
Fig. 19.2 [6, 7].

As the human—machine interface of secure smart home system, the smartphone
terminal based on Android4.0 is mainly responsible for sending measuring and
controlling commands and receiving information from nodes including controlling
and sensing ones. The WiFi gateway is responsible for two-way Zigbee signal
conversion between the smartphone terminal and routing nodes. The routing node is
responsible for establishing Zigbee network. The terminal node is used for con-
necting and controlling various kinds of household equipments. In addition, a
simulated malicious terminal mainly acts as illegal invasion node to simulate
intrusion behavior [8, 9].

19.3.2 Secure Measuring and Controlling Process

The secure measuring and controlling method is designed into APK (Android
Package) software based on Android 4.0 smartphone terminal by dedicated Eclipse
V22.3 development tools. The domestic SM4 cipher algorithm is embedded into the
control software to compare with the original AES one. The secure measuring and
controlling process of smart home is divided into two paths based on different

Fig. 19.2 Secure smart home system
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functions of nodes: data acquisition and object controlling, as illustrated in
Fig. 19.3.

To create a new SM4 function in Java file under Android platform, the statement
of SM4 algorithm is: SMS4 sm4 = new SMS4 ().

An example of key used in SM4 is:

byte[] key = {0x01, 0x23, 0x45, 0x67, 0x89, Oxab, Oxcd,Oxef, Oxfe, Oxdc, Oxba,
0x98, 0x76, 0x54,0x32, 0x10}.

An example of the plain text of instruction used in temperature measurement is
as follows:

byte [] temp = {OxF, 0xC2, 0x01, 0x01, 0xC4, OxFE}.

Smartphone
terminal

A

Send command

Data acquisition command | Object control command
\i Y
Read the sample set Read control commands |¢—
A A
Data acquisition  |q— Control output
Y
A
Data feedback Back to send message

Fig. 19.3 Secure measuring and controlling process for smart home
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The statements used in calling the SM4 cryptographic algorithm and sending
commands are as follows:

smé.sms4 (temp, inLen, key, outTemp, ENCRYPT);
SendCmd(outTemp),

19.3.3 The Performance Test of System

The performance of secure smart home system has been tested by adopting SM4
algorithm, and compared with the embedded AES one.

Secure measuring and controlling instructions in the smart home are similar to
such format of data as “EF C1 02 01 C3 FE”. The instruction means to open lamp 2.
EF and FE are used as check digit. C1 is the serial number of equipment. 02 is No.2
lamp. 01 means that the lamp will be lighted on. C3 is checksum. The whole
instruction is encrypted into 128-bit hexadecimal data by SM4 cipher algorithm.
SM4 encryption function used in the smart home system is as follows:

SM4. SMS4 (in, inLen, key, out, ENCRYPT)
Correspondingly, SM4 decryption function is:
SM4. SMS4 (out, inLen, key, in, DECRYPT)

As a contrast, a smart home system embedded AES algorithm is realized in the
same way. AES encryption functions: out = Encrypt_Byte (in, key), and AES
decryption function is: in = Decrypt_Byte(out, key).

The above two algorithms are called to evaluate the performance of the proposed
based on monitoring nodes and controlling ones. The results of test show each of
them can protect the system and find abnormal behaviors from nodes, but the time
to finish an instruction is different. A detailed evaluation is carried out as follows.

The test is divided into three cases: unencrypted, encrypted based on SM4, and
encrypted based on AES. Smartphone terminal sends unencrypted sensing or
controlling instruction to nodes every 4 s, and receives the feedback message from
nodes which has finished the instruction, all records are stored in LogCat logs.
Assuming the timestamp of sending unencrypted instruction as S;, the timestamp of
feedback is R;, therefore, the delay between sending and receiving operations for an
unencrypted instruction can be expressed as T;:

T, =R, —S; (19.1)

Similarly, the encrypted test by SM4 or AES algorithm can be done. Let the
timestamp of sending encrypted instruction be S;, the timestamp of feedback is r;,
therefore, the delay between sending and receiving operations for an encrypted
instruction can be expressed as #;:
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li=1r—5i (19.2)

So one can get the ratio of time delay of encrypted instruction compared to
unencrypted one:

di="- (19.3)

The average ratio of time delay for m—times test can be obtained according to the
following formula [10, 11]:

’ (19.4)

NN

i3

i=1

3|

The impact of secure mechanism on time delay is plotted in Fig. 19.4 by
sampling 50 times. Figure 19.4a, b show the impact of secure mechanism on
controlling instruction or sensing one, respectively. They are classified into three
kinds of situations: unencrypted case without security mechanism, encrypted case
embedded SM4 algorithm, and encrypted case with AES algorithm.

According to Fig. 19.4, the average values of time delay of secure mechanisms is
illustrated in Table 19.1 based on 50 sampling values. Table 19.1 shows that the
average ratios of time delay are 2.61 and 6.25 % for sensing instructions with a
secure mechanism based on SM4 and AES algorithms, respectively. The corre-
sponding results are 2.28 and 7.91 % for controlling instructions. Although the
secure mechanisms have little impact on time delay of system, while a secure
guarantee is in prospect. Furthermore, the secure mechanism embedded SM4
algorithms have less time delay than one embedded AES algorithm, that is, one can
get that the advantages of SM4 algorithm in time delay are 3.64 and 5.63 % for data
acquisition and node controlling than the AES in Table 19.1.

1600 T 1600 " " - -
(a) (b) —5-oi
1600 — & = Ongnal 1 1600 —h— 5M4 encrypted
A— SM4 encrypted & AES encrypted
1400 W AES encrypted

Response Time of Control Mode/ms
Response Time of Control Node/ms
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Fig. 19.4 The impact of secure mechanisms on time delay. a Control nodes, b sensing nodes
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Table 19.1 The average impact of secure mechanisms on time delay

Unencrypted SM4 encryption AES encryption

t/ms t/ms dl% t/ms dl%
Data acquisition 616.7 632.8 2.61 655.3 6.25
Node controlling 594 607.6 2.28 641 791

Although AES cryptographic algorithm is built in such Zigbee nodes as
CC2530, which is convenient for secure communications between those nodes with
the same configuration, it is hard for non-Zigbee nodes such as smartphone ter-
minal, WiFi gateway, and so on. However, the proposed scheme embedded SM4
algorithm could solve this problem by distributing SM4 algorithm in all nodes of
smart home, this is helpful to earn its flexibility in realizing the secure measuring
and controlling system.

19.4 Conclusions

Smart home brings much convenience to people while it faces some potential risk
from malicious attacks. Research on secure smart home is necessary for application
and popularization. Secure measuring and controlling methods are proposed for
smart home based on nodes embedded SM4 cryptographic algorithm. The secure
mechanisms such as access control, encryption of instructions, authentication of
devices, intrusion detection, and alarm are helpful to improve information security
of smart home and to protect users’ privacy. The results of simulation proved that
the proposed method is effective and feasible to enhance the security of smart home
system. The extra mechanism of security only brings about 2.5 % time delay in
processing of instruction. The results show that the proposed methods embedded
SM4 algorithm have about 4 % less time-consuming advantage in delay and
flexibility of implementation compared to the typical AES scheme, and it does not
involve the use of foreign intellectual property rights. This research provides a
theoretical path and technical exploration for realization of secure smart home
based on the Internet of things.

Acknowledgments This work is supported by the National Natural Science Foundation of China
(61170219) and the Basic and Frontier Research Project of Chongqing Municipality (cstc
2013jcyjA40002).

References

1. Liu ZB (2004) X-10 protocol and its applications in smart houses. Microelectron Comput 21
(3):5-8 (in Chinese)

2. Hu XD, Wei QF, Tang H (2010) Model and simulation of creditability based data aggregation
for the internet of thing. Chin J Sci Instrum 31(11):2636-2640 (in Chinese)



10.

11

Secure Measuring and Controlling Methods Embedded SM4 ... 187

. Wu CK (2010) A preliminary investigation on the security architecture of the internet of

things. Bull Chin Acad Sci 25(04):411-419 (in Chinese)

. Zhang XM, Wang GQ, Ding XN (2009) Development of an Internet home automation system.

Chin J Sci Instrum 30(11):2423-2427 (in Chinese)

. Wu J (2013) Research and implementation of hybrid cipher algorithm based on SM4 and Sm2.

Softw Guide 12(8):127-130 (in Chinese)

. Hou J, Wu CD (2009) Research of intelligent home security surveillance system based on

Zigbee. Mech Electri Eng Mag 26(01):33-35 (in Chinese)

. Liu YH, Zhang JX (2012) Smart home based on the Zigbee wireless. Intell Netw Intell Syst

05:122-125

. Daehwan K, Daijin K (2006) An intelligent smart home control using body gestures. Hybrid

Inf Technol 06:439-446

. Ren XL, Yu HB (2007) Study on security of Zigbee wireless sensor network. Chin J Sci

Instrum 28(12):2132-2137 (in Chinese)
Hu XD, Han KM, Xu HR (2014) Design and implementation of security focused intelligent
household IOT. J Chongqing Univ Posts Telecommun 26(2):171-176 (in Chinese)

. Jiang J, Liu T, Hu X (2008) Research and implementation of dynamic SMS4 algorithm. Netw

Secur Technol Appl 9:92-93 (in Chinese)



Chapter 20
Multi-core Processor Simulation Vector
Learning Optimization Based

on S’LS-SVM

Guanjun Wang, Ying Zhao and MinMing Tong

Abstract With the revolutionary progress of the EDA industry, the verification of
microprocessor becomes more and more difficult. It is a big problem to optimize the
huge verification stimuli. Verification stimuli efficiency problem is researched in
our paper and multi-core processor verification vector learning method based on
S?LS-SVM is put forward. First, verification stimuli are generated according to
coverage information, the simulation vectors feature selection and extraction is
conducted by transition probability matrix. Initial S’LS-SVM classifier is trained on
the labeled training set, area labeling principle is used for unlabeled samples tag-
ging, dynamic adjustment of centralized “inconsistent” semi-labeled samples; then,
train a classifier with the label sample and semi-labeled samples, classifier predict
the new stimuli vector is a redundancy or not, if it is redundant, it will not need to
do the simulation. Effective label sample provides SMT Solver feedback to the
classifier for incremental updates. Experimental results show that this method of
training is fast, the simulation vectors can be reduced significantly and rapid ver-
ification closure is achieved. It also has important reference value for the future
multi-core processors simulation.

Keywords Multi-core processor verification - S’LS-SVM - Stimuli generation -
Functional coverage - Transfer probability matrix
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20.1 Introduction

Based on the 2012 International Technology Roadmap for semi-conductor (ITRS)
report [1], 10 nm high-speed and low-power CMOS technology will be widely used
in 2020. The on-chip multi-core processors (CMP) has become the mainstream of
the structure of high-performance microprocessors. The number of processor cores
also has exponential growth similar to Moore’s law, from 2, 4, 8 kernels to 128
kernels or more [2], commercial processor core focuses on 8-16 kernels level
nowadays.

Rapid advances in technology also led to a substantial increase complexity in
processor chip verification. Verification has become one of the major challenges in
microprocessor design [3]. IC design verification process has become the most
expensive work [4].

In this paper, we focus on the current research hotspot in simulation verification;
in particular, the direction of machine learning-based simulation verification.
Machine learning simulation verification focuses mainly on simulation vector
generation and vector optimization, vector optimization techniques which have
received the wide attention of researchers [5—8]. Previous studies have not been
given sufficient attention to two issues: first, coverage indicators is single, second,
classifier constructed using supervised learning method [6] and unsupervised
learning methods [9], considering only pure labeled samples and the unlabeled
samples, there is a long learning time and lack of learning precision. Based on the
above work, in order to improve the efficiency of verification, we propose a method
to verify the microprocessor vector optimization based on least squares support
vector machine semi-supervised learning algorithm (S*LS-SVM).

20.2 Processor Simulation Verification Vector Learning
Based on S’LS-SVM

In the traditional simulation process, new verification vectors are generated without
classification or need a long learning process before input under verification pro-
cessor. Defects in these two methods are that in first method simulation quality is
not high, another method needs a long time to learn and the efficiency is low. The
S?LS-SVM-based microprocessor vector optimization method can overcome the
above shortcomings by feature extraction and selection of training samples
(including label samples and unlabeled samples) for rapid realization of semi-
supervised learning algorithm to build a classifier, then Classifier conduct effective
increments updates after simulation. The complete process is shown below
(Fig. 20.1):

The difficulty in our method is classifier construct and intelligent feedback
mechanism. To solve this problem least squares support vector machine semi-
supervised learning methods is introduced in the construction of the classifier, the
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Fig. 20.1 Vector optimization framework based on S?LS-SVM

use of learning classifier to validate vector filtering. A uniform coverage model
coverage analysis and feedback mechanism is used in intelligent feedback stage.

20.2.1 Functional Coverage Model and Analysis

Coverage model defines a subset of the design of stimulus/response space, this
subset to a certain degree (there is sufficient confidence) proved to be correct.
Coverage metrics will be carried in order to assess test stimulus and ensure the
expected functional to be fully verification. A coverage metrics can be a function of
the design, structure, or source code. Coverage model is composed of the structure
coverage model and functional coverage and assertion coverage and other targets
defined by the components. Structural coverage is the code to achieve a design.
Functional coverage model in SystemVerilog (SV) can be achieved by the two
structures: coverage groups and coverage properties. Functional coverage models
must obtain by hand independently. Also, functional coverage analysis in the
process of simulation verification is still needed, so we can identify the area not yet
covered by coverage model, and then find the demand in functional verification
process. In the course of coverage analysis, we introduce intelligent feedback
mechanism, feedback based on objective flaw method to accelerate verification
closure.

In this work, we establish a unified multi-coverage model based on SV language.
This model is easy to integrate into the current processor verification process. The
specific framework considered in the literature [10] is shown in Fig. 20.2.
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20.2.2 Feature Extraction and Selection of Verification
Vectors

Verification vectors of microprocessor are generally the instruction sequence ver-
ification vectors that can have multiple representations, such as assembly code,
machine code, etc. It can be divided mainly into three types: (1) the structure
verification vectors to verify some special functions in boundary conditions; (2)
automatic generation vectors. The main part of verification vectors, including
randomly generated and FSM-based generated vectors, aimed at finding errors may
not be found in other vectors; (3) the existing benchmark test vectors mainly used to
confirm the correctness of the design and test system performance. Conduct vector
feature extraction and selection on the basis of the existing random test vectors. The
involved definition in this method is given first:

Definitions 20.1 Transition probabilities &, (I;, ;)

Defined instruction set 1, suppose assembly instructions are n, build up the n X n
matrix from the index in /. Transition probability is defined as &, (1;, I;), it represents
at any given instruction set, the frequency of a combination of two instructions /;, I;.
It is defined as:
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Transition probability matrix is composed of the transition probability elements,
which is defined as follows.

Definitions 20.2 Transfer Probability Matrix, TPM:

xp(Il,Il) xp(ll,lz) L xp(ll,l,,)
X,,(IQ,I]) Xp(lz,lz) L XP(IQ,IH)

M L M
Xp(Ii, ) xp(Lh, ) L xp(1y, 1)

TPM,(I,J) =

where &,(I;, 1) is the transition probability from instruction I; to instruction ;. The
transition probability matrix is calculated and select k features from the matrix
traversal are needed, test vectors are mapped onto selected k vectors, then verifi-
cation vector feature extraction is complete.

20.2.3 Classifier Construction Based on S°LS-SVM

In the microprocessor verification process we want to get accurate classifier with
small samples. Least squares semi-supervised learning algorithm is used in clas-
sifier construction. Its basic idea is: first, an initial classifier is constructed with
labeled samples using S?LS-SVM, then unlabeled samples are marked iteratively
based on area labeling approach, adjustment “inconsistent” sample labels in semi-
marked samples set dynamically; finally, the labeled sample set and semi-labeled
samples are in training together. The construction process is shown in Fig. 20.3:
The binary of classier problem of S?’LS-SVM can be described as follows:
Given a mixed set of independent and identically distributed training samples
with labeled and unlabeled samples G = {(x1, 1), -, (Xuy Yu)s Xnt1s - « o5 Xntm }»
x; € R9y, € {+1,—1}. To construct a classification decision function on mixed
training dataset, to make the training samples separated by a maximum margin, and

Labeled
samples Feature Extraction
\ Learning based "
A > on S2LS-SVM Classifier
Unlabeled Area labeling
samples

Fig. 20.3 Classifier model constriction
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unlabeled samples as far as possible from the classification hyperplane. The deci-
sion function can be denoted as:

(20.1)

l

fx) = sgn[

n
yioi(x-x;) + b
1

Solving decision function (20.1) needs to construct the following optimization
problem:

min (I)(w,e,'7€;) = % HWHZ"‘CZE% + C* Z (e;)z
i=1 j=1
st yiwi+b)=1—¢, €>0i=1,...,n (20.2)

yf(w-x;—&—b) :1—e]’f7 e}‘>0,j:l7...7m

In the above computation the test set is supposed to be X = {x1,x2,...,Xn},

every x; is an n dimension vector, then X = {1, ..., %}, kernel function K (x;, x;)
is used to measure the similarity between test vectors.

S?LS-SVM raining process is the process of solving the above optimization
problem. In this paper we propose a batch-mode labeling rule based on the value of
discrimination function of unlabeled samples, selecting a batch most confident
unlabeled sample as marked object, and labeling them iteratively. For convenient
description, the unlabeled samples are labeled as “semi-label sample”.

20.3 Experiment Results

The experimental environment settings are as follows: all verification is imple-
mented on SUN Ultra 40 M2, the hardware configuration parameters: (CPU Type:
AMD Opteron; CPU frequency: 2.2 GHz; operating systems: Solaris 10 Pre-
Installed; Memory Capacity (GB): 4 GB; random hard drive capacity (GB): 250).
Simulator Synopsys’ VCS, VCS has a good performance on multi-core CPU ver-
ification. As used herein, the ALP module of VCS is used in OpenSPARC T1
processor core verification. This processor core is a highly scalable and high power
efficiency multi-core processor. Unified coverage model (including functional, code
and assertion coverage of user-defined attributes) and SV language is used in our
implementation.

Prior to the processor test, classifier modeling experiments using two benchmark
circuits are implemented first; the classifier generation time was 1.24 and 1.38 s.
The required number of training vectors is shown in Fig. 20.4. Classifier learning
success rate is a little lower for the learning process which has a certain amount of
unlabeled sample participation and improving the success rate of our classifier is
also the direction of future work.
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To get verification results for comparison, we generated test vector randomly
and generate the appropriate classification model by our method. By comparison, a
lot of redundant test vectors are filtered out by our classifier, this method uses fewer
test vectors to achieve the same coverage. Experiments using fewer test vectors
(=10k) can achieve a coverage more than 96.35 %. Figure 20.5 illustrates the
verification efficiency of this method.

To implement the experiment we selected 6 benchmarks from ISCAS89 in order
to further analyze the precision of classifier. Compared to the Unsupervised support
vector analysis approach in the literature [9] and [11] and Boolean Miner approach,
our approach is better on learning accuracy than unsupervised analysis method and
SVM method. The detailed result is shown in Fig. 20.6.

Finally, experimental analysis compares this method with respect to the vali-
dation of random simulation verification; the experiment results are shown in
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Table 20.1 Verification of OpenSPARC T1 Processor module

Simulation Random verification S%LS-SVM verification Verification
module (%) (%) speedup
OpenSPARC 92.45 97.68 1.73

ALU

OpenSPARC 93.15 96.43 1.86

EXU

Table 20.1 through the simulation verification of several OpenSPARC T1 processor
modules; the overall processor verification coverage of our method over the random
verification is greatly improved.

20.4 Conclusion and Prospect

This paper discusses the application of the semi-supervised least squares support
vector machine in simulation verification, the method can be used in a variety of
test generation methods. It can be predicted that vector simulation optimization
techniques based on machine learning will have great prospects. Research will
focus on simulation vectors generation and labeled sample pretreatment in the next
generation technology, a combination of active learning in classifier construct and
optimization is also a worth development direction, and that is one of our future
works.
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Chapter 21
Multiview Image Classification
via Nonnegative Least Squares

Longfei Wu, Hao Sun, Kefeng Ji, Yaxiang Fan and Ying Zhang

Abstract Multiview object classification and recognition is of great importance in
many applications such as computer vision and robotics by Kuo and Nevatia
(Applications of computer vision (WACV), p. 18, 2009). This paper focuses on the
specific case of multiview pedestrian image classification. The contributions of this
paper are twofold. First, we collected a new multiview pedestrian dataset, which has
been manually labeled with viewpoint, posture, and scene category tags. Second, a
nonnegative least square (NNLS)-based multiview pedestrian image classification
method is presented by Pang et al. (IEEE transactions on image processing, vol 20,
pp. 1388-1400). Experimental results demonstrate that the proposed method is
robust and effective.

Keywords Multiview pedestrian dataset - Object recognition - Nonnegative least
square - Image classification

21.1 Introduction

Multiview object (such as face, human, and car) classification and recognition [1] in
images and video frames is an important problem in many applications such as
robotics, entertainment, surveillance, and pedestrian warning for driving assistance
[2, 3]. Multiple observations of the same object at different viewpoints generate
distinct even heterogeneous samples [4-6]. Object structural disparities among
different viewpoints often lead to high risk of classification error. In this paper, we
focus on a specific case: pedestrians. Multiview pedestrians have a large intraclass
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Fig. 21.1 The pedestrian of different scene in daily life

variation and the appearance changes dramatically as the viewpoint changes,
as shown in Fig. 21.1. The problem is further complicated by occlusion, cluttered
background, varying illumination and postures [7].

Pedestrian modeling and classifier design are the two major problems involved
in pedestrian recognition systems. Various visual feature descriptors have been
proposed for human and pedestrian recognition including Haar-like feature [§],
HOG [9], Pyramid Local Binary Pattern [10]. Some recent research [11] suggest
that a mixture of different kinds of visual features, motion, and depth information
have better performance. Features on labeled samples are then fed into a classifier
for pedestrian modeling. Linear SVM and the sparse representation-based classi-
fication (SRC) are among the most popular classifiers.

Methods for multiview pedestrian recognition generally fall into two categories,
namely joint multiview modeling and divide and conquer modeling. Joint multi-
view modeling often shares features or parts between different views. Deformable
part-based model (DPM) [12] is an elegant framework where view and posture
variation are handled by the local deformation. Two ways are usually adopted in the
divide and conquer strategy. One is to build parallel cascades, and the other consists
in building a hierarchical structured classifier.

Due to the expensive cost of collecting enough samples of each pedestrian at
each viewpoint, the number of multiview pedestrian samples is usually in the order
of tens or hundreds while the number of features is in the order of thousands (such
as 3780 dimensional HOG feature) or even tens of thousands. The low sample size
and high dimensionality of multiview pedestrian data lead to inaccurate prediction
results and slow classification performance. In this paper, we proposed to recognize
multiview pedestrians based on nonnegative least squares (NNLS). In order to
verify the effectiveness of the proposed method, we also collect a new database for
multiview pedestrian detection and recognition. Experimental results under various
viewpoints and postures have demonstrated that the proposed method is robust and
efficient.
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21.2 Multiview Pedestrian Dataset

The availability of public image repositories and recognition benchmarks has
enabled rapid progress in visual object category and instance detection. For mul-
tiview pedestrian recognition, several datasets including the SDL dataset, the
TUDBrussels dataset, and the INRIA dataset [7] can be used. In this paper, we
contribute a new multiview pedestrian detection and recognition dataset. Compared
to the existing datasets, our dataset is strictly divided into twelve distinctive con-
tinuous viewpoints from 0°-360°. Our dataset consists of 542 samples of three
different persons performing three different actions (standing, walking, and run-
ning) in seven typical scenarios (square, garden, classroom, basketball court,
buildings, road, and parking lot). All the samples have been resized to 100 x 32
pixels (Fig. 21.2).

The samples in our dataset have distinctive and continuous viewpoints ranging
from 0 to 360°. Figure 21.3 shows an example of a subject pictured from 12
viewpoints at basketball court. In order to evaluate the impact of background
clutter, we have also collect multiview pedestrian samples in various scenarios.

210° 150°

240°

120°

270" 90°

300"

30°

330°

00

Fig. 21.2 Viewpoint ground truth in our dataset
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Fig. 21.3 Several typical scene categories in our dataset

21.3 Nonnegative Least Squares

21.3.1 Nonnegative Matrix Factorization

Nonnegative matrix factorization (NMF) was originally proposed to model physical
and chemical processes and has become increasingly popular in machine learning,
signal processing, and computer vision in recent years. NMF codes naturally favor
sparse, parts-based representation which would greatly benefit the multiview
classification problem. Suppose the training data and the unlabeled but unknown
data are represented by X € R"™*" and S € R™*P, respectively, where each column
represents a sample and each row corresponds to a feature. The class labels of these
n training samples are in the vector ¢ € {0, 1,...,C — 1}" where C is the number of
total classes. The NMF is then formulated as

1 2
—|IX — .t. > .
%1lez||X AY|lr, st A Y>0 (21.1)

where X must be nonnegative and ||g||> is the Frobenius norm. Each sample (a
column of X or S) is approximated by a nonnegative superposition of basis vectors
(columns of A), that is x; =~ Ay;.

21.3.2 Nonnegative Least Squares

By coding a testing sample as a sparse linear combination of all training samples and
then classifying it by evaluating which class leads to the minimal coding residual,
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sparse representation-based classification (SRC) leads to interesting results for robust

face recognition and a variety of tasks. Recent research has shown that the collab-

orative representation mechanism used in SRC is much more crucial to its success.

Similar to the collaborative representation techniques, we can replace the basis

matrix in NMF with the training data, and a testing sample is therefore approximated

by a nonnegative and probably sparse combination of the training samples [13].
The NNLS classifier consists of two major steps [14, 15].

e Solve the NNLS optimization problem:
! 2
m;n§||S—XY||F7 st. Y>0 (21.2)

where X € R™*" is the training set with m features and n samples (with label c)
from C classes, S € R™*? is testing samples without labels. The optimization
tries to find s; =~ Xy;.

e Predict the class label for the unknown samples:

pi < NS(y) (21.3)

The predictor use the nearest subspace (NS) rule, which takes advantage of the
discriminating property of sparse coefficients, and is generally more robust to noise.
Suppose there are C classes with labels 0, 1,...,C — 1, for a given new sample s,
after obtaining its coefficient vector y, the regression residual corresponding to class
i is computed as

(s) = 5 ks~ X8,0)IB 214)

where 0;(s) : R" — R" returns the coefficients for class i. Its j-th element is defined by

; if  x;inclassi
(5i(s))/ - {g otherjwise (21.5)

Finally, a class label g is assigned to s, where

q= 7min ri(s) (21.6)

21.4 Experimental Results and Analysis

The effectiveness of the proposed method has been evaluated by multiview clas-
sification tasks. The 542 twelve-view pedestrian samples in our dataset have been
converted to gray format and used for the classification. All the samples are resized
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to 100 x 32 pixels and reshaped to a 3200-dimensional row vector. We use k-fold
(k = 3 in our experiment) cross validation to randomly select 361 samples to form
the training set and the rest 181 samples to form the test set. We repeated each
classification experiment 20 times and reported the average classification accuracy.
Table 21.1 shows the sample number and class label for each viewpoint.

We have conducted three groups of classification experiments on a machine with
3.00GHZ Inter CPU and 2.98 GB RAM based on matlab implementation.

First, we directly use the gray image vectors in the training set to form the basis
matrix in NMF. Multiviewpoint classification is then performed using coefficients
of testing samples based on nearest subspace rule. We compare NNLS methods
with NMF methods (clusters 4, 8, 12, and 24) and the classification results are
shown in Table 21.2. The classification time of NNLS and NMF with different
clusters is reported in Table 21.3. It can be seen from Tables 21.2 and 21.3 that the
NNLS method consistently outperforms NMF method with less computation time.

Second, the proposed NNLS-based classification method has been compared
with several state-of-the-art methods including sparse representation-based classi-
fication (SRC), metasample sparse representation-based classification (MSRC),
linear regression-based classification (LRC), and SVM with linear kernel. For the
SRC method, the parameter lambda was set to 0.001. For the MSRC method, NMF
with six clusters was used to generate the metasample and the lambda was set to
0.1. We also extract a 4788-dimensional HOG feature for each sample besides

Table 21.1 Sample number in each viewpoint

Viewpoint

0° |30° | 60° |90° |120° | 150° |180° |210° |240° |270° |300° |330°
Sample 53 |44 |50 |43 |40 40 48 36 50 46 45 47
number
Label 0|1 2 3 4 5 6 7 8 9 10 11

Table 21.2 Performance of NNLS and NMF with different clusters

Methods | Classification accuracy

0° 30° | 60° |90° |120° | 150° | 180° |210° |240° |270° | 300° | 330° | Balanced
NNLS 0.56 [0.64 |0.62 |035 (046 |0.64 |0.69 |0.75 |0.56 |0.53 |0.67 |0.56 |0.59
NMF@4) |047 (043 |0.71 | 040 (038 [0.69 |0.63 |042 |0.65 |047 |053 |0.67 |0.54
NMF(@®) |0.72 | 040 |0.59 |0.57 (038 [031 (031 033 [0.75 |0.19 |047 |047 |0.46
NMF 0.61 [0.73 | 044 |036 038 |021 |056 |0.75 |041 |0.60 |0.60 |0.20 |0.49
12)
NMF 0.44 |(0.21 | 024 |040 (050 |0.62 |050 042 038 |047 033 |0.19 |0.39
24

Table 21.3 Classification time of NNLS and NMF with different clusters

Classification time Classification methods
NNLS NMF4) NMEF(8) NMF(12) NMF(24)
Seconds 2.23 8.22 9.75 15.19 31.04
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Table 21.5 Four-view classification results using different methods

Methods Classification accuracy

0°- 90°- 90°- 270°- Balanced

90° 180° 270° 360°
NNLS 0.92 0.76 0.75 0.74 0.79
NNLS + HOG 0.82 0.88 0.82 0.83 0.83
SRC 0.84 0.71 0.82 0.87 0.81
SRC + HOG 0.84 0.88 0.93 0.78 0.86
MSRC + NMF (6) 0.67 0.80 0.52 0.70 0.67
MSRC + NMF (6) + HOG 0.71 0.76 0.77 0.80 0.76
LRC 0.96 0.71 0.77 0.74 0.79
LRC + HOG 0.82 0.85 0.84 0.78 0.82
SVM (linear kernel) 0.80 0.83 0.57 0.63 0.71
SVM (linear kernel) + HOG | 0.82 0.85 0.82 0.80 0.82

using the original gray level vector. The classification accuracy is reported in
Table 21.4. The linear kernel SVM cannot correctly classify the twelve viewpoints.
It can be seen that the SRC + HOG method achieve the best classification accuracy,
followed by the NNLS + HOG method and the LRC + HOG method. For multiview
pedestrian classification, the HOG feature (4788-dimensional row vector in our
case) consistently outperforms the original gray level pixel vector (3200-dimen-
sional row vector in our case). The SRC + HOG method performs slightly better
than NNLS + HOG method and it is computational expensive. The average clas-
sification time is over 1 h for SRC + HOG while NNLS + HOG can be accom-
plished in several minutes.

Third, we repartitioned the viewpoint to four intervals, 0°-90° (including 0°,
30°, 60°), 90°-180° (including 90°, 120°, 150°), 180°-270° (including 180°, 210°,
240°), and 270°-360° (including 270°, 300°, 330°). A four-viewpoint classification
task is carried out using the same configuration as in the second group. The sta-
tistics of the results are shown in Tables 21.5 and 21.6. The SRC + HOG method
still holds the best classification accuracy. NNLS + HOG perform slightly better
than SVM with linear kernel. For the four-view classification experiments, the
balanced accuracy has improved nearly 20% compared to the twelve-view case.

Table 21.6 Classification time of various methods for four-viewpoint

Classification | Classification methods

time NNLS + HOG | SRC + HOG | MSRC + NMF |LRC + HOG | SVM (linear
(6) + HOG kernel) + HOG

Seconds 3.52 2860.40 3.37 0.09 0.06
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21.5 Conclusion

Multiview pedestrian recognition finds many applications. In this paper, we con-
tribute to the community a multiview pedestrian data. Motivated by the NMF and
the collaborative representation mechanism in sparse presentation, we then present
a novel multiview pedestrian classification method based on nonnegative least
squares. Three groups of experiments have been carried on the multiview pedestrian
dataset. The experimental results demonstrate that (1) HOG feature is better than the
original gray pixel value vector for multiview pedestrian description. (2) NNLS
classifier can achieve comparable classification results with SRC while using less
computation time. For future work, we will try to adopt a hierarchical NNLS
classification strategy.
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Chapter 22

An Automatic Method for Selecting
Special and Rare Celestial Objects
in Massive Spectra

Wenyu Wang and Bin Jiang

Abstract We proposed an automatic method for searching special and rare
celestial objects in the massive spectra of the Sloan digital sky survey (SDSS). The
data mining technique is employed and the massive SDSS spectra are identified
quickly and efficiently. The high-dimensional spectra are mapped to feature space
constructed by the principal component analysis (PCA), and dimensionality
reduction is carried out accordingly. Massive SDSS spectra are classified by a well-
trained support vector machine (SVM) and most of the noncandidates are excluded.
Parameter optimization is also studied to guarantee the accuracy of PCA and SVM.
Experiments show that this novel method can find rare celestial objects in an
effective and efficient manner. We report the identification of six new white dwarf-
main sequence (WDMS).

Keywords Data mining - Massive spectra - PCA - SVM

22.1 Introduction

The Sloan Digital Sky Survey [1] used a dedicated 2.5-m telescope at Apache Point
Observatory, New Mexico, equipped with two powerful special-purpose instru-
ments. The 120-megapixel camera imaged 1.5 square degrees of sky at a time. A pair
of spectrographs fed by optical fibbers measured spectra of more than 600 galaxies
and quasars in a single observation. The current phase of SDSS is SDSS-III [2]
which is working to map the Milky Way, search for extra solar planets, and solve the
mystery of dark energy.

The massive SDSS spectra are ideal for searching special and rare objects like
white dwarf-main sequence (WDMS) binaries. WDMS is a binary star system

W. Wang - B. Jiang (D<)

School of Mechanical, Electrical and Information Engineering, Shandong University,
Weihai 264209, China

e-mail: jiangbin@sdu.edu.cn

© Springer-Verlag Berlin Heidelberg 2015 209
Z. Deng and H. Li (eds.), Proceedings of the 2015 Chinese Intelligent

Automation Conference, Lecture Notes in Electrical Engineering 336,

DOI 10.1007/978-3-662-46469-4_22



210 W. Wang and B. Jiang

containing a white dwarf primary and a low-mass main-sequence companion.
WDMS is central to our understanding of binary evolution. The remaining ~ 1/4 of
the WDMS binaries are close binaries which are progenitor candidates for cata-
clysmic variables and Ia supernovae. Research on WDMS has become more
focused in recent years with the running of more sky survey telescopes. SDSS
provides an invaluable observational dataset in which a large number of WDMS
binaries have been efficiently identified. Raymond identified 109 white dwarf-M
dwarf pairs with g < 20 m in SDSS DRI1 [3]. Silvestri presented a spectroscopic
sample of 747 detached close binary systems from the SDSS DR4, and the majority
of these binaries are WD-M binaries [4]. Further, a catalog with 1253 WDMS
binary systems from the SDSS DRS5 was present. Heller identified 857 WDMS
binaries from the DSS DR6 through a photometric selection method [5]. Rebassa-
Mansergas provided a catalog of 2248 WDMS binaries identified from the SDSS
DR7 [6].

However, the above methods they used require significant manual processing
and cannot fulfill real-time processing requirements. Worse still, some candidates
are left out. Thus, it is necessary to develop automatic methods like data mining
technique for WDMS searching.

In this paper, we present a new application of principal component analysis
(PCA) combined with support vector machine (SVM) to find WDMS in SDSS
DRI10 spectral data. We use the existing discovered WDMS spectra as templates to
construct the feature space and train the classifier. Massive SDSS spectra are
mapped to the feature space and then classified by SVM. Most of the non-WDMS
are excluded and the greatly reduced final list of candidates can be identified
manually and easily.

22.2 The Experimental Data

The experimental data are the DR10 optical spectra from SDSS. DR10 is the first
release of the spectra from APOGEE, which uses infrared spectroscopy to study
tens of thousands of stars in the Milky Way. DR10 also includes hundreds of
thousands of new galaxy and quasar spectra from BOSS. In addition to the 57,454
infrared stellar spectra taken by du Pont, DR10 contains 1,848,851 galaxy spectra,
308,377 quasar spectra, and 736,484 stellar spectra selected over 14,555 square
degrees. The 1D pipeline of SDSS classifies spectra based on the method of tem-
plate matching. The spectral classification of every DR10 spectrum is designated
with the keyword “subclass.” At present, the classification accuracy of special and
rare objects like WDMS is still not satisfactory. The 896 discovered WDMS as
mentioned above are selected as template spectra to construct the feature space and
for training classifier. Most of them are WD-M binaries.
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22.3 Method and Implementation

The experiment procedure consists of data preprocessing, feature extraction by
PCA, sample classification by SVM, and parameter optimization which is discussed
in detail in following.

22.3.1 Data Preprocessing

In our experiment, data preprocessing includes low signal-to-noise ratio (SNR)
spectra reduction, wavelength unification, and raw counts rescaling, described as
follows:

(1) Culling low SNR spectra. The information contained in SDSS spectra with
SNR < 5 is usually drowned in noise. Most of these spectra are of poor quality
with various problems and cannot be identified correctly even by manual
identification.

(2) Unifying the wavelength to 3800-9200 A with fixed step length.

(3) Normalizing the flux with formula (22.1):

) M
x,.:xl/ le]g (22.1)
J=

where x; is the count of each pixel of the spectrum, and M is the number of pixels
per spectrum. Through the above steps, the data are trimmed to match the wave-
length range with accepted S/N and all counts in a spectrum are rescaled to [0, +1].

22.3.2 Feature Extraction by PCA

The SDSS spectra are high dimensional. PCA is a dimensionality reduction method
that reduces redundant information by approximating a large number of statistical
variables with a smaller number of significant linear combinations. Besides, PCA
can also be employed to extract the feature that is the key to classifications. PCA
applies a mathematical procedure for transforming a number of correlated variables
into a smaller number of uncorrelated variables called principal components (PC).
The first principal component accounts for as much of the variability in the data as
possible, and each succeeding component accounts for as much of the remaining
variability as possible. PCA is widely used in astronomical data processing: Ber-
tram used PCA to study the gas dynamics in numerical simulations of typical
molecular clouds [7]. Ishida proposed the use of kernel PCA for supernovae
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photometric classification [8]. Blustin applied PCA to study the variability of the
X-ray continuum in the Seyfert 1 galaxy NGC 7469 [9].

With the method of PCA, a high-dimensional spectrum is transformed to a lower
dimensional spectrum, and the sample projection is carried out accordingly. Some
information will be lost, but this can be negligible if the eigenvalues are small. With
most components left out, the final data will have fewer dimensions and the
computation could be significantly reduced. The process of PCA is the last step of
data preprocessing and described in detail as follows:

(1) Label SDSS WDMS template spectra as Pi(i € [1, m]), m is the number of
WDMS template spectra;

(2) Construct WDMS template spectra matrix P,,x,, where each row with
n components (the number of pixels per spectrum) is normalized;

(3) Construct correlation matrix of P,,x,,: Cux, = P,{xm* Pns

(4) Calculate and sort ascending the eigenvalue of C,,,,.

Once eigenvectors are achieved from C,,x,, order them according to decreasing
eigenvalues. The principle components are the eigenvectors corresponding to the
largest eigenvalues and the number of the final selected eigenvectors is discussed in
detail in Sect. 22.3.4. We designate the value as k and thus the top & maximal
eigenvectors are selected and others are abandoned.

Each maximal eigenvector is called an eigenspectrum. The first principle com-
ponents are called the max feature spectrum and shown in Fig. 22.1. Obvious white
dwarf combined with M-type star spectra can be found that is identical to the
characteristic of templates.

The transformation matrix E,.; consisting of £ maximum eigenvectors is the
eigenspectra matrix, and the corresponding k-dimensional space is the eigenspace
(feature space). E,,.; can then be used to project any n-dimensional spectra to the k-
dimensional feature space: P, = Piyn X Epxk, and a n-dimensional spectrum is
then transformed to a k-dimensional spectrum (n > k).

Fig. 22.1 WDMS template 0.035
spectra from SDSS \
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22.3.3 Sample Classification by SVM

The key to classification in feature space is to achieve a decision boundary such that
not only are the classes separated, but also that the separation is as large as possible.
SVM is a supervised machine learning algorithm that can be used for predicting
multivariate or structured outputs. SVM performs classification by constructing a
hyperplane that optimally separates the data into two categories in a multidimen-
sional space.

SVM has been applied to various astronomical applications such as the selection
of Active Galactic Nuclei (AGN) candidates [10], the determination of photometric
redshift, the classification of galaxies using synthetic galaxy spectra, and the
morphological classification of galaxies using image data. Wozniak used SVM,
K-means for automated classification of variable stars and compared their effec-
tiveness to traditional methods [11]. Humphreys used decision trees, Knn
(K-Nearest Neighbor), and SVM for classification of the morphological type of
galaxy [12]. Their results show that SVM is especially efficient in isolating specific
classes from the rest of the observed objects in high-dimensional space. One of the
key problems of SVM is determining a kernel function that can transform the data
into a higher dimensional space to make it possible to perform the separation. There
are four kernel functions including linear, polynomial, radial basis function (RBF),
and sigmoid. In our experiment, RBF kernel function is used for SVM. The defi-
nition of RBF function is: where ¢ is the parameter of RBF.

For the fixed functional form of the kernel, model selection amounts to tuning
kernel parameters and the slack penalty coefficient C. The parameter C is the
penalty for misclassification, a larger C corresponding to assigning a higher penalty
to errors. If C is set large, the number of training errors will be reduced, but the
classifier performs poorly on testing data. If C is too small, the number of training
errors will increase such that the classifier performs poorly on the training set and
also may not perform well on the testing data. Generally, one must set C to a
fiducial value and check the classification accuracies, then adjust the parameter if
needed to obtain a better model.

The performance of SVM also depends highly on a representative training set. In
our experiment, the training samples consists of two parts. The first part is the 896
identified WDMS spectra that are used as positive samples and the second part is
the 20,000 randomly selected SDSS spectra used as negative samples. The negative
samples should be composed of most kinds of spectra except WDMS spectra. The
spectral classification of every SDSS spectrum is provided by SDSS pipeline,
according to which we adjust the negative samples to avoid the selection effect of
the random selecting algorithm. We also make sure that there are no WDMS spectra
in negative samples through manual review.
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22.3.4 Parameter Optimization

The performance of SVM and PCA are both highly affected by their parameters and
we need a way of constraining the final parameters objectively. The performance of
SVM is highly affected by o: The bigger of the g, the more the trend of SVM to be a
linear classifier; otherwise, SVM will be poorly trained or overtrained which
depends on C. In our experiment, we try the combinations of C and ¢ with the range
C =1[0.001 0.01 0.1 1 10 100 1000] and ¢ = [0.001 0.01 0.1 0.5 1 10 20], and use
grid search with cross-validation to select the best combination. The final accuracy
can reach 99.5861 %.

The visualization of tuning C and o is shown in Fig. 22.2.

The key parameter of PCA is the number of the feature space which is generally
defined by experience. In our experiment, we first use formula (22.2) to calculate
the variance contribution rate ¢ and construct the transformation matrix E. Results
are shown in Table 22.1 and Fig. 22.3, respectively.

i=1 i=1

(22.2)

Bestc=485029 o =16 Accuracy=985881%
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Fig. 22.2 Accuracy contour (fop) and surface plot (bottom) of C and o

Table 22.1 Variance - -

contribution rate Dim B (%) Dim u (%)
1 87.31 30 98.53
2 91.13 35 98.75
3 93.33 40 98.92
4 94.00 42 98.98
5 94.49 43 99.01
10 96.24 44 99.04
20 97.84 45 99.07
25 98.26 50 99.20




22 An Automatic Method for Selecting Special ... 215

1
098
0.96

0.94 |
0.92
0.9}
0.86 |

0.86 . L i " . .
0 10 20 30 40 a0 B0 70 80 a0 100

Number of dimensions

Fig. 22.3 Variance contribution rate

In the mathematical sense, the symbol u represents the proportion of variance of
PCA against all variance and capability of explaining most of the variance in the
original data. The parameter u is often used to constraint the final number of
dimensions. The higher the u value, the better the completeness and accuracy of
PCA, but the computation will increase sharply accordingly. Thus, maximizing u
with least number of components is the key to PCA. In the experiment of Qin-
DongMei et al. (2003), u reached 98 % with the largest two eigenvalues selected. In
our experiment, we found x can reach only 89.24 % in the same situation. It can be
seen from and Fig. 22.3 that the number of 54 is the point where i already reaches
99 % and increases still slowly with increasing dimensions afterward. Given the
accuracy and computation, the ideal number of dimensions here we can choose is
54, which yields a relevant variance contribution rate-u of 99.00 %. The top 54
maximal eigenvectors are selected and others are abandoned. We also tried another
way to constraint the parameter of PCA constrained by SVM. We first use PCA
method to map the training set to 3—100 dimensional feature space, to be precise,
we take the k of PCA to the value from 3 to 100, and then we use the k-dimensional
(k € [3-100]) training set to self-training and self-testing with the fixed SVM.
During the process of SVM training, the kernel function and the range of param-
eters are fixed. The accuracy and time of self-testing of SVM are achieved which
are shown in Fig. 22.4.

In Fig. 22.4 the accuracy of SVM self-testing are 99.9136 and 99.8173 % when
the number of feature space is 25 and 54, respectively. The accuracy of 25
dimensional training set is better than that of 54 dimensional feature space testing
by the same SVM. A number of calculation time is saved with better accuracy and
less dimensions. Therefore, in our experiment with the specified training set, we
determine the final number of the feature space as 25.



216 W. Wang and B. Jiang
4
o 2.5 x 10 T T T T T T T T T e
E 15l | e 4
= —
% 1L B ST jma.as T
S osf e E
o ey
0 1 1 1 1 1 1 1 1 1
0 10 20 30 40 50 60 70 80 90 100
3 100 T T > T T T T T T T
& P - AA i AT —————
= W8T h ~ ~ Vv s A "l\ .'_ 4 II'-"‘l i
s NV A \ A
0 996 f\f W N— " )
5 I-"-. Iy ] TES
g 99.4 .'hf V —
5 992t | .
& gg 1 1 1 1 1 1 1 1 1
0 10 20 30 40 50 60 70 80 90 100
Number of dimensions
Fig. 22.4 Accuracy and running time of SVM
Table 22.2 Newly identified
WOMS ewly 1centiied pa DEC Plate MID | Fiber
240.7173 30.0478 53,496 1578 418
211.0498 50.5 53,446 1671 362
219.6209 46.5236 53,464 1674 106
241.303 8.3901 53,228 1728 617
355.9069 15.3772 53,242 1895 486
27.1771 14.2697 53,262 1899 519

22.4 Results

In the experiment, 3578 spectra are selected by SVM and 2723 of them are iden-
tified by template method as definite WDMS, of which 27 are new discoveries.
After inspection, we found that 825 of them are poor quality spectra due to 2D
pipeline and/or low SNR. The other 30 spectra are other objects with unusual
spectra, mainly including cataclysmic variables (CVs) during outburst. In
Table 22.2, six new WDMS are listed with RA, DEC, plate, MJD, and fiber.

22.5 Discussion and Conclusion

We have put forward a data mining method to search for WDMS systematically in
massive spectra from the SDSS database. The proposed method is implemented on
a typical quadcore desktop workstation. The overall processing time of the
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experiment is within 12 h and mainly focuses on data reading and preprocessing.
The experiment results demonstrate that the method runs efficiently and can be able
to classify objects quickly. This method is also applicable to mining other specified
celestial objects including variable objects in large sky survey telescope data. Once
new celestial objects like CVs are found by the method, they can be reported to
other telescopes for follow-up observation. If red shifts of objects can be calculated
accurately with SDSS 1D pipeline, this method is especially applicable to super-
nova searching. As this is our first attempt at data mining the SDSS spectral data,
we excluded only very low signal-to-noise data. As most of the templates show the
feature of white dwarf combined with M-type star, we do not find galaxies and
QSOs in the final results, but objects with similar binary spectral feature, and these
byproducts can be easily distinguished from WDMS. That also suggests that the
feature space constructed by template spectra from SDSS is not precise enough and
needs improvement. SDSS is a much more systematic survey, it is expected that
with the proposed method it will eventually provide strong constraints on the total
number of WDMS. The SDSS data archive will be made publicly available in the
standard data format for Virtual Observatories and a friendly user interface of this
method will be embedded in it, enabling astronomers to explore the data
interactively.
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Chapter 23

Attitude Estimation of the Multi-rotor
UAYV Based on Simplified Adaptive
Kalman Filter Algorithm

Xin Zhang, Yue Bai, Zhijun Xu and Rijun Wang

Abstract A simplified and improved attitude estimation algorithm is put forward,
for the problems from the multi-rotor UAV in noise statistical characteristics
unknown and time-varying, vibration as the main disturbance source, and high-
frequent dynamic changes of the attitude angles. A simplified adaptive Kalman
filter algorithm is designed for multi-sensor information fusion. With the attitude
angle variance of the real-time dynamic calculation by the gyro and the acceler-
ometer, the system noise variance and the measurement noise variance are esti-
mated, so as to solve the unknown about the noise statistical characteristics, and to
prevent the filter divergence. The flight experiment shows that the algorithm can
guarantee the accuracy and the stability of the attitude angle estimation. The root-
mean-square errors of the pitch and roll angles which are estimated by the
simplified algorithm are 2.922° and 1.713°. The accuracy of the algorithm can meet
the demands for the autonomous flight of the multi-rotor UAV.

Keywords Multi-rotor UAV - Attitude estimation - Adaptive Kalman filter -
Quaternion method
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23.1 Introduction

The multi-rotor UAV (Unmanned Aerial Vehicle) has some advantages, such as
simple structure, small volume, low cost, high mobility, and is widely used in
military and civil fields [1]. It is a prerequisite condition to obtain the flight attitude
of high accuracy and high reliability for achieving the autonomous flight of the
multi-rotor UAV [2].

MEMS (Micro Electro Mechanical Systems) gyro calculating process of attitude
angle is also one on the strap-down matrix immediate updating. The typical algo-
rithm of strap-down matrix immediate updating has three kinds [3]: the Euler angle
method, the quaternion method and direction cosine method. The quaternion method
is used for calculation of the attitude angle in this paper, with less computation,
without orthogonal process, and with the smallest drift errors of the three methods.
The attitude angle short-term precision is high used alone MEMS gyro calculation,
but the calculation has serious integrator drift, and is sensitive to the vibration of the
carrier. The MEMS accelerometer has better static properties, no integration to
calculate attitude angle, but the short-term accuracy is poor. The separate use of one
of the two will reduce the estimation precision of the attitude angle [4].

Kalman filter is currently recognized as the most suitable algorithm for the
information fusion of UAV multi-sensor dynamic navigation, but the application of
conventional Kalman filter algorithm is demanded to learn the statistical character-
istics of the system noise and the measurement noise [5, 6]. However, in the practical
applications of multi-sensor information fusion of the multi-rotor UAV, the statistical
properties of the system noise and the measurement noise are unknown and time-
varying, which makes the conventional Kalman filter algorithm lose its optimality,
the estimation accuracy is greatly reduced, even will cause the filter divergence. This
paper presents a simplified adaptive Kalman filter (SAKF) algorithm by simplifying
and improving the Sage-Husa adaptive Kalman filter (SHAKF) algorithm [7]. Using
the algorithm, the filter accuracy is improved, and the system noise variance and the
measurement noise variance can be real-time tracked and estimated.

23.2 Quaternion Method for Immediate Updating
of Strap-Down Matrix

In the multi-rotor UAV, the origin O of body coordinate system Ox;y;z5 is chosen
to be located in the center of gravity of UAV, axis x; is forward along the longi-
tudinal axis, axis y, is left along the horizontal axis, and axis z;, is perpendicular to
the plane Ox,y, along the vertical axis up. The navigation coordinate system
Oxnynzn chooses the local geographic coordinate system, namely the NEU
(Northeast and Up) coordinate system. Solving the attitude of the UAV is the
solution of relative relationship between the body coordinate system and the nav-
igation coordinate system.
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A quaternion can easily describe the angular motion of a rigid body, its attitude
expression is the one with the four parameters, and the train of thought based on is
the transformation one coordinate system to another coordinate system can be
achieved by a single rotation around a defined vector in the reference coordinate
system [8, 9]. Set the rotation quaternion of the body coordinate system relative to
the geographical coordinates uses the symbol Q to represent for.

0 = qo0 + q1ip + q2jb + g3ks (23.1)

The base i, jp, kp of the quaternion is consistent with the one Xxj, y,, 7, of the
body coordinate system. Real-time updating of the quaternion in computer is
completed by the numerical integration method, and the truncation error can be
reduced using a high order method. The method commonly used to update the
quaternion is fourth-order Runge—Kutta method [8]. The real-time updating strap-
down matrix is:

GBra—aG-a 2Ang —qo93)  2(q193 +qoq2)
Co=| 2(qa+qom) dG—a1+6-aG  2a295 — qoqr) (23.2)
2(q195 — qoq2)  2(q243 +qoq1) 45— a7 — 43 + @
In the multi-rotor UAV, the domain of definition about the pitch angle is
(—90°,90°), the roll angle is (—180°,180°), the heading angle is (0°,360°). The
principal values of the attitude angles can be determined as:

GMain = — sin_l (CZ31)
cr
YMain = tan_l ( 13132)
M Clas (23.3)
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L —t -1 b21
l//Mdm an |:C211

The truth values of the attitude angles can be expressed as:

0 = Omain

PMain Chaz > 0

7= PMain T 1807 Ci33 <0, Gz > 0

PMain — 180° Cpz3 <0, Cpz, <0 (23.4)
Ynain Chir > 0,Cpp >0

¥ = q Ynmain + 360° Cpyy > 0,Cpp <0

Ynain + 180° Cy; <0
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23.3 Nonlinear Attitude Estimation System Modeling

Based on the measurement characteristics of the good short-time dynamic perfor-
mance of the gyro, and the good long-term static performance of the accelerometer,
the two is fused with Kalman filter algorithm, the attitude calculation of the gyro as
state prediction information, the attitude calculation of the accelerometer as mea-
surement information. The nonlinear state space model of discrete time of the multi-
rotor UAV attitude estimation is:

(23.5)

X =f(Xx1) + Wi
Zy =H{ X; +Vy

where
Xi=[y 0 )" is3 x I-dimensional state vector,
Wi=[ww wo wye]
Zi=lzx o 7]
Vi=1[vx v vy] is 3 x 1-dimensional measurement noise vector
The variance statistical characteristics of W; and V, are unknown and time-
varying. In state equation, f(-) adopts Formula (23.3) and (23.4) to solve attitude
angle. The measurement equation is written in matrix form:

is 3 x 1-dimensional system noise vector,
is 3 x 1-dimensional measurement vector,

Z),'k 1 O O 'yk V),vk
ze | =10 1 O O | + | ver (23 .6)
Lk 0 0 1 lﬁk Vik

where

2 = arcsin(— %),

§ (23.7)

Tk = aurctan(%)7
zk

. . . T . .

where g is the acceleration of gravity, @y, = [aw Ayk ay | is three-axis accel-
erated speed which is the output of MEMS accelerometer. The output is indepen-
dent of the heading angle, so the heading angle estimation is not discussed in this

paper.
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23.4 Design of Simplified Adaptive Kalman Filter
Algorithm

The conventional Sage-Husa adaptive Kalman filter (SHAKF) algorithm can realize
the online adaptive estimation of the system noise and the measurement noise in
theory. But in multi-rotor UAV attitude estimation, it will be found that the algo-
rithm does not separate and estimate accurately the system noise and the mea-
surement noise when their statistical properties are all unknown. Therefore, a
simplified adaptive Kalman filter (SAKF) algorithm is designed in this paper.

For the SAKF algorithm, in a single information fusion cycle, the complete
estimation steps are:

e State single-step predicting:
Xk/k—l =f(Xi1) (23.8)
e Innovation sequence updating:
vi = Zi — HiXp (23.9)
e System noise estimating:
0, = attitude angle variances calculated by gyro (23.10)
e Measurement noise estimating:
R, = attitude angle variances calculated by accelerometer (23.11)

e Filter gain updating:

Oy
Kp= . 23.12
oy (23.12)

e Attitude angle state estimating:

Xk ZXk/k71 + Ky (23.13)

The algorithm only needs a given initial value Xy, just it can get the attitude
angle state estimation X, k(k=1,2...) at time k by the recursive calculation.

The SAKF algorithm first should solve the problems of separating the system
noise and measurement noise when their statistical properties are unknown, and of
estimating the high-precision variances of the two. For the multi-rotor UAV attitude
estimation system, the system noise is mainly determined by the gyro, the mea-
surement noise is mainly determined by the accelerometer, the noise parameters are
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relatively stable. Therefore, the system noise variance @, and the measurement
noise variance R; can be estimated online by the attitude angle variance real-time
dynamic calculation of the gyro and the accelerometer. The simplified algorithm
can not only solve the problems of noise statistical properties unknown, but also
solve the problems that the system noise variance estimation may lose the semi-
positive definiteness, the measurement noise variance estimation may lose positive
definiteness which may lead to filter divergence.

23.5 Flight Experiment

The experimental data are acquired from the multi-rotor UAV carrying the
ADIS16365 Inertial Measurement Unit (IMU). The real-time data are collected in a
special flight state of the roll motion. The sampling frequency is fivy = 165 Hz,
and experimental time is about 120 s.

e Raw data is sampled by the airborne IMU on the multi-rotor UAV once every
other TI = 0.006 s. Every other TG = 0.012 s, the attitude information of the
gyro is calculated using the quaternion method. The attitude information of the
accelerometer is calculated once every other TI = 0.006 s.

e Every other TK = 0.12 s, the information fusion is done using the SAKF
algorithm. When the navigation time ¢ is the integral multiples of the TK, the
gyro calculates the attitude angle as the state single-step prediction of the SAKF
algorithm, the accelerometer calculates the attitude angle, processed by the
average filter and median filter, as measurement information.

e The attitude angles calculated by the gyro are the inserted values within each TK
cycle, which renders the update cycle of the attitude angle up to TG = 0.012 s.

e Evaluation method for the effectiveness of the algorithm: Select the integrated
miniature attitude measurement system MTi as the standard reference system,
which evaluates the effectiveness of the SAKF algorithm. The MTi is produced
by Xsens Company in Holland, which can directly output the high-precision
attitude angle. The pitch angle and the roll angle measurement accuracy of the
MTi is £0.5°. In the flight experiments, the sampling frequency of the MTi is
Juri = 10Hz. The heading angles needed by the quaternion method are also
provided by MTi in the experiment. Algorithm evaluation index are the root-
mean-square error, the calculation formula is:

N 1< N
X = \/EZ; (Xaxri — Xurii)* (23.14)
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Fig. 23.1 Standard reference curves of the MTi pitch, and roll angles

where Xyr;; is the i-th compared point of the MTi values, }A(AKF,,- is the i-th attitude
angle which is estimated by the SAKF algorithm, #n is the total points compared.

The output reference curve of the MTi is shown in Fig. 23.1. The attitude angles
curves, adopting conventional SHAKF algorithm, is shown in Fig. 23.2. The
experimental results curve, which adopts the attitude angle calculation of the gyro
using the quaternion method, and the estimation using the SAKF algorithm, is
shown in Fig. 23.3.

The statistical properties of the system noise and the measurement noise, esti-
mated by the conventional Sage-Husa adaptive Kalman filter (SHAKF) algorithm,
have bigger error with actual values. It can make the misjudgement for the weight
between the gyro and accelerometer, so the short-term accuracy of the attitude angle
calculation is extremely low, as shown in Fig. 23.2. And the simplified adaptive
Kalman filter (SAKF) algorithm can solve this problem very well, as shown in
Fig. 23.3.
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23.6 Conclusion

e The SAKEF algorithm can correctly judge short-term high-precision of the gyro
and long-term better static performance of the accelerometer, so as to adjust
adaptively the weighting coefficient of the inertial sensors, better ensure the
estimation accuracy of the attitude angle.

e Comparing the attitude angle estimation by SAKF algorithm and the MTi
standard reference system, the root-mean-square errors of the pitch angle and the
roll angle are respectively: )?pimhangle = 2.922",5(,011 angle = 1.713%,n = 36.

e The SAKF algorithm can make the update frequency of the attitude angle
achieving fsgapkr = 82.5 Hz, the attitude angle estimation is more suitable for
the motion features of the high frequently dynamic change of the multi-rotor
UAV.

To sum up, the SAKF algorithm is used to information fusion for the airborne
MEMS gyro and the accelerometers, the estimation of attitude angle with high
precision, good real-time performance, the strong stability of the filter, can meet the
autonomous flight demands of the multi-rotor UAV.
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Chapter 24

Combination of Particle Swarm
Optimization with LSSVM for Pipeline
Defect Reconstruction

Huixuan Fu, Yuchao Wang and Sheng Liu

Abstract The nuclear function parameter and penalty parameter are pivotal factors
which decide performance of Least Squares Support Vector Machines (LSSVM).
Usually, most users select parameters for an LSSVM by rule of thumb, so they
frequently fail to generate the optimal approaching effect for the function. In order
to get optimal parameters automatically, a new approach based on particle swarm
optimization and LSSVM was proposed, which automatically adjusts the parame-
ters for LSSVM, ensuring the accuracy of parameter selection. This method was
applied to pipeline 2D defect reconstruction; simulation results showed the method
can overcome the difficulty of magnetic flux leakage signals, described defect
geometrical characteristics, improving the reconstruction accuracy and practical
value.

Keywords Pipeline - Magnetic flux leakage - 2D defect reconstruction - PSO -
Least squares support vector machines

24.1 Introduction

With the rapid development of the oil and gas industry, pipeline transportation has
become the main way for onshore oil and gas transport. But with the growth of pipe
age, construction defects, vandalism and corrosion, and other reasons, pipeline
accidents not only cause significant economic losses, but also serious environmental
pollution and even endanger the lives and safety of production personnel.
Magnetic flux leakage methods are commonly used in pipeline defect detection.
It uses ultrasound, magnetic flux leakage, and radiation detection principles to
detect the various defects in the pipeline, without affecting the normal production
conditions. Avoiding blind overhaul or repair that is not timely will save a lot of
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maintenance costs, resulting in significant economic and social benefits. The signal
inverse problem is an important problem in magnetic flux leakage detection, which
is determined from the defect length, width, depth, and other parameters of the
measured signal. Inverse problem is very complex and iterative methods are
commonly used approaches to solve the inverse problem. However, the iterative
method has a large amount of calculation. To reduce the calculation amount,
intelligent algorithms are proposed, such as Neural Networks [1, 2], improved
optimization algorithm [3, 4] for solving the inverse problem.

Support vector machine (SVM) was developed by Vapnik [5]. SVM are
established on the unique theory of the structural risk minimization principle.
LSSVM is reformulations to the standard SVM. LSSVM was introduced by
Suykens [6]. LSSVM simplifies the solution process of standard SVM to a great
extent by substituting the inequality constraints by equality counterparts. Conse-
quently, the decision function can be obtained by solving a group of linear
equalities rather than quadratic programming. Particle swarm optimization (PSO)
algorithm [7] proposed by Kennedy and Eberhart in 1995, has been applied to
pattern recognition, signal processing and multi-objective optimization, etc. [8, 9].

A new approach based on particle swarm optimization and LSSVM was
proposed. Using PSO to optimize the nuclear function parameter and penalty
parameter in LSSVM ensures good performance of LSSVM. This method was
applied to pipeline 2D defect reconstruction and the simulation results showed the
validity for improving the reconstruction accuracy.

24.2 LSSVM Parameters to Network Performance
Influence

24.2.1 Kernel Function Parameters Influence

The parameters in kernel function reflect the characteristics of training data, and
greatly impact the generalization ability of the system. Taking RBF Kernel function
as an example, the parameter ¢° is the bandwidth of the RBF kernel. ¢ and has
great impact on the accuracy of the prediction. The value of ¢° is too small
(62 — 0) or too big (62 — o0) will lead to very poor generalization of LSSVM.

24.2.2 Penalty Parameter 7 Influence

The parameter y determines the trade-offs between the minimization of the fitting
error and the minimization of the model complexity. However, determining their
values exactly is difficult for LSSVM.
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24.3 PSO-LSSVM Algorithm

PSO shares many similarities with evolutionary computation techniques such as
Genetic Algorithms (GA). The system is initialized with a population of random
solutions and searches for optima by updating generations. However, unlike GA,
PSO has no evolution operators such as crossover and mutation. In PSO, the
potential solutions, called particles, fly through the problem space by following the
current optimum particles.

Particle swarm optimization algorithm uses an information sharing mechanism.
A group of n particles fly at a certain speed in the D-dimensional search space. Each
particle in the search process takes into account its own search history and the best
point within the group of other particles, and position changes to be based on this.
Particle position and velocity changes according to the following equation in the
PSO algorithm:

xi(t+1) = xi(0) + it + 1) (24.1)

{ vi(t + 1) = wvi(?) + c; rand (p;(2) — x;(¢)) + carand(g(¢) — x;(7))
where x; is the position vector of the i-th particle, v; is the speed vector. p; is the best
position of i-th particle during its search process, and g as the whole particle
swarm'’s best position during the current search. ¢; and ¢, are called learning factor,
which makes particles have the function of self-summary and learn to the best of the
swarm, get close to the best position on its own as well as within the swarm. rand is
the random number distributed in [0, 1]. Velocity of each particle is limited to the
maximum speed range vy w is the inertial coefficient, which determines the
current speed of the particle inherited. It directly affects the global and local search
ability of particle. A number of experiments have shown that the value of w in the
range of [0.9, 0.2] in the algorithm will have better performance, and the value of
w linear decrease is better than use fixed values.

24.3.1 Algorithm Design

24.3.1.1 Penalty Particle Dimension

Using particle swarm algorithm to optimize parameter ¢> and y for LSSVM
improves the performance of LSSVM, and therefore particle vector dimension is 2.



232 H. Fu et al.
24.3.1.2 Fitness Function

In order to make the square of the error minimum between LSSVM output and
objective function, define F(q,7y) as the fitness function. The calculation of F(a,y)
takes the following form:

1
Doy (% = 56:')2 te
where o2 is the bandwidth of the radial basis function kernel, y is penalty parameter,

e is the small number of avoiding the denominator gets zero, x; and %;, respectively,
represent the actual and forecast values, n is the number of sampling.

Flo,y) = (24.2)

24.3.2 Algorithm Realization

Particle swarm optimization is applied to the LSSVM optimization, the basic steps
of the algorithm are as follows:

Step 1: Initialization parameters set the population size, inertia weight w, learning
factor cjc,, the number of iterations, determine the particle dimension,
random initialization of the initial position and velocity of particles, set
inertia weight w, iterative times ¢ = 1,

Step 2:  For each particle in the population, according to formula (24.2) calculate
the particle fitness function value F, each particle current fitness value
compare with its history optimal value py., if the current value is better
than ppeg, update ppes, Otherwise, pes remains unchanged,

Step 3: Take each particle pp.,, compare with the value of the global optimal
particle swarm gpey, if the current value is better than gpes, update gpest,
otherwise, gpest remains unchanged,

Step 4: According to formula (24.1), update the speed of evolution and location of
each particle,

Step5: r=t+1,

Step 6: Termination judgments, if the number of generation equals a threshold or
ﬁ is less than or equal to an positive less number, go to step 7,
otherwise go back to Step 2.

Step 7: According to the above procedure, the optimal combination of kernels
function parameter ¢> and penalty constant y in LSSVM is obtained.



24 Combination of Particle Swarm Optimization ... 233

24.4 Experiment Result

Take the data obtained from actual pipeline defects measured values as training
samples. Take the Magnetic flux leakage signal as input, the defect geometric
parameters(length and depth) as output, use the LSSVM and PSO-LSSVM, make
the network realize given mapping relation. Sampling points for each set of data are
60. Select 90 sets of data as sample data, the foregoing 80 sets of data are used as
the training data, the latter 10 sets of data are used as the test data.

Particle swarm parameters settings are as follows: particle vector dimension is 2,
the number of individuals in population is 20, learning factor c¢; = ¢, = 2, the inertia
weight w with iterative linear decrease from 0.9 to 0.2, maximum number of
iterations is 100. The ¢ and y separately in [0, 32] and [1, 2048] initialization.

Mean absolute error (MAE) is used as the evaluation indicator to measure the
performance, MAE is defined as follows:

1< .
MAE:fE |xi—x{| (i=1,2,...,n) (24.3)
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Fig. 24.1 Pipeline 2D defect reconstruction based on LSSVM
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where x; was real value of test data, x; was the reconstruction value of test data, » is
the number of samples.
Due to limited space, this paper gives only four sets of test data reconstruction
results. The LSSVM simulation of reconstruction results are shown in Fig. 24.1.
Figure 24.1 shows the four groups’ sample actual pipeline defect value and
reconstruction value after LSSVM training comparison. The blue dashed line stands
for the real value of the pipeline defect, and the red solid line stands for the LSSVM
reconstruction value of the pipeline defect. X axis is the sampling points; Y axis
represents the defect depth, in inches. From Fig. 24.1 we can see that LSSVM
cannot accurately reflect the geometric characteristics of defects, with big errors.
The PSO-LSSVM simulation of reconstruction results are shown in Fig. 24.2.
Figure 24.2 shows the results simulated by PSO-LSSVM algorithm with the
same four sets of samples. The blue dashed line stands for the real value of the
pipeline defect, and the red solid line stands for the LSSVM reconstruction value of
the pipeline defect. X axis is the sampling points; Y axis represents the defect depth,
in inches (inch). As can be seen from Figs. 24.1 and 24.2, PSO-LSSVM method can
get more accurate fitting and reconstruction value than the LSSVM method. When
the pipeline defect value changed frequently, PSO-LSSVM can get better
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Table 24.1 Two methods

Methods MAE v [
errors and parameters
selection results LSSVM 0.2248 500 5
PSO-LSSVM 0.1285 1466 30

reconstruction results. This is due to the fact that the nuclear function parameter and
penalty parameter can decide performance of LSSVM. By particle swarm optimi-
zation, LSSVM obtain the best parameters. Therefore, achieve a more satisfactory
reconstruction results.

The MAE errors and LSSVM parameters selection results are given in
Table 24.1.

From Table 24.1, ¢ is kernel function parameter, y is penalty parameter, error
(MAE) of reconstruction based on LSSVM is 0.2248, error(MAE) of reconstruction
based on PSO-LSSVM is 0.1285. As can be seen from Table 24.1, PSO-LSSVM
method has high reconstruction accuracy than LSSVM method.

24.5 Conclusion

A method for pipeline 2D defect reconstruction based on PSO-LSSVM was
presented. The results reported in this paper show clearly that PSO-LSSVM has
better reconstruction properties than LSSVM. When the sample data have great
oscillation, the errors of PSO-LSSVM reconstruction results are smaller than the
LSSVM. The PSO-LSSVM is able to establish reconstruction of Pipeline 2D defect
effectively with simple structure and good generalization ability. Therefore, this
approach could be an alternative method for Pipeline 2D defect reconstruction.
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Chapter 25

A Face Replacement System Based on 3D
Face Model

Hong Song, Jie Lv, He Liu and Qingjie Zhao

Abstract In this paper, an efficient face replacement system based on 3D model is
developed, which consists of four parts. First, given an input video containing a
source face rotating from frontal to profile, after two manual clicks on a profile to
tell the system where the eye corner and bottom of the chin are, a realistic looking
source face 3D model is generated. Secondly, Random Forests Algorithm (RFA) is
used to estimate target face pose. Thirdly, a source face image is rendered based on
the result of pose estimation and color transfer method. Finally, Poisson image
fusion algorithm for boundary blurring is used to seamlessly synthesize the source
face into the target image. The effectiveness of our system is demonstrated with a
set of experiments.

Keywords Face replacement - Face modeling - Pose estimation - Color transfer -
Poisson image fusion

25.1 Introduction

Face replacement has extensive application prospects in filmmaking, games
entertainment, medical field, etc. Many researchers have obtained important results
in recent decades. However, most digital processing systems perform face
replacement under similar pose, expression, and illumination.

Bitouk et al. proposed a system for automatic face replacement in images [1],
which needed the candidate face image that is similar to the input face in appear-
ance and pose. Liang et al. presented a practical system for face replacement in
videos [2]. Facial expressions of each detected face is analyzed to select candidate
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face images from source video that are most similar to the target face in pose and
expression. Then candidate replacements are blended to target video.

Cheng et al. presented a system for face replacement in videos [3], which used
the source image to reconstruct the 3D face model and replaced the faces by using
face alignment algorithm, a lighting and pose estimator, and a composition pro-
cedure. Their system can perform face replacement under dissimilar pose, but the
face modeling method is affected in uncontrolled illumination. Lin et al. also
proposed a system for face replacement based on personalized 3D face models [4].
A personalized 3D face model is used to render a facial image to the same pose as
the target image. Color transfer and multi-resolution methods for boundary blurring
are used to seamlessly synthesize the face into the image. However, in the process
of 3D face modeling, the feature points on the profile are detected automatically
using Local Maximum-Curvature Tracking (LMCT), which works very well only
for Mongoloid looking people.

A face replacement system based on 3D face model is proposed in this paper,
which can perform face replacement under dissimilar pose and color efficiently.
A source face 3D model is generated by the proposed method that consists of
extracting 2D facial feature points, deforming generic face model, v/3-Subdivision
and texture mapping. Then the 3D face model is adjusted according to the target
face pose estimated by using Random Forests Algorithm (RFA). The source face
color is adjusted based on target face using color transfer method. Finally, Poisson
image fusion algorithm is used to synthesize the source face into the target image.
The face replacement system framework mainly consists of three parts, as shown in
Fig. 25.1, including generating source face 3D model, rendering source face image
based on the result of pose estimation and color transfer method, and Poisson
Fusion. There are two key contributions of this paper based on the proposed overall
technique: (1) v/3-Subdivision algorithm is used to refine the individual 3D geo-
metric face model. (2) The source face is synthesized into the target image using
Poisson image fusion algorithm.

25.2 Generating Source Face 3D Model

In this paper, the face modeling method consists of four components. First, given an
input video, frontal and profile facial feature points are extracted. Secondly, based
on the facial feature points, an individual 3D geometric face model is generated by
deforming the generic model with improved Radial basis function. Then the model
is refined by using improved v/3-Subdivision. Finally, source face 3D model is
built by mapping the texture to the 3D geometric face model.
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Fig. 25.1 Overview of the face replacement system

25.2.1 Extracting 2D Facial Feature Points

In this paper, Active Shape Model (ASM) is used to extract 68 facial feature points
on the frontal image [4]. The training data sets are provided by Song et al. [5].
Firstly, the model [4] is built based on the training data sets. Secondly, for a new
image, the detection result is fitted by solving the model parameters. The extracted
feature points are shown in Fig. 25.2a.

The profile facial feature points are important for the subsequent steps. First,
improved frame difference method that fuses the last few frame difference results is
used to detect profile face region [6]. Then, canny algorithm is applied to extract a
facial silhouette on the profile face region. Finally, the other 5 points on the profile
face are extracted based on two manually labeled points and profile facial silhou-
ette. The result is shown in Fig. 25.2b.

25.2.2 Deforming Generic Face Model

In this paper, Candide-3 model is used as a generic model to decrease the com-
plexity of modeling. The points on Candide-3 model are compared with frontal
facial feature points shown in Fig. 25.2a using orthogonal projection method; there



240 H. Song et al.

Fig. 25.2 a Extracted 68 facial feature points. b Profile facial feature points (two manually labeled
points indicated by green dots, five automatically detected points indicated by red dots, face region
indicated by red rectangle) (color online)

Fig. 25.3 a Candide-3 face (a) (b)
model (feature points on :

Candide-3 model indicated by
red dots). b Result of
deformation with RBF (color
online)

are 44 points as their correspondences (eyes, nose, mouth, and facial silhouette
etc.), which is defined by comparing their semantic points. The result is shown in
Fig. 25.3a.

Radial Basis Function (RBF) (see (25.1)) is a multivariate interpolation function
of scattered data [7]. The points on the face model are distributed unevenly. Fur-
thermore, the number of points on the frontal face is more than that on the profile
face. In this paper, Sub-regional Multi-step RBF method is applied to deform the
generic model [8]. The result of deformation is shown in Fig. 25.3b.

f(x):Zc,-g(Hx—xiH)—l—Mx—l—t,xERd (25.1)
i=1

where ¢; is weight, g(||.||) is a kernel function, x is a scattered dataset, x; is center of
kernel function, M is a coefficient matrix, and 7 is a constant matrix.
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25.2.3 Subdivision

Due to sparse facial structure, the slower increase in the mesh complexity and the
suitability for adaptive refinement, v/3-Subdivision is applied to refine the indi-
vidual 3D geometric face model (see Fig. 25.3b) in this paper [9]. v/3-Subdivision
consists of two smoothing rules shown in (25.2) and (25.3), one for the placement
of the newly inserted vertices and the other for the relaxation of the old ones.

Ve==Vo+Vi+V2) (25.2)

W —

where V), V| and V, are three vertices of a triangle, and the new vertex V is simply
inserted at the center of the triangle.

i—1
Ol
V, = I —o,)V+— Vi 25.3
(v + % (253)

where o, = %(4 — 200527”), Vo, Vi, ..., V,—1 are directly adjacent neighbors of
vertex V in the unrefined mesh.

Because the original v/3-Subdivision makes model volume become smaller, the
improved algorithm for v/3-Subdivision proposed in this paper is inspired by [9].
The vertex V,, shown in (25.3) after several subdivision iterations is adjusted to
original position. The vertex Vr shown in (25.2) is also adjusted to the new position
(see (25.4)), which makes the mesh keep its original shape. It is assumed that the
three vertices of a triangle for original model are denoted by (Vj, V, V3) respec-
tively, they are denoted by (V{, Vi, V}) after 1 subdivision iteration respectively.
The results of using improved /3-Subdivision method are shown in Fig. 25.4.

V= Vp+ d S, + b S, + a
Fe N v dy+ds " T di+datds T dy +dy + ds

Ss (25.4)

where V} is new position of Vg, d; is the distance between Vy and V), d, is the
distance between Vr and V;,, dj is the distance between Vp and V3, S is the offset
between V; and V7, S, is the offset between V, and V}, and S5 is the offset between
V3 and Vj.

25.2.4 Texture Mapping

The frontal and the profile face images are used to synthesize the individual facial
texture image by combining the multi-resolution technique with weighted
smoothing algorithm [10].
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(b)

Fig. 25.4 Individual 3D geometric face model using improved 1/3-subdivision method. a After 1
subdivision iteration. b After 2 subdivision iterations. ¢ After 3 subdivision iterations

(a) (b) () (d)

Fig. 25.5 Frontal face image and 3D face model in different views

In Sect. 25.2, some correspondences (eyes, nose, mouth, and facial silhouette)
are established, while other correspondences are established using linear interpo-
lation method. The result of texture mapping is shown in Fig. 25.5.

25.3 Rendering Source Face Image

The method of rendering source face image mainly comprises two steps, specific
method is illustrated by the following parts:

Step 1: Estimating target face pose:
The target face pose is estimated by manual method or the method in
[11]. In [11], Haar-like features are first extracted and tree-structured
cascaded Adaboost classifiers are trained and applied to localize the face.
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(d)

Fig. 25.6 Source face 3D model and target face image with similar poses. a, b Target face image.
¢, d Source face 3D model

Then the positions and scales of the whole face region are estimated
from the detected results. Finally, based on this, randomized regression
trees are learned to obtain the estimation results of head orientation.
Step 2: Rendering source face image

First, a source face 3D model is adjusted to generate source face image
under similar pose with target face pose, as shown in Fig. 25.6. Sec-
ondly, the source face image is scaled to fit the target face image based
on three feature points (two centers of eyes and center of mouth).
Finally, colors between source and target faces become similar by using
color transfer method based on Laf} space [12], as shown in Fig. 25.7.
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Fig. 25.7 a Source face image. b Target face image. ¢ Result of color transfer method
25.4 Poisson Fusion

Poisson fusion for boundary blurring is applied to seamlessly synthesize the source
face into the target image [13], specific algorithm is illustrated by the following parts:

First, replace regions of the source and target face image are selected. Then the
region of the source face image is copied into the target directly. Secondly, the
divergence value of guidance vector field is calculated. Thirdly, Poisson equation is
created and solved by putting into the value of image channel. Finally, Laplace
interpolation is used in interpolation region.

25.5 Experiments and Evaluation

The source videos and target image with 1024 x 768 were captured as our input
data. All the experiments were performed on a quad 3.40 GHz core 17-2600 CPU
and 2 GB RAM machine, some experimental results are shown in Fig. 25.8.
Candide-3 model has only 113 points, which can decrease deforming running
time, but the final 3D face model will lose a number of details especially in

boundaries [14, 15]. Improved /3-Subdivision is used to make the model become
dense (see Fig. 25.4). As shown in Fig. 25.8, it indicates that the process of face
replacement can run successfully by using our method, when the source and target
images have dissimilar pose and color. However, in [1, 3, 2], their systems perform
face replacement only when the poses for the source and target faces are similar.

Twenty people were selected to evaluate the face replacement system. The
scores range on a scale from one to ten in this paper. The one point represents very
badly, while ten points represents very well. The specific evaluation criteria mainly
contain the boundary of replacement area, the whole face pixels mutation situation,
and the level of the whole image fluency. Everyone gives high scores (more than
seven) in respect of the whole face pixels mutation, while they give lower scores
(less than or equal to seven) in other respects. Because some parts (eye corner, etc.)
of the 3D models at large angles become distorted, so that source face image cannot
be rendered very well.
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(a) (b)

Fig. 25.8 a 3D source face models which have similar pose with target face images. b Target face
images. ¢ Results of face replacement

25.6 Conclusions

In this paper, an efficient face replacement system based on 3D face model is
proposed, which is easy to use with minimal user intervention. A set of experiments
were implemented to show the effectiveness of the system. That can be used for
personal entertainment and medical beauty etc. In the future study, we will try to
synthesize individual facial texture image by using face image sequences in dif-
ferent views, and establish illumination model to improve the face replacement.

Acknowledgments Project supported by the National Natural Science Foundation of China
(Grant No.61240010 No.61175096).
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Chapter 26
Head Detection Using Extreme
Learning Machine

Changliang Sun and Yuanlong Yu

Abstract It is difficult for most object detection systems to deal with the nonrigid
objects since the descriptions of these objects are diverse. This paper proposes a new
vision-based head detection method by using extreme learning machine (ELM).
ELM is an efficient learning algorithm for generalized single hidden layer feedfor-
ward networks. This proposed method employs the histograms of oriented gradients
(HOG) as features to describe the head objects. In order to improve the accuracy,
HSV color features are also included. This proposed method is tested on PASCAL
datasets. Experimental results have demonstrated the detection performance and
efficiency of this proposed ELM-based head detection method.

Keywords Human head detection . Extreme learning machine - Histograms of
oriented gradients - PASCAL database

26.1 Introduction

Object detection is a fundamental task of computer vision. Because of its wide
applications in industry, video surveillance, and intelligent transportation, many
researchers are engaged in this area. Object detection involves a series of disciplines
including pattern recognition, image processing, and artificial intelligence.
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(a) (b) (c)

Fig. 26.1 a are some pictures in training set. b, ¢, d are selected from the testing set

This paper focuses on human head detection. Head detection can also be viewed
as a classification problem in a two-class case (i.e., targets and background). There
are many factors which can affect the detection performance; e.g., lighting condi-
tions, background clutters, scaling, and so on. But the most challenging issue is
about the variations of head appearance. Changes of viewing angles, target posture,
or occlusion would lead to various appearances of heads, as shown in Fig. 26.1.
These characteristics undoubtedly increase the difficulty of head detection.

Existing object detection methods can be divided into two categories: Classifi-
cation based and template match based. The classification-based methods identify
the target from background by training a classifier based on training samples.
Support Vector Machine (SVM), neural network, and cascade of these basic
classifiers are mostly used for this type of methods. But most of these methods are
computationally expensive for training. Unlike classification-based methods, the
template match-based method first obtain templates for the target from the training
samples and then calculate the similarity between each region of interest (ROI) and
templates by using some operations such as dot product. But it is difficult to obtain
satisfactory templates to accommodate various appearance of the target.

This paper proposes a new method for head detection by using extreme learning
machine (ELM) as basic classifiers. This method includes three steps: Feature
extraction, ROI search, determining whether the window is a head area. This
proposed method uses HOG as feature, which is widely used in object detection. It
is invariant to geometrical and optical changes. ELM works for the “generalized”
single hidden layer feedforward networks (SLFNs) while the hidden layer (or called
feature mapping) in ELM need not be tuned. ELM has shown not only fast training
speed but also better classification performance. In order to improve accuracy, the
HSV color histogram is also integrated into feature representations.

The reminder of this paper is organized as follows. Section 26.2 presents the
related work. Section 26.3 introduces the structure of this proposed system. The
experimental results are shown in Sect. 26.4.
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26.2 Related Work

As mentioned, classifiers play an important role in object detection. Currently, the
main classifiers used in object detection are as follows: SVM, neural network-
based, cascade of boosted classifiers, ELM, etc. SVM method is a very famous
classifier in a two-class case. It is widely used in some areas and the high accuracy
has been achieved. The most famous one is pedestrian detection using HOG fea-
tures [1, 2]. Neural network-based generally uses error back propagation (BP)
approach. This algorithm is trained through multiple iterations. [3—5] use this
algorithm as the classifier. The character of cascade of boosted classifiers [6] is that
use multiple samples to train classifiers from weak to strong. In recent years, the
weak classifiers mainly include: simple binary decisions [7], single perceptron [8],
and seminaive Bayesian classifier [9]. The most famous strong classifier is Ada-
Boost, this method is used to detect face in [10]. ELM works for the “generalized”
SLFNs but the hidden layer (or called feature mapping) in ELM need not be tuned.
This algorithm is proposed by Guang-Bin Huang [11, 12]. It has been successfully
used in many applications such as image processing (image quality assessment
[13], image super-resolution [14]), human action recognition [15], face recognition
[16], and many other fields.

Feature extraction is also very important in computer vision. HOG is typically
invariant in illumination changes and small deformations. The most famous one is
pedestrian detection [1]. The original Haar-like feature has 3- and 4-rectangle
features, it is always used for face recognition [17]. SRF is a Haar-like feature but
includes 2-rectangle features [10].

26.3 System Architecture
26.3.1 Structure

Our system mainly consists of two parts: training and detection. For the training
part, we extract HOG features from the training set and put the feature vectors into
ELM classifier. Moreover, our positive samples were selected from the training data
and the negative samples were captured from any source except the validation data.
Figure 26.2 shows the training part.

The processes of our system include searching the ROI and judging whether the
ROI is an object area. The sliding window approach is used to search over the
whole image. ROI can be defined as windows and sliding from the initial position
to the final position of the test image. The sliding steps are (Ax, Ay). Moreover, the
scale of head area in test image is variable, so scaling the image is needed. The scale
step is As. The sliding window searches over the image pyramid. In our system, the
sliding steps are (4, 4) and the scale step is 1.2.
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To judge whether the window is a head area, we use ELM classifier which has
been trained by training data. Because of the complicated background, we need to
train multiple classifiers to filter the background. In the first part, we extract HOG
features of the ROI and judged them by HOG classifiers. In the second part, we
extract color features and judged by HSV classifiers. Figure 26.3 shows the system
structure.

26.3.2 Details of the System

26.3.2.1 Parameters of the Features

The parameters of HOG feature are set as follows: window size is 30-by-35; block
size is 10-by-10; block stride is 5-by-5; cell size is 5-by-5; orientation is quantified
to 8 bins. The dimensions of HOG are 960.

In the HSV space, the range of hue (“H”) is between 0 and 360°. The range of
saturation (“S”) is between O and 1. The range of value (“V”) is between 0 and 255.
We get the histograms from each block in hue and saturation (The value is greatly
influenced by the light). There are 8 bins in each histogram. The dimensions of
HSV histogram are 480.

26.3.2.2 Training Classifiers

The key parameter of ELM is the number of hidden nodes. Through the multiple
experiment, we find that the closer between the number of training samples and the
hidden nodes, the lower test accuracy. In Fig. 26.4, the number of training samples
is 1200.

In our system, the number of the training samples is between 1000 and 1500. We
choose the best hidden nodes from 100 to 2500.
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Fig. 26.3 In the first part, classifiers are trained by HOG. The rest of the candidate windows are
judged by the second part. In this part, the classifiers are trained by HSV histograms
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26.3.2.3 Optimization of Training Data

Multiple classifiers are needed in our system. We selected 25 groups of training data
from the original datasets and picked up 21 best groups of it. These groups were
used to train HOG classifiers. For color features, we picked up 3 best from 4 groups.
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26.4 Experimental Results
26.4.1 Database

We evaluated our system on the PASCAL VOC challenge 2012 dataset. The goal
of this challenge is to recognize objects from a number of visual object classes in
realistic scenes [18]. There are 20 object classes which include: person, bird, cat,
etc. but not head for object detection. Our dataset comes from the person layout
challenge. In each object class, there are three sets of images provided: train, val,
and trainval. In the training data, there are 324 head samples. To enrich the training
set, we intercepted 506 head images from the person class. In the validation data,
there are 296 test images and each image has one or more head area.

26.4.2 Evaluation

Detections are considered true or false positives based on the area of overlap with
ground truth bounding boxes. To be considered a correct detection, the area of
overlap agy between the predicted bounding box Bp and ground truth bounding box
Bgt must exceed 50 % by the formula [18]:

area(Bp N Bgt)
P =—""""""-+
0 area(Bp U Bgt)

In order to evaluate our system intuitively, precision and recall are calculated to
obtain a precision—recall curve in the test set.

Fig. 26.5 The precision— Results
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Fig. 26.6 “Without HSV Histogram” is the curve that uses HOG features only. 2 or more in 3” is
that more than two color classifiers determined the window is head area. “All of 3” has the similar
meaning

Fig. 26.7 Different scene of bounding prediction of test image
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26.4.3 Results

To make the best experimental results, we conducted many different attempts and
experiments. On the initial stage, we used HOG features only. After 21 classifiers
detect, the precision—recall curve is shown in Fig. 26.5.

Then, we extracted color features to train classifiers. One strategy is to merge the
HOG and HSV histograms into one feature vector. But the effect of this strategy is
not ideal. The other is to use HOG classifiers in the former part and the rest of the
candidate windows are judged by color classifiers. The test result shows that this
model can improve the precision and recall rates. The contrast fig is shown in
Fig. 26.6.

Figure 26.7 illustrates an example of bounding prediction of test images. The top
of three images are the first part results. The bottom of three images are the final
results.

26.5 Conclusion

This paper proposes an efficient method for head detection. This method uses 21
ELM classifiers trained by HOG and 3 ELM classifiers trained by HSV histograms.
The experimental results have shown that when the head area is occluded or lateral
in the test image, the proposed approach can still detect the position of the head
area.
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Chapter 27

Automatic Depression Discrimination
on FNIRS by Using FastiCA/WPD
and SVM

Hong Song, Weilong Du and Qingjie Zhao

Abstract A method is proposed for distinguishing patients with depression from
normal controls based on data measured by FNIRS during a cognitive task. First,
Fast Independent Component Analysis (FastICA) and Wavelet Package Decom-
position (WPD) are used to extract features from 52-channel Functional Near-
Infrared Spectroscopy (FNIRS) data of patients with depression and normal healthy
persons. Then a classifier based on Support Vector Machine (SVM) is designed for
classification. The experimental results indicate that the proposed method can
achieve a satisfactory classification with the accuracy 86.7647 % for total and
90.74 % for patients. Also, the results suggested that FNIRS may be a promising
clinical tool in the diagnosis and treatment of psychiatric disorders.

Keywords Depression discrimination - FNIRS - FastiCA - WPD - SVM

27.1 Introduction

Functional Near-Infrared Spectroscopy (FNIRS) works primarily by sensing the
oxygen variation in the blood through the absorption of near-infrared light [1-3]. In
recent years, FNIRS is applied in the diagnosis of psychiatric disorders like
depression. But after the FNIRS signals of patients are detected, doctors can only
discriminate depression by their clinical experience. In order to provide objective
basis for the diagnosis, it is necessary to do more analysis on the FNIRS data and
find the significant difference between healthy persons and patients with depression.

Depression discrimination has been done based on many kinds of signal, the
most commonly used in the clinical setting are magnetic resonance imaging (MRI)
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and Electroencephalograph (EEG). For example, bipolar disorder and schizophrenia
were classified by combining functional magnetic resonance imaging (fMRI) and
fractional anisotropy (FA) data using a multimodal canonical correlation analysis
(mCCA) and joint ICA model [4]. Liu and Lu used ICA to extract features from
functional magnetic resonance imaging (fMRI) and classified the patients with
depression and normal healthy person, but the accuracy need to be improved [5].
Zhao and Luo improved the current diagnosis of depression using fMRI and dif-
fusion tensor imaging (DTI) data by wavelet based fusion scheme, depression
recognition is achieved using a leave-one-out cross-validation test [6]. Zhang and
Wang used Common Spatial Subspace Decomposition (CSSD) to extract features
from 16-channels Electroencephalograph (EEG) of melancholia patients and nor-
mal healthy persons, respectively [7]. Lou and Zhang realized the automatic clas-
sification between patients with depression and healthy persons by extracting the
disease features from the melancholic’s EEG signals [8]. The application of FNIRS
in the depression discrimination is still in its infancy. Ahmad Chaddad improved
the signal-to-noise ratio of FNIRS using FastICA, PCA, and wavelet [9], but did not
do further work like classification. Zhu classified the patients with depression and
normal healthy person using General Linear Model (GLM) [10] on FNIRS, but this
method is based on time series instead of the frequency domain that represents the
essence of signal.

FNIRS is noninvasive, and the patients can be tested safely and repeatedly. Its
cost is lower than other techniques. In addition, the testing environment is com-
fortable and acceptable for patients. Based on the above advantages of FNIRS, a
method based on FastICA + WPD + SVM is proposed in this paper to discriminate
the patients with depression and healthy persons.

27.2 Dataset Description

The original data was provided by Peking University Institute of Mental Health,
Experiment device is the machine that can produce 52-channel NIRS signal (ETG-
4000; Hitachi Medical Corporation).

In this study, NIRS machine continuously monitored the prefrontal activation
effect of subjects during one-back memory task. The NIRS test consists three
periods: preperiod (prescan 5 s and waiting time 25 s), subjects need to sit still and
straight ahead; stimulus period (70 s), subjects get some figures (0-9), if the current
figure is the same as the previous figure, then right index figure is acquired to press,
figure rendering time is 0.5 s, the interval between the figures is 2 s, and a total of
29 figures were applied; relax time (50 s), this period also need subjects to sit still
and straight ahead.

The experiment dataset includes original NIRS data of 108 patients with
depression and 30 healthy volunteers from communities. And the patients with
depressions are the patients of Peking University Sixth Hospital inpatients from
January 2012 to December 2013 period.
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27.3 Depression Discrimination Method

The process of depression discrimination includes preprocess of FNIRS data, fea-
ture extraction, classifier training, and classification. The flowchart of depression
discrimination is shown in Fig. 27.1.

27.3.1 Preprocessing

In order to reduce the effects of baseline fluctuation and high frequency noise,
Band-pass filtering is used to do data preprocessing. Before band-pass filtering,
Fourier transform is used to do the spectrum analysis to find which band the FNIRS
exists in. In Fig. 27.3, the blue line plots the original oxyhemoglobin concentration
variation of healthy person and depression, Fig. 27.2 plots the Fourier transform
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(samples data) (training set) (FASTICA+WPD) e ;
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Fig. 27.1 The flowchart of depression discrimination
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Fig. 27.3 Oxyhemoglobin concentration before and after band-pass filter

result of original oxyhemoglobin concentration variation of healthy person and
depression, the blue line plots the Fourier transform result of healthy person and the
red line plots the result of depression.

It is obviously shown in Fig. 27.2 that the frequency of FNIRS signal mainly
exists in 0.01-0.5 Hz, so a band-pass filter range from 0.01 to 0.5 Hz can be
designed to do the filtering. The filtering result of healthy person and depression
using the band-pass filter is shown in Fig. 27.3, the blue line represents the original
data and the red line represents the data after band-pass filtering. The curve after
band-pass filter is smoother than before, some high frequency noise is reduced. This
reduces the effects of high frequency noise and improved the classification
accuracy.

27.3.2 Feature Extraction

27.3.2.1 FastICA-Based Dimension Reduction

In this paper, FastICA algorithm is used to reduce dimension. FastICA is invented
by Aapo Hyvarinen at Helsinki University of Technology, among the independent
component analysis algorithm, FastICA is very efficient and popular. It is based on
a fixed-point iteration scheme maximizing non-Gaussianity as a measure of sta-
tistical independence. It can also be derived as an approximative Newton iteration.
FastICA can reduce the FNIRS data dimension without negatively affecting the
appropriate information in each signal.
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27.3.2.2 WPD-Based Energy Feature Extraction

WPD can be regarded as the spread of Wavelet Decomposition (WD). Wavelet
Package Transform is based on Rigorous mathematical theory and numerical
methods, both the low and high frequency parts are decomposed recursively. As both
low and high frequency parts are decomposed recursively in WPD, this can get higher
frequency resolution, so we can extract effective discrimination feature [10, 11].

The essence of WPD is to decompose the signal according to different frequency
components, so we can get the energy contained by each frequency component; and
frequency is the most essential feature of signal, so energy contained by different
frequency can be regarded as the feature from one kind of signal to another.

For example with four-stage wavelet packet decomposition, the structure dia-
gram of four-stage wavelet package composition using db4 is shown in Fig. 27.4.

It is shown in Fig. 27.4 that the signal is decomposed into four stages and the
final result includes 16 components, (4, 0), (4, 1), ...... , (4,15) are the 16 com-
ponents and every component has the same frequency.
The steps of energy feature extraction are as follows:

Step 1: Make the four-stage wavelet package composition with db4 on the data
after reducing dimension.

Step 2: Reconstruct signal using the coefficient of wavelet package composition.
For example, with four-stage wavelet packet decomposition

S =S840+ S84 + ...+ S5 (27.1)

S4i(i=1,2,...,15) refers to the coefficient of wavelet package composition.

Step 3: Compute the energy of every reconstructive signal E;(j =0, 1, ..., 15).
Where

(27.2)
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Fig. 27.4 The structure diagram of four-stage wavelet package composition
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S4i(k) refers to the magnitude of reconstructive signal Sy discrete points,
k=1,2,...,N, N is the point count of reconstructive signal.

Step 4: Construct the eigenvector. E; refers to the energy of reconstructive
signal, total energy

(27.3)

In this paper, because energy of the first reconstructive signal Ss9 accounts for up
to 90 % of the total energy, the first reconstructive signal energy Ej is selected to
construct the eigenvector. So the eigenvector is

F = [Eo1, Eoa, Eo3, Eos, Eos, Eos, Eo7, Eos) (27.4)

where Eg, (d = 1, 2, ..., 8) refers to the energy of each dimension of the 8
dimensions data.

Figure 27.5 shows the eigenvector of 12 healthy persons and 9 patients with
depression, red circle represents the eigenvalue of healthy person and blue triangle
presents the eigenvector of patient with depression. According to Fig. 27.5, there
exists significant difference between them, so the wavelet energy feature can be
regarded as the feature of different kinds of FNIRS signal. The wavelet energy
feature is available in discriminating depression.
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27.3.3 SVM-Based Classifier Training

The earliest SVM algorithm was created by Vladimir N. Vapnik, and the present
standard exemplification published in 1995 was proposed by Cortes and Vapnik in
1993 [12]. It has shown great advantages in the realm of machine learning. At the
same time, SVM also has great advantage in solving high-dimension problems and
the problems with small sample.

SVM is a classifier using maximum margin of classes [13]. It does pattern
discrimination of two classes by searching a decision plane, the decision plane has
the maximum removing to the nearest points in the training set, this decision plane
is called the support vector. Starting with the training set that has some points
xi €R", i=1,2,3,...,n, where every x; is a part of the two types discriminated
with the symbol y; € {—1, 1}. Supposing data is linear and separable, the task of
maximum margin classification is to discriminate the two classes using a hyper-
plane, if not do this, the distance to the support vectors will not be the maximum
and classifier will not be available. This hyperplane is called the optimal separating
hyperplane (OSH). The goal of classifier training is to find the OSH between
depression and healthy person.

27.4 Testing Result

In this paper, FastICA and LIBSVM software package are used during the training
and testing process. The dimension of preprocessed data can be reduced from 52 to
8 using FastICA algorithm according to the contribution of eigenvalue. The LIB-
SVM software package is developed by Chih-Jen Lin of National Taiwan Uni-
versity [14].

Like the training set, the eigenvector of testing set also should be extracted.
Using the same method with training set, the eigenvector of testing set can be
extracted. Then the eigenvector will be input into the classifier, the output of
classifier is the discrimination result and accuracy. In this paper, data of 54
depressions and 14 healthy persons are selected as the testing set.

The final testing result of depression and healthy is shown in Table 27.1. The
method based on FastiICA/WPD and SVM successfully discriminate 68 (54
depressions and 14 healthy persons) signals with an overall accuracy of 86.7647 %
for the FNIRS classification. This accuracy is especially satisfactory for the
depression discrimination.
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Table 27.1 The result of discrimination

FastICA + WPD + SVM Testing set
Depression Healthy
54 14
Classified result Depression 53 49 4
Healthy 15 5 10
Accuracy of depression(sensitivity) 49/54 = 90.74 %
Accuracy of healthy (specificity) 10/14 = 71.43 %
Overall discrimination accuracy 86.7647 %

27.5 Conclusion and Discussion

In this paper, an effective classifier is trained by using FastiICA/WPD and SVM.
This classifier provided an objective basis for the clinical diagnosis and greatly
improved the diagnostic accuracy of clinical depression. It can be an assist for
doctors during the diagnosis of depression. This is also a big step forward in the
diagnosis of depression on FNIRS.

Acknowledgments Project supported by the National Natural Science Foundation of China
(Grant No. 61240010, No. 61175096).
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Chapter 28
Random Forests for Object Detection

Mingming Zhu, Lang Ye, Siyu Xia and Hong Pan

Abstract We present a method for object detection based on random forests. It is
accomplished through the generalized Hough transform paradigm, where object
centers are voted from small and local parts in images. Some previous works such
as the well-known implicit shape model (ISM) take unsupervised clustering method
during the training stage and it often lead to false-positive detections due to random
constellations of parts. Thus, we employ a random forest to learn a more dis-
criminative model. We use the KAZE local features to construct a random forest
classifier and all leaf nodes in each tree constitute a discriminative codebook model.
The codebook model is used to estimate object locations via probabilistic Hough
voting. Furthermore, before the test stage, we also adopt a salient region detection
step to reduce false-positive detections. Experiments show that our method provides
good detection results in complicated environments.

Keywords Generalized hough transform - Random forests - Salient region
detection

28.1 Introduction

Object detection and localization in cluttered scenes is still one of the main chal-
lenges in computer vision domain. In general, most methods in this field learn
appearance and spatial relation models of the categories from labeled training
images and use the obtained models to localize previously unseen instances in test
images. Currently, two different approaches can be distinguished, namely sliding
window and part-based methods. Sliding window-based methods like [11, 15]
evaluate classifiers at all possible image locations and analyzing descriptors with
fixed layouts like the histogram-of-gradients [6]. Although these approaches have
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shown to provide excellent results for rigid objects with fixed geometric properties,
they yield limited performance for deformable objects.

Thus, recently, part-based models have become more popular. They mainly
differ in the way the spatial relations between the individual parts are defined. One
of the most simple structures is the BOW (bag-of-words) [14] model which cal-
culates the histogram of local features without any spatial relation. A more complex
method is the constellation model where each part is connected to all other parts.
The deformable part model [8] is a tree-shaped model which is one of the most
successful algorithms on the PASCAL VOC challenge. Another different type is the
star-shaped model, where each part is only connected to a centroid part. This is the
underlying spatial representation of the implicit shape model (ISM) [12].

The ISM is a generative codebook of interest point descriptors for a given class.
It represents objects as a collection of a large number of prototype patches, with
specific appearance and a defined location relative to the object center. At runtime,
the interest point descriptors are matched against the codebook and the matches cast
probabilistic votes about possible positions of the object. These votes are summed
up into a Hough image and the peaks are considered as detection hypotheses. The
whole detection process can be described as a generalized Hough transform [4].
However, it constructs the codebook by unsupervised clustering of local part
appearances which will lead to many unreliable or redundant votes. These votes not
only slow down the detection, but also reduce the precision of the result. Recently,
Hough Forests have been presented in [9] as variant of an ISM and inspired a series
of applications and extensions like [7, 13, 16]. Unlike previously presented ISMs, it
extracts local features densely instead of just on interest points at test time, resulting
in the aggregation of more evidence and increased robustness.

In this paper, we develop a new detection method based on random forests [5].
Given a dataset of images with bounding box annotated samples of the class
instances, we learn a random forest classifier that is able to map an image patch to a
probabilistic vote about the position of an object centroid. We use the KAZE
features [2], which is more stable than SIFT and SUREF, to represent image patches.
At runtime, such a random forest is applied to patches extracted from test images
and the resulting votes are accumulated in Hough images where the maxima are
sought. In addition, we adopt a salient region detection step before test to make the
detection more precise and efficient.

28.2 Training of Random Forests Classifier

Random forests are trained in a supervised way. A typical random forest consists of
a set of binary decision trees. Each tree in the forest is an individual classifier and
the final result is the integration of all the tree predictions. It has been shown [3, 5]
that assembling together several trees trained in a randomized way achieves
superior generalization and stability than a single deterministic decision tree. The
randomization is achieved first by training each tree on a random subset of the
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training data; and second by considering a random subset of possible binary tests at
each nonleaf node. Among this random subset, the training procedure picks the
binary test which splits the training samples in the optimal way.

28.2.1 Random Forests Construction with KAZE Features

KAZE features is a novel multiscale 2D feature detection and description algorithm
in nonlinear scale spaces. Unlike other approaches, it does not detect and describe
features at different scale levels by building or approximating the Gaussian scale
space of an image. In contrast, it detects and describes 2D features in a nonlinear
scale space by means of nonlinear diffusion filtering. The nonlinear scale space is
built using efficient additive operator splitting (AOS) techniques and variable
conductance diffusion. In this way, it makes the blurring locally adaptive to the
image data and obtains superior localization accuracy and distinctiveness.

The first step of construction is to extract KAZE local features from training
images. We describe the assemble of all local features extracted form training data
as F = {f;},i € [1,N]. Each description f; = (d;, ¢;,r;) is composed by the KAZE
descriptor d;, the class label ¢; and the offset r; of the feature location relative to the
object center. Features sampled from inside the object bounding boxes are assigned
¢; = 1 and others are assigned ¢; = 0.

A random forest is defined as T = {T;}Y,, each tree is composed by the root
node 7,0 and a series of ordered nonleaf nodes ngp; and leaf nodes njeyr. In general,
every tree in a random forest is constructed recursively starting from the root.
During construction, each node receives a set of training samples. If the depth of the
node is equal to the maximum or the number of samples is small enough, the
constructed node is declared a leaf and its vote information is accumulated and
stored. Otherwise, a nonleaf node is created and an optimal binary test is chosen
from a large pool of randomly generated binary tests. The training sample set that
has arrived to the node is then split according to the chosen test into two subsets that
are passed to the two newly created child nodes, after that the recursion proceeds.

28.2.2 Binary Test on Nonleaf Nodes

Given a nonleaf node ngp;, we describe all the training samples arriving it as
{fi}, k€ [l,Nspm]. These samples are tested by a subset of m feature components
which are randomly selected from the entire feature descriptor space RY. The
subset is described as A,, = {ax, ax € R}, k € [I,m]. We use information entropy
to estimate the impurity of class labels in a node
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Entropy (I) = = _ p(ci,I) logp(ci, ) (28.1)

i=1

where I represents the assemble of samples in the node, K is the number of class
labels, and p(c;, I) equals to the proportion of samples labeled as c;.

We define the information gain, which is caused by a binary split with feature
component ay, as:

G(17 ak) = Entropy([) - p(Ilk)Entrop}I(Ilka ak) - p(lrk)EIltI‘Opy(Ir“ ak) (282)

where I;, represents samples going to the left child node and /,, is samples going to
the right child node. p(1;,) is the proportion of samples going to left and p(Z,, ) is the
proportion going to right and they are calculated as

K
Entropy ([;, ax) = — Zp(ci|ak,lj) log p(cilag, I;),j = I, 1« (28.3)
i=1
p(l‘) :¢ j:lk Ik (28 4)
! ‘I[k| + |Irk‘ ’ ’

The goal of binary test is to reduce the uncertainty of class labels in tree nodes. It
means to reduce the impurity of class labels in a node and the best feature com-
ponent chosen to split a node is the one which makes the information gain reach the
maximum:

G(I,a") = argmax {G(I,ax)} (28.5)

ar€Ay, ke[, m)

where a* € A,, equals to the best candidate feature component.

28.3 Object Detection with Random Forests Classifier

28.3.1 Salient Region Detection

Given a test image, if we make the detection directly without any processing, there
may be many false-positives due to richly textured backgrounds on which a large
number of spurious object parts will be found. However, we find that objects are
always the salient regions of an image where we focus our attention. Thus by
detecting objects mainly in such salient image regions, most false-positives of
backgrounds can be excluded.

We make the salient region detection through the approach proposed in [10],
which is independent of features, categories, or other forms of prior knowledge of
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Input image Saliency map Object map

Fig. 28.1 An example of salient region detection result

the objects. It is a fast method to construct the corresponding saliency map in spatial
domain by analyzing the log-spectrum of an input image and extracting the spectral
residual of an image in spectral domain. Figure 28.1 shows an example of salient
region detection.

28.3.2 Probabilistic Hough Voting

After salient region detection, we have learned the probable regions where an object
will occur. Then we increase the weight coefficient of features inside the salient
regions and decrease the weight coefficient of those outside the salient regions
during the Hough voting stage.

Given a test image, we need to predict the class labels of KAZE local features
extracted from it. For a test feature fi.y;, the probability of its label being judged as
k(k =0,1) by the votes from all the trees in the forest is

klftest = an = k (286)

where p,(C; = k) is the probability of being judged as label k in leaf node j of a tree.
Finally, the feature’s class label Cy . can be computed by

Ciest = arg maX{P(klftest)} (287)
ke{0,1}

If a test sample is judged as a part of object, which means its class label is judged
as Cist = 1 by the random forest classifier, then this feature will be used to make a
probabilistic vote to compute the object center. Consider a test sample [/ =
(&, IP) predicted as an object part (¢! = 1) with its location and scale described

as I = (X)), A7), we assume it reaches leaf node L with class label C;, in tree 7,
The offset assemble R; and class label assemble ¢, of training samples arriving the

node are described as R, = { (xf,y,2)} and ¢, = {c;},i € [1,R.|]|- The Hough

1
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vote ['¢ = {(x1o, yroc s) } i € [1,n},] can be calculated from expression
(28.8) to (28.10). Here nf,, represents the vote number coming from feature f7 and
all the votes form a discrete probabilistic Hough voting space.

sy = P/ ok (28.8)
X0 =X+ xf X 51O (28.9)
VOle yp _|_yl X s‘Vote (2810)

When casting votes for the object center, we describe a hypothesis as h =
(O, x) where x is the center of object O,. Thus the probabilistic votes contributed
by feature f7 is:

p(On, x|f?, 1) = 6; Zp (O, x|L, T, 1)p(L|T;, f7) (28.11)

where 0; is the weight coefficient of votes from feature /7 (we set 0; = 1 for features
inside salient regions and 6; =0.5 for those outside salient regions),
p(0,, x|L, Tt, ;) equals to the probabilistic distribution of training samples and
p(L|T;,f7) is the probability of the feature reaching leaf node L. They satisfy

CL=1

otherwise (28.12)

1
p(On, x|L, T}, ;) = { \R,67

1

p(LIT,f}) = T (28.13)

where |Ry| is the number of training samples stored in leaf node L and |L| is the
total number of leaf nodes in tree T,. The votes are summed up into a Hough image
and the peaks of it are considered as detection hypotheses.

28.4 Experiments

We evaluated our approach on the UIUC cars dataset where we provide a perfor-
mance comparison with the related detection methods. The experiment was per-
formed using the evaluation scheme and detection tolerances from [1] based on
bounding box overlap.

The UIUC cars dataset contains images of side views of cars. The test data are
split into the set of 170 images with 201 cars of, approximately, same scale (UIUC-
Single) and the set of 108 images containing 139 cars at multiple scales (UIUC-
Multi). We trained our random forest classifier on the available 550 positive and
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(i

Fig. 28.2 Example detections on difficult images from the test set

Table 28.1 Comparison of

different methods on the Methods Precision (%)
UIUC-Single database Implicit shape model [12] 91.0

ISM + MDL [12] 97.5

Hough forests [9] 98.5

Our method 99.0

Fig. 28.3 All missing detections (left two) and false-positives (right two)

500 negative training images. The minimum number of training samples in each
node was set as 20 and the maximal depth of each tree was set as 15. We totally
constructed 15 decision trees. Each tree was constructed by two-thirds of the whole
samples and the number of feature components for random binary test was chosen
as v/D = V64 = 8.

Figure 28.2 shows some example detections in difficult environments.
Table 28.1 contains a comparison of detection precision with some other approa-
ches. With a precision of 99.0 %, our method presents an improvement over the
implicit shape model and Hough Forests on the UIUC-Single dataset. At the EER
point, our method correctly finds 199 of the 201 test cases with only 2 false-
positives. All of these cases are displayed in Fig. 28.3.

28.5 Conclusion

We have introduced an approach for object detection based on random forests
which can be trained on large datasets without significant over-fitting. We use the
KAZE local features to construct a random forest classifier and all leaf nodes in
each decision tree constitute a discriminative codebook model. Such a forest can be
efficiently used to detect instances of classes in natural images by probabilistic
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Hough voting. In addition, we also adopt a salient region detection step before the
test stage in order to reduce false-positive detections. Experimental results show
that our method provides good detection results in complicated environments.

Acknowledgments This work has been funded, in part, by NSFC under Grant No. 61374038,
Natural Science Foundation of Jiangsu Province under Grant No. BK20130639 and
No. BK20131296.
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Chapter 29

Dynamic Simulation of Tank Car
Derailment and Structure Optimization
Based on Solidworks, ADAMS,

and ANSYS

Lanxia Zhang, Yong Qin, Dapeng Zhu, Li Wang and Jianghua Gao

Abstract This paper establishes a three-dimensional model of tank car derailment
and collision to analyze gross motions and forces in this process with the GQ70
tank car as the research object. To simplify the complexity of the model, it is
implemented in ADAMS, thus the author summarizes each of the three most
dangerous conditions of tank car and the corresponding force spectrum files. Based
on the above results, this collision is examined using dynamic, nonlinear finite
element analysis. The results indicate that it is essential for optimization design of
tank car, including optimization of the tank car itself and coupler. This paper aims
to optimize tank car to be capable of surviving impact speed as twice as now. The
contents of this paper provide the ideas of optimization design and the research
results lay a solid foundation for railway vehicle safety management and vehicle
maintenance, being of theoretical significance and practical value.
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29.1 Introduction

The whole society increasingly pays attention to railway transportation security,
especially hazardous materials transportation safety. Currently, over 85 % dan-
gerous goods in the national road network are transported by tank car. Although
tank car derailment and collision are not frequent, when that happens it would bring
unimaginable loss. For instance, on May 9, 2013, a train made up of 50 oil tankers
almost entirely derailed, hence 10 carriages caught fire and no less than 52 people
were injured in the derailment accident. Given that, optimization of the tank car
structure plays a very important role to improve the level of tank car transportation
security.

In recent years, scholars of home and abroad studied a lot to improve the level of
tank car transportation safety. In Ref. [1], the author combined with the motion state
of tank car derailment and established the equations of train derailment motion,
which provided a theoretical basis to study tank car derailment. In Ref. [2], after
analysis of the derailment environment, a reasonable improved design schemes
were proposed based on full-scale impact tests. In Ref. [3], the author creatively
designed sacrificial structure that could shield tank car and absorb energy, so that
the sacrificial structure ensured the integrity of railroad tank cars. Considering train
derailment, the domestic research about optimization design of tank car is relatively
little. In Ref. [4], based on finite element and multibody dynamics technique, the
paper presented a joint simulation on train anticollision system and verified its
feasibility.

In this paper, on the basis of research achievements of domestic and foreign, the
author will use the most common tank car (GQ70) in railway as the research object.
The goal is that the crashworthy speed of optimization tank car is two times higher
than unimproved one. Using three softwares, the paper improves the existing rail
tank car, which provides constructive comments for future tank car design.

29.2 Baseline Tank Car Three-Dimensional Model Based
on Solidworks

According to the real size of the tank car GQ70, the tank car three-dimensional
solid model was established in Solidworks [4]. This paper keeps bogie, tank car
body, coupler, and so on. To a large degree, these key parts influence on the outputs
of simulation analysis. Some minor parts of the tank car are simplified and finally
assembled into a whole. Each component model of tank car is shown in Fig. 29.1.

Figure 29.1a shows the bogie model. Every tank car consists of two bogies.
Figure 29.1b shows a tank car model, which includes a tank car body, the bogies
and the addition of the outtriggers attached to the draft gear. Figure 29.1c¢ shows the
train solid model in Solidworks. The model provides the foundation for the joint
simulation.
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(a) (b)
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Fig. 29.1 Solidworks model of train, a bogie model, b tank car model, ¢ train derailment model

29.3 Analysis of the Tank Car Derailment and Collision
Dynamic Simulation Based on ADAMS

The whole model assembled in Solidworks is imported into ADAMS through
public file interface. Then constraints are added in bogie internals between various
parts. Contact model is established between the tank car and coupling based on
impact function. Finally, tank car train simulation model is completed.

29.3.1 Basic Mathematical Model of Tank Car Derailment

Considering the different components of a tank car individually, they are applied to
create a completed tank car model. Once the complete free body diagram for a car
has been developed, the equations of motion can be derived. A generalized
application of these forces and moments to the free bodies is shown in Fig. 29.2 [1]:

The forces in the x- and z-directions, and the moments are summed below for a
basic car. The forces and moments do not apply to the lead and last cars in the train [5].
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Fig. 29.2 Forces and torques ’X
applied to car i

The equation of force on x-axis:

ZFx,i =R, i+H,;—Fyi1+F,;—E_sin(p;_,) + E;sin(f;) (29.1)
The equation of force on y-axis:

N Foi=Ryi+H,—F,i1+F,—E_cos(B_,)+Eicos(f;)  (29.2)

The equation of moment:

12 1/2
ZMi =1/2D; [(Rii —|—Rii) —|—(Hi,- +Hii) } [sin(O,- — ocf,i) — sin(Oi — oc,y,v)]
s s /2
+ M, + Ei_ycos(0; — ;) + 1/2Li(Fx,i—1 + Fz,i—l> sin(0; — ;1)

2 2 1/2 .
+1/2L; (vai + Fm) sin(0; — Bi_1) + My i + Eicos(0; — f;)
(29.3)

The summed forces and moments are then set equal to the inertial terms to
complete the equations of motion for the ith car.

Z Fyi = Mx; (29.4)
ZFz,i =Mz (29.5)
ZMl- = 1,0; (29.6)



29 Dynamic Simulation of Tank Car Derailment and Structure ... 279

29.3.2 Dynamic Simulation of Tank Car Derailment
and Collision

Based on the above two points, the mathematical model is combined with the three-
dimensional solid model established in ADAMS. The ADAMS is used to carry out
the kinematics and dynamics simulations, getting the simulation output results, as
shown in Figs. 29.3 and 29.4.

The Fig. 29.3 shows the three most dangerous collision conditions in the process
of train derailment. The first condition is the head impact that the coupler of one
tank car impacts the head of a second tank car. The second condition is the shell
impact that the coupler of one tank car impacts the shell of a second tank car. The
third condition is the head-shell impact that the head of one tank car impacts the
shell of a second tank car. Meanwhile Fig. 29.4 shows that the maximum relative
impact velocity of tank car is about 10 m/s. The maximum relative impact speed is
between car 7 and car 8.

Fig. 29.3 The condition after
tank car derailment and
collision
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Fig. 29.5 The collision force—time curves in three collision conditions a the first condition b the
second condition ¢ the third condition

In view of the above-listed three conditions, this paper, respectively, established
three kinds of tank car collision three-dimensional dynamic model in ADAMS [6].
According to simulation results of train derailment and the maximum relative
impact velocity of tank car (10 m/s), the experimental simulation is carried out. The
simulation outputs force spectrum file in the process of tank car collision. The final
results provide the curve of collision force changing in time under the three most
dangerous collision conditions as shown in Fig. 29.5.

Figure 29.5 are the collision force—time curves in three collision conditions. The
trend of the change of collision force with time is similar in spite of different
collision conditions, but there are also differences in maximum impact force.
According to Fig. 29.5a, when relative impact velocity of tank car is 10 m/s at time
0.018 s in the first condition, impact force is measured to 3380 kN. Figure 29.5b
shows that at time 0.027 s in the second condition, impact force is measured to
3428 kN. Figure 29.5¢ shows that at time 0.024 s in the second condition, impact
force is measured to 3345 kN.

29.4 The Finite Element Analysis

First, tank car solid model built up in ADAMS is imported into the finite element
analysis software ANSYS by file interface between them. The second step is to plot
the grid, enact the parameters, load force spectrum file. Then, the transient dynamic
analysis module of the ANSYS software is adopted to calculate the dynamic stress
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Fig. 29.6 Head stress
nephogram before
optimization

Fig. 29.7 Head strain
nephogram before
optimization

of the tank car framework [7, 8]. After computing and postprocessing, the ANSYS
outputs the analytic result of the stress and strain nephogram. Figures 29.6 and 29.7
show the head stress and strain nephogram in the first condition.

According to the analysis of the stress and strain nephogram, the maximum stress
value of tank car head is up to 262 Mpa and the maximum strain value of tank car
head is up to 1.418. Tables 29.1 and 29.2 list the stress value in the second and third
condition in Chap. 4. Thus the maximum stress value of tank car head and shell,

Table 29.1 Strain table before and after optimization

Condition | The place of | The maximum The maximum strain after

maximum strain before optimization

strain optimization

V=10 m/s V=10 m/s Drop (%) V=20 m/s

1 Head 1.418 0.945 33 1.537

Shell 1.785 0.972 37 1.871
3 Head 1.357 0.702 48 1.611

Shell 1.212 0.815 33 1.817
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Table 29.2 Stress table before and after optimization

Condition | The place The The maximum stress Allowable
of maximum after optimization/Mpa stress/Mpa
maximum stress before
stress optimization/

Mpa
10 m/s 10 m/s Drop (%) 20 m/s
Head 262 147 44 267 295

2 Shell 294 179 39 331 345

3 Head 249 139 44 271 295
Shell 230 149 35 293 345

respectively, surpass admissible stress and strain. What is more, the higher the strain
value is, the more serious the deformation of tank car. The above analyses indicate
that a tank protection system developed using only traditional tank car designs will
have difficulty reaching the two times protection goal. In conclusion, it is necessary
to optimize the existing tank car design in derailment and collision conditions.

29.5 Structural Optimization

As illustrated in the previous section, the capacity of tank car body crashworthy
need be enhanced. Various means of increasing the strength of the tank car are
provided in this section. What is more, an effective measure reducing the collision
energy is proposed. Then the section analyzes feasibility and practicality of the
optimization design.

29.5.1 Optimization Design

This paper designs two kinds of scheme to improve tank car.

(1) This paper has carried on the target-oriented protection about the tank car, which
refer to the results of finite element analysis. It can disclose the weak part of tank
car structure to make for the optimization design. That is, weak section has a
series of formed ribs, which increase the tank car strength to resist deformation.
Figures 29.8 and 29.9 are the tank car models with added formed ribs.

(2) At present, MT-2 draft gear is applied in railway wagon in our country. The
paper uses HM-1 draft gear, which provides superior performance compared
to MT-2. HM-1 draft gear’s impedance property is matched with the impact
velocity, and the buffer capacity is increased by 60-100 %. The internal
structural diagram is as shown in Fig. 29.10. Figure 29.11 shows the
impedance property of both the HM-1 and MT-2 draft gears.
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Fig. 29.8 The head formed bl e g T
ribs at the tank car

Fig. 29.9 The shell formed fnie CRT T2 A o
ribs at the tank car

Fig. 29.10 The HM-1
internal structural diagram

29.5.2 Analysis After Optimization Design

In order to analyze the rationality after optimization, simulation experiment is
carried out still with the velocity of 10 m/s. At the same time, the velocity is set to
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Fig. 29.11 The HM-1 and MT-2 impedance property

20 m/s to validate whether the structure can resist twice the velocity before or not.
Once again, finite element analysis of the experiment is performed. Summarizing
research results, the strain and stress nephogram are shown in Tables 29.1 and 29.2
in the above three conditions.

By the contrast of the stress and strain before and after optimization, the paper
concludes as follows:

(1) When the relative impact velocity is 10 m/s, the maximum stress value at least
have dropped by 35 % compared with before optimization;

(2) When the relative impact velocity is 20 m/s, the maximum stress value is all
less than the allowable stress after optimization. The results indicate that the
GQ70 body strength does satisty the requirement of TB/T1335-1996. It turns
out that the structure can maintain tank integrity for an impact speed with two
times as the baseline tank car.

29.6 Summary

Based on the joint simulation of three softwares, the paper optimizes the design of
rail tank car structure. Thus significant conclusions in this dissertation are mainly as
follows:(1) According to the mathematical models founded in ADAMS, this paper
imitates the movement of tank car during derailment, proving that three conditions
are the most dangerous ones under the condition of derailment. Then the corre-
sponding collision force spectra files are output. (2) The paper establishes finite
element analysis model and get stress and strain nephogram under three collision
conditions in ANSYS. (3) On these bases, the paper proposes two optimization
ideas to ensure the tank car safety. The simulation results show that the proposed
optimization strategy makes the collision speed of tank car increased by 2 times.
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In summary, the co-simulation test can provide constructive comments for tank
car optimization design, save development costs, and shorten development cycle.
The method also supplies theoretical basis and technical support for the future
vehicle operation and maintenance. What is more, the results can be used as a
reference for tank car transportation safety studies. However, due to lack of author’s
time, some other interference such as bad climate have not been considered. In
future more research needs to be done in the direction.
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Chapter 30
Review of Knowledge Guidance
in Intelligent Optimization Approaches

Lining Xing

Abstract The interaction between learning and evolution has recently become a
popular research direction. Many scholars make use of knowledge to strengthen the
guidance process in intelligent optimization methods. We review knowledge
guidance in intelligent optimization approaches, which is normally carried out
through artificial intelligence approaches and special knowledge models. Some
researchers have also proposed algorithms with a double-layer evolution mecha-
nism. These improved methods are able to discover some knowledge from previous
iterations and to use the discovered knowledge to guide subsequent iterations.

Keywords Artificial intelligence - Intelligent optimization approaches
Knowledge guidance

30.1 Introduction

At present, more and more real-world optimization problems are formulated as
large-scale global optimization (LSGO) problems. For example, in mission plan-
ning of multiple satellites, the number of tasks rises to about ten thousand,
involving several hundred satellites. The large numbers of resources and tasks
increases the difficulty of problem solving.

In the past few decades, many intelligent optimization approaches, i.e., genetic
algorithms, simulated annealing, particle swarm optimization, and ant colony
optimization, have been developed to solve LSGO problems effectively. Although
these intelligent optimization approaches have demonstrated excellent optimization
performance in solving small or medium-sized optimization problems, they still
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encounter serious challenges when applied to LSGO problems, including issues
related to using several hundreds to thousands of decision variables.

How well intelligent optimization approaches handle LSGO problems remains
an open issue. In recent years, research on employing intelligent optimization
methods to solve LSGO problems has gathered momentum in both theoretical and
empirical studies. For example, the interaction between learning and evolution has
become a popular research direction. Many scholars have employed the knowledge
to strengthen the guidance process in intelligent optimization methods. For this
reason, we review knowledge guidance for intelligent optimization approaches.

30.2 Knowledge Guidance Through Artificial
Intelligence Methods

Knowledge guidance for intelligent optimization approaches incorporating artificial
intelligence is reviewed in this section. The artificial intelligence methods include
tabu search [1], the culture algorithm [2] and machine learning [3], amongst others.
In a specific implementation, some common important rules are extracted from the
optimization process and studied using taboo search, the cultural algorithm, and
machine learning. Individual evolution is controlled based on these rules obtained
through learning.

To balance the positive effects of the selection operation and the destructive
effects of crossover and mutation operations in the evolutionary process, Fan et al.
adopted induction learning to guide the evolutionary process [4]. In other words,
they extracted rules that reflect the errors and success of past evolution from its
historic process through induction learning and then used these to guide subsequent
evolution. This can speed up evolution while avoiding repetitive errors. Experi-
ments based on function and layout optimizations have verified the effectiveness of
this method.

Cao et al. learnt from the life cycle of individual evolution and proposed an
ecological evolution model guided by this life cycle [5]. The algorithm based on the
model sets up corresponding guided operators in each phase of an individual life
cycle, thereby guiding the evolution of an individual to evolve based on its eco-
logical features throughout its lifetime. Experimental results have verified the
superiority of this approach.

Cen et al. proposed the grouping particle swarm algorithm based on the
knowledge space to improve search accuracy [6]. The algorithm uses the K-means
method to group particle swarms, utilizes a smaller maximum flight speed to
strengthen the local search ability of particles in the group, incorporates the concept
of a knowledge space into the grouping, and guides particles to search in a better
solution space using particles in the knowledge space.

Li et al. adopted expert knowledge to assist in searching for an optimal solution
using genetic algorithms and applied an improved genetic algorithm to optimization
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of reactive power planning [7]. According to the expert knowledge, the ability to
search for a local optimal solution of the genetic algorithm can be improved by
artificial regulation of the local active control variable set, which is formed
dynamically by a few select individuals, to control reactive power/voltage of a local
substation and plant. Application in a real-life system shows that the genetic
algorithm combined with expert knowledge is able to find a global optimal solution
more effectively.

Chai added domain knowledge to ant colony optimization by means of a form of
the taboo connection set, ensuring that the mutex information is calculated only
once because it can be excluded from the main search cycle [8]. A case analysis
demonstrated the effectiveness of this strategy.

The disadvantage of guiding intelligent optimization approaches using artificial
intelligence methods is that it is very difficult to find common important rules.
Besides, since these rules are local, the approaches do not consider corresponding
rules that change along with the individual’s environment [9].

30.3 Knowledge Guidance Using Specific
Knowledge Models

When guiding intelligent optimization algorithms by means of specific knowledge
models, the basic form of knowledge is determined at the first operation of the
intelligent optimization algorithm, relevant knowledge is constantly adjusted
together with the evolution of the algorithm according to the fixed rules, and then
the evolution of subsequent individuals is guided by the obtained knowledge.
Guidance of intelligent optimization algorithms using specific knowledge models
can be interpreted as the interaction between evolution and learning [10—-15]. Many
studies suggest that the interaction between evolution and learning can greatly
improve the performance of intelligent optimization approaches [16]. Scholars have
independently adopted version space [17], case-based memory [18], Q-learning
system [19, 20], and AQ learning system [21] to realize interaction between
evolution and learning.

30.3.1 Knowledge Guidance Using Memory

Many scholars have tried to employ memories to realize the interaction between
evolution and learning. Chung et al. defined the good features of individuals as
beliefs and kept them in memories so as to continuously improve subsequent
individuals [22]. Branke kept some better individuals in memories to improve
subsequent individuals [23].
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Gantovnik et al. used memories to realize the interaction between evolution and
learning in genetic algorithms and applied an improved genetic algorithm to solve
the optimum design of mixed variables [24, 25]. Louis et al. adopted a genetic
algorithm with memories to solve the traveling salesman problem [26], while Yang
employed the immigration method based on memories to realize interaction
between evolution and learning in genetic algorithms and applied an improved
genetic algorithm to solve dynamic optimization problems [27, 28].

Su et al. employed an immunological memory method to realize interaction
between evolution and learning in the ant colony algorithm and applied an
improved ant colony algorithm to solve the weapon target assignment problem [29].
Acan utilized external memory to realize interaction between evolution and learning
in the ant colony algorithm [30], and by adding the function of partial permutations
into the external memories, further improved the efficiency of the ant colony
algorithm [31]. Shamsipur et al. also employed external memories to realize
interaction between evolution and learning in the ant colony algorithm [32].

30.3.2 Knowledge Guidance Using Cases

Many scholars have used cases to realize interaction between evolution and learning
[33, 34]. Louis et al. employed a case-reasoning method to select better features
from case memories to improve subsequent individuals [18]. Louis et al. also
employed a case-injected method to realize interaction between evolution and
learning in genetic algorithms and applied an improved genetic algorithm to solve
the traveling salesman problem [33]. Rasheed et al. employed case-based learning to
realize interaction between evolution and learning [34], while Babbar-Sebens et al.
proposed a case-based micro interactive genetic algorithm, which realizes interac-
tion between evolution and learning through case memories and case reasoning [35].

30.3.3 Knowledge Guidance via the Learnable
Evolution Model

The learnable evolution model mainly employs a machine learning method to guide
the evolutionary process. Coletti et al. carried out a preliminary study on the
learnable evolution model [36], while Wojtusiak studied constrained optimization
problems in this model [37]. Kaufman et al. [38], Jourdan et al. [39], and Domanski
et al. [40] applied the learnable evolution model, respectively, to the design of heat
exchangers, the design of multiobjective water systems, and optimized design
problems. Currently, the latest version of the learnable evolution model is LEM3,
which was employed by Wojtusiak et al. to solve complex function optimization
problems [41].
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In recent years, more and more scholars have begun to use the learnable evo-
lution model to realize interaction between evolution and learning in intelligent
optimization approaches [16-21]. Michalski et al. adopted the learnable evolution
model to realize interaction between evolution and learning in intelligent optimi-
zation approaches by summarizing the latest developments in the model [42, 43]. In
the learnable evolution model constructed by Michalski [21], the interaction
between evolution and learning is mainly implemented by a machine learning
method. Ho et al. used a learnable genetic architecture to realize interaction between
evolution and learning [16]. Wojtusiak designed an LEM3 system that can be used
for various intelligent optimization approaches [44].

30.3.4 Knowledge Guidance Using Neural Networks

In an attempt to address the lack of clear guidance in genetic algorithms’ individual
evolution, Gu et al. proposed a knowledge model-based genetic algorithm, in which
certain knowledge from the information of two current generations of individuals is
acquired through the learning function of a neural network to control the evolution
of certain individuals in the next generation [9]. The algorithm retains genetic
operators as well as utilizing a neural network to construct the corresponding
knowledge model used to guide the evolution of individuals. This not only allows
the improved genetic algorithm to retain the strong global random search ability of
genetic algorithms, but also gives it the self-learning ability and strong robustness
of neural networks.

When guiding intelligent optimization approaches using knowledge models,
existing research is limited to strengthening the guidance of a specific method using
a specific model and aimed at a specific problem. The research results show a lack
of systematicness, generality and expandability, and thus this approach has not been
studied as a general method.

30.3.5 Knowledge Guidance Using a Knowledge Model

Based on existing intelligent optimization approaches, Xing et al. designed and
realized various knowledge-based intelligent optimization approaches [45], making
use of integrated modeling in which an intelligent optimization model is combined
with a knowledge model. The intelligent optimization model searches the feasible
space of the problem to be optimized using a neighborhood search strategy, while
the knowledge model discovers useful knowledge from earlier stages of the opti-
mization process and then uses the knowledge to guide the subsequent optimization
process of the intelligent optimization model. The e