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Chapter 1
Two-Level Robust Weighted Measurement
Fusion Kalman Filter over Clustering
Sensor Network with Uncertain Noise
Variances

Guihuan Nie, Peng Zhang, Wenjuan Qi and Zili Deng

Abstract Applying the Lyapunov equation method, this paper presents a robust
weighted measurement fusion Kalman filter over clustering sensor network with
uncertain noise variances, which can significantly reduce the communicational load
and save energy when the number of sensors is very large. Its robust accuracy is
equal to that of the global centralized robust Kalman fuser or the two-level cen-
tralized Kalman fuser, and is higher than those of each local robust Kalman filter
and each local robust weighted measurement Kalman fuser. One simulation
example is given to verify its effectiveness and correctness.

Keywords Clustering sensor network � Weighted measurement fusion � Robust
Kalman filter � Uncertain noise variance � Robust accuracy

1.1 Introduction

The estimation and fusion in sensor networks have been widely applied in many
fields, including signal processing, target tracking, robotics, guidance, GPS posi-
tion, and environmental monitoring [1]. In practice, the uncertainties inevitably
exist, so that it has motivated many studies on designing robust Kalman filters. An
important class of the robust Kalman filtering problems is to design a Kalman filter
such that its actual filtering error variances are guaranteed to have minimal upper
bound for all admissible uncertainties [2].

The robust Kalman filtering for sensor networks with uncertainty of model
parameters was presented in [3], where the robustness of the fused filter was not
proved and the robust accuracy of the fused filter was not given. Two-level robust
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sequential covariance intersection (SCI) fusion steady-state Kalman predictors over
time-invariant clustering sensor networks with uncertain noise variances were
presented in [4].

A sensor network system consists of a number of sensor nodes distributed over a
spatial region. Using the nearest neighbor rules [5], each cluster consists of a cluster
head and a number of sensor nodes. Each member node sends its measurement data
or local estimator to the corresponding cluster heads, and each cluster head sends its
measurement data or local fusion estimator to the base station to give the global
fused estimator, as shown in Fig. 1.1.

In this paper, we consider a clustering sensor network system with uncertain
noise variances. We shall present the two-level weighted measurement fusion
Kalman filter. Not only can it significantly reduce the communicational load and
save energy, but also it has higher robust accuracy.

1.2 Local Robust Steady-State Kalman Filter

Consider the clustering sensor network system with the L clusters and uncertain
noise variances

x t þ 1ð Þ ¼ Ux tð Þ þ Cw tð Þ ð1:1Þ

y lð Þ
i tð Þ ¼ H lð Þ

i x tð Þ þ v lð Þ
i tð Þ; i ¼ 1; . . .; nl; l ¼ 1; . . .; L ð1:2Þ

where t is discrete time, x tð Þ 2 Rn is the state, y lð Þ
i tð Þ 2 Rm lð Þ

i is the measurement of
the ith node for the l cluster shown in Fig. 1.2, w tð Þ 2 Rr is the input noise,

v lð Þ
i tð Þ 2 Rm lð Þ

i are the measurement noises of the ith subsystem for the l cluster, U, C
and Hi are known constant matrices with appropriate dimensions.

Level 2Base station

Level 1

Cluster heads Sensor nodes

Fig. 1.1 The two-level
clustering sensor network
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Assumption 1.1 w tð Þ and v lð Þ
i tð Þ are uncorrelated white noises with zero means and

uncertain true variances �Q and �R lð Þ
i , respectively, satisfying

�Q�Q; �R lð Þ
i �R lð Þ

i ; i ¼ 1; . . .; nl; l ¼ 1; . . .; L ð1:3Þ

where Q and R lð Þ
i are known conservative upper bounds, respectively.

Assumption 1.2 Each sensor subsystem is completely observable and completely
controllable.

Assumption 1.3

m lð Þ
1 þ � � � þ m lð Þ

nl ¼ m lð Þ
c � n:

In the lth cluster, based on the worst-case conservative subsystems (1.1) and

(1.2) with conservative upper bounds Q and R lð Þ
i of noise variances satisfying (1.3),

the local steady-state robust Kalman filters are given by [6]

x̂ lð Þ
i tjtð Þ ¼ W lð Þ

i x̂ lð Þ
i t � 1jt � 1ð Þ þ K lð Þ

i y lð Þ
i tð Þ; i ¼ 1; . . .; nl; l ¼ 1; . . .; L ð1:4Þ

W lð Þ
i ¼ In � K lð Þ

i H lð Þ
i

h i
U; K lð Þ

i tð Þ ¼ R lð Þ
i H lð ÞT

i H lð Þ
i R lð Þ

i H lð ÞT
i þ R lð Þ

i

h i�1
ð1:5Þ

where In is the n� n identity matrix, T denotes the transpose, and the measurements

y lð Þ
i tð Þ are the actual measurements.

The conservative prediction error variances R lð Þ
i satisfy the Riccati equations

R lð Þ
i ¼ U R lð Þ

i � R lð Þ
i H lð ÞT

i H lð Þ
i R lð Þ

i H lð ÞT
i þ R lð Þ

i

� ��1
H lð Þ

i R lð Þ
i

i
UT þ CQCT

�
ð1:6Þ

The conservative filtering error variances P lð Þ
i satisfy the Lyapunov equations

�P lð Þ
i ¼ W lð Þ

i P lð Þ
i W lð ÞT

i þ In � K lð Þ
i H lð Þ

i

h i
CQCT In � K lð Þ

i H lð Þ
i

h iT
þK lð Þ

i R lð Þ
i K lð ÞT

i ð1:7Þ

node i

Cluster l

Cluster head l

Fig. 1.2 The structure of cluster l
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The actual filtering error variances �P lð Þ
i satisfy the Lyapunov equations as

�P lð Þ
i ¼ W lð Þ

i
�P lð Þ
i W lð ÞT

i þ In � K lð Þ
i H lð Þ

i

h i
C�QCT In � K lð Þ

i H lð Þ
i

h iT
þK lð Þ

i
�R lð Þ
i K lð ÞT

i ð1:8Þ

Lemma 1.1 [6] For the clustering sensor network system (1.1) and (1.2) with
Assumptions 1.1–1.3, the robust local steady-state Kalman filters (1.4) are robust in

the sense that for all admissible uncertain noise variances �Q and �R lð Þ
i satisfying

(1.3), the corresponding actual variances �P lð Þ
i satisfy

�P lð Þ
i �P lð Þ

i ; i ¼ 1; . . .; nl; l ¼ 1; . . .; L ð1:9Þ

and P lð Þ
i is a minimal upper bound of all admissible �P lð Þ

i .

Remark 1.1 From (1.9), we have tr�P lð Þ
i � trP lð Þ

i , where the symbol tr denotes the

trace of matrix. The trace trP lð Þ
i is called as its robust accuracy, and the trace tr�P lð Þ

i is
called as its actual accuracy. This shows that the actual accuracy of a robust Kalman
filter is higher than its robust accuracy. The smaller trace means the higher
robustness or actual accuracy.

1.3 Two-Level Weighted Measurement Robust Kalman
Filter

The first level local centralized fusion equations for the lth cluster are

y lð Þ
c tð Þ ¼ H lð Þ

c x tð Þ þ v lð Þ
c tð Þ; l ¼ 1; . . .; L; H lð Þ

c ¼ H lð ÞT
1 ; . . .;H lð ÞT

nl

h iT
ð1:10Þ

and v lð Þ
c tð Þ ¼ v lð ÞT

1 tð Þ; . . .; v lð ÞT
nl tð Þ

h iT
have the conservative and actual variances

R lð Þ
c ¼ diag R lð Þ

1 ; . . .;R lð Þ
nl

� �
; �R lð Þ

c ¼ diag �R lð Þ
1 ; . . .; �R lð Þ

nl

� �
ð1:11Þ

According to Assumption 1.3, introducing the full-rank decomposition [7]

H lð Þ
c ¼ M lð ÞH lð Þ

M ð1:12Þ

where M lð Þ are the m lð Þ
c � ml full-column rank matrices, and H lð Þ

M are the ml � n full-
row rank matrices.
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Substituting (1.12) into (1.10) and applying the weighted least square (WLS)
method [8] yields the first level local weighted measurement fusion equations

y lð Þ
M tð Þ ¼ H lð Þ

M x tð Þ þ v lð Þ
M tð Þ; l ¼ 1; . . .; L ð1:13Þ

where y lð Þ
M tð Þ are the fused measurements and v lð Þ

M tð Þ are fused measurements white

noise with conservative and actual variances R lð Þ
M and �R lð Þ

M , respectively,

y lð Þ
M tð Þ ¼ M lð ÞTR lð Þ�1

c M lð Þ
h i�1

M lð ÞTR lð Þ�1
c y lð Þ

c tð Þ ð1:14Þ

R lð Þ
M ¼ M lð ÞTR lð Þ�1

c M lð Þ
h i�1

ð1:15Þ

�R lð Þ
M ¼ M lð ÞTR lð Þ�1

c M lð Þ
h i�1

M lð ÞTR lð Þ�1
c

�R lð Þ
c R lð Þ�1

c M lð Þ M lð ÞTR lð Þ�1
c M lð Þ

h i�1
ð1:16Þ

For the lth measurement fusion subsystem (1.1) and (1.13) with conservative

upper bounds Q and R lð Þ
i of noise variances satisfying (1.3), applying the standard

Kalman filter algorithm (1.4)–(1.8), the first level weighted measurement fusion

steady-state robust Kalman filters x̂ lð Þ
M tjtð Þ and their conservative and actual vari-

ances P lð Þ
M and �P lð Þ

M can be obtained.
From (1.13), we have the second level centralized fusion measurement equation

(indirect centralized fusion)

y Mð Þ
c tð Þ ¼ H Mð Þ

c x tð Þ þ v Mð Þ
c tð Þ; H Mð Þ

c ¼ H 1ð ÞT
M ; . . .;H Lð ÞT

M

h iT
ð1:17Þ

y Mð Þ
c tð Þ ¼ y 1ð ÞT

M tð Þ; . . .; y Lð ÞT
M tð Þ

h iT
; v Mð Þ

c tð Þ ¼ v 1ð ÞT
M tð Þ; . . .; v Lð ÞT

M tð Þ
h iT

ð1:18Þ

and v Mð Þ
c tð Þ has the conservative and actual variances

R Mð Þ
c ¼ diag R 1ð Þ

M ; . . .;R Lð Þ
M

� �
; �R Mð Þ

c ¼ diag �R 1ð Þ
M ; . . .; �R Lð Þ

M

� �
ð1:19Þ

Assumption 1.4
m cð Þ

1 þ � � � þ m cð Þ
L ¼ m cð Þ � n:

According to Assumption 1.4, introducing the full-rank decomposition [7]

H Mð Þ
c ¼ MHM ð1:20Þ

where M is the m cð Þ � m full-column rank matrix, and HM is the m� n full-row
rank matrix.
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Substituting (1.20) into (1.17), applying the WLS method, yields the second
level weighted measurement fusion equation

yM tð Þ ¼ HMx tð Þ þ vM tð Þ ð1:21Þ

where yM tð Þ is the fused measurement and vM tð Þ is the fused measurement white
noise with conservative and actual variance RM and �RM , respectively,

yM tð Þ ¼ MTR Mð Þ�1
c M

h i�1
MTR Mð Þ�1

c y Mð Þ
c tð Þ; RM ¼ MTR Mð Þ�1

c M
h i�1

ð1:22Þ

�RM ¼ MTR Mð Þ�1
c M

h i�1
MTR Mð Þ�1

c
�R Mð Þ
c R Mð Þ�1

c M MTR Mð Þ�1
c M

h i�1
ð1:23Þ

For the weighted measurement fusion system (1.1) and (1.21) with conservative

upper bounds Q and R lð Þ
i satisfying (1.3), applying the standard Kalman filter

algorithm (1.4)–(1.8), the second level weighted measurement fusion steady-state
robust Kalman filter x̂M tjtð Þ and their conservative and actual variance PM and �PM

can be obtained.
From (1.10) to (1.11), we have the global centralized fusion equation (direct

centralized fusion)

yc tð Þ ¼ Hcx tð Þ þ vc tð Þ; Hc ¼ H 1ð ÞT
c ; . . .;H Lð ÞT

c

h iT
ð1:24Þ

yc tð Þ ¼ y 1ð ÞT
c tð Þ; . . .; y Lð ÞT

c tð Þ
h iT

; vc tð Þ ¼ v 1ð ÞT
c tð Þ; . . .; v Lð ÞT

c tð Þ
h iT

ð1:25Þ

and vc tð Þ has conservative and actual variance Rc and �Rc, such that

Rc tð Þ ¼ diag R 1ð Þ
c tð Þ; . . .;R Lð Þ

c tð Þ
� �

; �Rc tð Þ ¼ diag �Rð1Þ
c ðtÞ; . . .; �RðLÞ

c ðtÞ
� �

ð1:26Þ

From (1.1) and (1.10), applying the standard Kalman filter algorithm (1.4)–(1.8),
we can obtain the first level centralized fusion robust Kalman filter x̂ lð Þ

c tjtð Þ with the
upper bound P lð Þ

c and actual variance �P lð Þ
c . From (1.1) and (1.17), applying the

standard Kalman filter algorithm (1.4)–(1.8), we can obtain the second level cen-
tralized fusion (indirect centralized fusion) robust Kalman filter x̂ Mð Þ

c tjtð Þ with the
upper bound P Mð Þ

c and actual variance �P Mð Þ
c .

From (1.1) and (1.24), similar to (1.4)–(1.8), we can obtain the global centralized
fusion (direct centralized fusion) robust Kalman filter x̂c tjtð Þ with the upper bound
Pc and actual variance �Pc.

Theorem 1.1 For the clustering sensor network system (1.1) and (1.2) with
Assumptions 1.1–1.4, the two-level weighted measurement robust steady-state
Kalman filters, centralized fusion Kalman filters (direct and indirect) are robust in

6 G. Nie et al.



the sense that for all admissible uncertain noise variances �Q and �R lð Þ
i satisfying

(1.3), it follows that

�P lð Þ
M �P lð Þ

M ; �PM �PM ; tr�P
lð Þ
M � trP lð Þ

M ; tr�PM � trPM ð1:27Þ

�P lð Þ
c �P lð Þ

c ; �P Mð Þ
c �P Mð Þ

c ; �Pc �Pc; tr�P lð Þ
c � trP lð Þ

c ; tr�P Mð Þ
c � trP Mð Þ

c ; tr�Pc � trPc ð1:28Þ

and P lð Þ
M , PM , P lð Þ

c , P Mð Þ
c or Pc is a minimal upper bound of �P lð Þ

M , �PM , �P lð Þ
c , �P Mð Þ

c or �Pc,
respectively.

Proof The proof is similar to that of Ref. [6]. The detail is omitted.

1.4 Accuracy Analysis

Theorem 1.2 For the clustering sensor network system (1.1) and (1.2), the two-
level weighted measurement fusion steady-state robust Kalman filters, centralized
fusion robust Kalman filters and local robust Kalman filters have robust and actual
accuracy relations

x̂ lð Þ
M tjtð Þ ¼ x̂ lð Þ

c tjtð Þ;P lð Þ
M ¼ P lð Þ

c ; �P lð Þ
M ¼ �P lð Þ

c ; trP lð Þ
M ¼ trP lð Þ

c ; tr�P lð Þ
M ¼ tr�P lð Þ

c ð1:29Þ

x̂M tjtð Þ ¼ x̂c tjtð Þ ¼ x̂ Mð Þ
c tjtð Þ;PM ¼ Pc ¼ P Mð Þ

c ; �PM ¼ �Pc ¼ �P Mð Þ
c

trPM ¼ trPc ¼ trP Mð Þ
c ; tr�PM ¼ tr�Pc ¼ tr�P Mð Þ

c

ð1:30Þ

PM �P lð Þ
M �P lð Þ

i ; trPM � trP lð Þ
M � trP lð Þ

i ð1:31Þ

Proof The proof is similar to that of Ref. [6]. The detail is omitted.

1.5 Simulation Examples

Consider the clustering sensor network system for target tracking with 29 sensors
and with uncertain noise variances

x t þ 1ð Þ ¼ 1 T0
0 1

� �
x tð Þ þ 0:5T2

0
T0

� �
w tð Þ ð1:32Þ

y lð Þ
i tð Þ ¼ H lð Þ

i x tð Þ þ v lð Þ
i tð Þ; i ¼ 1; . . .; nl; l ¼ 1; . . .; L ð1:33Þ
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where we take H 1ð Þ
1 ¼ 1 0½ �, H 1ð Þ

2 ¼ I2, H 1ð Þ
3 ¼ 1 0½ �, H 1ð Þ

4 ¼ I2, H 1ð Þ
5 ¼ I2,

H 1ð Þ
6 ¼ I2, H 2ð Þ

1 ¼ 1 0½ �, H 2ð Þ
2 ¼ I2, H 2ð Þ

3 ¼ 1 0½ �, H 2ð Þ
4 ¼ I2, H 2ð Þ

5 ¼ I2,

H 3ð Þ
1 ¼ 1 0½ �, H 3ð Þ

2 ¼ I2, H 3ð Þ
3 ¼ 1 0½ �, H 3ð Þ

4 ¼ I2, H 3ð Þ
5 ¼ I2, H 3ð Þ

6 ¼ I2,

H 3ð Þ
7 ¼ I2, H 4ð Þ

1 ¼ 1 0½ �, H 4ð Þ
2 ¼ I2, H 4ð Þ

3 ¼ 1 0½ �, H 4ð Þ
4 ¼ I2, H 4ð Þ

5 ¼ I2,

H 5ð Þ
1 ¼ 1 0½ �, H 5ð Þ

2 ¼ I2, H
5ð Þ
3 ¼ 1 0½ �, H 5ð Þ

4 ¼ I2, H
5ð Þ
5 ¼ I2, H

5ð Þ
6 ¼ I2, T0 is the

sample period, x tð Þ ¼ x1 tð Þ; x2 tð Þ½ �T is the state, x1 tð Þ , and x2 tð Þ are the position and
velocity of target at time tT0, y

lð Þ
i tð Þ are the measurements for sensor i in the lth cluster,

w tð Þ and v lð Þ
i tð Þ are white noises with zero means and uncertain variances �Q and �R lð Þ

i ,

respectively. Assume that Q and R lð Þ
i are conservative upper bounds of �Q and �R lð Þ

i ,
respectively. In the simulation, we take T0 ¼ 0:5, t ¼ 1; . . .; 300, Q ¼ 1, �Q ¼ 0:8,

R 1ð Þ
1 ¼ 0:3, �R 1ð Þ

1 ¼ 0:2, R 1ð Þ
2 ¼ 1:3I2, �R

1ð Þ
2 ¼ I2, R

1ð Þ
3 ¼ 2:3, �R 1ð Þ

3 ¼ 2 R 1ð Þ
4 ¼ 3:3I2,

�R 1ð Þ
4 ¼ 3I2, R 1ð Þ

5 ¼ 4:3I2, �R 1ð Þ
5 ¼ 3:6I2, R 1ð Þ

6 ¼ 5:3I2, �R 1ð Þ
6 ¼ 4:9I2, R 2ð Þ

1 ¼ 1:4,
�R 2ð Þ
1 ¼ 1, R 2ð Þ

2 ¼ 3:5I2, �R 2ð Þ
2 ¼ 3I2, R

2ð Þ
3 ¼ 2:5, �R 2ð Þ

3 ¼ 2, R 2ð Þ
4 ¼ 6:9I2, �R 2ð Þ

4 ¼ 6I2,

R 2ð Þ
5 ¼ 9I2, �R 2ð Þ

5 ¼ 8I2, R 3ð Þ
1 ¼ 1, �R 3ð Þ

1 ¼ 0:81, R 3ð Þ
2 ¼ 5I2, �R 3ð Þ

2 ¼ 4I2, R 3ð Þ
3 ¼ 7,

�R 3ð Þ
3 ¼ 6, R 3ð Þ

4 ¼ 9I2, �R
3ð Þ
4 ¼ 8I2, R

3ð Þ
5 ¼ 12I2, �R

3ð Þ
5 ¼ 10I2, R

3ð Þ
6 ¼ 2I2, �R

3ð Þ
6 ¼ 1:8I2,

R 3ð Þ
7 ¼ 20I2, �R

3ð Þ
7 ¼ 16I2, R

4ð Þ
1 ¼ 0:9, �R 4ð Þ

1 ¼ 0:6, R 4ð Þ
2 ¼ 6I2, �R

4ð Þ
2 ¼ 4I2, R

4ð Þ
3 ¼ 9,

�R 4ð Þ
3 ¼ 8, R 4ð Þ

4 ¼ 11I2, �R
4ð Þ
4 ¼ 9I2, R

4ð Þ
5 ¼ 12I2, �R

4ð Þ
5 ¼ 10I2, R

5ð Þ
1 ¼ 20, �R 5ð Þ

1 ¼ 16,

R 5ð Þ
2 ¼ 29I2, �R 5ð Þ

2 ¼ 25I2, R 5ð Þ
3 ¼ 16, �R 5ð Þ

3 ¼ 12, R 5ð Þ
4 ¼ 40I2, �R 5ð Þ

4 ¼ 36I2,

R 5ð Þ
5 ¼ 55I2, �R

5ð Þ
5 ¼ 50I2, R

5ð Þ
6 ¼ 65I2, �R

5ð Þ
6 ¼ 60I2.

The robust and actual accuracy comparisons of local and fused Kalman filters
are shown in Tables 1.1, 1.2, 1.3, and 1.4, which verify the accuracy relations
(1.27)–(1.31).

Table 1.1 The accuracy

comparison of trP lð Þ
i and

tr�P lð Þ
i , i ¼ 1; . . .; nl; l ¼ 1

trP 1ð Þ
1 trP 1ð Þ

2 trP 1ð Þ
3 trP 1ð Þ

4 trP 1ð Þ
5 trP 1ð Þ

6

0.5966 0.7974 1.7569 1.5901 1.9349 2.26

tr�P 1ð Þ
1 tr�P 1ð Þ

2 tr�P 1ð Þ
3 tr�P 1ð Þ

4 tr�P 1ð Þ
5 tr�P 1ð Þ

6

0.4395 0.6197 1.4774 1.4006 1.6014 2.0173

Table 1.2 The accuracy

comparison of trP lð Þ
h and

tr�P lð Þ
h , l ¼ 1; . . .; 5, h ¼ c;M

trP 1ð Þ
h trP 2ð Þ

h trP 3ð Þ
h trP 4ð Þ

h trP 5ð Þ
h

0.3143 0.6387 0.5032 0.7169 2.4198

tr�P 1ð Þ
h tr�P 2ð Þ

h tr�P 3ð Þ
h tr�P 4ð Þ

h tr�P 5ð Þ
h

0.2468 0.5193 0.42 0.5355 1.999
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1.6 Conclusion

For the clustering network system with uncertain noise variances, according to the
minimax robust estimation principle, the two-level weighted measurement fusion
steady-state Kalman filter is presented, which can significantly reduce the com-
municational burden and save energy. It is proved that its robust accuracy is equal
to that of the two-level centralized fuser (indirect centralized fuser) or the global
centralized fuser (direct centralized fuser), and is higher than those of every local
robust Kalman filter and every local weighted measurement fuser.
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Chapter 2
Multi-population and Self-adaptive
Genetic Algorithm Based on Simulated
Annealing for Permutation Flow Shop
Scheduling Problem

Huimin Sun, Jingwei Yu and Hailong Wang

Abstract In order to solve the permutation flow shop scheduling problem, a multi-
population and self-adaptive genetic algorithm based on simulated annealing is
proposed in this paper. For the precocity problem of traditional genetic algorithm,
the multi-population coevolution strategy is adopted. We introduce a squared term
to improve traditional self-adaptive genetic operators, which can increase the
searching efficiency and avoid getting into local optimum. A new cooling strategy
is proposed to reinforce the ability of overall searching optimal solution. The
algorithm is used to solve a series of typical Benchmark problems. Moreover, the
results are compared with SGA, IGA, and GASA. The comparison demonstrates
the effectiveness of the algorithm.

Keywords Permutation flow shop scheduling problem � Multi-population �
Self-adaptive � Simulated annealing � Genetic algorithm

2.1 Introduction

Flow Shop Scheduling Problem (FSSP) aims at minimizing the completion time/
makespan (or other criterion) for cases where n jobs are executed through
m machines. It is the simplified model of many modern factory pipeline production
scheduling problems and has extensive application both in the integrated manu-
facturing industry and in the processing industry. The FSSP has been extensively
investigated in the last several decades [1], since first proposed by Johnson [2].
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Permutation Flow Shop Scheduling Problem (PFSSP), with all machines
processing their jobs following an identical route, is a special case of FSSP. It also
belongs to an extremely complex and difficult combinational optimization problem.
In the existing literature [3], the PFSSP has proved to be an NP-hard problem and is
quite difficult to be solved. Therefore, it has important theoretical and practical
significance to develop and study efficient algorithm.

A lot of algorithms have been proposed to solve the PFSSP with some certain
optimum criterion (e.g., makespan). The computational intelligence algorithms
have become a hot research topic such as ant colony algorithm [4], genetic algo-
rithm (GA) [5], etc. All of them have better performance than traditional algorithms
(e.g., dynamic programming, etc.).

In this paper, we propose multi-population and self-adaptive genetic algorithm
based on simulated annealing (MSGASA). We adopt multi-population coevolution
strategy to solve the precocity problem. We introduce a squared term to improve
traditional self-adaptive genetic operators in order to increase the searching efficiency
and avoid getting into local optimum.We proposed a new cooling strategy to reinforce
the ability of overall searching optimal solution. A series of typical benchmark prob-
lems have been solved using the proposed algorithm and the results have been com-
pared with simple GA (SGA), an improved GA (IGA) [6] and GA based on simulated
annealing (GASA) [7]. The comparisons show the effectiveness of proposed algorithm.

2.2 Description of Permutation Flow Shop
Scheduling Problem

2.2.1 Assumptions

In order to establish the mathematical model for PFFSP, the following assumptions
are given at first.

• All jobs are processed by all machines in the same order.
• Each job is processed by each machine once.
• Each machine can process one job and each job can be processed by one

machine at the same time.
• The processing time for each job in each machine is known in advance.
• There is no breakdown or interruption in the process.

2.2.2 Mathematical Model

There is a set of n jobs (1, 2, … n) to process in a set of m machines (1, 2, … m) in
the same order. Let tij (i = 1, 2, 3,… n; j = 1, 2, 3,… m) donates the processing time
of job i on machine j. T(i, j) (i = 1, 2, 3, … n; j = 1, 2, 3, … m) is the completion
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time of job i on machine j. Therefore, the mathematical model of PFSSP can be
written as

Tð1; 1Þ ¼ t11;

Tð1; jÞ ¼ Tð1; j� 1Þ þ t1j; ðj ¼ 2; 3; . . .mÞ
Tði; 1Þ ¼ Tði� 1; 1Þ þ ti1; ði ¼ 2; 3; . . .nÞ
Tði; jÞ ¼ maxfTði� 1; jÞ; Tði; j� 1Þ þ tijg; ði ¼ 2; 3; . . .n; j ¼ 2; 3; . . .mÞ

ð2:1Þ

The total completion time/makespan is Cmax

Cmax ¼ Tðn;mÞ ð2:2Þ

In this paper, the optimization goal is to minimize the makespan Cmax.

2.3 Multi-population and Self-adaptive Genetic Algorithm
Based on Simulated Annealing

In this section, we will introduce the multi-population coevolution strategy,
improved self-adaptive genetic operators, and simulated annealing cooling strategy.

2.3.1 Multi-population Coevolution Algorithm

The traditional GA has a single population searching through the whole search
space. Research shows that multi-population GA has excellent performance with
solving the precocity problem of the GA [8]. In this paper, we adopt the multi-
population coevolution algorithm to take the place of the single population. The
process of multi-population coevolution strategy is shown in Fig. 2.1.

Suppose there are P independent subpopulations and each subpopulation
evolves Q generations independently. Then populations migrate once with the effect
of immigration operator, namely the worst individuals in a population will be
replaced by the best individual in another population. The order of migration can be
expressed as: 1 → 2, 2 → 3, …, P → 1. After migration, we select the best
individual from each subpopulation artificially as the quintessence population.

2.3.2 Self-adaptive Crossover and Mutation Operators

In this paper, the linear order crossover method and multi-point exchange mutation
are adopted respectively. The population crossover and mutate according to their
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corresponding probability Pc and Pm. The selected values of crossover and mutation
probabilities will greatly affect the quality of solution of the algorithm and the
convergence rate. In order to improve the searching efficiency and avoid getting
into local optimum, the cosine self-adaptive GA algorithm [9] adopts the following
crossover probability Pc and mutation probability Pm.

Pc ¼
PcmaxþPcmin

2 þ ðPcmax�Pcmin
2 Þ cosðð f�favg

fmax�favg
ÞpÞ f � favg

Pcmax f \ favg

(
ð2:3Þ

Pm ¼
PmmaxþPmmin

2 þ ðPmmax�Pmmin
2 Þ cosðð f�favg

fmax�favg
ÞpÞ f � favg

Pmmax f \ favg

(
ð2:4Þ

Inspired by the idea of Shi Shan, we introduce a squared term to improve self-
adaptive genetic operators in genetic algorithms as shown in Eqs. (2.5) and (2.6).

Pc ¼
PcmaxþPcmin

2 � Pcmax � Pcminð Þ Max gen
Count optþk1

� �2
cos ð f�favg

fmax�favg
Þp

� �
f � favg

Pcmax � Pcmax � Pcminð Þ � Count optþk1
Max gen

� �2
f [ favg

8><
>: ð2:5Þ

Pm ¼
PmmaxþPmmin

2 � Pmmax � Pmminð Þ Max gen
Count optþk2

� �2
cos ð f�favg

fmax�favg
Þp

� �
f � favg

Pmmax � Pmmax � Pmminð Þ � Count optþk2
Max gen

� �2
f \ favg

8><
>: ð2:6Þ

where Pc min and Pc max are the lower and upper limits of crossover probability respec-
tively; f is the larger fitness of two crossover individuals; f donates the fitness of
mutating individuals. favg is the average fitness of population; fmax is the maximum
fitness of population; Pm min and Pm max are the lower and upper limits of mutation
probability; Max_gen donates the generation number of optimal value keeping on;

Fig. 2.1 Process of multi-population coevolution strategy
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Count_opt is the optimal value counter; k1 and k2 are constant which are less than
Max_gen, which is used to adjust the Pc and Pm.

In the initial phase of algorithm, the value of Count_opt is very small. In this
condition: Max_gen > Count_opt + k1(k2). It can be obtained that:

H1 ¼ Max gen
Count optþk1ðk2Þ

� �2
[ 1

H2 ¼ Count optþk1ðk2Þ
Max gen

� �2
\ 1

8><
>: ð2:7Þ

The H1 is strengthening factor and H2 is weakening factor. For those individuals
(f , f < fav), the value of Pc and Pm will be larger, and more poor individuals will
involve in crossover and mutation. That will increase the diversity of population.

In the late period of algorithm, the value of Count_opt will increase gradually.
In this case: Max_gen < Count_opt + k1(k2). We can obtain that:

H1 ¼ Max gen
Count optþk1ðk2Þ

� �2
\ 1

H2 ¼ Count optþk1ðk2Þ
Max gen

� �2
[ 1

8><
>: ð2:8Þ

The H1 is weakening factor and H2 is strengthening factor. For those individuals
(f , f > fav), the Pc and Pm will be larger, more good individuals will involve in
crossover and mutation. That will increase the probability of the best individuals.

2.3.3 Simulated Annealing Cooling Strategy

Simulated Annealing (SA) was proposed by Metropolis et al. [10] and Scott
Kirkpatrick et al. in 1983 [11]. Combined with simulated annealing mechanism, the
genetic algorithm will reinforce the ability of overall searching optimal solution.
In order to improve the ability of the sudden jump, we adopt formula (2.9) as
cooling strategy.

Tstart ¼ Count optþp
Max gen

� �q
� Tstart ð2:9Þ

Selecting the appropriate p value, we can get that: when (Count_opt + p <
Max_gen), it is a cooling process. When (Count_opt + p<Max_gen), it is heating
process. Formula (2.9) has the ability to dynamically adjust the temperature
changing. To some extent, it improves traditional monotony of sudden jump
probability.
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Fig. 2.2 Flowchart of algorithm
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2.3.4 Realization of Algorithm

The procedure of the MSGASA for PFFSP is as follows:

Step 1. Initialize the parameter of algorithm.
Step 2. Generate subpopulations; initialize the generation number of optimal

values keeping on; set the optimal value counter.
Step 3. Set the independent evolution generation counter.
Step 4. For each subpopulations, make the following operation (1–7), until

generate Num_sub new population.

(1) Calculate objective function value;
(2) Select L individuals according to Roulette rule;
(3) For L individuals selected in (2.2), make crossover with self-adaptive

crossover probability Pc (calculated in formula (2.5));
(4) Make mutate with self-adaptive mutation probability Pm.
(5) Evolve inversion: keep the high fitness value individuals;
(6) Reinsert: choose the optimum individuals from offspring and parent

populations;
(7) If Count_evo < Num_evo, turn to Step 4; if not, turn to Step 5;

Step 5. Populations migrate.
Step 6. Artificially select the quintessence population.
Step 7. Change the annealing temperature in accordance with the formula (2.9).
Step 8. If Count_opt <=Max_gen, return to Step 3; if not, output the optimization

result.

The flowchart of algorithm is shown in Fig. 2.2.

2.4 Experimental Results and Comparisons

To test the performance of MAGASA, some benchmark problems [12] have been
solved. The parameters of MAGASA are set as in Table 2.1.

In order to evaluate the performance of the performance of the MAGASA, the
best relative error (BRE) and average relative error (ARE) are adopted. They are
calculated using the following formulae:

BRE %ð Þ ¼ Cbest�C�
C� � 100%

ARE %ð Þ ¼ Cavg�C�

C� � 100%

(
ð2:10Þ

where C* = Lower bound makespan; Cbest = Makespan obtained using algorithm;
Cavg = Average makespan obtained (20 times experiments)

The comparisons of SGA, IGA, GASA, and MAGASA are listed in Table 2.2.
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It can be observed that: with the problem of Car class (Car1–Car8), all the four
algorithms have excellent performance in global searching and stability. With the
problem of Rec class (Rec01–Rec25), the BRE and ARE obtained by MAGASA
are less than those obtained by SGA, IGA, and GASA.

2.5 Conclusions

In this work, for the permutation flow shop scheduling problem, we proposed a
multi-population and self-adaptive genetic algorithm based on simulated annealing.
We improve traditional self-adaptive genetic operators by introducing the squared
term. We propose a new cooling strategy to reinforce the ability of overall searching
optimal solution. Experimental results show that the proposed algorithm has better
performance compared with other existing heuristics.

Table 2.1 Parameters of MAGASA

Parameter Value Parameter Value

Pc max 0.9 Num_ind 100

Pc min 0.6 k1 10

Pm max 0.2 k2 10

Pm min 0.05 p 12

Num_sub 4 Tstart 1000

Max_gen 30 q 0.8

Num_evo 20

Table 2.2 Comparisons of SGA, IGA, GASA, and MAGASA

Problem n*m SGA IGA GASA MAGASA

BRE ARE BRE ARE BRE ARE BRE ARE

Carl 11*5 0 0 0 0 0 0 0 0

Car2 13*4 0 0 0 0 0 0 0 0

Car3 12*5 0 0 0 0 0 0 0 0

Car4 14*4 0 0 0 0 0 0 0 0

Car5 10*6 0 0 0 0 0 0 0 0

Car6 8*9 0 0 0 0 0 0 0 0

Car7 7*7 0 0 0 0 0 0 0 0

Car8 8*8 0 0 0 0 0 0 0 0

Rec3 20*5 0 0.01 0 0 0 0.1 0 0

Rec7 20*10 0 0.4 0 0.34 0 0.27 0 0.06

Rec13 20*15 0.52 1.39 0.41 0.87 0.31 0.67 0 0.16

Rec19 30*10 0.91 1.7 0.67 1.09 0.38 1.07 0.14 0.34

Rec25 30*15 1.91 3.45 1.03 2.28 0.84 1.28 0.4 0.57
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Chapter 3
Adaptive Cluster Synchronization
for Weighted Cellular Neural Networks
with Time-Varying Delays

Yuxiu Li and Guoliang Cai

Abstract In this paper, the adaptive cluster synchronization for weighted cellular
neural networks with multiple time-varying delays is investigated. The weighted
configuration matrix in the networks under consideration is time-varying, which
does not need to satisfy the diffusive coupling conditions or be symmetric. Based on
Lyapunov stability theory, Kronecker product, and adaptive control method an
adaptive strategy is derived to ensure each node in the networks achieves the
asymptotical cluster mean square synchronization. The numerical simulations are
performed to verify the effectiveness of the theoretical results.

Keywords Adaptive cluster synchronization �Weighted cellular neural networks �
Multiple time delays � Lyapunov stability theorem

3.1 Introduction

In the past decade, there has been a great interest in neural networks due to their
wide range of applications, such as associative memory, pattern recognition, signal
processing, image processing, fault diagnosis, automatic control engineering,
combined imitation, and so on. Papers [1–4] introduced the stability and syn-
chronization of cellular neural networks with different controllers. Paper [5]
presented topology identification of weighted complex dynamical networks with
non-delayed and time-varying delayed coupling. Papers [6] investigated adaptive
synchronization of several kinds of neural networks and chaotic systems. Paper [7]
showed that adaptive synchronization in an array of asymmetric neural networks.
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Recently, some works for the cluster synchronization in complex networks have
been published. Belykh et al. [8] studied the effect of cluster partitioning in
the networks of coupled oscillators, and the conditions for the existences of the
unconditional and the conditional clusters are given. Li et al. [9] investigated the
cluster synchronization in hybrid coupled discrete-time delayed complex networks
with nonidentical delayed dynamical systems using the pinning control method. Wu
and Lu [10] investigated the cluster synchronization in adaptive complex dynamical
networks with nonidentical nodes using a local control method and a novel adaptive
strategy for the coupling strengths of networks. Furthermore, most studies of cluster
synchronization focus on the undirected inaction topology, i.e., the coupling matrix
should be symmetric. Such as in [11], the coupling matrix should be symmetric,
irreducible, and should satisfy the diffusive coupling conditions. In fact, networks
with time-varying coupling matrix are widely seen in the real world, such as
communication networks and signal transmission networks. Therefore, in practical
applications, time-varying weight configuration matrix in the networks is worth
much more consideration.

Based on the above discussion, this paper investigates the global cluster mean
square synchronization in weighted cellular neural networks with multiple time-
varying delays. The main contribution can be summarized as the following two
cases: (1) The proposed new kind of weighted cellular neural networks with non-
identical nodes and multiple time-varying delays is more general. (2) The weighted
configuration matrix is time-varying, and does not need to satisfy the diffusive
coupling conditions or be symmetric or irreducible.

This paper is organized as follows: In Sect. 3.2, the cellular neural networks
which is made up of n identical nodes with coupling multiple delays is considered.
At the same time, assumption and lemma are stated. In order to reach the cluster
mean synchronization, a sufficient criterion is presented in Sect. 3.3. In Sect. 3.4,
several simulations are illustrated to verify the effectiveness of the theory proposed.
Finally, conclusions are drawn in Sect. 3.5.

3.2 Problem Formulation and Preliminaries

In this section, based on the paper [1], one adds an inner-coupling matrix H(t). The
modified cellular neural networks made up of n identical nodes with multiple
coupling delays is considered, described as follows:

_xiðtÞ¼ � di _xi þ
Xn
j¼1

aijfjðxjðtÞÞ þ
Xn
j¼1

bijHðtÞfjðxjðt�sijðtÞÞÞ; i ¼ 1; 2; . . .; n: ð3:1Þ

where xiðtÞ¼ ðxi1ðtÞ; xi2ðtÞ; . . .; xinðtÞÞT 2 Rn is the state variable of the ith neuron,
di [ 0 is a constant, aij and bij are connection weight and delayed connection
weight coefficients, respectively, f ðxiÞ ¼ 0:5ð xiþ1j j� xi�1j jÞ is the activation
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function, sij [ 0 is the time-varying coupling delay, i = 1, 2,…,n. H(t) is
inner-coupling matrix.

In order to realize the cluster synchronization of networks (1), an adaptive
controller to be designed for networks (1) is considered. Therefore, the networks (1)
with a controller are described as follows:

_xiðtÞ ¼ �dixi þ
Xn
j¼1

aijfjðxjðtÞÞ þ
Xn
j¼1

bijHðtÞfjðxjðt � sijðtÞÞÞ þ ui;

i ¼ 1; 2; . . .; n:

ð3:2Þ

where ui (i = 1, 2,…,n) are nonlinear controllers to be designed.
First, we will introduce the definition of cluster mean square synchronization in

the cellular neural networks with time-varying delays.

Definition 3.1 The cellular neural networks (1) is said to be cluster mean square
synchronized with networks (2), if, for a suitably design controller, the trivial
solution of the error system is stable in the square, i.e.,

limE eiðtÞk k2
n o
t!1

¼ 0 ð3:3Þ

where eiðtÞ ¼ xiðtÞ � sCiðtÞ (i = 1, 2,…, n) and satisfy:

lim
t!1E xiðtÞ � xjðtÞ

�� ��2n o
¼ 0; Ci 6¼ Cj ð3:4Þ

Assumption 3.1 The time delay sijðtÞ is a differential function which satisfies
0� _sij � 1 and r 2 2 _sijðtÞ�1; 1

� �
, r is a constant to be determined.

Assumption 3.2 Suppose there exists a positive constant L such that:

f ðt; xðtÞÞ � f ðt; yðtÞÞkk � L xðtÞ � yðtÞkk :

It holds for any distributed vectors x(t), y(t), where norm xk k ¼ ðxTxÞ12.
Lemma 3.1 [12] Function Class Quad (P, Δ, δ) (see [9]). Suppose that P is a
positive definition matrix and Δ is a diagonal matrix i.e. P = diag(p1, p2,…, pn), δ is
a positive constant. For any x, y ∈ Rn and t ≥ 0, if continuous functions fi(x) satisfy:

x� yð ÞTP fiðxÞ � fiðtÞ � DC x� yð Þð Þ� � dðx� yÞTðx� yÞ

We denote the class fiðxÞ � Quad (P, Δ, δ).
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Lemma 3.2 [13] For any vectors x, y ∈ Rn, there exists a positive definite matrix
Q∈Rn×n such that the following inequality holds:

2xTy � xTQx þ yTQ�1y:

3.3 Main Results

In this section, we consider the global adaptive cluster synchronization of the
networks (1) with networks (2). Some elegant results on cluster synchronization
criteria are derived. The results are obtained based on Lyapunov functional method
combined with adaptive control technique as well as Kronecker product.

The error dynamical networks of the networks (1) and (2) are as follows:

_eiðtÞ ¼ �di xiðtÞ � sCiðtÞð Þ þ
Xn
j¼1

aijfjðxjðtÞÞ �
Xn
j¼1

aijfjðsCjðtÞÞ

þ
Xn
j¼1

bijHðtÞfjðxjðt � sijðtÞÞ �
Xn
j¼1

bijHðtÞfjðsCjðt � sijðtÞÞÞ

� fCiðsCiðtÞÞ þ fCiðxiðtÞÞ ð3:5Þ

where ei tð Þ ¼ xi tð Þ � sCi tð Þ.
Theorem 3.1 Suppose Lemmas 3.1 and 3.2 hold, if there exists a positive definite
matrix p* = max(p1, p2, …, pn) and a diagonal matrix Δ = max(q1, q2, …, qn) such
that fi(xi(t)) ⊂ Quad(P, Δ, η) and the following inequality holds:

�dI þ AL� d
p�

þ 1
1� r

I þ 1
2
LKKT þ kmaxðDgÞ\0

where K = B⊗H(t), d = max(d1, d2, …, dn), A = (aij)n×n, I is the identity maximal.

The networks (1) with networks (2) reach cluster synchronization under the
controllers:

uiðtÞ ¼ �disCiðtÞ �
Xn
j¼1

aijfjðsCjðtÞÞ

�
Xn
j¼1

bijHðtÞfjðsCjðt � sijðtÞÞÞ þ fCiðxiðtÞÞ
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Proof Let p* = max(p1, p2,…, pn) and consider the following Lyapunov function:

VðtÞ ¼ 1
2

Xn
i¼1

eTi peiðtÞ þ
1

1� r
p

Z t

t�sijðtÞ

eTi ðtÞeiðtÞdt: ð3:6Þ

Calculating the derivative of (3.6) along the trajectories of 3.5), we get:

_VðtÞ ¼
Xn
i¼1

eTi ðtÞp _eiðtÞ þ
1

1� r
p
Xn
i¼1

eTi ðtÞeiðtÞ

� 1� _sij
1� r

p
Xn
i¼1

eTi ðt � sijðtÞÞeiðt � sijðtÞÞ

� �
Xn
i¼1

Xn
j¼1

eTi p
�dieiðtÞ þ p�

Xn
i¼1

Xn
j¼1

aijlie
T
i ðtÞeiðtÞ

þ p�
Xn
i¼1

Xn
j¼1

eTi bijHðtÞliejðt � sijðtÞÞ

� d
Xn
i¼1

eTi ðtÞeiðtÞ þ p�kmaxðDgÞeTi ðtÞeiðtÞ

�ETðtÞp�½�dI þ AL� d
p�

þ 1
1� r

I

þ 1
2
LKKT þ kmaxðDgÞ�EðtÞ

According to the condition of Theorem 3.1, when

�dI þ AL� d
p�

þ 1
1� r

I þ 1
2
LKKT þ kmaxðDgÞ\0

We have _VðtÞ\0. Therefore, based on Lyapunov stability theory, the neural
cellular networks (1) with networks (2) achieve adaptive cluster synchronization.
Then Theorem 3.1 has been proved.

Theorem 3.1 shows that the suitable controllers and the right adaptive strategies
can guarantee each node of networks (1) with networks (2) reaching the adaptive
cluster synchronization. At the same time, the conditions of Theorem 3.1 are easy to
obtain with Matlab.
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3.4 Numerical Simulations

Now let us consider the Lü system as follows:

_x ¼ f zð Þ ¼
aðz2 � z1Þ
cz2 � z1z3
�bz3 þ z1z2

0
@

1
A;

where a = 36, b = 3, c = 20. L = 1, H(t) = diag(1, 1).

Let L� ¼ ðl�ijÞ2�2 ¼
0:4 1:5
1 0:3

� �
and r ¼ 1

4, for simplicity, we assume that

matrix Γ = diag(1, 1). We analyze the networks with 15 nodes, namely N = 15. We
choose the coupling matrices as

A ¼

�6 1 1 1 1 2

1 �2 1 0 0 0

1 1 �3 1 0 0

1 0 1 �3 0 1

1 0 0 0 �1 0

2 0 0 1 0 �3

0
BBBBBBBB@

1
CCCCCCCCA
; B ¼

�4 1 1 2

1 �1 0 0

1 0 �1 0

2 0 0 �2

0
BBB@

1
CCCA;

C ¼

�2 1 0 0 1

1 �2 1 0 0

0 1 �3 2 0

0 0 2 �2 0

1 0 0 0 �1

0
BBBBBB@

1
CCCCCCA
; D ¼

A 0 0

0 B 0

0 0 C

0
B@

1
CA:

According to LMI toolbox, there exists a positive definite matrix P = diag (1, 1),
Δ = diag(50, 50), and d ¼ 6:656� 105 satisfying Theorem 3.1. We choose

xið0Þ ¼ ð0:3þ 0:1i; 0:3þ 0:1i; 0:3þ 0:1iÞT ;
sið0Þ ¼ ð2:0þ 0:7i; 2:0þ 0:7i; 2:0þ 0:7iÞT :

The simulation results given in Figs. 3.1, 3.2, and 3.3 correspond with com-
munity I, II and III. Obviously, different initial values of error are stable at the
origin within two seconds, that is, lim

t!1 eiðtÞk k ¼ 0, so lim
t!1 xiðtÞ � sCiðtÞk k ¼ 0;

i ¼ 1; 2. . .; n:
The weighted neural cellular networks (1) with networks (2) achieve global

stability of cluster mean square synchronization. Then Theorem 3.1 has been
proved.
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Fig. 3.1 The cluster
synchronization error
in community I

Fig. 3.2 The cluster
synchronization error
in community II

Fig. 3.3 The cluster
synchronization error
in community III
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3.5 Conclusions

The global cluster synchronization in cellular neural networks with multi time-
varying has been studied. By using an adaptive control method, we ensure each
node in cellular neural networks achieves cluster synchronization. Particularly, the
weighted configuration matrix of the networks is time-varying and does not need to
satisfy the diffusive coupling conditions or be symmetric. Besides, compared to
previous works, one adds an inner-coupling matrix H(t). Finally, the numerical
simulations are performed to verify the effectiveness of the theoretical results.
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Chapter 4
Equivalent Model and Parameter
Identification of Lithium-Ion Battery

Rui Li, Jialing Yu, Jingnan Li and Fuguang Chen

Abstract Lithium-ion batteries have been widely used on account of their
properties such as high voltage grade, high specific energy, low self-discharge rate,
long cycle life, pollution free, and no memory effect. Lithium-ion battery equivalent
model plays an important role in studying charging, discharging, and capacity of
lithium-ion battery. Reasonable battery model can fully characterize its external
features, and the model parameters can reflect its performance state through system
identification method. This article adopted the improved second-order dynamic
battery model to simulated battery charging and discharging performance in three
different working conditions, used the recursive least squares algorithm to identify
model parameters, verified the identification result through simulation experiments.
The results indicate that the second-order dynamic lithium-ion battery model
parameters can effectively simulate charging and discharging process, contribute to
reflect the battery performance status, provide support for the efficient management
and application of lithium-ion battery.

Keywords Lithium-ion battery � Battery equivalent model � Parameter
identification � The least square method

4.1 Introduction

Since the successful development of lithium-ion battery, it has been widely used
with the characters of high voltage grade, high specific energy, low self-discharge
rate, long cycle life, pollution free, and no memory effect [1, 2]. It requires battery
management for efficient use of lithium-ion batteries. Battery management system
is not only to real-time monitor the battery state such as temperature, voltage and
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current, but also to estimate the battery SOC and health status. However, due to the
complexity of battery electrochemical process and the influence of various factors
in actual application, the state variables are difficult to be directly measured by
sensor, only can be acquired through the estimate. The commonly used methods of
battery state estimation are the ampere-hour integral method, the open circuit
voltage measurement, AC impedance method, and so on [3, 4]. Based on the battery
characteristics shown in charging and discharging process, it contributes to predict
the capacity characteristics in charging and discharging process to improve the
battery use efficiency that adopt equivalent circuit to simulate the battery input and
output.

The model accuracy depends on the model applicability and the model param-
eter identification method. For the selected battery model, its parameters are
affected by many factors such as SOC, OCV, charge and discharge rate, temper-
ature, cycle index, self-discharge, and so on. It is necessary to do rapid identifi-
cation of model that the battery model can reflect the actual working status of the
battery.

4.2 Lithium-Ion Battery Equivalent Model

Equivalent battery model composed of ordinary circuit element is simple, easy to
analyze and simulate. This paper chooses traditional second-order Thevenin
equivalent circuit model [5–7] as research object, the model is shown in Fig. 4.1.

Second-order Thevenin equivalent circuit model is composed of several resistors
and capacitors. R0 is the ohm internal resistance of lithium-ion battery which
indicates battery ohm polarization process. R1 is the electrochemical polarization
internal resistance, C1 is shunt capacitor in parallel with R1, the RC circuit com-
posed of them represents electrochemical polarization reaction of battery, and
define the branch voltage as U1, call it U1 branch for short. R2 is the concentration
polarization internal resistance, C2 is shunt capacitor in parallel with R2, the RC
circuit composed of them represents concentration polarization reaction of battery,
and define the branch voltage as U2, call it U2 branch for short. Rs is the self-
discharge internal resistance, i(t) is the battery charge or discharge current, Vt is

C2

R2

C1

R1

Rs
Uoc

R0

U0
i(t)

Vt

Fig. 4.1 The second-order
Thevenin equivalent circuit
model
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terminal voltage, Uoc is the ideal voltage source which represents battery open
circuit voltage. This model considers the battery ohm polarization, electrochemical
polarization, concentration polarization, and the self-discharge phenomenon. Con-
sidering the self-discharge phenomenon only be placed for a long time, so self-
discharge resistance Rs can be neglected in charge and discharge process and in
short time rest.

The traditional second-order Thevenin equivalent circuit model considering the
charge and discharge process separately leads to model parameter cannot respond to
charge and discharge characteristics accurately at the same time, especially in
dynamic condition that charge and discharge state exist at the same time. Single
charge or discharge model has large error. In order to make the battery model
analog battery dynamic process more real and more intuitively, improved tradi-
tional equivalent circuit model, analyzed model parameters in two work conditions.
The improved equivalent circuit model is dynamic model, considering the battery
charge and discharge component values vary with the voltage and current, calcu-
lating the battery terminal voltage in each work condition through the index
formula.

The improved second-order Thevenin equivalent circuit model is shown in
Fig. 4.2. When the battery is in charge, i(t) > 0, D1 closed and D2 open, C3, R3, C4,
R4 worked. Similarly, when the battery is in discharge, i(t) < 0, D2 closed and D1

open, C1, R1, C2, R2 worked. D1 and D2 control battery charge and discharge state,
and each state uses two RC branch to keep load balance.

4.3 Parameter Identification of Equivalent Circuit Model

4.3.1 Parameter Identification Method

It is necessary to motivate the battery with dynamic current to get the battery-related
experimental data of dynamic process. The most widely used method is Hybrid
Pulse Power Characterization Test (HPPC Test). The improved second-order

Lithium power battery 
special test equipment

 Lithium power battery 

Computer

RS485

Fig. 4.2 Battery
experimental system

4 Equivalent Model and Parameter Identification of Lithium … 31



Thevenin equivalent circuit model needs to identify the ohm internal resistance, the
concentration polarization resistance and capacitance, the electrochemical polari-
zation resistance and capacitance. Considering the battery model parameters in
measurement equation have the relationship with SOC, identified the model
parameters at two working conditions. The test lithium-ion battery is a new power
lithium iron phosphate battery, so ignore the cycle effect in model parameters.

This article selects 60 Ah/3.2 V lithium iron phosphate (LiFePO4) power
monomer battery. The experiment is carried out under the normal temperature
25 °C. The experimental system consists of lithium power battery special test
equipment, computer, lithium iron phosphate power monomer battery, as shown in
Fig. 4.3.

Specific experimental scheme is as follows:

Step 1: Do HPPC test in charge and discharge condition separately;
Step 2: Analysis of two parameter identification results to get the charge model

parameter and discharge model parameters;
Step 3: Establish the relationship between model parameters and SOC, analyze the

influence on SOC estimation by different parameters.

4.3.2 Process of Parameter Identification Experiment

Do constant current and constant voltage charge to make the battery in full charge
state (SOC = 1), then discharge it until SOC = 0.9. HPPC test starts after battery
resting 30 min, records its battery parameters, then discharges it until SOC = 0.8. In
the same way, after resting 30 min starts the next HPPC test cycle, a total of 10 times.
HPPC charge test on lithium iron phosphate power battery starts with SOC = 0,
every charge process increases 0.1 SOC, rests 30 min, 10 circulations. Between
every two stop discharge 10 s, rest 40 s, and charge 10 s. Supposing charge current is
positive, the complex dynamic chemical reaction process inside the battery can be

Fig. 4.3 The graph of ohm resistance and SOC in charge–discharge model
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reflected by the external characteristic. In order to make the model parameters more
rational, this paper does the same charge and discharge identification at different
SOC.

4.3.3 The Charge and Discharge Model Parameters

4.3.3.1 Battery Ohm Internal Resistance

Due to battery internal resistance characteristics, the battery voltage will drop for a
moment after stopping charge and battery voltage will appear as a temporary rise
process at the end of discharge. Use it to calculate the discharge internal resistance
R0
0 and charge internal resistance R00

0, the identification results are shown in
Table 4.1. Battery ohm resistance curve is shown in Fig. 4.4. It can be seen that
difference among lithium power battery ohm resistances corresponding to different
SOC is small, the charge and discharge resistance is approximate.

Table 4.1 Internal resistance identification results

SOC 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

R0
0ðmXÞ 1.18 1.15 1.15 1.14 1.14 1.15 1.15 1.14 1.15 1.14

R00
0ðmXÞ 1.17 1.15 1.14 1.14 1.14 1.15 1.15 1.15 1.15 1.14

Fig. 4.4 Simulation result of
HPPC cycling experiment
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4.3.3.2 The Polarization Resistance and Capacitance

Time constant τ: In HPPC charge and discharge experiment, while battery stand
40 s after charge and discharge each time, current is zero, could regard circuit
response of branch U1 and branch U2 as zero input response, and use the least
squares fitting method calculate the charge and discharge time constant.

Polarization resistance: Calculate concentration polarization resistance and
electrochemical polarization resistance through HPPC discharge experiment. In
HPPC cycle experiment, battery stand for a long time, could neglect the polariza-
tion phenomenon. According to the model parameters such as capacitor voltage at
the end of discharge process and discharge time constant τ, calculate the zero input
response in charge process, and calculate charge resistance R3, R4, through the least
square method.

Polarization capacity: According to equation τ = RC, polarization capacitance
equals to time constant divided by the corresponding polarization resistance. The
polarization resistance and capacitance of discharge model and charge model are
shown in Tables 4.2 and 4.3, respectively.

Seen from the table, the concentration polarization resistance changes little at
every stage of SOC. Electrochemical polarization resistance changes with the SOC
in saddle shape on the whole. The reason is that the active of active material on
electrode is strongest in the middle value of SOC in the process. Equation (4.1) is
fitting relation between discharge model parameters and SOC, Eq. (4.2) is fitting
relation between discharge model parameters and SOC. It can be seen that the
battery model parameters are not only related to battery charge or discharge state,
but also related to the SOC.

R0
0 ¼ 1:14

C1 ¼ 2000
C2 ¼ 200
R1 ¼ 140:86� SOC3 � 141:81� SOC2 þ 8:0605� SOCþ 82:1
R2 ¼ 2:11

8
>>>><

>>>>:

ð4:1Þ

R00
0 ¼ 1:15

C3 ¼ 2000
C4 ¼ 190
R3 ¼ ð�239:33Þ � SOC3 þ 462:48� SOC2 � 240:99� SOC þ 93:179
R4 ¼ 3:02

8
>>>><

>>>>:

ð4:2Þ
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4.4 Model Validation

Model validation is to input the battery module and battery model the same current,
record its voltage response curve, determine the model accuracy by calculating the
error between measured voltage and simulated voltage. According to the identifi-
cation of model parameters at different SOC and battery state space model, establish
corresponding simulation model in Matlab/Simulink. The input of simulation model
is the SOC and the load current i(t), the output is the battery voltage. This paper
adopts HPPC cycle experiment, 0.3 C (18 A) constant current discharge experiment
and variable current dynamic working condition experiment to analyze the preci-
sion of battery model.

4.4.1 HPPC Cycle Experiment

As shown in Fig. 4.5, the lithium power battery polarization characteristics differ
between the standing after charge and discharge. It shows that this paper divided the
battery model parameter identification into charge and discharge is feasible, which
is consistent with the characteristics of the battery itself.

4.4.2 Constant Current Discharge Experiment

The experiment process is as follows. After the battery is full charged, discharge it
at 0.3 C (18 A) to SOC = 0.9, stand for 5 min, then begin the second cycle, to
SOC = 0.8, repeat the process above until SOC = 0. Figure 4.6 is the simulation
result of constant current discharge experiment.

Fig. 4.5 Simulation result of
constant current discharge
experiment
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4.4.3 Variable Current Experiment

Variable current experiment is a typical method to simulate the power battery, the
specific steps are as follows. Charge battery to SOC = 0.8, stand for 30 min. Then
discharge 30 s at 90 A, charge 120 s at 30 A, discharge 60 s at 60 A, charge 60 s at
20 A, stand for 2 min, repeat these four steps 15 times. Simulation result of variable
current experiment is shown in Fig. 4.6.

Table 4.4 lists, respectively, battery model average error and maximum error in
HPPC cycle experiment, constant discharging experiment, experiment of variable
current dynamic working condition. The maximum error is under variable current
dynamic operating conditions. It has to do with highly nonlinear characteristics of
battery itself. This shows that the change of the internal resistance of battery has
certain relationships with the change of SOC and the change of charging and
discharging rate. In this paper, set up internal resistance is constant in order to be
simplified. Although there is an error, but small, we can still consider the model
conforms to the characteristics of the battery. In this paper, the model as the
foundation, carries on the research of estimation algorithm.

Fig. 4.6 Simulation result of
variable current experiment

Table 4.4 The error of improved battery equivalent model

Experiment Average error (V) Maximum error (V)

HPPC cycle experiment 0.0797 0.00437

Constant current discharge experiment 0.0870 0.02568

Variable current experiment 0.1023 0.03145
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4.5 Conclusion

This paper improved the traditional second-order Thevenin equivalent circuit
model, established the dynamic model of battery, adopted the nonlinear least
squares curve fitting method to identify OCV and SOC, analyzed parameter
identification method, process and result in detail. Finally, set up Matlab/Simulink
simulation model to improve the accuracy of model. As it turns out, parameters
identification can reflect lithium-ion battery internal complex electrochemical
reaction process, laid a foundation for lithium-ion battery management.
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Chapter 5
Dual Scheduling and Quantized Control
for Networked Control Systems Based
on Dynamic Dwell Time

Hui Lu, Chuan Zhou and Qingwei Chen

Abstract A novel integrated design scheme of dynamic dwell time scheduling
strategy, dynamic bandwidth allocation policy, and quantized control for networked
control systems (NCS) with time delay and communication constraints is proposed
in this paper. A scheduling policy is raised to accommodate a limited number of
node-controller connections which depend on the periodic communication
sequences and dynamic dwell time. Then, the neural network technique is
employed to dynamically allocate bit rate for the scheduling nodes. The networked
control systems are modeled as discrete-time switched systems with bounded dis-
turbances. Finally, a design procedure for the state feedback controller is presented
to guarantee asymptotic stability of the NCS. A simulation example is given to
illustrate effectiveness of the proposed method.

Keywords Networked control systems � Dynamic dwell time � Neural network

5.1 Introduction

Networked control systems (NCS) have attracted increasing attention in the recent
years. However, the communication constraints of network make the analysis of
NCS more complex than before. There are two main approaches to modeling band-
limited communication channels in control loops: (i) media access constraints in
which only a subset of sensors and/or actuators can transmit their data over the
channel at each transmission instant. (ii) Bit rate constraints, i.e., a finite number of
bits can be transmitted over the channel at any transmission instant due to limited
bandwidth.
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For the problem of the media access constraints, much research effort has been
devoted to investigate the scheduling policy to determine the nodes which can be
allowed to access the network. In [1, 2], the medium access order of different
sensors and actuators is determined offline in terms of a periodic “Communication
sequence”. In [3], a scheduling-and-feedback-control co-design procedure was
proposed to deal with communication constraints for a collection of NCSs by using
the average dwell time. A novel dynamic dwell time technique [4] is adopted in the
scheduling strategy to choose switching instant which depends on the system
performance function. On the other hand, for the problem of limited bit rate, current
researches mainly focus on quantized feedback control method. Several quantizers
have been designed to achieve different control objectives [5, 6]. In NCS, another
significant issue is the bit rate allocation problem for limited bandwidth networks.
Increasing the transmission rate will always lead to higher cost of bandwidth while
spending fewer bits on quantization will increase the quantization distortion. This
raised a fundamental problem: how much bit rate needs to be assigned to the
quantizer in order to achieve a desired control performance? A significant amount
of research has been devoted to the problem of determining the minimum bit rate
that is required to stabilize a system through feedback over a rate-limited com-
munication channel [6, 7]. Then, the rate allocation [8, 9] is used to improve the
system performance by exploiting the additional degree of freedom offered by
communication resources. Therefore, it is meaningful to investigate the co-design
scheme of nodes scheduling and bit rate assignment in order to optimize overall
performance.

5.2 System Description

The structure of networked control system is shown in Fig. 5.1, and the plant to be
controlled is described by the following state variable model:

_xðtÞ ¼ ApxðtÞ þ BpuðtÞ ð5:1Þ

where xðtÞ 2 Rn, uðtÞ 2 Rm are the state variables and control input vectors. Ap;Bp

are constant matrices with appropriate dimensions.

Assumption 5.1 The sensors are time driven with sampling period hi, and con-
trollers, actuators and bandwidth scheduler are event driven.

Assumption 5.2 Networked-induced delay is constant, and 0\si\hi.

Assumption 5.3 Because of the limitation of communication capacities, only Rmax

bit can be transmitted over the channel, and only Cmax\n nodes can access the
network communication channel at each transmission instant.
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The discrete time model of system (5.1) is as follows:

xðk þ 1Þ ¼ AxðkÞ þ B1uðkÞ þ B2uðk � 1Þ ð5:2Þ

where A ¼ eAph, B1 ¼
R h�s
0 eApsBpds, B2 ¼

R s
h�s e

ApsBpds.
In this paper, the mid-tread uniform quantizers are as follows:

QðxiðkÞÞ ¼
Li if xiðkÞ[ Li
�Li if xiðkÞ\� Li
xiðkÞ=diþ1=2½ � � di other

8<
: ð5:3Þ

where Li is quantization range, di ¼ Li
�
2Ri�1 � 1ð Þ is sensitivity, Ri is the number

of bit determined by the bandwidth allocation strategy.
To deal with the saturation problem of quantizer, we introduce the following

definition of saturation:

QkiðxiðkÞÞ ¼ SatðxiðkÞÞ þ wiðkÞ ð5:4Þ

where wiðkÞk k� ðLi=ð2Ri � 2ÞÞ. Define SatðxiðkÞÞ ¼ gixiðkÞ, where 0\gi � 1.
In this paper, we use periodic communication sequences and dynamic dwell time

to determine the nodes which and when can be allowed to access the network. Then
we allocate bit rate to the scheduling nodes using neural network techniques so as to
realize the dual scheduling policy formed by the combination of multi-node
scheduling and bit rate assignment. We introduce the communication sequences in
this paper and define the scheduling vector aðkÞ

Plant

Encoder 1

Encoder 2

Encoder n

Controller
Network

Decoder 1

Decoder 2

Decoder n

Dual Schedule

Node
schedule

Bit rate 
assignment

Fig. 5.1 The structure of networked control systems
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aiðkÞ ¼ 1 if xiðkÞ is transmitted
0 otherwise

�
i 2 1; 2; . . .; nf g ð5:5Þ

At the kth instant, the nodes that can access the network are decided by the
scheduling vector aðkÞ ¼ a1ðkÞ; . . .; anðkÞ½ �. Define diagonal matrix
MðkÞ ¼ diag a1ðkÞ; . . .; anðkÞf g, then the input vector of controller is:

x̂ðkÞ ¼ MQxðxðkÞÞ þ ðI �MÞx̂ðk � 1Þ ð5:6Þ

There are L ¼ CCmax
n modes in the system. The jðj ¼ 0; 1; 2; . . .;L� 1Þ modes

correspond to a set of Mj, rðkÞ 2 0; 1; . . .; L� 1f g.
Definition 5.1 [4] sðklÞ is called the dwell time of switching law rðkÞ for the kth
switching instant, which stands for the time between switching instants lk and lk-1,
i.e. sðklÞ ¼ kl � kl�1.

In this paper, we present a scheduling algorithm based on dynamic dwell time,
the switching sequence is determined offline by the periodic sequence while
switching instant is determined online by the system performance function. The
scheduling sequence by the periodic sequence is predetermined as follows:

R : M0; k0ð Þ; M1; k1ð Þ; . . .; ML�1; kL�1ð Þ; M0; k0ð Þ; . . .f g ð5:7Þ

For the closed loop NCS (5.2), we adopt the following state feedback control
law:

uðkÞ ¼ KrðkÞx̂ðkÞ ð5:8Þ

where KrðkÞ is the controller gain corresponding to different switching mode. Under
the designed controller (5.8), the closed NCS (5.2) can be expressed as

xðk þ 1Þ ¼ AxðkÞ þ B1uðkÞ þ B2uðk � 1Þ
x̂ðkÞ ¼ MrðkÞQðxðkÞÞ þ ðI �MrðkÞÞx̂ðk � 1Þ
QðxðkÞÞ ¼ gxðkÞ þ wðkÞ
uðkÞ ¼ KrðkÞx̂ðkÞ

8>>>><
>>>>:

ð5:9Þ

We use the integral of the absolute error (IAE) performance criterion defined in
(5.10). The IAE for the ith plant is as follows:

IAEi ¼
Z1

0

eðtÞdt ð5:10Þ
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In fact, the relationship between control performance (IAE) and bandwidth can
be approximated by a nonlinear relationship [8]. The function is approximated as

JðRiÞ ¼ ai þ bi=Ri ð5:11Þ

Give Cmax control notes with allocated bandwidth vector R1; . . .;Rcmax , the
optimal overall performance can be summarized as the following multi-objective
optimization problem with constraints

min
R

J1 ¼
Xcmax

i¼1

ðai þ bi=RiÞ
( )

ð5:12Þ

min
R

J2 ¼
Xcmax

i¼1

Ri

( )
ð5:13Þ

s:t:
Xcmax

i¼1

Ri �Rmax ð5:14Þ

s:t: Rmin
i �Ri �Rmax

i ð5:15Þ

s:t: Ri ¼ Rmin
i ; ei � ehi ð5:16Þ

where (5.12–5.16) refer to [8] in detail. In [6] it is shown that the quantized system
is asymptotically stable if and only if Ri �

P
kðAiÞ

max 0; log2 kðAiÞj jd ef g, where the

minimum bit rate determined by (5.17), and the maximum Rmax
i determined by

(5.18) according to the constraint conditions of network resources.

Rmin
i ¼

X
kðAiÞ

max 0; log2 kðAiÞj jd ef g ð5:17Þ

Rmax
i ¼ Rmax �

XCmax

j¼1; j6¼i

Rmin
j ð5:18Þ

We weight (5.12) and (5.13) to the following single-objective function for the
problem solving of multi objective optimization:

min
R

J ¼
Xcmax

i¼1

ðai þ bi=RiÞþci
Xcmax

i¼1

Ri

( )
ð5:19Þ

where ci is weight coefficient, which balances the objective functions J1 and J2.
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To address the above problems, we intend to exploit a simple and effective
structure that uses a feed-forward NN for dynamic bandwidth allocation. For this
case, a three-layer feed-forward NN is selected as the bandwidth scheduling opti-
mizer. The input vector P ¼ ½e1; . . .; ecmax � is chosen as the network inputs, whereas
network output vector R� ¼ ½R�

1; . . .;R
�
cmax

� is the bandwidth.
The relationship between input and output of neural network is

R� ¼ f2ðW2f1ðW1Pþ B1Þ þ B2Þ ð5:20Þ

For this work, the NN is trained offline using the Levenberg-Marquardt (LM)
algorithm which combines the filled function method [8]. The training for NN can
be seen in [10] in detail.

5.3 Main Results

Theorem 5.1 For the closed-loop NCS (5.9) with dual scheduling strategy and
quantized control, if there exist positive symmetry matrices Pj, Qj, Sj, scalar
kj [ 0ðj ¼ 0; 1; . . .; L� 1Þ and g, such that

�P�1
j 0 Xj Nj Kj 0
� �Q�1

j gMj I �Mj Mj 0
� � �kjPj 0 0 0
� � � �kjQj 0 0
� � � � Sj 0
� � � � � �kjSj

2
6666664

3
7777775
\0 ð5:21Þ

q1 xðkÞk k2 �VðkÞ� q2 xðkÞk k2 ð5:22Þ

hold, and the system switches from subsystem i to subsystem j at the switching
instant Kj, if the dwell time satisfies

sðkjÞ[ s�ðkjÞ ¼
lnVjðkjÞ�lnVj�1ðkjÞ

ln k�1
j

if lnVjðkjÞ[ lnVj�1ðkjÞ
0 other

(
ð5:23Þ

where

Xj ¼ Aþ gB1KjMj;Nj ¼ B1KjðI �MjÞ þ B2Kj;Kj ¼ B1KjMj;

q1 ¼ min kminðP0Þ; . . .; kminðPL�1Þf g; q2 ¼ min kmaxðP0Þ; . . .; kmaxðPL�1Þf g:

Then system (5.9) is asymptotically stable.
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Proof The Lyapunov functional is constructed as

VjðkÞ ¼ xTðkÞPjxðkÞ þ x̂Tðk � 1ÞQjx̂ðk � 1Þ þ wTðk � 1ÞSjwiðk � 1Þ
Vjðk þ 1Þ � kjVjðkÞ ¼ gTj ðkÞHjgjðkÞ\0 j 2 f0; 1; . . .; L� 1g ð5:24Þ

where gjðkÞ ¼ xTj ðkÞ x̂Tj ðk � 1Þ wT
j ðkÞ wT

j ðk � 1Þ� �T
By using Schur complement, we can obtain Vjðk þ 1Þ� kjVjðkÞ, hence the

closed-loop system (5.9) is asymptotically stable.
Assuming that the subsystem j is active in the interval ðkj; kÞ and the subsystem

j − 1 is active in the interval ðkj�1; kjÞ, we can obtain that

VðkÞ\kk�kj
j VjðkjÞ ¼ kk�kj

j
VjðkjÞ
Vj�1ðkjÞVj�1ðkjÞ ¼ eðk�kjÞ ln kjþlnVjðkjÞ�lnVj�1ðkjÞVj�1ðkjÞ

ð5:25Þ

Let k ¼ kjþ1, we have

Vjðkjþ1Þ\esðkjÞ ln kjþlnVjðkjÞ�lnVj�1ðkjÞVj�1ðkjÞ ð5:26Þ

Therefore we have Vjðkjþ1Þ\Vj�1ðkjÞ, hence system (5.9) is stable.

Theorem 5.2 Considering the closed-loop networked control system, given positive
scalar kj [ 0 and quantitative processing parameter g, if there exist
Pj [ 0;Qj [ 0; Sj [ 0; ~Kj, ej [ 0, such that the following inequalities hold, there
exist a feedback controller Kj ¼ ~Kj=ej such that the overall NCS is asymptotically
stable under the above dual scheduling policy.

�ejI 0 0 0 gB1 ~KjMj
~Nj

~Kj 0
� �ejI Pj 0 0 0 0 0
� � �Pj 0 PjA 0 0 0
� � � �Qj gQjMj QjðI �MjÞ QjMj 0
� � � � �kjPj 0 0 0
� � � � � �kjQj 0 0
� � � � � � Sj 0
� � � � � � � �kjSj

2
66666666664

3
77777777775
\0: ð5:27Þ

where ~Nj ¼ B1 ~KjðI �MjÞ þ B2 ~Kj; ~Kj ¼ B1 ~KjMj:
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5.4 Illustrative Example

Considering the plant to be controlled in NCSs as follows:

_xðtÞ ¼ �0:8 �0:01
1 0:1

� �
xðtÞ þ 0:4

0:1

� �
uðtÞ

where the sampling period is h ¼ 0:2 s, time delay sðkÞ ¼ 0:004 s. Using Theorem
5.2, we can obtain the matrices of controller

K1 ¼ ½�1:2145 0:16376 �; K2 ¼ ½�0:02143 �1:4237 �

The simulation results through True time is shown in Figs. 5.2 and 5.3. The state
responses of the NCS with dual scheduling are illustrated in Fig. 5.2, and the
response of each mode is shown in Fig. 5.3. It can be seen that the networked
control system is asymptotically stable under dual scheduling.

5.5 Conclusions

In this paper, we proposed a co-design scheme of dual scheduling and quantized
control for NCS with communication constraints and time delay. We use periodic
communication sequences and dynamic dwell time to determine the nodes which
and when can be allowed to access the network. Then we allocate bit rate to the
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scheduling nodes by using neural network techniques. The future work includes the
extension of our scheduling policy to deal with the communication constraints in
NCS by the combination of multi-node scheduling and bit rate assignment.
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Chapter 6
Modeling and Identification
of the Human-Exoskeleton Interaction
Dynamics for Upper Limb Rehabilitation

Xiaofeng Wang, Xing Li and Jianhui Wang

Abstract A number of machines have been developed for the upper limb
rehabilitation to meet patients’ needs for upper limb rehabilitation exercises.
As active exercise has proven to be effective and necessary for neural rehabilitation
and motor recovery, it is suggested to be implemented to the rehabilitation
machines. Toward this goal, the human motion desire should have been recognized
exactly first. Because the muscle strength of the patient’s upper limb may not be
able to supply the gravity of the arm and the rehabilitation machines, some torques
coming from the rehabilitation machines will be needed to supply the exercise. This
paper is focused on modeling and identifying the human-exoskeleton interaction
(HEI) dynamics, so that the motion desire is able to be recognized exactly based on
it. First, the human arm can be taken as two links with three degrees of freedom
(two DOF in shoulder, one in elbow). By combining the dynamics model of the
human arm and the exoskeleton, the HEI dynamic model was formed. Meanwhile,
the joint angles and torques of human arm can be measured indirectly by using the
position and torque sensors mounted on the joints of the exoskeleton. In this way, a
19-parameter HEI dynamic model has been established using the Lagrange method
based on the pseudo inertia matrix. The model can be used to estimate the torques
during rehabilitation exercises after identifying the underdetermining dynamic
parameters. The motion desire can be recognized by comparing the measured joint
torques to the estimated ones. Finally, the feasibility of the HEI dynamic model is
validated by simulation experiments.
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online � Active rehabilitation exercise � Motion desire
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6.1 Introduction

Stroke is one of the higher incidences of disease in the elderly. The motor dys-
function caused by stroke has serious impacts on the health of older people. The
traditional methods for upper limb rehabilitation required physicians to treat
patients on a one-to-one and a one-by-one basis. However, this is inefficient and
imposes a heavy burden on the family and society. Proper rehabilitation exercise
training can promote the recovery of the physical activity function of patients. The
exercise training of upper limb rehabilitation assisted by robots is targeted at, which
is longer lasting and repeatable. Several studies have shown that robot-aided
rehabilitation has better significance than the traditional method [1, 2]. Therefore,
increasing attention is now paid to the upper limb rehabilitation robot [3], which is
supposed to be able to ease physicians out of heavy manual work, improve the
efficiency of rehabilitation, and meanwhile reduce the burden of the associated
people. As shown in Fig. 6.1, the training system of the five-DOF exoskeleton
robots [4] for upper limb rehabilitation is a medical device used to serve patients
with hemiplegic upper limb and assist the physician to complete the rehabilitation.
This system can accomplish large-scale single joint movement or multi-joint
compound movement and realize the patient’s mobility in daily activities. It con-
sists of two parts: the exoskeleton mechanical structure and the control system. The
mechanical structure has five degrees of freedom, which are shoulder elevation,
shoulder roll, elbow flexion/extension, wrist roll, and wrist flexion/extension. The
base part and five irregular rigid links are connected together by movable joints;
each joint is driven by a motor. The orientation of each joint between two parts is
inconsistent in the triaxial X-Y-Z coordinates system. The rotation angle of each
joint also has certain limitations considering the security of rehabilitation.

In the exercises provided by the exoskeleton, the angular range of the wrist joint
is relatively small and has little effect on the dynamics; therefore the wrist joint is
neglected in modeling [5] and is kept unchanged during the simulation experiment.
Then the exoskeleton for upper limb rehabilitation can be regarded as an irregular
exoskeleton machine which has 3 DOFs. The inertia properties should be described
by pseudo inertia matrix in the dynamic model [6]. To ensure the range of exercises
and match the motion of the exoskeleton, the wrist’s motion of human arm were
neglected similarly. The human arm can be seen as a manipulator with two links
and 3 DOFs in the modeling of dynamics.

Fig. 6.1 The training system of the five-DOF exoskeleton robot for upper limb rehabilitation
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For the measurement of the joint torques, there was a method [7] of using torque
sensors mounted on the end effector of the exoskeleton to measure some values, and
then converting them to the joint torques by Jacobian matrix. This method will not
only impose additional constraints on the patient’s hand but will also get a con-
verted data that cannot reflect the real joint torques. In fact, if the human upper limb
(HUL) is bound on the exoskeleton, the rotation centers of the exoskeleton’s joints
can be consistent with HUL by adjusting the length of the links. The angle change
on each joint of HUL and the exoskeleton will be the same and they can all be
measured directly by the sensors mounted on the exoskeleton. The joint torques of
HUL can be obtained indirectly from the joint torque sensors mounted on the joints
of the exoskeleton.

Active exercise is considered more effective than the passive one for motor
recovery of the upper limb [8]. In order to realize active rehabilitation exercise, the
voluntary motion desire of the patients should be recognized. It has been carried out
using electromyography (EMG) in the literature [9, 10]. However, each patient is in
a different situation, the EMG signals are different from person to person, and the
accuracy of EMG is affected by a number of factors. So it would take a complex and
repeated debugging before it is used on the patient.

In this paper, the dynamic parameters are identified based on the sensors
mounted on every joint of the exoskeleton, and are used to recognize the human
motion desire [11]. This method reduces the use of the external device and avoids
the interference of external factors. The measured data is more stable and reliable,
and the result of identification and recognition is accurate. Figure 6.2 depicts the
structure of recognizing the human motion desire by HEI dynamics in active
rehabilitation exercise. The angles and torques in Fig. 6.2 are measured by the
sensors mounted on the joints of the exoskeleton.

It can be seen from Fig. 6.2 that Tm is the measured torque and Tc is calculated
from HEI dynamics. dT represents the human motion desire. When dT < 0, it shows
that HUL has imposed a torque in the direction of movement, and the motion desire
is toward the positive orientation. Otherwise if dT > 0, it means HUL has imposed a
torque against the direction of movement, and the motion desire is toward the
negative orientation. If dT = 0, there is no additional torque and no motion desire. A
threshold value of dT can adjust the sensitivity. The control commands can be
derived from dT.

Fig. 6.2 The structure
of recognizing the human
motion desire in active
rehabilitation exercise
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The remainder of this paper is organized as follows: Sect. 6.1 describes HEI
dynamic model and identifies the dynamic parameters; Sect. 6.2 gives the experi-
ments, the results, and the feasibility; the paper is concluded in Sect. 6.3.

6.2 Modeling and Identifying of HEI Dynamics

The schematic of HEI model is shown in Fig. 6.3. It can be seen that the exo-
skeleton is worn on the upper limb, and supports the upper limb. Both the exo-
skeleton and the human upper limb can be regarded as a robot with three degrees of
freedom as the wrist joints have been neglected. The length of the exoskeleton can
be adjusted, so the joint rotation centers can be in the same axis. As a result, they
have the same kinematics and Jacobian matrix, the structures of the dynamics are
the same but the parameters are different. The HEI dynamic model is established by
combining the dynamics of HUL and the exoskeleton.

6.2.1 Modeling of the Exoskeleton Dynamics

As shown in Fig. 6.4, the D-H method is used in the kinematics modeling of the
exoskeleton, and the D-H parameters are given in Table 6.1. The Lagrange method
is used to model the dynamics of the exoskeleton, which is defined by Eq. 6.1
neglecting the frictions.

s ¼ MðqÞ q:: þCðq; q: Þ þ GðqÞ ð6:1Þ

where q is the joint angle of the exoskeleton; M is a 3 × 3 inertia matrix. C is a 3 × 3
vector of Coriolis and Centripetal forces; G is a 3 × 1 vector of gravity. τ is a 3 × 1
vector of control input torques. The elements in the M, C and G consist of the
inertia parameters of each link, which is a vector of ten constant values (mass of
link, moment of inertia, product of inertia, and center of gravity to the coordinate).

Fig. 6.3 The schematic
of HEI
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Putting the inertia constant values into the exoskeleton dynamics defined in
Eq. 6.1, the linear form is derived as shown in Eq. 6.2.

Uexoðqexo; _qexo; €qexoÞPexo ¼ sexo ð6:2Þ

where τexo is a 3 × 1 joint torques; Φexo is a 3 × 19 regressed variable matrix; Pexo is
a 19 × 1 unknown inertia parameter vector of the exoskeleton dynamic model.

6.2.2 Modeling of the Upper Limb Dynamics

The dynamic model of HUL is derived using the same method as in Sect. 6.1.1:

Uuðqu; _qu; €quÞPu ¼ su ð6:3Þ

The dynamics of HUL and the exoskeleton have the same structure but different
parameters. As the shoulder elevation degree of freedom has no links, the inertia
parameter of link 1 is zero.

Fig. 6.4 Coordinate relations

Table 6.1 D-H parameters
i θi di ai αi
0 90° 0.235 0.047 0

1 q1 0 0 −90°

2 q2 0 −0.277 0

3 q3 0 −0.299 0

6 Modeling and Identification … 55



6.2.3 Modeling of HEI Dynamics

Combining Eqs. 6.2 and 6.3, the HEI dynamic model is derived as Eq. 6.4:

JTexoJ
�T
u Uuðqu; _qu; €quÞPu þ Uexoðqexo; _qexo; €qexoÞPexo ¼ sm ð6:4Þ

where τm is measured by the torque sensors mounted on the exoskeleton; Jexo and Ju
are the Jacobian matrix. As mentioned above, because of the adjusted links, the
exoskeleton and HUL have the same kinematics. Jexo = Ju and Φu = Φexo in this
paper. Equation 6.4 can be arranged as follows:

Uðq; q: ; q::ÞP ¼ sm ð6:5Þ

6.2.4 Identification of HEI Dynamic Model

It can be seen from Eq. 6.5 that HEI dynamic model is nonlinear for the motion
states but linear for the inertia parameters. Therefore, the inertia parameters can be
identified.

The joint space trajectories implemented on the exoskeleton during the identi-
fication experiment can be calculated. The quintic polynomial was used to represent
the joint angle. Set the boundary conditions in Eq. 6.6 and let q(0) = qs, q(T) = qe
and q

: ð0Þ ¼ q
: ðTÞ ¼ q

::ð0Þ ¼ q
::ðTÞ ¼ 0, the joint space trajectories are obtained.

qðtÞ ¼ at5 þ bt4 þ ct3 þ dt2 þ et þ f

q
: ðtÞ ¼ 5at4 þ 4bt3 þ 3ct2 þ 2dt þ e

q
::ðtÞ ¼ 20at3 þ 12bt2 þ 6ct þ d

8
>><

>>:

ð6:6Þ

Implement the trajectories on the exoskeleton using the position control method.
The angle and torque data measured by the sensors mounted on the exoskeleton
joints will help us identify the inertia parameters through the MIMO recursive least
square online method which is shown in Eq. 6.7.

P̂ðkÞ ¼ P̂ðk � 1Þ þ KðkÞ½sðkÞ � UðkÞP̂ðk � 1Þ�
KðkÞ ¼ Qðk � 1ÞUTðkÞ½Im þ UðkÞQðk � 1ÞUTðkÞ��1

QðkÞ ¼ ½I � KðkÞUðkÞ�Qðk � 1Þ

8
><

>:
ð6:7Þ
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6.3 Simulation Experiment and Results

The simulation model of the exoskeleton and HUL can be established, respectively,
by combining the SolidWorks and the SimMechanics in the Simulink environment.
The measured joint torques is the result of adding the two models’ joint torques.
Then we get HEI Simulink model after the input and output are set. Implementing
the calculated joint space trajectories on the Simulink model, the inertia parameters
of HEI dynamic model will be recognized by using the MIMO recursive least
square online method, based on the measured state data of each joint. The feasibility
will be validated by comparing the joint torques estimated by HEI dynamic model
to the measured one on the new trajectories.

6.3.1 Experiments for Identification of HEI Dynamic Model

Figure 6.5 depicts the identification trajectories, the left one shows the joint angles’
change, and the right is the route of the end effecter. The parameter P of HEI
dynamic model is identified by using the recursive least square method based on the
measured joint angles and torques. The results are shown in Table 6.2.

6.3.2 Experiment for Validation of HEI Dynamic Model

Different trajectories in the opposite direction are designed in the experiment for
validation of HEI dynamic model. The trajectories are depicted in Fig. 6.6.

The left one shows the joint angles’ change, and the right is the route of the end
effector. Implement the trajectories on the Simulink model and estimate the joint
torques change based on the measured joint angles, angular velocities, and angular

Fig. 6.5 Trajectories for identification
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accelerations. The feasibility of HEI dynamic model can be validated by comparing
the measured joint torques to the estimated joint torques. The measured and esti-
mated joint torques and their errors are depicted in Fig. 6.7.

It can be seen from Fig. 6.7 that the three joint errors of comparing the measured
joint torques to the estimated ones are all very small. It can be validated that the
joint torques in the motion estimated by HEI dynamic model.

Table 6.2 Parameters identified by the recursive least square method

P P1 P2 P3 P4 P5 P6 P7 P8 P9

Value (kg m2) 0.3905 0.1933 0.2002 −0.0029 0.0001 0.0893 −0.0028 0.0013 −0.0000

P10 P11 P12 P13 P14 P15 P16 P17 P18 P19

−0.0514 0.0288 0.5894 0.1835 6.1451 −0.0003 15.3275 0.0026 6.8448 −0.0514

Fig. 6.6 Trajectories for validation

Fig. 6.7 Measured and estimated joint torques and their errors in the experiment for validation
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6.4 Conclusion

The dynamics of HEI are modeled and identified to recognize the human motion
desire in time for the purpose of active rehabilitation exercises which have been
proven effective on patients with upper limb dysfunction.

In the exercises provided by the exoskeleton, the angular range of the wrist’s two
degrees of freedom are relatively small and have little effect on the dynamics,
therefore the wrist’s two joints are neglected in the modeling. The Lagrange method
based on the pseudo inertia matrix was used to describe the dynamics in the triaxial
coordinate. The HEI dynamic model with 19 parameters was derived based on
Lagrange equations. The dynamic models of the exoskeleton, HUL and HEI, have
the same structure but different parameters, and they show an additive property
relationship. The joint torques of HUL can be measured indirectly by the torque
sensors mounted on the exoskeleton. The trajectories for identification and vali-
dation are designed by the quintic polynomial. The recursive least square online
method was used to identify the dynamic parameters of HEI based on the measured
data of the sensors mounted on the exoskeleton. The identified parameters were
used to estimate the joint torques. The human motion desire could be recognized by
the errors by comparing the measured joint torques with the estimated ones. The
future work will focus on the application of HEI dynamic model obtained in this
paper.
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Chapter 7
Mobile Robot Self-localization System
Based on Multi-sensor Information
Fusion in Indoor Environment

Linhai Xie and Xiaohong Xu

Abstract Robot self-localization is a fundamental problem for mobile robots and
various kinds of algorithms and sensors are used for indoor robot self-localization.
However, a single kind of sensor or algorithm usually cannot reach the ideal
performance in different environments. Thus this paper proposes a robot self-
localization algorithm based on multi-sensor information fusion (MSIF) and
realizes the corresponding indoor robot self-localization system. To realize the
whole system, two subsystems are constructed which are the gyro and encoder-
based subsystem and the laser rangefinder and gyro-based subsystem. In these two
subsystems, dead reckoning algorithm is used in the former one, and ranging self-
localization, together with map matching algorithm, is used in the latter one. With
the information acquired by the two subsystems, Kalman filter algorithm is used to
obtain the optimal estimation of the robot localization. The experimental results
show that the system and the algorithms work well in indoor environments.

Keywords Self-localization � Information fusion � Kalman filter

7.1 Introduction

A main problem we know in robotics is the robot self-localization. To date, there
are numerous kinds of sensors and algorithms which are used to solve this problem.
Many of these technologies have been mature and practical. Sensors used in robot
localization are quite varied, such as encoder, gyro, accelerometer, camera, sonar,
laser rangefinder and optical mouse. But there are some drawbacks in each of them.
There are also many kinds of self-localization algorithm, for instance, dead reck-
oning [1], ranging self-localization, map-matching [2], and sensor self-localization.
Thus, the paper is mainly to propose a robot self-localization algorithm and build
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the corresponding real system, using several kinds of sensors and algorithms to
achieve good performance by combining the advantages of these sensors and
algorithms and compensate their disadvantages for each other with the utilization of
multi-sensor information fusion (MSIF) [3, 4].

7.2 The Realization of the System

7.2.1 The Robot Mechatronic System

As shown in Fig. 7.1, the robot chassis is equipped with three omnidirectional
wheels together with two driven wheels with encoders which are perpendicular to
each other in horizontal panel. Gyro is fixed on the chassis surface, the same as other
things like DSP and its peripheral circuits, battery, wireless communication module
and three EPOSEs controlling three DC motors which are under the chassis. There is
a bracket in the middle of the chassis which is used to fix eight laser rangefinders.
These laser rangefinders are on and under the top circle panel of the bracket and the
angle between the one and the adjacent one on the opposite side is 45°.

7.2.2 Hardware Architecture

DSP is used as the main controller of the robot. It communicates with three
EPOSEs through CAN bus and communicates with gyro through SPI. The data of

Fig. 7.1 The photo of the robot
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encoders are sent to the EQEP counters of the DSP. And the data of eight laser
rangefinders are collected by an A/D converter and then sent to the DSP through
SCI. DSP is also connected with a wireless communication module through SCI.

7.2.3 The Design of the Algorithm

As shown in Fig. 7.2, there are two subsystems. The first one called rangefinder
subsystem uses eight laser rangefinders as self-localization sensors and adopts the
combination of ranging self-localization and map-matching algorithm to compute
the robot pose. Thus it can acquire the self-localization result with moderate amount
computation and effectively make full use of the environment information.
Furthermore, if environment information is enough it can calibrate gyro which is
used in the other subsystem, solving the problem of gyro drift. The second sub-
system named encoder and gyro subsystem utilizes two encoders and a gyro,
adopting dead reckoning algorithm to calculate the robot pose. This is a subsystem
which needs little environment information, owning the obvious self-localization
advantage when the environment information is too little or extremely complicated.
With the self-localization information obtained by these two subsystems, Kalman
filter is used to fuse the information and compute the final and optimal robot
self-localization estimation.

Fig. 7.2 System organization
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7.2.4 The Realization of Self-localization Algorithm

7.2.4.1 Establishment of Coordinate System

Three coordinate systems are mentioned in the paper. The first one is the body
coordinate system which is a dynamic coordinate system. The second one is the
field coordinate system which is a static coordinate system. And the last one is the
intermediate coordinate system which shares the same origin point with body
coordinate system but its axes are parallel and in the same direction with the ones of
field coordinate system.

As shown in Fig. 7.4, the coordinate system XbObYb and XgOgYg are body
coordinate system and field coordinate system, respectively. And θ is the orientation
angle of body coordinate system for field coordinate system. Figure 7.3 shows the
definition of field coordinate system. The field is designed as a rectangular field
surrounded by wooden walls with the height of 60 cm. Edge a, b, c, and d represent
the edges of the field. The origin point O is also the center of the rectangular field.
In Fig. 7.5, coordinate system XiOiYi is the intermediate coordinate system.

Fig. 7.3 Field coordinate
system

Fig. 7.4 Body coordinate
system

Fig. 7.5 Intermediate
coordinate system
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7.2.4.2 The Self-localization Algorithm of Encoder and Gyro
Subsystem [5]

This subsystem adopts traditional dead reckoning algorithm. Gyro can measure the
rotating speed of the robot, and by accumulating it, robot can acquire the orientation
angle θ. And encoder can know the distance that robot move within unit time in the
body coordinate system. Then, projecting the distance in body coordinate system into
field coordinate system by using robot rotation angle and accumulating it, the robot
can compute the total distance that it moves in the field coordinate system. At last,
with the awareness of its origin position, the robot can know where it is in the field.

7.2.4.3 The Self-localization Algorithm of Laser Rangefinder
Subsystem

This subsystem adopts an original self-localization algorithm with the data of
eight laser rangefinders and gyro by using the algorithm combining ranging self-
localization and map matching. The algorithm is divided into two periods, the first
one is ranging self-localization period. In this period, the robot collects the data of
laser rangefinders and gyro to calculate the coordinates of the eight detecting points.
Then with the information of the field edges, the robot can deduce its position if the
information is enough.

However, if there is no sufficient information, the second period called map-
matching period will be needed to complete the robot self-localization. In this
period, the field map which has been inputted in the system before the robot
self-localization is necessary.

The main step of the algorithm can be generalized as follows:
Step 1: Calculating the coordinate of eight points in body coordinate system.
Step 2: Transferring the points into intermediate coordinate system with robot

orientation angle θ.
Step 3: Obtaining eight lines.
Step 4: Checking whether there are lines belonging to field edges. If “yes”, renew

the data of points and lines. If “no”, the algorithm ends.
Step 5: Checking and recording lines belonging to field edges.
Step 6: Checking whether there are lines belonging to both long edges and short

edges. If “yes”, calculating the robot coordinates in yield coordinate system.
If “no”, calculating a part of the coordinate, then going to the next step.

Step 7: Using map matching to calculate the rest part of the coordinate.

7.2.4.4 The Fusion Process of Kalman Filter

The five main formulas of Kalman filter [6, 7] will not be introduced here since they
are quite classical. And what will be talked about here is how Kalman filter is used
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to fuse the sensors information in the system. Two Kalman filters are applied
separately in X axis and Y axis.

We assume that the predicted values of robot coordinates are Xp and Yp which
are the self-localization results of encoder and gyro subsystem, the measured values
are Xo and Yo which are the self-localization results of laser rangefinder subsystem,
and the errors are ex and ey which are related to the distance the robot move within
unite time.

First, the self-localization results obtained by encoder and gyro subsystem are
regarded as the predicted values, namely Xp and Yp, and the errors of these predicted
values are calculated as (7.1).

ex ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2x þ w2

x

p
ey ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2y þ w2

y

q
(

ð7:1Þ

In (7.1), wx and wy are the noise of prediction process which is composed with
two parts. The first part is the basic noise which is a constant, and the other part is
proportional to the distance that the robot moves within unit time.

Then we need to calculate Kalman gains with (7.2).

Kgx ¼ e2x=½e2x þ v2x �
Kgy ¼ e2y=½e2y þ v2y �

�
ð7:2Þ

Kgx and Kgy are Kalman gains and vx and vy are the noise of measurement which
is a constant.

With Kalman gains, the predicted values and measured values, the optimal
estimation of robot coordinates X and Y can be acquired by (7.3):

X ¼ Xp þ KgxðXo � XpÞ
Y ¼ Yp þ Kgy Yo � Yp

� ��
: ð7:3Þ

Finally, the errors should also be renewed to calculate Kalman gains for the next
time with (7.4).

ex ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2x 1� Kgxð Þp

ey ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2yð1� KgyÞ

q
(

: ð7:4Þ

7.3 Experiments and Results

Three experiments are performed to test the proposed self-localization system and
the algorithms. In all of these, robot is controlled to move randomly in the field for
5 min and for each half minutes, the real position of robot is recorded to compare

66 L. Xie and X. Xu



with the self-localization results sent from robot to test the accuracy of robot
self-localization.

7.3.1 The First Experiment

The performances between individual subsystems and the whole self-localization
system are compared.

The average self-localization error of encoder and gyro subsystem is
125.648 mm, and the line chart is shown in Fig. 7.6, in which the abscissa represents
the time (unit: s) and the ordinate represents the error of the robot self-localization
(unit: mm).

The average self-localization error of laser rangefinder subsystem is 444.783 mm,
and the line chart is shown in Fig. 7.7, in which the abscissa represents the time
(unit: s) and the ordinate represents the error of the robot self-localization (unit: mm).

The average error of the whole self-localization system is 20.243 mm, and the
line chart is shown in Fig. 7.8, in which the abscissa represents the time (unit: s) and
the ordinate represents the error of the robot self-localization (unit: mm).

As can be known from the data above that by using Kalman filter, the perfor-
mance of self-localization system is improved obviously.

Fig. 7.6 Self-localization error of encoder and gyro system

Fig. 7.7 Self-localization error of laser rangefinder subsystem
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7.3.2 The Second Experiment

The sensitivity of the self-localization system to the parameters of Kalman filter is
tested in this experiment. And the parameter is the basic parts of wx and wy in
Eqs. 7.3 and 7.4. They can affect the Kalman gains, in other words, the weights of
the predicted value and the measured value, influencing whose self-localization
result is more believable and accurate between subsystems.

When the parameter is 50, the average self-localization error is 38.365 mm.
When the parameter is 100, the average self-localization error is 20.243 mm.
When the parameter is 150, the average self-localization error is 36.98 mm.
As can be seen from the data, when the parameter is 100, the robot can achieve the

best performance. However, this conclusion is in the base of the certain environment
in this experiment. Thus, we also need to test the effects of varying environment.

7.3.3 The Third Experiment

In this experiment, the sensitivity to obstructions in the field of robot is tested. And
after changing the amount and the position of obstructs twice, we find that the
average of self-localization error of robot rises from 20.243 to 29.371 and
44.944 mm, respectively.

From the conclusion in the second experiment, it is known that in a certain envi-
ronment, the robot achieves different performances by adjusting parameter in Kalman
filter, and there is certain one for the robot to obtain the best performance. In the third
experiment, the data show that with the constant parameters inKalman filter, the robot
performs with different self-localization accuracies in distinct environments.

Thus, by combining the results in two experiments, it obvious that the param-
eters and the environments need to be matched. It is mainly because in different
environments, the performances of two subsystems vary, and the Kalman filter has
to judge which subsystem owns the more believable and accurate self-location
result, and adjusting the parameters in Kalman filter is to decide the tendency of the
final self-localization result. So, if the environment is changed, the parameters
should be adjusted to make the robot acquire the best performance.

Fig. 7.8 The error of the whole self-localization system
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7.4 Conclusions

The paper proposes a robot self-localization algorithm based on multi-sensor
information fusion (MSIF) and realizes the corresponding indoor robot self-
localization system. The robot self-localization algorithm solves the problem
of robot self-localization in different environment effectively. First, a robot
self-localization algorithm based on multi-sensor information fusion is proposed. It
combines dead reckoning, range self-localization, and map-matching algorithm.
Then, two self-localization subsystems are constructed whose self-localization
information is fused by Kalman filter to obtain the optimal estimation. The good
performance is tested in three experiments with the real system.
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Chapter 8
Robust Control Using Self Recurrent
Wavelet Neural Network for a Coaxial
Eight-Rotor UAV with Uncertainties

Cheng Peng, Yue Bai, Xun Gong and Yantao Tian

Abstract This paper focuses on the robust control of a coaxial eight-rotor UAV in
the presence of model uncertainties and external disturbances. The dynamical and
kinematical model of the eight-rotor with high drive capability is established. On
account of the uncertainties, a robust back-stepping sliding mode control (BSMC)
with self-recurrent wavelet neural network (SRWNN) method is proposed as the
attitude controller of the eight-rotor. SRWNN as the uncertainty observer can
effectively estimate the lumped uncertainties. All weights of SRWNN can be
trained online by the adaptation laws based on Lyapunov stability theorem. Then
the uniformly ultimate stability of the eight-rotor system is proved. Finally, simu-
lation results demonstrate the validity of the proposed robust control method
adopted in the eight-rotor under model uncertainties and external disturbances.

Keywords Coaxial eight-rotor UAV � Self-recurrent wavelet neural network �
Uncertainties � External disturbances

8.1 Introduction

A quad-rotor UAV has been extensively studied in the automatic control community
due to its simple mechanical structure and VTOL capability [1]. Nevertheless, in
practical situations, there are many difficult problems in controlling quad-rotor UAV
because of the inevitable uncertainties. Thus, the robust control problem has been
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increasingly considered for quad-rotor with model uncertainties and external dis-
turbances, such as [2–4]. However, those robust methods are based on the inherent
structure of quad-rotor that has the poor drive capability and weak robustness. This
paper therefore proposes an eight-rotor UAV with a coaxial configuration. It is
designed with eight rotors that are arranged as four counterrotating offset pairs
mounted at the ends of four arms in a cruciform configuration. The four sets of
matched counter rotating rotor blades provide differential thrust from four equally
spaced points, which allows the eight-rotor to maneuver with higher agility. It offers
markedly increased drive capability, stronger robustness against disturbances and
greater payload capacity owing to its added four rotors than quad-rotor in condition of
using the same type of motors and rotors. Furthermore, the eight-rotor has stronger
damage tolerance to remain stable flight when some of rotors broken.

Considering model uncertainties of the eight-rotor and external disturbances, a
robust BSMC with self-recurrent wavelet neural network (SRWNN) is proposed to
control the attitude of the eight-rotor. The combination between back-stepping
technique and sliding mode control has the advantages with inherent insensitivity
and robustness against disturbances [5]. Then, SRWNN which combines the
properties of attractor dynamics of recurrent neural network [6] and the good
convergence of wavelet neural network [7] is employed to estimate uncertainties.
SRWNN can store the past information of the network and adapt rapidly to sudden
changes of the control environment because it has a mother wavelet layer composed
of self-feedback neurons [8]. Then, the eight-rotor control system using SRWNN is
proved uniformly ultimately bounded with Lyapunov stability theory. Finally, the
satisfactory robustness and attitude control performance of BSMC with SRWNN
method are demonstrated via simulation tasks in the case where the inertia matrix
uncertainties as model uncertainties of the eight-rotor and external disturbance are
taken into account.

8.2 Dynamic Model of Coaxial Eight-Rotor UAV

The eight-rotor UAV in cruciform configuration consists of four pairs of coaxial
double rotors, as shown in Fig. 8.1, where Xi, i ¼ 1; 2; . . .; 8 is the speed of eight
rotors, respectively. The pitch movement is obtained by increasing (reducing) the
speed of the rear pair of rotors and reducing (increasing) the speed of the front pair
of rotors, the roll angle can be obtained similarly using the remaining two pairs of
rotors. The yaw movement is provided by speeding up or slowing down the speed
of rotary counterclockwise rotors and changing the same speed of rotary clockwise
rotors in the opposite direction.

Two reference frames defined to express the dynamics of eight-rotor are the
earth-fixed inertial frameE ¼ fOgxgygzgg and the body-fixed frameB ¼ fObxbybzbg.
The attitude is expressed by three Euler angles g ¼ ½/; h;w�T .
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Owing to the eight-rotor treated as a symmetrical rigid body with six degrees of
freedom, the rotational kinematic equations of the eight-rotor with unmodeled
dynamics can be derived as follows

ðJ þ DJÞ � _x ¼ �skðxÞ � ðJ þ DJÞ � xþM ð8:1Þ

with J ¼ diagðIx; Iy; IzÞ as the moment of inertia and DJ ¼ diag DIx;DIy;DIz
� �

considered as the inertia matrix uncertainty that is caused by the change in mass
properties. x ¼ p; q; r½ �T denotes the angle velocity on B. skðxÞ is called as skew-
symmetric matrix [9]. The torque provided by the rotors thrust is expressed as

M ¼
Mx

My

Mz

2
4

3
5 ¼

lk1 X2
3 þ X2

4 � X2
7 � X2

8

� �
lk1 X2

1 þ X2
2 � X2

5 � X2
6

� �
k2 X2

1 þ X2
4 þ X2

5 þ X2
8 � X2

2 � X2
3 � X2

6 � X2
7

� �
2
64

3
75 ð8:2Þ

where the thrust factor k1 and the drag factor k2 are positive coefficient, l is the
distance between the rotor and the center of the aircraft. Due to external distur-
bances, in the general case of small attitude, the rotational kinematics equation can
be facilitated as follows:

€/
€h
€w

2
4

3
5 ¼

Mx=ðIx þ DIxÞ þ sdx
My=ðIy þ DIyÞ þ sdy
Mz=ðIz þ DIzÞ þ sdz

2
4

3
5 ð8:3Þ

where sd ¼ ½sdx; sdy; sdz�T denotes external disturbances.
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Fig. 8.1 The scheme of the
coaxial eight-rotor UAV
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8.3 Robust Attitude Control of the Eight-Rotor

On account of inevitable model uncertainties and external disturbances, BSMC with
SRWNN method is exploited to control the attitude of the eight rotor. The attitude
control block diagram is depicted in Fig. 8.2, which is divided into three channels:
roll channel, pitch channel, and yaw channel. Each attitude channel is separately
controlled by the proposed algorithm.

Take the roll channel of the eight-rotor as an example, which is described as

_x1 ¼ x2
_x2 ¼ Mx=Ix þ Dx

ð8:4Þ

where x1 denotes the state of roll angle, x2 is the state of roll angle velocity.
Dx ¼ sdx þ fx termed the lumped uncertainties in the roll channel, where sdx treated
as the external disturbance is bound, fx ¼ �DIxMx=½ðIx þ DIxÞ � Ix� is the model
uncertainty.

Define the roll angle tracking error as z1 ¼ x1d � x1, where x1d is the desired roll
angle. Define c1 ¼ az1, where a is a positive constant. The roll angle velocity
tracking error is z2 ¼ x2 � _x1d � c1. Then, the first Lyapunov function is taken as
V1 ¼ z21=2þ s2=2 with the sliding surface designed as s ¼ kz1 þ z2, where k is a
positive constant.

BSMC 
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SRWNN observer
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d
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1 8
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ψ
ψ

Fig. 8.2 The attitude control block diagram using BSMC with SRWNN method
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Since the lumped uncertainty Dx is unknown in practical application, an
SRWNN observer is proposed to adapt the estimated value of D̂x. SRWNN consists
of four layers: an input layer, a mother wavelet layer, a product layer, and an output
layer, as shown in Fig. 8.3. The mother wavelets are chosen as the first derivative of
a Gaussian function [10]. The weights ak;mjk; djk; hjk;wj of the SRWNN will be
trained online by the adaptation laws based on Lyapunov stability analysis.

The SRWNN uncertainty observer is defined as

D̂x ¼ ŴTÛðx; M̂; D̂; ĤÞ þ ÂTX ð8:5Þ

with the input of SRWNN as X ¼ ½z1; _z1�T . Ŵ ; M̂; D̂; Ĥ; Â are the estimation vector
of mjk; djk; hjk; ak, respectively. The product layer is Û ¼ Ûðx; M̂; D̂; ĤÞ. Based on
the universal approximation theorem, the estimated error ~Dx ¼ Dx � D̂x can be
rewritten by

~Dx ¼ ~WT Ûþ ~MTEŴ þ ~DTCŴ þ ~H
T
GŴ þ ~ATX þ D ð8:6Þ

with the expansion of ~U in Taylor series. E ¼ ½@U1=@M; @U2=@M; . . .;

@UNw=@M � M¼M̂

�� ; C ¼ ½@U1=@D; @U2=@D; . . .; @UNw=@D � D¼D̂

�� , G ¼ ½@U1=@H;

@U2=@H; . . .; @UNw=@H � H¼Ĥ

�� ~W ¼ W� � Ŵ , ~U ¼ U� � Û and ~A ¼ A� � Â. H is
the higher order terms. D is an approximation error term and assumed to be
bounded by Dj j �P.

1x

iNx

ϕ

y

Input layer Mother wavelet  layer Output layer

1z −

11θ

ϕ
1z −

ϕ
1z −

ϕ
1z −

ϕ
1z −

ϕ
1z −

1 iNθ

21θ

2 iNθ

1wNθ

w    iN  Nθ

Φ

Φ

Φ

∑

1w

2w

wNw

1a

iNa

Product layer

Fig. 8.3 The structure of SRWNN
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Then, the following Lyapunov candidate is chosen as

V2 ¼ V1 þ 1
2g1

~WT ~W þ 1
2g2

~MT ~M þ 1
2g3

~DT ~D þ 1
2g4

~HT ~Hþ 1
2g5

~PT ~Pþ 1
2g6

~AT ~A

ð8:7Þ

where g1; g2; g3; g4; g5 and g6 are positive constants. Therefore, the BSMC with
SRWNN control law Ux that is equivalent to Mx of the eight-rotor is designed as

Ux ¼ Mx ¼ Ix½�ðk � aÞ_z1 þ x
::

1d
�cs� h sgnðsÞ � D̂x � P̂ sgnðsÞ� ð8:8Þ

where c; h are positive constants. The adaptive laws for the SRWNN observer and
the approximation error bound are given as follows:

_̂W ¼ � _~W ¼ g1sÛ
_̂M ¼ � _~M ¼ g2sEŴ

_̂D ¼ � _~D ¼ g3sCŴ

_̂H ¼ � _~H ¼ g4sGŴ
_̂A ¼ � _~A ¼ g6sX

_̂P ¼ � _~P ¼ g5 sj j
ð8:9Þ

Then, the derivative of V2 can be written as

_V2 ¼ �z1z2 � az21 � cs2 � h sj j þ sD� P sj j
� � z1z2 � az21 � cs2 � h sj j ð8:10Þ

According to Barbalat’s lemma [11], it is noted that _V2 � 0 in the case where
cða� kÞ � 1

4 [ 0. Thereby, the eight-rotor control system in the roll channel is
asymptotically stable in the case of the above condition under model uncertainties
and external disturbances. Furthermore, the attitude control in pitch channel and
yaw channel with the proposed method have the same design procedure, which is
no longer described for the sake of simplicity.

8.4 Numerical Simulations Results

Comparison simulations for the attitude control of the eight-rotor between BSMC
with SRWNN method and BSMC method are performed to demonstrate the
validity and robustness of the proposed method under model uncertainties and
external disturbances. The parameters of dynamic model in the simulations are
taken from the eight-rotor prototype, as listed in Table 8.1.

Assume the initial attitude angles as g0 ¼ ½0; 0; 0�T degree, and the desired
attitude angles as gd ¼ ½12 cosðtÞ; 12 cosðtÞ; 30 cosðtÞ�T degree. An uncertainty of
−30 % in the inertia matrix is assumed as the model uncertainties. The time-varying
external disturbance is given by sd ¼ 0:2 sinð0:5tÞ act on the pitch, roll as well as
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yaw control, respectively. To achieve the favorable control performance along with
the stability condition, the parameters of BSMC are tuned as ax ¼ 10; kx ¼
0:5; cx ¼ 17; hx ¼ 1 ; ay ¼ 15; ky ¼ 0:5; cy ¼ 23; hy ¼ 3 ; az ¼ 13; kz ¼ 0:5; hz ¼ 1
in roll, pitch, and yaw channels. The learning rates of the SRWNN are taken as
g1 ¼ g2 ¼ g3 ¼ g4 ¼ g6 ¼ 10 and g5 ¼ 0:3 by the trial and error.

The attitude control compared simulations results between BSMC with SRWNN
method and BSMC method are carried out in the case of model uncertainties and
time-varying external disturbance, as shown in Figs. 8.4, 8.5, and 8.6. It can be seen
that the proposed method provides dominant advantage about control performance
against disturbances over BMSC method, which is more obvious under external

Table 8.1 The parameters of
the eight-rotor prototype Parameters Values

Mass m 2:5 kg

Distance between rotor and the center l 0:5 m

Moment of inertia to x-axis Ix 8:1� 10�3 Nm s�2

Moment of inertia to y-axis Iy 8:1� 10�3 Nm s�2

Moment of inertia to z-axis Iz 14:2� 10�3 Nm s�2

Thrust factor k1 54:2� 10�6 N s2

Drag factor k2 1:1� 10�6 Nm s�2
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Fig. 8.4 The roll control comparison result under uncertainties. a Roll angle error under model
uncertainties. b SRWNN result under model uncertainties. c Roll angle error under external
disturbance. d SRWNN result under external disturbance
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disturbances. Furthermore, the satisfied uncertainties estimation performance with
SRWNN observer is clearly corroborated.

Hence, simulation results highlight the claim that BSMC with SRWNN method
can offer better attitude control performance and stronger robustness than BSMC
method in the presence of model uncertainties and external disturbances. It is
evident that the proposed method is better suited in dealing with the robust control
problem of the eight-rotor with uncertainties.

8.5 Conclusion

In this paper, the robust attitude control strategy is presented for a coaxial eight-
rotor UAV involving the model uncertainties and external disturbances. The eight-
rotor that has higher drive capacity and stronger robustness than quad-rotor is
modeled. Then, a robust BSMC with SRWNN method is proposed as the attitude
controller of the eight-rotor with uncertainties. The combinative method of back-
stepping control and sliding mode control has the improved robustness and sim-
plified design procedure. The SRWNN observer can effectively estimate the lumped
uncertainties, whose weights can be trained online by adaptive laws derived from
Lyapunov stability theory. Then, the uniformly ultimate stability of the eight-rotor
system is guaranteed. Finally, simulation results demonstrate the BSMC with
SRWNN method adopted in the eight-rotor has great control performance and
strong robustness under model uncertainty and time-varying external disturbance.
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Chapter 9
Hardware-in-the-Loop Simulations
for Connected Vehicle

Yulin Ma, Youchun Xu and Jianshi Li

Abstract Connected vehicle is a typical application that is demonstrated in intel-
ligent transport systems. Hardware-in-the-loop simulations put discrete events,
finite states transition, and continuous vehicle dynamics modeling together to
conveniently and effectively achieve the integration and test of connected vehicle
system. The emphasis and difficulty of the connected vehicle system are discussed,
including loosely coupled distributed architecture, information sharing, and conflict
resolution mechanism among vehicles, roadsides and information center, and col-
laborative control scheme driven by discrete event flow, and results of cooperative
driving for connected vehicle via HILS are also given.

Keywords Connected vehicle � Hardware-in-the-loop simulations � Loosely
coupled distributed architecture � Hybrid automata � Collaborative control

9.1 Introduction

Nowadays, the insertion of Intelligent Transportation Systems (ITS) in the society
is a fact, due to a big number of projects, demonstrations, and researches that have
been carried out around the world. Connected vehicle (CV) is a typical application
that is demonstrated by using the technology of Internet of Things (IoT) in the ITS.
Connected vehicle systems (CVs) need to function properly in a vast amount
of different traffic scenarios and road conditions [1]. Therefore, the design and
validation of such systems are challenging, and requires a test environment that
encompasses the different aspects of traffic at various scales.

Hardware-in-the-loop simulation (HILS) is one of the high-tech approaches
that combines theory, numerical simulation, software, digital communications,
data acquisition, instrumentation and control to give a mechatronic system. It is
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generally known that the HILS systems are closed-loop systems consisting of many
math models, physical hardware components, and subsystems connected through
extensive electrical interface by means of CarMaker, dSPACE, CAN buses,
MATLAB/SIMULINK, and VehSim-RT®. For example, [2–5] had used HILS to
gain good effect in the research of intelligent vehicle. In China, the flexible,
versatile HILS are WUTS developed by Wuhan University of Technology [6] and
MTUS by Military Transportation University [7]. Both of them are typical of
mechatronic, scale testbed consist of scale vehicles running on the simulated road,
as shown in Fig. 9.1.

Motivated by the powerful function and wide purpose of HILS, this paper is
going to develop a HIL-based connected vehicle system by means of AMTS. First,
key points and difficult points in the integration and test of CVs are described. After
a brief introduction to AMTS, different states are given corresponding to the
candidate maneuvers of CV, and a hybrid automata is developed to perform tran-
sitions between these states. Once a desired state is activated, the specific maneuver
is executed by a combined longitudinal and lateral controller design. In the AMTS,
various cooperative scenarios are considered and the corresponding performance of
the controller is shown in the end.

9.2 Emphasis and Difficulty

Essentially, CVs mainly reflect the hybrid logic of the whole ITS in the following
three aspects. First, the physical structure of CVs is composed of onboard vehicle
subsystem, roadside subsystem, and service center. Second, the information
structure includes sensors networks, inter-vehicle communication networks, road-
to-vehicle communication networks, and wide area networks. Last but not least, the
system operation includes the responses to both discrete transient event and
continuous vehicle dynamics. These three aspects are interrelated and interact on
each other, collectively determining the cooperative driving for CVs. Therefore, in

Fig. 9.1 The HILS in Wuhan University of Technology and Military Transportation University.
a WUTS, b MTUS
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order to realize the effectiveness of CVs, the loosely coupled distributed system
architecture, information sharing and conflict resolution mechanism, and collabo-
rative control scheme driven by discrete event flow should be explored in depth.

9.2.1 Loosely Coupled Distributed System Architecture

According to the hybrid logic of CVs, a distributed system architecture that includes
onboard vehicles, roadsides, and service center should be developed to instruct the
cooperative behavior of CV, and a decentralized variable structure should be also
developed to instruct the autonomous behavior of the individual vehicle. Mean-
while, the loosely coupled design of information structure should be used to
develop the knowledge service models of CVs. On the one hand, this hierarchy
from onboard vehicles, through roadsides, then to service center, can weaken the
dependence of different onboard control units on information interaction between
themselves. On the other hand, this updating from the raw data, through infor-
mation processing, then to the required knowledge, can form necessary knowledge
service flow of CVs. Therefore, according to the configuration of “soft bus plus
components”, the dynamic and static data classification and fusion, multichannel
communication protocol, and network management at foreground and background
need be designed, and the knowledge service models should be verified by using
message queues and topic-based method [8]. Through the integration of physical
and information structure, the simplicity, flexibility, and robustness of CVs will be
improved.

9.2.2 Information Sharing and Conflict
Resolution Mechanism

The cooperative driving for CVs is actually the process of information sharing and
competition among vehicles, roadsides, and service center. So, the analysis of this
process should be divided into two parts. One is transitions between different states
corresponding to the candidate maneuvers of CV, the other is conflict resolution in
the process of information interaction. Usually, the hybrid automata of CVs are
developed by using finite state machine and Petri net to analyze the cooperative
behaviors [9]. In terms of states transitions, according to different types of infor-
mation, an event-driven system is developed by using different event types, such as
direct event, broadcasting event, binding event, and so on. Once the states transi-
tions are well performed, the appropriate state can be activated. A hybrid control
strategy for CVs includes the cooperative maneuvers of the leader, the controlled
vehicle, and the following vehicles. In terms of conflict resolution, timed automata
and fuzzy inference are used to analyze the conflict type of events in the infor-
mation distribution mechanism, such as different types of events can trigger the
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execution of other parallel states within one specific state. In addition, a hierarchical
structure is used for the consistency of conflict detection, and a utility function
developed by implicit events and time logic events is used to eliminate the conflict.
Thus, the accuracy of the information distribution could be improved. Meanwhile,
the hybrid automata for CVs are verified by the simulation tool of Stateflow and
SimEvents.

9.2.3 Collaborative Control Scheme Driven
by Discrete Event Flow

A collaborative control scheme driven by discrete event flow should be designed
according to the transitions and activations of the corresponding states. In the
conventional hybrid control method, a simple and direct commands or logic con-
ditions are used for both transitions and activations. For example, the default
cruising speed for connected vehicles is 30 km/s, or the spacing error for connected
vehicles is maintained within 1 m, or the vehicle should merge into the front
platoon of vehicles by accelerating maneuver. However, according to the knowl-
edge service models and the conflict resolution mechanism of CVs, the optimal
driving states for CV covering arbitrary lane, road sector, intersection, even the
whole traffic should be obtained. For example, the maximum length of CV is 10
cars within the road sector, or the 30 % of the total cars in this road sector will enter
into other sectors at the next road junction. Therefore, the performance criteria that
determine the max-flow of CV should be developed by using optimal control and
adaptive control methods. In this way, not only can a steady target be tracked
quickly, such as cruising speed at 30 m/s, or spacing error within 1 m, but also can a
smooth states transition be done from original state to the activated state, such as the
following maneuver is switched to the lane-changing maneuver, last but not least,
according to the process of knowledge service, when the length of a platoon of
several vehicles is close to “the maximum length within the road sector”, it can be
realized that the 30 % of the total cars in this road sector will enter into other sectors
at the next road junction. Meanwhile, a Lyapunov method is used to analyze the
influence that communication delay, parameters uncertainty, and disturbance have
on the driving stability for CV. On the other hand, the Poincaré maps are used to
analyze the stabilizability of CVs under states transitions.

9.3 Case Study

The HILS has often been developed as a scale version of vehicles and roadway.
Take an example of AMTS, it is a one-twelfth scale version whose area is 200 m2

and accommodates up to 100 scale vehicles running on the roadway. The AMTS
includes three parts: scale roadway, scale vehicles, and monitor console. The scale
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roadway has different kinds of road infrastructures, such as highway, bridges,
ramps, U-turns, and intersections. The scale vehicles are equipped with micro PC,
power supply module, actuation module that drives the steering and driving motors,
wireless network interface controllers that communicates among vehicles, roadside,
and monitor console, and indispensable onboard sensors, including digital camera
as image recognition of the road surface, RFID reader as vehicle positioning, and
ultrasonic, optical encoder, and accelerator as vehicle motion acquisition. The
monitor console is actually a server-based some software interfaces, which manages
vehicles and roadway databases, coordinate the whole mechatronic systems, online
adjusts controller, and intervenes HILS in real time. According to the emphasis and
difficulty of CVs, a distributed structure and a hybrid control strategy are illustrated
in Figs. 9.2 and 9.3, respectively.

According to a three-degree-of-freedom vehicle model given by [6], the vehicle
model is developed by using MATALB/SIMULINK, as shown in Fig. 9.4, which
includes longitudinal motion, lateral motion, and yaw motion. The vehicle
parameters are listed in Table 9.1.

In terms of cooperative maneuvers for CV, such as cruising, following, merging,
splitting, lane changing, and overtaking, each state corresponds to the candidate
maneuver, and a hybrid automata can be developed to achieve transitions between
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Fig. 9.2 The distributed structure of CVs
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these states, and it is implemented by using Stateflow module in MATALB/SIM-
ULINK or other unified modeling languages. So, as long as the monitor console
sends the command according to the knowledge service flow and the conflict
resolution mechanism of CVs, the onboard control unit can perform states transi-
tions to achieve optimal collaborative control with each other in CVs. The hybrid
automata developed by Stateflow is shown in Fig. 9.5, and it includes cruising,
following, and lane-changing three fundament states. The conditions of states
transitions are composed of the lane position, the length of CV, the desired speed,
and spacing of CV.

Table 9.1 The vehicle parameters

Parameters Description Parameters Description

m/kg Total mass kL/Ns
2 m−2 Aerodynamic lift

parameter

Iz/kg m2 Yaw inertial g/m s−2 Gravity acceleration

lf/m Distance from front axle to center
of gravity

g/m s−2 Gravity acceleration

lr/m Distance from rear axle to center
of gravity

f/N Traction force

Cf/N rad−1 Front cornering stiffness delta/rad Steering wheel angle,

Cr/N rad−1 Rear cornering stiffness x/m Longitudinal position

μ Rolling friction coefficient y/m Lateral position

kD/Ns
2 m−2 Aerodynamic drag parameter fai/rad Yaw angle

Fig. 9.5 The hybrid automata development
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Once a desired state is activated, the specific maneuver can be executed by a
combined longitudinal and lateral controller designed by some control methods like
PID, SMC,MPC, and LQR. Here, taking SMC as example, after a sliding surface that
employs both longitudinal error and lateral error is defined, the combined longitu-
dinal and lateral controller for the corresponding vehicle can be designed by Terminal
Sliding Mode Control method [7]. The simulations of following and lane-changing
maneuvers are given. In the following maneuver simulation for a five-vehicle pla-
toon, the leading vehicle is assumed to accelerate from 0 to 30 m/s at 2 m/s2. After the
vehicle reaches 30 m/s, it begins to decelerate to 10 m/s at −2 m/s2. The desired
spacing is 12 m. The simulation results are shown in Fig. 9.6. While in the lane-
changing maneuver simulation, according to a trapezoidal-based lateral acceleration
method, the lane-changing trajectory is first planned and then the lateral motion is
tracked. The simulation results are as shown in Fig. 9.7, and the red line denotes the
actual vehicle motion, while the blue line denotes the desired vehicle motion.
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9.4 Conclusions

The HILS is inexpensive, easily reconfigurable, and safe enough to attempt cooper-
ative maneuvers for CV. A HIL-based connected vehicle system is developed
including scale roadway, scale vehicles, and monitor console. The distributed struc-
ture and hybrid control strategy for CVs are given. Because of each state corre-
sponding to the candidate maneuver, after states transition and activation, the specific
maneuver is executed by a combined longitudinal and lateral controller. Besides, we
demonstrate HILS use in connected vehicle, such as following and lane-changing
cases. It will be a priority to design the knowledge servicemodels, event-flowmodels,
and performance criteria that determine the maximum vehicle flow in the next work.
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Chapter 10
Research on Mobile Robot Task Planning
and Execution System in Intelligent
Environments

Fang Fang

Abstract According to the application requirements for mobile robot, the robot
task planning and control mechanism in distributed intelligent environment is
studied. The general task planning and execution system architecture are studied
and established in the dynamic intelligent environment. According to the needs of
autonomous systems, extended hierarchical task nets planning modeling for robot’s
autonomous task accomplishment are studied. Efficient optimal introductory task
resolver algorithm based on task nets and methods of converting task dispatching
scheme to robot’s action sets are proposed. Related experiments are also conducted
in order to verify the feasibility and effectiveness of the system.

Keywords Mobile robot � Task planning � Execution system � Intelligent
environment

10.1 Introduction

In the future, mobile robots will become human convenient and friendly assistants.
First of all, they need to be able to adapt to coexist with people harmoniously in
highly dynamic application environment [1, 2]. Here task planning plays a key role
according to the known environment model, task requirements, and the application
of interactive functions and information. At the same time, in order to effectively
reduce the cost of robots and improve the robot’s ability to perform a task, intel-
ligent environment or intelligent space [3–5] which is widespread and with rela-
tively low cost combined with a robot has become an inevitable trend.

Robot planning study is rooted in the fact that all kinds of robots are in a noisy
environment model, all sensory information is uncertain to some extent, so the robots
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need to integrate perception and execution to plan directly. Hoffman and Breazeal [6]
pointed that the interaction and teamwork of robots and humans can be greatly
improved if the former can anticipate the forthcoming actions of the latter. The robots
should acquire knowledge about people’s current and predicted future activities and
use such knowledge to plan their actions accordingly. An intelligent environment can
monitor the service object and people in its space through its complex joint perception
and execution ability. In man–machine joint task planning system human aware task
planner (HATP) proposed by Montreuil [7], and Galindo’s human–machine col-
laborative planning method proposed by [8], the robot does not consider the human’s
behavior habits, and only provides robot planner with the prediction of the behavior
of the human. Mausam Weld’s [9] CoMDPs (concurrent markov processes) method
is entirely the extension of markov decision processes (MDPs), and puts forward how
to calculate a series of planning behavior which can be executed safely and have a
certain duration at the same time. However, this method is only fit for a single robot
agent and random actions execution time greatly increases the computational burden;
so it is not suitable for robot online task planning problem. For the above application,
this paper researches on robot task planning with people present making full use of
intelligent service components and optimizes the service function through the robot
online task planning and execution.

10.2 Decisional System Framework

According to the distribution and characteristics of autonomy of the component-
based robot system as well as the dynamic characteristics of the observation
environment, we classify the whole system into three different levels according to
the intelligent level of the component. The robot is the most intelligent component
in the system which can monitor all other intelligent components in the system and
make plans as a whole. Followed by this are the other intelligent components in the
system which can improve performance and resolve conflicts through mutual
coordination. The humans encountered by the robot are represented by entities
called “InterAction Agents” (IAAs). IAAs solve human conflicts/blocking and
unfriendliness through interaction and negotiation with robot. This paper estab-
lishes a robot-centered distributed system with high reliability which introduces the
advantages of centralized structure on the basis of fully distributed structure, and
studies the robot−human aware dynamic task planning and control mechanism.

The system control architecture shown in Fig. 10.1 is devised for robot decision
making and action in a human aware environment. The whole system consists of a
decisional layer and functional layer. The decisional layer is composed of three
components: The task planner (HATP), task agenda, and the supervision and
execution module (SVE). HATP is the decisional kernel concerning timing con-
straints, physical security constraints, human aware constraints, action efficiency
constraints, etc. SVE constitutes the decision kernel, which is based on an incre-
mental context-based task refinement in a human context. The supervision and
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execution module takes into account not only the task achievement, but also
communication and monitoring needed to support interactive task achievement in a
flexible way. The functional layer consists of human aware navigation module,
human global localization module, movement tendency recognition module, body
posture recognition module, etc.

10.3 Mission Planning Methods

Hierarchical task network planning methods (HTN) are introduced and expanded.
Probabilistic model is used to represent its application framework. Then robot
hierarchical task network planner A*-HTN, which is based on A* algorithm, is
proposed. On this basis, information reasoning combined with robot probabilistic
model is done to accomplish the planning system concerning external information.
At the same time, online probability learning method is proposed; so that robot can
replan or repair the task when task fails. The structure using extended hierarchical
task network planning methods is shown in Fig. 10.2.

Robot autonomous planning model mainly contains related planning language
model, optional action sets, and constraints related to operation action, planning
time constraints (PTC), action duration constraints (ADC), efficiency constraints
(EC), physical security constraints (PSC), and interaction constraints (IC). Except
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human aware constraints

action efficiency constraints

Task Agenda

SVE

Fig. 10.1 Planning and decision-making model structure of the robot system
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planning model, task decomposition method library which is used in the solving
process of A*-HTN planning method is different from the general planning system.
It is used to descript the definition of complex task and its decomposition method.
When solving domain model and decomposition method library, it is treated as a
knowledge library of inference engine. Planning requests contain the robot system’s
initial state collection, target task collection (not the target state collection), and
constraints collection. Both of them and intermediate data produced by planning
system form the database of inference engine. Under the support of the knowledge
library and database, inference engine uses the TNBFSS method based on A*
algorithm to accomplish iterative search which finally gets an executable action
plan. After the action plan is executed, the target status is used as the new initial
state in the inference engine by the new planning process. At the same time, when
robot fails to perform tasks, implementation monitoring module will contrast the
feedback action plan with the anticipation to confirm whether to enter the circu-
latory system of replan or planning patch. When dynamic information is missing,
robot can complete the task more efficiently in this way. What is more, it can make
the system more efficient and the robot more autonomous.

In order to achieve the human aware task plan and execution, the comity and
many other social habits are quantified and integrated in consideration space for
mission planning according to the events schedule agenda of service object. In this
consideration space, task planner uses the given task as the constraints to calculate
the optimal behavior. We have realized the human aware behavior goal of the robot
which both guarantees the security of human and robot and adapts the psycho-
logical feelings. Now, considering n individual’s status H1

k ; . . .;H
n
k and global pose

of the robot rk , we use the rule functions fcriterion to calculate the cost of robot, as
shown in formula (10.1):
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Fig. 10.2 Robot autonomous planning system framework
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Cost ¼ fcriteriaðrobot, people, environmentÞ ¼ fcriteriaðrk;H1
k ; . . .H

n
k ;MÞ ð10:1Þ

Five social habits or psychology principles are considered in fcriterion, including
not infringing on others’ personal space, minimum area of human–robot interaction,
maintaining visibility to others, and complying with the travel side.

HTN algorithm could decompose to get a minimum number of behavior actions.
But optimal planning is not only related to the number of actions, but also to
behavior action itself. Each motion has different utility value according to its type
and execution results, and some motions may execute to fail. Actually, the largest
success probability of any action is less than one; so the traditional HTN algorithm
which adapts the static environment is not suitable. Uncertainties must be regarded.
A*-HTN planner can meet this requirement. The utility value of each type operation
a is defined as u(a, r), if a executes successfully then r = 1, if not then r = 0. The
planner gets the action collection b which has the maximum expected utility (E[u
(b)]), b ¼ ða1; a2; . . .akÞ ¼ aki

uðb; rÞ ¼
Yk
i¼1

uðai; riÞ ð10:2Þ

E½uðbÞ� ¼
X

r2f0;1g
pðr bj Þuðb; rÞ ¼

X
r

pðr bj Þ
Yk
i¼1

uðai; riÞ ð10:3Þ

When execution fails, u(a, 0) = 0, then formula (10.3) becomes

E½uðbÞ� ¼ pðr ¼ 1 bÞ
Yk
i¼1

uðai; ri ¼ 1Þ ¼
�����

Yk
i¼1

pðri ¼ 1 ri�1
1 ¼ 1; bÞ��

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
hðai;bÞ

Yk
i¼1

uðai; ri ¼ 1Þ

ð10:4Þ

10.4 System Experiment and Verification

We use the example of sending and receiving things to verify the feasibility and
effectiveness of the system. Staff A will send a thing to staff B. He first calls the robot
name. Voice sensor in the room catches his voice and sends to the robot. Robot sends
the audio information to voice recognition server to recognize it, thus judging that
someone is calling him and where the staff A is. Then the robot moves to the office
room to search where the staff A is. There are many staffs in this room; staff A uses
uniform color markers (its function is similar to the color marks on the robot) to
show his location to the global camera. He puts the thing on the tray of robot and tells
the robot to deliver it to staff B. The target name captured and recognized is told to
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the robot in the same way. The robot finds the name of staff B in the staff library and
finds his office room number. A global map is downloaded from the environment
model library. The robot plans a way to the room of staff B, then sets it out. On its
way, the robot uses the global camera to locate and track itself. When it arrives at the
room of staff B, the robot downloads the local map of this room from the envi-
ronment model library. And it plans a way to go behind staff B. The implementation
method used is as shown in Fig. 10.3.

This scene test was realized. The feasibility and effectivity of the system are
validated by establishing the mission process, analyzing and matching the subtasks,
and planning the task by itself.

10.5 Conclusion

The basic framework of robot task planning and execution system in distributed
intelligent environment is presented in this paper. The common mission planning
and control system architecture and logical hierarchy is also put forward and
established. An efficient optimal introductory task resolver algorithm based on task
nets and methods of converting task dispatching scheme to robot’s action sets is
proposed. The task planning, distribution, and implementation are completed
through constant interaction between robots, intelligent components, and people.
Through a series of human–machine harmony rules, task assignment has certain
adaptability to the service people. The architecture effectively solves the bottleneck
problem of the large amount of calculation in planning process through dispersing
machine intelligence into the intelligent components.
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Chapter 11
Terrain Data Real-Time Analysis Based
on Point Cloud for Mars Rover

Haoruo Zhang, Yuanjie Tan and Qixin Cao

Abstract With the development of space exploration, more and more aerospace
researchers pay attention to Mars and Mars rover that has a capability of autono-
mous navigation will gradually become the focus of the study. Above all, we need
to realize a real-time modeling and analysis of unknown environment, providing
necessary real-time information for Mars rover motion planning, and ultimately
achieving autonomous navigation. First, the research content is briefly introduced.
Then, visual sensor on Mars rover is used to acquire 3D point cloud area in real-
time environment and 3D grid map is created to reduce the complexity of 3D map
for real-time analysis. Third, relying on the established 3D grid map, terrain and
environmental information are analyzed and identified and necessary information
for Mars rover motion planning is provided.

Keywords Vision sensor � 3D point cloud � 3D grid map � Obstacle crossing
possibility � Obstacle feature

11.1 Introduction

The research is to achieve modeling and terrain data real-time analysis of envi-
ronment based on point cloud for the Mars rover. The target is to establish stereo
vision sensor system on Mars rover, and to achieve 3D point cloud creating,
modeling, and real-time environmental analysis. According to the particular rover
model, stereo vision sensor is established and is connected to the rover on-board
computer, writing the program using an open source PCL library based on
Microsoft Visual C++. Then Mars rover motion planning is combined with Webots
robot simulation environment, finally running the program on the Mars rover.
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And the research is to study the methods to solve the problem about terrain point
cloud data analysis for Mars rover. And finding the method to reduce the com-
plexity of the 3D point cloud map, and also creating 3D grid map which have
sufficient amount of information in a short time [1]. Due to the complex environ-
ment on Mars, studying about how to get further information on the environment
analysis is to identify the area which can be passed through or not, the area part of
the characteristic data is calculated by obstacle features analysis, and the data is
provided to motion planning for Mars rover [2].

The main framework for modeling and terrain data analysis system is as follows
(Fig. 11.1).

11.2 Original 3D Point Cloud Data Acquisition
and Processing

The research is to study the methods to solve the problem about terrain point cloud
data analysis for Mars rover, and we can utilize the stereo vision sensor to acquire
original 3D point cloud data, for example, Bumblebee2 [3]. The research mostly
focuses on the 3D point cloud processing, and uses Kinect sensor as stereo vision
sensor temporarily. And the sensor platform is built on the Mars rover which is six-
wheeled rocker type mobile robot. And the stereo vision sensor platform can adjust
the vision angle in a certain range.

11.2.1 Original 3D Point Cloud Data Acquisition

First, stereo vision sensor is used to get depth image and color image of the current
environment in general. And the original 3D point cloud map can be built by depth
image and color image [4]. The research also proposes a method to build the

 Stereoscopic 
Vision Sensor

Connecting to Mars Rover 
On-board Computer

Acquiring Original 3D
Point Cloud Data

Building Sensor 
Platform

Building 3D Grid 
Map

Analyzing Obstacle 
Crossing Possibility

Analyzing Obstacle 
Feature

Hardware Part Software Part

Fig. 11.1 Modeling and terrain data analysis system of environment for Mars rover
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original 3D point cloud map. The research uses stereo vision sensor to acquire
depth image and color image of original environment, as follows (Fig. 11.2).

Left side of the image is the depth image and right side is the color image. The
research builds the 3D point cloud by integrating depth image and color image, as
follows.

In general stereo vision sensor coordinate system, Z-axis is the normal axis of the
lens, the depth value of each pixel in the depth image represents the Z value of the
actual coordinate space; X, Y is the index position of the depth image of each pixel
(X is column, Y as row), so X, Y coordinate space needs to be converted to the actual
X, Y value.

First, the field view of stereo vision sensor is acquired, including horizontal and
vertical viewing angles.

Second, the proportion of unit conversion is calculated (Fig. 11.3).
Angle α is horizontal viewing angle and angle β is vertical viewing angle.

RealWorldX to Z ¼ 2tan a=2ð Þ; RealWorld Y to Z ¼ 2tanðb=2Þ ð11:1Þ

Third, the actual environment of X, Y values is calculated. And nXRes is the
pixel value in the depth image in the width direction, nYRes is the pixel value in the
height direction (Fig. 11.4 and Table 11.1).

Fig. 11.2 Original environment data acquisition

Fig. 11.3 Proportion of unit
conversion
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NormalizedX ¼ X=nXRes� 0:5; Normalized Y ¼ 0:5� Y=nYRes ð11:2Þ

X ¼ NormalizedX � Z � RealWorldX to Z ð11:3Þ

Y ¼ Normalized Y � Z � RealWorldX to Z ð11:4Þ

11.2.2 Building 3D Grid Map

Mars rover motion planning needs large amounts of real-time environment data [5].
Therefore, it is necessary to build a 3D grid map; in this way, it can reduce the
complexity of creating maps, and reduce running time of the algorithm (Fig. 11.5).

PCL open source library filter module has filter function that can remove
unwanted points in the 3D point cloud data with different filters [6]. And the
research uses filter module class ApproximateVoxelGrid to simplify 3D point cloud
map. Class ApproximateVoxelGrid can generate 3D grid map with the input of
original 3D point cloud map, and the research takes advantage of all the center of
the grid to approximate point sets that are contained in the grid.

This research chooses 3D grid size of 0.05 m. The data points are reduced from
163,209 to 2440 points, and the size of point cloud file reduces from 7078 to
82 KB, ensuring the environmental characteristics of the information simplify data.

Fig. 11.4 Comparison between actual environment and 3D point cloud

Table 11.1 Errors between
actual value and 3D point
cloud value

Feature Actual value (m) 3D value (m) Errors (%)

1 0.3530 0.35182 0.33433

2 0.0600 0.05927 1.21667

3 0.2260 0.22435 0.73009

4 0.3820 0.38104 0.25131
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11.3 Terrain Data Analysis of Single-Frame 3D Grid Map

As for terrain data analysis, the coordinate system of 3D grid map needs to be
changed [7]. The current coordinate values obtained from 3D grid map, based on
stereo vision sensor coordinate system, must be transformed into a coordinate
system of Mars rover.

11.3.1 Analyzing Obstacle Crossing Possibility

The research also gained some motion data of Mars rover about obstacle crossing
from physical experiments; for example, the rover’s wheels cannot pass through
slope of about 30° or more and the height of the obstacle radius rover wheels
(11 cm) above. So the research needs to search all data points on the 3D grid map to
detect whether the obstacle, whose slope angle is more than 30°, exists or not. So,
we need to search all the data points of the 3D grid map and find out the point sets
(two points) that meat some requirements. First, the difference between X values of
the two points is less than 0.1 m, while the difference between Y values of the two
points is greater than 0.05 m. In this way, the two points in the point set are closest
with each other in the 3D grid map (grid size 0.05 m), and they have different
Y values.

Then, calculating the slope between two points in all point sets. If the point set
whose slope angle is more than 30°, the algorithm will judge whether the point set
is located on the area that the wheels of Mars rover will pass through or not. And
X value of the area is more than 0.2 m or less than −0.2 m.

And if X value of points is less than 0.2 m and more than −0.2 m, the algorithm
will judge whether Z value of these points is less than the bottom height of Mars
rover or not; for example, if Z value is more than 0.32 m, the area could not be
passed through. In addition, if the point set whose slope angle is more than 30°

Fig. 11.5 3D grid map (size 0.1 m left, size 0.05 m right)
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which is located in the area whose X value is less than 0.2 m and more than −0.2 m,
then the current terrain cannot be passed through (Fig. 11.6).

11.3.2 Analyzing Obstacle Feature

After analyzing obstacle crossing possibility, if the current 3D grid map can be
passed through, it is necessary to analyze the obstacle feature. In this way, Mars
rover could take a different strategy under different conditions of obstacle feature.

In the algorithm, the input is a pointer of point cloud, and the output is a variable
named “workcase.” During the experiment, the main analysis is about some rela-
tively simple obstacle feature. If the value of “workcase” is 1, it indicates that the
ground is flat; 2 indicates uphill straightly; 3 indicates uphill straightly on left side;
4 indicates uphill diagonally on left side; 5 indicates uphill straightly on right side; 6
indicates uphill diagonally on right side; 7 indicates uphill diagonally; 8 indicates
downhill straightly; and 9 or 10 indicates downhill on one side (left and right).

First, the algorithm will judge whether the area is “workcase” 1 or not by
average and variance of Z value. Then the algorithm selects four arrays of data
points whose X value are −0.45, −0.25, 0.25, and 0.45 m, respectively. And the
Y value of data points in every array is sorted by size. In addition, the algorithm will
search the points whose Z value is more than 0.05 m in every array and assign the
least Y value to variable distance. Second, the algorithm will judge whether the
difference between distances (X value −0.45 and 0.45 m) is less than 0.1 m or not.
And the difference can be signed by Diff (−0.45 to 0.45). The other terrain data
analysis is as follows (Fig. 11.7).

Start

Searching point sets

 Slope  30°

|X|  0.2m

Z  0.32m

Cannot pass through Pass through

Yes

Yes

Yes

No
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Fig. 11.6 Flow diagram of
obstacle crossing possibility
analysis
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11.3.3 Experiments Under Webots Robot Simulation
Environment

See Fig. 11.8 and Table 11.2.
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Fig. 11.7 Flow diagram of obstacle feature analysis

Table 11.2 Errors between actual value and analysis value in experiments

Obstacle feature Actual value Analysis value Errors (%)

2 Distance 0.6750 m 0.6763 m 0.1926

Gradient 20.0° 20.0021° 0.0105

3 Distance 0.4740 m 0.4750 m 0.2110

Gradient 20.0° 20.0014° 0.0070

4 Alpha −26.0° −26.6887° 2.6488

8 Distance 1.2950 m 1.3007 m 0.4402

Gradient −11.5° −11.4787° 0.1852
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11.4 Conclusion

Considering the size of Mars rover, errors between actual value and analysis value
are within the acceptable range. According to Fig. 11.8, the algorithm can realize
obstacle feature recognition and get result in a short time about 0.5 s. In conclusion,
simulation experiments verify the accuracy and real time of the algorithm.

Acknowledgments Supported by National Natural Science Foundation of China (Grant
No. 61273331).
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Chapter 12
Motion Planning Algorithm Based
on Environmental Information
for Mars Rover

Yuanjie Tan, Haoruo Zhang and Qixin Cao

Abstract In this paper, we propose a motion planning algorithm for Mars Rover to
realize the smooth and steady action when crossing obstacles and ultimately
achieve the purpose of autonomous movement. The research described in this paper
includes the following aspects. First, finish kinematics modeling and analyze some
basic movement patterns when the rover is doing planar motion and get the results
of the inverse kinematics. Then validate the result in the virtual simulation envi-
ronment. Second, conduct the kinematics analysis for the Mars rover when it
crosses some specific obstacles such as climbing a slope. Third, get the optimized
strategy of motion planning and determine the overall plan scheme when crossing
obstacles.

Keywords Kinematics modeling � Inverse kinematics equations � Crossing
obstacles � Motion planning strategies

12.1 Introduction

In the past, the motion planning of the traditional robot mainly concentrated on path
planning. This way actually regards the robot as a whole to study how it can
effectively avoid obstacles in the environment. But on Mars, due to extremely
complex pavements and environment, the Mars rover cannot be regarded as a black
box. The structure of the robot, the over-obstacle capacity, and many other aspects
should be taken into account. The most important thing for the Mars rover is how to
overcome the obstacles efficiently and ensure its safety, autonomy, and high
efficiency of its movement at the same time [1].
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The research mainly studies how the Mars Rover analyzes the environment
information after obtaining the real-time environmental picture and decides how to
control the motion of the 10° of freedom based on the information [2] (Fig. 12.1).

12.2 Planning Algorithm of Planar Motion for Mars Rover

The simplest situation is that the Mars rover moves on a plane without any
obstacles. It has various kinds of basic movement patterns, namely: straight for-
ward, backward, stop; spin around; rotation of large radius.

On the plane, any movement can be seen as a superposition of these three basic
movement patterns. Viewing from the center of mass of the Mars rover, the
movement can be equivalent to two speeds: linear velocity V and angular velocity
ω. Therefore, it is necessary to know the relationship between the rover’s overall
linear velocity V, the rotation angular velocity ω, and its six wheel’s speed.
According to the structural characteristics of the rover, an inverse kinematics
equations of motion on the plane is established [3].

The six wheels are denoted as No. 0–5 in the anticlockwise direction, θ refers to
the angle between the line connected by front wheels and the rover’s centroid and
the horizontal direction. β[i] means the pose angle of the No. i wheel (Fig. 12.2).

Fig. 12.1 The picture of the
Mars rover in the laboratory
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b 0½ � ¼ a tanððx � L � sin hð ÞÞ=ðV � x � L � cosðhÞÞ ð12:1Þ

b 2½ � ¼ �a tanððx � L � sin hð ÞÞ=ðV � x � L � cosðhÞÞ ð12:2Þ

b 3½ � ¼ �a tanððx � L � sin hð ÞÞ=ðV þ x � L � cos hð ÞÞ ð12:3Þ

b 5½ � ¼ a tanððx � L � sin hð ÞÞ=ðV þ x � L � cosðhÞÞ ð12:4Þ

V 0½ � ¼ �ðV � x � L � cosðhÞÞ=cosðb½0�Þ ð12:5Þ

V 1½ � ¼ �ðV � x � LÞ ð12:6Þ

V 2½ � ¼ �ðV � x � L � cosðhÞÞ=cosðb½2�Þ ð12:7Þ

V 3½ � ¼ ðV þ x � L � cosðhÞÞ=cosðb½3�Þ ð12:8Þ

V 4½ � ¼ ðV þ x � LÞ ð12:9Þ

V 5½ � ¼ ðV þ x � L � cosðhÞÞ=cosbð½5�Þ ð12:10Þ

12.3 Planning Algorithm of Crossing Over Obstacles
and Simulation Verification

Three factors needs to be considered when the Mars rover goes through obstacles in
a real-time environment: security, stability, economy. The rover can efficiently go
through obstacles if its motion planning method meets these three conditions.

Fig. 12.2 The kinematics
analysis of planar motion
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Security is to determine the strongest ability of going through obstacles and this can
provide a theoretical basis for the rover’s traversability. Stability is that the rover
can keep its direction of motion unchanged after going through obstacles. That
means it can self-correct its direction when it deviates from its original direction.
Economy means that most of the current planning methods set the same motion
parameters for each wheel, this planning method will result in the parasitic power
loss. The reason is the incoordination between different drive units which may
result in wheel’s slip. So kinematic analysis need be done when the rover goes
through obstacles. By this way, a more efficient pattern for crossing obstacles can
be achieved [4].

12.3.1 Motion Planning of Uphill

The whole idea for the motion plan of climbing is to keep the motor’s rotation
speed of the wheels which are on the ground constant, then the speed of the wheel
which is on the slope changes in real time. According to the geometric relationship,
the relationship between the speed of the wheels on the slope and the speed of the
wheels on the ground can be solved in the ideal situation. Controlling the speed of
the uphill wheels based on this solution will reduce the possibility of the occurrence
that other wheels slip so that the power consumption of the motor achieves a
minimum value.

This method first analyzes one situation of uphill: Only the front wheel climbs
on the slope while the middle and the back wheel move on the ground. It sets the
original moments which means t = 0 corresponds to the moment that the front
wheel begins to climb on the slope (Fig. 12.3).

In the analysis, the overall forward speed of the rover is denoted as V, the speed
of the uphill wheel u, the slope angle θ (Fig. 12.4).

Fig. 12.3 Mars rover in
Webots simulation
environment
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By the triangle law of cosines:

L
sin h

¼ a� Vt
sin b

ð12:11Þ

By the rule that the speed along the direction of the rod should be the same:

V cosð180� h� bÞ ¼ u cosð180� bÞ ð12:12Þ

L ¼ 0:68 ð12:13Þ

a ¼ 0:62þ 0:28
tan h

ð12:14Þ

u ¼ cosðhþ bÞ
cos b

V ¼ cosðhþ pi� a sinða�Vt
L sin hÞÞ

cosðpi� a sinða�Vt
L sin hÞÞ V ð12:15Þ

If the climbing wheel is denoted as No. 1, the other wheels are denoted as 2–6,
the motion planning equation is:

V1 ¼
cosðhþ pi� a sinða�Vt

L sin hÞÞ
cosðpi� a sinða�Vt

L sin hÞÞ V ð12:16Þ

V2 ¼ V3 ¼ V4 ¼ V5 ¼ V6 ¼ V ð12:17Þ

Note that the speed of the climbing wheel changes with time while the other
wheels’ speed is consistent with the overall rover forward speed. The rover uses DC
servo motor which can achieve real-time change in velocity.

According to the results of the above plan, the speed curve of the front wheel
when climbing 30° and 20° slope is as follows (Fig. 12.5).

The unit of time is taken as 64 ms because the cycle that the Webots program
updates all of the values is 64 ms.

Fig. 12.4 The kinematic analysis of the uphill of the Mars rover
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12.3.2 Webots Simulation Verification

In Webots, this method makes the simulation of the above planning strategy. Since
the slip of the wheel may happen in real environments, it will be difficult to see the
difference between different strategies. In Webots simulation, this method sets the
coefficient of friction between the wheels and the ground or the slope to a very big
value to ensure the wheels’ pure rolling. In this situation, the results of simulation
will be more obvious.

When the rover climbs with its six wheels at the same speed, it can be seen that
the middle wheel hangs in the air. This phenomenon is not difficult to understand.
Since the front wheel is uphill, the rear wheel moves forward on the ground, if these
two wheels keep the same speed, then the body will inevitably be compressed
resulting in the middle wheel idle off the ground. At the same time, the rear wheel
on the ground bears much larger load. Besides, the motor is damaged due to the
unreasonable velocity distribution (Fig. 12.6).

When the process of climbing is controlled by the results calculated above, that
means the speed of the climbing wheels change in real-time, the middle wheel is

Fig. 12.5 The speed curve of the front wheel when climbing 30° and 20° slope

Fig. 12.6 The simulation of the process of uphill using two different planning strategies
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always close to the ground and the entire body can smoothly climb on the slope.
The data shown in the console area in the bottom of the right figure is the real-time
speed of the uphill wheel. This planning strategy which confirms to the kinematic
and geometry relationship can achieve the optimization of energy and protection of
the motor, so that the rover can theoretically cross obstacles efficiently.

The other kinds of climbing such as downhill are analyzed and verified using the
similar approaches, the process of derivation is omitted here.

12.4 Overall Planning Algorithm for Crossing
Over Obstacles

To combine the motion planning algorithm with the vision algorithm, the planning
strategy need be changed according to the real-time working conditions of the
rover [5].

The visual part of the algorithm analyzes nine kinds of simple working condi-
tions of the rover including uphill, climbing across the vertical ladder or simply not
able to pass the obstacle. The motion planning part will take the corresponding
planning strategy to control the motion of the rover based on the working condition
it gets from the vision part [6].

For example, when the working condition is determined to be No 7 which
corresponds to straight uphill of the rover, the visual algorithm will return some
parameters to the motion planning algorithm such as the distance from the rover to
the slope, the slope angle, and the height of the slope.

The following figure is a world model established in Webots virtual simulation
environment to verify the effectiveness of the motion control strategy (Fig. 12.7).

This method actually combines all kinds of obstacles to make a target database.
Based on this idea, the overall planning algorithm can be summarized as follows.

First, Kinect vision sensor mounted on the rover gets an image of real-time
environmental information, the image mosaic algorithm can obtain a 4 × 4 matrix
after coping with this image, and then get the rover’s pose information. At the same

Fig. 12.7 World model
established in Webots virtual
simulation environment
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time, the vision algorithm recognizes the obstacle and compares it with the standard
obstacle in the target database established previously. Then some of the charac-
teristic parameters can be obtained and the current working condition of the rover is
determined [7].

If the obstacle is beyond the rover’s crossing ability, a fuzzy path planning need
be done, the main task is to bypass the obstacle and the specific method is to plan
the path of the rover. However, this is not the focus of this method. If the obstacle is
within the rover’s crossing ability, the motion planning involving 10° of freedom
need be done to achieve the efficiency of going through obstacles. According to the
type of the obstacles and characteristic parameters, strategy for going through
obstacles can be determined. This method focuses on the rotation velocity and
poses planning of each wheel based on the strategy discussed previously.

12.5 Conclusion

In this paper, we propose a motion planning algorithm for Mars Rover and validate
its effectiveness in the virtual simulation environment. We achieve the purpose of
autonomous movement by determining the overall plan scheme when crossing
obstacles.

Acknowledgments Supported by National Natural Science Foundation of China (Grant
No. 61273331).
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Chapter 13
Error Correction of Support Vector
Regression Model for Copper-Matte
Converting Process

Jun Chen, Xiaoqi Peng and Xiuming Tang

Abstract To improve the performance of copper-matte Peirce-Smith Converting
(PSC), the influence of local process data to e-support vector regression (SVR)
model for converting process is studied. This paper proposes an Error Correction
method for e-Support Vector Regression (EC_SVR), in which the influence of local
support vector to prediction results is considered. Two EC_SVR models for slag
weight and blowing time of S1 period (that is, the first slag producing period of
PSC) are developed by the real production data. Simulation results show that
EC_SVR model can significantly improve prediction accuracy and generalization
of the converting decision variable in S1 period.

Keywords Support vector regression �Error correction �Copper-matte converting �
Prediction accuracy � Generalization

13.1 Introduction

Converting is the second half of the smelting/converting sequence by which most of
the world’s Cu–Fe-sulfide concentrates are made into metallic copper. It is most
often carried out in the cylindrical Peircee-Smith converter [1]. PSC is a ‘batch’
process. Converting takes place in two stages: (a) the slag-forming stage when
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Fe and S are oxidized to FeO, Fe3O4 and SO2, silica flux is added to form a liquid
slag with FeO and Fe3O4. (b) The copper-making stage when the sulfur in Cu2S is
oxidized to SO2. Copper is not appreciably oxidized until it is almost devoid of S.
The objective of optimization decision model for PSC is to obtain higher output
with more superior quality of crude molten copper and lower energy consumption.

In the last two decades, researchers started to make use of the large amounts of
data measured and stored in the PSC process to build optimization decision model.
Hu et al. [2] developed an Artificial Neural Network (ANN) prediction model to the
range of converting endpoint. Song et al. [3] proposed to extract some laws from
lots of production data using the data mining technology, to forecast slag weight of
PSC, Song et al. [4] developed two optimal decision making models, respectively,
for flux amount and blowing time of S1 period based on combined ANN. Yao et al.
[5] developed a model to predict the composition of the slag using partial least
squares and ANN methods jointly.

Data-driven model is probably closer to real converting process than mechanism
models in theory, meanwhile, the mainly used data-driven method is ANN, in
which the optimal number of hidden nodes is problem dependent and unknown in
advance. Support vector machine, a set of classification and regression techniques,
has played an important role in model building over the past decades. It is grounded
in the framework of statistical learning theory and the principles of structural risk
minimization [6]. But SVR model is usually built with global data distribution, not
considering the local changes of converting process and its consequence to model.
Consequently, research on EC-SVR model for copper-matte converting process is
important and attractive.

Inspired by the research works mentioned above and the reasons that would
cause errors to the forecast model, EC_SVR model are proposed. We use the local
data of copper-matte converting process to correct SVR model, two EC_SVR
model for slag weight and blowing time of S1 period are developed.

13.2 Support Vector Regression

Suppose we have a training data set T ¼ x1; y1ð Þ; . . .; xl; ylð Þf g 2 X � Yð Þ gener-
ated from an unknown probability distribution function P x; yð Þ, where X denotes
the space of the input patterns xi i ¼ 1; . . .; lð Þ (e.g. X ¼ Rn), for instance, control
variable and state variable of matte converting. yi 2 Y ¼ R is a target output, l is the
number of sample. In e-insensitive support vector regression (e-SVR) [7], our goal
is to find an optimization decision function f xð Þ ¼ w � xð Þ þ b in a function set F,
where the vector w 2 Rn and bias b 2 R. Based on the structural risk minimization
principle, the upper bound of expected risk should be minimized. Here c x; y; fð Þ ¼
jy� f ðxÞje ¼ max 0; jy� f ðxÞj � ef g is a e-insensitive loss function, which has
fixed width and symmetrical structure, e is a pre-selected positive number.

118 J. Chen et al.



It is a common method to handle nonlinear regression problems by mapping
input samples xi to a high-dimension linear feature space with a nonlinear mapping
/ðxÞ. The linear SVR model is formulated to predict output in the high-dimension
feature space.

Nonlinear e-SVR primal optimization problem can be represented as:

min
w2Rn;n;n�2Rl;b2R

1
2
jjwjj2 þ C

l

Xl

i¼1

ni þ n�i
� �

s:t: w � /ðxiÞð Þ þ bð Þ � yi � eþ ni; i ¼ 1; 2; . . .; l

yi � w � /ðxiÞð Þ þ bð Þ� eþ n�i ; i ¼ 1; 2; . . .; l

ni; n
�
i � 0; i ¼ 1; 2; . . .; l ð13:1Þ

The penalty parameter C > 0 determines the trade-off between fault sample and
model complexity by controlling the punishment degree of error classification
sample. n and n� are slack variables used to enhance prediction accuracy. The
Lagrange function from the primal optimization problem is expressed as

L w; b; nð�Þ
� �

¼ 1
2
jjwjj2 þ C

l

Xl

i¼1

ni þ n�i
� ��Xl

i¼1

gini þ g�
i
n�i

� �

�
Xl

i¼1

ai eþ ni þ yi � w � /ðxiÞð Þ � bð Þ

�
Xl

i¼1

a�i eþ n�
i
� yi þ w � /ðxiÞð Þ þ b

� �
ð13:2Þ

where, ai; a�i ; gi; g
�
i
are nonnegative Lagrange multipliers. The primal constrained

optimization problem (13.1) can be solved under the Karush-Kuhn-Tucker (KKT)
conditions, the dual optimization problem can be obtained as

min
a;a�2Rl

1
2

Xl

i;j¼1

a�i � ai
� �

a�j � aj
� �

K xi; xj
� �þ e

Xl

i¼1

a�i þ ai
� ��Xl

i¼1

yi a
�
i � ai

� �

s:t:
Xl

i¼1

ai � a�i
� � ¼ 0; 0� a�i ; ai �

C
l
; i ¼ 1; 2; . . .; l ð13:3Þ

In which kernel function K xi; xj
� � ¼ /ðxiÞ;/ðxjÞ

� �
is based on the Mercer’s

theorem. The solution of the dual problem yields the nonlinear regression function
f xð Þ, and b is a constant term
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f xð Þ ¼
Xl

i¼1

a�
i
� ai

� �
K xi; xð Þ þ b ð13:4Þ

b ¼ yj �
Xl

i¼1

a�i � ai
� �

K xi; xj
� �þ e ð13:5Þ

where training points xi whose ai; a�i 6¼ 0, are referred as support vectors.

13.2.1 Boundary Characteristic Analysis of e-SVR

e-insensitive loss tube(e-tube) of e-SVR in linear space and high-dimension feature
space are shown in Figs. 13.1 and 13.2, respectively.

If the input and output of the training samples xi; yið Þ lie inside the e-tube, then
n�

i
¼ ni ¼ 0. In conjunction with the constraints of Eq. (13.1), we have

eþ ni þ yi � w � /ðxiÞð Þ � b[ 0 ð13:6Þ

y=<w x>+b-ε

y 

2ε

y=<w x>+b+ε

y=f(x)= <w x>+b 

,x y

x 
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sample ( )
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,

Fig. 13.1 e-tube linear space
feature of single variable
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y 
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eþ n�
i
� yi þ w � /ðxiÞð Þ þ b[ 0 ð13:7Þ

Combining KKT conditions and Eq. (13.2) allows us to conclude that

ai eþ ni þ yi � w � /ðxiÞð Þ � bð Þ ¼ 0 ð13:8Þ

a�
i
eþ n�

i
� yi þ w � /ðxiÞð Þ þ b

� �
¼ 0 ð13:9Þ

C
l
� ai

� 	
n ¼ 0 ð13:10Þ

C
l
� a�

i

� 	
n� ¼ 0 ð13:11Þ

Combining Eqs. (13.6)–(13.9), we have a�i ¼ ai ¼ 0, i.e., the training samples
lie inside the e-tube, which makes no contribution to decision function of regression
Eq. (13.4).

If the training samples xi; yið Þ lie on e-tube boundary, from Figs. 13.1 and 13.2,
we can observe n�

i
¼ ni ¼ 0, when w � /ðxiÞð Þ þ bð Þ � yi ¼ eþ n�

i
, then

eþ n�
i
þ yi � w � /ðxiÞð Þ � b ¼ 2e. Combining Eqs. (13.8)–(13.10), we have

a�
i
¼ 0, ai 2 ð0; Cl Þ. Similarly, when ai ¼ 0, we have a�

i
2 ð0; Cl Þ.

If the training samples xi; yið Þ lie outside the e-tube, we can observe n�
i
6¼ 0.

Combining Eqs. (13.8) and (13.11), we have a�
i
¼ C

l , ai ¼ 0. Similarly, when
ni 6¼ 0, we have ai ¼ C

l , a
�
i
¼ 0.

This allows us to draw several useful conclusions.

(1) if the training samples xi; yið Þ lie inside the e-tube, then a�i ¼ ai ¼ 0.
(2) if the training samples xi; yið Þ lie on e-tube boundary or lie outside the e-tube,

then both ai; a�i cannot be 0.

As a result of analysis, the training error of e-SVR is mainly produced by the
training sample that lies outside e-tube boundary. e-tube of single variable linear
e-SVR in linear space is shown in Fig. 13.1. It depicts the error situation graphi-
cally. When the training samples xi; yið Þ lie inside the e-tube, these samples do not
produce error; while the training samples �x;�yð Þ lie outside the e-tube, error will be
produced, which equals e� j�y� f ð�xÞj. It is clear that the local data of predicted
sample should be taken into account and a smooth and close e-tube should be
constructed to fit the contour of data distribution, and then we can get the e-SVR
model with small prediction error and good generalization performance.

13 Error Correction of Support Vector Regression Model … 121



13.3 Error Correction of Support Vector Regression Model

e-tube of the traditional e-insensitive support vector regression have fixed width and
symmetrical structure, shown in Fig. 13.2. For the input vector xf , the regression
predicted output yf can be computed by decision function of regression Eq. (13.4).
According to local regression fitting characteristics of the statistical models [8], a
good expected regression vector ð/ðxf Þ; ycfÞ should move with e-tube constraints
toward support vectors ð/ðxsv1Þ; ysv1Þ, ð/ðxsv2Þ; ysv2Þ, which lies in the local area
between hyperplane δ and hyperplane γ, i.e., a good regression vector ð/ðxf Þ; ycfÞ
should be decided by global support vectors and local support vectors in the area of
ð/ðxf Þ; yf Þ.

From the analysis of Sect. 13.2.1, we found that the support vectors lying outside
the e-tube is the main source of the e-SVR training error. It will influence the
expected output of decision function of regression Eq. (13.4). The farther the
distance of the support vector lies outside e-tube to expected regression vector
ð/ðxf Þ; ycfÞ, the less it contributes to decision function of regression, and vice versa.
Define the paradigm of one vector in the feature space as ð/ðxÞ; yÞk k ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið/ðxÞ; yÞ � ð/ðxÞ; yÞp

, then Euclidean distance of support vector to the regression
predict vector ð/ðxf Þ; yf Þ is expressed as:

d2ðð/ðxsvÞ; ysvÞ; ð/ðxf Þ; yf ÞÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
/ðxsvÞ � /ðxf Þ

�� ��2 þ ðysv � yf Þ2
q

ð13:12Þ

where, ð/ðxsvÞ; ysvÞ is the support vector in high-dimension feature space,
ð/ðxf Þ; yf Þ is the regression predict vector.

The centre of hypersphere is ð/ðxf Þ; yf Þ, which contains k-nearest support vector
ð/ðxsviÞ; ysviÞ; i ¼ 1; 2; . . .; k around the vector ð/ðxf Þ; yf Þ in high-dimension feature
space.

The relationship of space vectors in feature space is shown in Fig. 13.3, where
those k-nearest support vectors ð/ðxsviÞ; ysviÞ; i ¼ 1; 2; . . .; k create a local support
vector set X ¼ ð/ðxf Þ; yf Þ; /ðxsviÞ; ysvið Þ; i ¼ 1; . . .; k

� 
.

(ø(xf),yf)

(ø(xf),ycf)

(ø(xsv2),ysv2)

(ø(xsvi),ysvi)

(ø(xsv1),ysv1)
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support vector
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Fig. 13.3 The effect of local
support vector in high-
dimension feature space
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An expected regression vector ð/ðxf Þ; ycfÞ should lie inside the hypersphere,
whose center is ð/ðxf Þ; yf Þ and radius is e, at the same time, a reasonable criterion
for choosing an expected regression vector ð/ðxf Þ; ycfÞ to minimize the sum of
Euclidean distance of ð/ðxf Þ; ycfÞ to ð/ðxf Þ; yf Þ and local support vector
/ðxsviÞ; ysvið Þ is proposed.
The objective function is

min
ycf2R

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXk
i

/ðxf Þ � /ðxsviÞ
�� ��2 þ ycf � ysvið Þ2

vuut

s:t � e� ycf � ysvi � e; i ¼ 1; . . .; k ð13:13Þ

The solution of constrained optimization problems Eq. (13.13) is the error
corrected predict ycf .

The Euclidean distance /ðxf Þ � /ðxiÞ
�� ��2 can be solved by kernel function

K xi; xj
� � ¼ /ðxiÞ;/ðxjÞ

� �
as follows.

/ðxf Þ � /ðxiÞ
�� ��2 ¼ /ðxf Þ;/ðxf Þ

� �þ /ðxiÞ;/ðxiÞh i � 2 /ðxf Þ;/ðxiÞ
� �

¼ Kðxf ; xf Þ þ Kðxi; xiÞ � 2Kðxf ; xiÞ ð13:14Þ

13.3.1 The Procedure of EC_SVR Model

The details of the error correction of SVR model are shown as follows:
Step 1. Given the training data set T, the parameter e of e-SVR is selected by

experience, train the e-SVR model with the parameter of kernel and the
regularization coefficient C optimized by tenfold cross-validation.

Step 2. Solve the optimization problem (13.3) by using the training dataset T,
compute the e-SVR decision function of regression (13.4).

Step 3. Get all support vector, create a global support vector set Xsv

Step 4. Giving the input vector xf , compute the regression predict yf by decision
function of regression (13.4), then create an implicit regression vector
ð/ðxf Þ; ycfÞ in high-dimension feature space.

Step 5. Find the k-nearest support vector ð/ðxsviÞ; ysviÞ; i ¼ 1; 2; . . .; k of implicit
regression vector /ðxf Þ; yf

� �
in the global support vector set Xsv, create a

local support vector set X, the Euclidean distance of the nearest support
vector to /ðxf Þ; yf

� �
should be less than or equal to 2e, otherwise, decrease

the k value, i.e., decrease the local support vector number for error
correction.

Step 6. Solve the constrained optimization problems (13.13), obtain the error
corrected regression predict ycf :
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13.4 EC_SVR Model for Copper-Matte Converting Process

There are 318 instances data in the converting lifetime of 2# PSC in a copper
smelter. Each instance data contains two slag-forming as stage S1 and S2, two
copper making stage as B1 and B2, which has 42 attributes. The attributes in slag
forming periods of S1 and S2 are as follows: copper matte content, flux content,
slag, blast volume, converting time, oxygen content, copper matte grade, copper in
slag, SiO2 in slag, copper in copper matte, cold material (bed material, indium
beryllium, black copper, dust, and cladding), and refining slag. The attributes in
periods of B1 and B2 are as follows: blast volume, converting time, oxygen, blister
copper, copper in slag, SiO2 in slag, cold material of B (waste copper, residue,
impurities, scrap copper, cladding, dust, bed material, indium beryllium, etc.), and
refining slag. The attributes of instance are selected and merged based on the
process mechanism of copper matte converting and analysis purpose. Then the
samples of 2# furnace in a copper smelter with missing data are eliminated, and
good data are used to form an optimal original sample set, which includes attributes
as copper matte content, flux content, cold material with plenty abundant copper,
cold material with less copper, copper matte grade, converting time, blast volume,
oxygen content, slag, Cu in slag.

The value of the data was normalized between 0 and 1. The (Gaussian) radial
basis function (RBF) kernel is a popular kernel function used in support vector
regression. It is defined as

kðxi; xjÞ ¼ expð� xi � xj
�� ��2=ð2d2ÞÞ ð13:15Þ

Experiments are conducted using the LIBSVM [9] to solve the SVR model, in
order to typically evaluate the different performance of regression model.

Root mean square errors (RMSE) are applied as performance indices to evaluate
the efficacy of the SVR model fitting, it is defined as

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn
i¼1

ðyti � ypiÞ2
s

ð13:16Þ

The Squared Correlation Coefficient (SCC) is chosen as a measure of the model
generalization performance [10], it is defined as

SCC ¼
ðnPN

i¼1
ytiypi �

Pn
i¼1

yti
Pn
i¼1

ypiÞ
Pn
i¼1

ðyti � ytÞ2
Pn
i¼1

ðypi � ypÞ2
ð13:17Þ
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where yti represents the target value (observation value) of the ith sample; ypi is the
prediction value of the ith sample; yt and yp denote the mean value of yt and yp,
respectively.

13.4.1 EC_SVR Model for Slag Weight and Blowing Time

Slag weight in slag forming periods is an important variable for copper matte
converting, and its accurate prediction value can help operators remove slag and
cast slag correctly, which will improve blister copper quality and decrease copper
content in slag. Meanwhile, the blast system influences furnace life, productivity,
melts temperature and throughput a lot. Increasing blasting intensity and oxygen
ratio will shorten converting time, but higher melt temperature will accelerate the
consumption of refractory lining. Blast time control is the last operation of slag
forming periods S1, deficiency of blast time or too much will both lead to more
copper lose in slag [1]. Therefore, developing the prediction model of Slag Weight
and blast time are important to enhance the copper matte economic indictor.

During one furnace life, the working conditions (e.g., lining corrosion, Slagging
on tuyere) of PSC will change according to converting numbers. The accurate
prediction of slag output and blowing time for one specific period S1 have stronger
correlation with neighboring converting process, which shows apparent local
properties and provide practical basis for SVR model error correction.

Copper-Matte Converting Process is carried out in the cylindrical PSC. Output
of slag is closely related to matte grade, copper content, flux content, cold material
content, blast velocity, oxygen ratio of air, blast time, etc. The optimal decision
problem of blast time is related to matte grade, copper content, flux content, cold
material content, blast velocity, oxygen ratio of air, etc. So we choose 8 variables of
S1 period including copper matte content, flux content, low copper cold material
content, high copper cold material content, matte grade, blowing rate, and oxygen
content to build slag output forecasting model. Similarly, 7 variables are chosen to
build blowing time forecasting model, including all mentioned above except
blowing rate. 218 sets data selected from 318 at random are used as training data
sets, the rest 100 sets are used as testing data set to assess the regression model of
slag output and blowing time.

To make a comparison, between the e-SVR and EC_SVR, we derive RMSE as
fitting degree index, SCC as model generalization ability index. The results are
shown in Table 13.1.

As shown in Table 13.1, the performance indicators of EC_SVR can signifi-
cantly improve performance of Copper-Matte Converting Process, decrease the
RMSE from 40.35 to 15.91 % and from 36.08 to 12.72 %, increase the SCC from
29.19 to 33.70 % and from 43.01 to 45.52 %, in predicting slag weight and blowing
time of S1 period, respectively.
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13.5 Conclusion

An error correction method is proposed, which is proved to be effective in the SVR
model. Two EC-SVR models of slag weight and blowing time in S1 period of a
smelter in China are developed, they are proved to be able to improve the per-
formance indicators significantly, which can also be applied to the optimization
decision making problems of other complex industrial process.

Acknowledgments We thank the anonymous reviewers for their very useful comments and
suggestions. This work is supported by Science Fund for Creative Research Groups of the National
Natural Science Foundation of China (Grant No. 61321003), Natural Science Foundation of China
(Grant Nos. 61273169, 61134006, 61105080), the Scientific Research Fund of Hunan Provincial
Education Department (Grant No. 13A016), the Science and Technology Planning Project of
Xiangtan City Hunan Province (Grant No. NY20141006), Hunan Provincial Natural Science
Foundation of China (Grant No. 14JJ2099).

References

1. King MJ, Sole KC, Davenport WG (2011) Extractive metallurgy of copper, 5th edn. Elsevier,
Oxford

2. Hu Z, Mei C, Peng X (2002) Intelligent decision and endpoint prediction system for PS
furnace matte converting process. Nonferrous Metals-Beijing 54(1):40–42

3. Song Y, Peng X, Tang Y, Tang L, Wang W (2007) Forecast slag weight of copper matte
converting in ps converter based on data mining. Control Instrum Chem Ind 34(2):17–19

4. Song Y, Peng X, Dong W, Hu Z (2011) Data driven optimal decision making modelling for
copper-matte converting process. J Comput Inf Syst 7(3):754–761

5. Yao JF, Mei C, Peng XQ, Zhou AL, Wu DH (2002) Intelligent decision support system of
operation-optimization in copper smelting converter. J Central South Univ Technol 9
(2):138–141 (in Chinese)

6. Vapnik V (2000) The nature of statistical learning theory. Springer, New York
7. Smola AJ, Schölkopf B (2004) A tutorial on support vector regression. Stat Comput 14

(3):199–222
8. Amberg M, Lüthi M, Vetter T (2010) Local regression based statistical model fitting. Pattern

Recognition. Springer, Berlin, pp 452–461

Table 13.1 Performance compared between EC_SVR and e-SVR

RMSE Performance
comparison

SCC Performance
comparison

e-SVR EC_SVR RMSE
the rate of
change (%)

e-SVR EC_SVR SCC
the rate of
change (%)

Slag weight 0.4035 0.1591 ↓60.57 0.2919 0.3370 ↑15.45
Blowing time 0.3608 0.1272 ↓64.74 0.4301 0.4552 ↑5.835

126 J. Chen et al.



9. Chang CC, Lin CJ (2011) LIBSVM: a library for support vector machines. In: ACM
transactions on intelligent systems and technology (TIST) 2(3):27

10. Ni YQ, Hua XG, Fan KQ, Ko JM (2005) Correlating modal properties with temperature using
long-term monitoring data and support vector machine technique. Eng Struct 27
(12):1762–1773

13 Error Correction of Support Vector Regression Model … 127



Chapter 14
Modeling Based on the Extreme Learning
Machine for Raw Cement Mill Grinding
Process

Xiaofeng Lin and Jinbo Liang

Abstract Vertical grinding mill is the main grinding equipment for the new-type
dry cement raw meal production, raw material grinding process in cement industries
accounts for approximately 50–60 % of the total energy consumption. The dynamic
characteristics of the variables in the raw material vertical mill grinding process are
strongly coupled, nonlinear, and large time lag. The process of parameter adjust-
ment requires too much human intervention, it is difficult to establish a precise
mathematical model. To address these problems, we use extreme learning machine
network, establish production quotas predictive model of cement raw material
vertical mill grinding process, combined with the cement raw material vertical mill
grinding process data obtained from a cement plant, the model is trained and tested.
Experimental results show that the proposed modeling method is effective to
achieve the online estimation of the key indicator parameters for the vertical mill
grinding process, lying foundation for parameters optimization online of the vertical
mill grinding production process, and providing reference value for the energy
consumption reducing.

Keywords Vertical mill � Extreme learning machine � Raw meal fineness �
Grinding pressure difference � Data pre-processing

14.1 Introduction

Vertical cement mill (vertical mill) is a machine that plays an important role in the
raw meal production process of the new-type dry cement, and it is a set breakage,
drying, grinding, transport in one [1]. Raw material grinding process is a vital and
energy consumption link in the cement production. According to statistics,
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raw material grinding process account for approximately 50–60 % of the total
production cost [2].

Consequently, reducing the energy consumption in the raw material grinding
process, improving the stability of the manufacture process and quality of the
products, adjusting the technological index timely and objectively is needed
urgently, so as to upgrade the production efficiency and optimize the production
process.

Due to the cement-grinding process production has the characteristics of strong
coupling, multivariables, and nonlinearity, it is difficult to build a precise math
model for it. The key parameter is unable to detect online, and the setting of the
parameters is mainly depend on the workers’ experience, which makes it a sub-
jective and hysteretic process.

With the development of the intelligent control and the control demand of some
complicated systems, soft measurement technology rise sharply, it involved in
many fields, such as petrochemical and environmental protection. Though the
forward neural networks have many advantages, which make it widely used in the
soft measurement and modeling, it has drawbacks of falling into local minima and
slow learning rate [3].

Extreme learning machine (ELM) is a learning method for single-layer forward
neural networks (SLFNS) proposed by Huang et al. [4]. It avoids the problems in
the gradient descent learning method likes suffering from local minima, long
training time, and so on. It ensures whether the network has good generalization
performance, and the learning time is improved significantly as well.

To address the problems in cement-grinding process production, the ELM is
applied to model the process of raw cement vertical mill grinding, and the measured
data obtained from a cement plant is used to train and test the model. The results
show that the method proposed is effective.

14.2 The Process of Raw Cement Vertical Mill Grinding

The grinding process of raw cement vertical mill consists of grinding and powder
selecting [5]. First stage: The mixture material is sent to the feed throat by the
feeding belt machine, entering the grinding machine from the feeding pipe, and
falling to the center of the millstones. Then, under the thrust between the material
and the force of centrifugal, the mixture material moves to the grinding layer.
Second stage: After grinded, the mixture material keep moving to the edge of the
millstone until it comes across the heat gas which come from the wind ring. The
large partial of powder falls to the bottom of the machine. Then, the outer-circu-
lation makes it back to the grinding machine. Conversely, the fine powder is taken
up by high-speed stream. The unqualified fine powder will drop-down the mill-
stones and continue to grinding after the powder selected by the separator. And the
qualified fine powder is wind discharged by vertical mill grinding machine. After
cyclone separator measures the selected powder and when the requirements of fine
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powder is met, it is collected by the dust collector for the finished product of raw
material. The process is shown in Fig. 14.1.

In the production process of raw material grinding, A timely adjustment control
on changes of material and equipment operating parameters is an essential part of
the system to ensure operation stable. The main factors affecting the stability of the
system [6]:

(1) Feeding quantity. A stable volume of feed mill is prerequisite for differential
pressure within the grinding. When volume of feed is insufficient, material
layer on the disk becomes unstable; while amount of wind is certain, then
pressure differential will be reduced. When feeding excessive, “plow material”
phenomenon will appear on the disk, not only easily leads to “full grind,” but
will also make pressure differential rise within the grinding.

(2) Feeding air temperature. The high temperature make the material loose, the
material is thin layered, feedback increased, and thus the pressure inside the
mill increased; On the contrary, the material moisture will be larger, grinding
and separator efficiency will be reduced, and it will reduce the pressure inside
the mill, so output is affected.

(3) Grinding pressure. Too small grinding pressure is not sufficiently for finely
grounding the material which results in an increase amount of slag spit and
higher grinding efficiency, as well as power consumption increases, which is
easy to cause vibration.

(4) Separator speed. The speed of the separator directly affects the raw material
fineness index. Either separator speed is too large or too small, it will directly
affect the quality of the final collection of the raw material grinding particles.
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Fig. 14.1 Raw material vertical roller mill grinding circuit
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(5) Circulating air valve opening. Size of the wind also directly affects the raw
material fineness index. Adjusting the amount of wind mill is generally cir-
culating the air through the control valve opening to achieve.

From the above, we can see that the two most important quality evaluations are
the mill pressure and raw material fineness in the entire vertical mill grinding
process. The size of the raw materials fineness directly affects the calcinations of the
subsequent cement. Factors that affect the two key indicators, pressure inside the
mill and raw material fineness, are feeding quantity, temperature into the mill,
grinding pressure, separator speed, and circulating air valve opening. Therefore, it is
regarded as a control variable.

14.3 Modeling of Production Index for Vertical Mill
Raw Material Grinding Process

14.3.1 Extreme Learning Machine

The network topology of the ELM is shown in Fig. 14.2.
As named in Huang et al. ai; bi; i ¼ 1; . . .; L: is called the hidden layer input

parameters of the neural network; The ith column of ai; bi are the ith hidden node
output with respect to inputs parameters. b1;. . .; bi; . . .; bL is called the hidden layer
output matrix. xjðj 2 1; . . .; nÞ is the number of input neurons. L denotes the number
of hidden layer neurons. ojðj 2 1; . . .; nÞ denotes the number of output neurons.

The core learning method of the ELM, we can summarize as three-step learning
model as following:

Given a training set fðxi; tiÞgNi¼1 � Rn � Rn; hidden node output function gð�Þ,
and the number of hidden nodes L. we can do

First: Assign randomly hidden node parameters ai; bi; i ¼ 1; . . .; L:
Second: Calculate the hidden layer output matrix H ¼ gða; b; xÞ

output nodeL hidden nodesn input nodes

1

i

L

1

n

oj

β1

βi

βL

ai

bi

Fig. 14.2 The architecture of
extreme learning machine
network
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Finally: Calculate the output weight (b): b ¼ H�1 � T where T ¼ ftjgNi¼1, H
�1 is

the Moore-Penrose generalized inverse of hidden layer output matrix of the neural
network.

Consider a supervised learning problem. For example, we have the training
sample set with N groups of samples X; Yf g ¼ xi; yif gNi¼1; where xi 2 Rni , yi 2 Rno

is a regression tasks, where ni and n0 are the dimensions of input and output data,
respectively [7].

An obvious characteristics of extreme learning machines is that the parameters
of the hidden mapping functions can be randomly set, according to any continuous
probability distribution on (−1, 1). The only free parameters that need to be opti-
mized are the output weights between the hidden neurons and the output nodes. By
doing so, training extreme learning machines is equivalent to solving a regularized
least squares problem.

In the first, assume that the numbers of hidden layers neurons is nh.We denote by
h xið Þ 2 R1�nh the output vector of the hidden layer with respect to the xi, b 2 Rnh�no

is the output weights that connect the hidden layer with the output layer. Then, the
outputs of the network are given by

f xið Þ ¼ h xið Þ � b; i ¼ 1; . . .;N: ð14:1Þ

In the second, minimizing the sum of the squared losses of the prediction errors,
calculate the output weights.

min
bnh�no

1
2

bk k2þC
2

XN
i¼1

eik k2

st : h xið Þ � b ¼ yTi � eTi ; i ¼ 1; . . .;N:

ð14:2Þ

In the formulation of (14.2), the first item in the objective function is a regu-
larization item which controls the complexity of the model, ei 2 Rno is the error
vector with respect to the ith training pattern, and C is a penalty coefficient on the
errors of training process.

To eliminate the constraint conditions of objective function, obtain the following
equivalent unconstrained optimization problem.

min
b2Rnh�no

LELM ¼ 1
2

bk k2þC
2

XN
i¼1

Y � H � bk k2: ð14:3Þ

where H ¼ h x1ð ÞT ; . . .; h xNð ÞT� �T2 RN�nh :

The above problem is widely known as regularized least squares. Set the gra-
dient of ELM with respect to b to 0. We can get the formulation
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rLELM ¼ bþ CHT Y � H � bð Þ ¼ 0: ð14:4Þ

If the number of rows of H are more than the number of columns, and H is of full
column rank, which is usually the case where the number of training patterns are
greater than the number of the hidden neurons, then

b� ¼ HTH þ Inh
C

� ��1

HTY : ð14:5Þ

where Inh is an identity matrix of dimension nh.
On the contrary, If H have more columns than rows, and is of full row rank. HHT

is invertible matrix. In this case, b may have the number of solutions without end.
So we confine b to be a linear combination of the rows of H : b ¼ HTa:

(a 2 RN�no ). Multiplying both side of formulation (14.4) by HHTð Þ�1H. We have

aþ C Y � HHTa
� � ¼ 0; ð14:6Þ

b� ¼ HTa� ¼ HT HHT þ IN
C

� ��1

Y : ð14:7Þ

where IN is a dimension of N identity matrix.
Accordingly, compared to the hidden neurons, in the case where training pat-

terns are plentiful, we use the formulation (14.5) to calculate the output weights,
otherwise we use the formulation (14.7).

14.3.2 Data Pre-processing

According to the data form which the actual grinding process of a cement plant of
5000 t/d production line is gathered. Those records data include online and offline
testing data. The original data collected from the cement plant cannot be used
directly. It must be preprocessed.

First, subjective error must be eliminated using the way of limiting amplitude to
eliminate the data which is over the amplitude according to the variable scope of
operation in the process of production. And the average value is greater than three
times the standard deviation the data; Second, For the random error, the data were
smoothed by using seven point linear smoothing method. Algorithm is as follows:

(1) For the N-dimensional vector x ¼ ðx1; x2; . . .; xnÞT , Standardization of original
data is as follows:
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x�ij ¼
xij � xiffiffiffiffiffi

S�ij
p ;�xi ¼ 1

n

Xn
i¼1

xij; S
�
ij ¼

1
n� 1

Xn
i¼1

ðxij � xiÞ2 ð14:8Þ

(2) Calculated correlation matrix R

R ¼ 1
n� 1

X�TX� ð14:9Þ

where X� is a standardized data matrix, X�T is the transpose.
(3) Calculating a correlation matrix (R) of the eigenvalues (ki) and the corre-

sponding eigenvectors orthogonal unit. Variance contribution rate is the main
ingredient.

gi ¼ ki
.Xm

i¼1

ki � 100% ð14:10Þ

Accumulated variance contribution rates are as follows:

Xp
i¼1

gi ¼
Xp
i¼1

ki i

,Xm
i¼1

ki � 100% ð14:11Þ

After data processing, The part of the data shown in Table 14.1.

14.3.3 Simulation Results and Analysis

Through the above analysis, online index which includes the feed quantity(t/h),
separator speed (rpm), circulating air valve opening (%), feeding air temperature
(°C), and grinding pressure difference (kpa), offline data is raw meal fineness

Table 14.1 Part of the data of raw material production process of cement plant

Circulating air
valve opening
(%)

Separator
speed (rpm)

Feeding air
temperature
(°C)

Feeding
quantity
(t/h)

Raw meal
fineness
(%)

Grinding
pressure
difference (kPa)

40 39.3 156 435 22.63 6045

40 39.3 154 435 22.08 5920

40 39.3 160 435 24.06 5836

45 39.5 163 435 21.99 5943

45 39.5 154 440 21.34 5862

45 39.5 152 440 20.65 5772

45 39.5 156 440 21.39 5861

40 39.5 158 440 21.76 5731
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index (%). The two indexes of mill pressure difference and raw meal fineness as the
output parameters of index prediction model in the process of roller mill grinding;
feeding quantity, the temperature of the ground wind, the rotating speed of sepa-
rator, and the valve opening cycle wind are the input variables.

We take 450 groups of valid data which are divided into training data set and test
data set according to the ratio of 8:1; 400 groups of data are the training data, 50
groups of data are test data. Each group of data contains six data, the former four
data are used as the network inputs, they represent the physical meaning as follows:
The valve opening cycle wind, the rotating speed of separator, the temperature of
the ground wind, and grinding feed rate; the last two data are used as the network
inputs, they represent the physical meaning namely: Raw meal fineness and the
differential pressure within the vertical grinding machine.

Modeling based on ELM for raw cement mill grinding process. After initiali-
zation, the network’s relevant parameters are as follows: The hidden layer
parameters are 50, after training and prediction of ELM network model in a
loop. The raw meal grinding fineness and the pressure differential fitting diagrams
are as following (Figs. 14.3 and 14.4).

The same data and network structure were used to establish the BP network
model. The related parameters of the network are as follows: The hidden layer
nodes is 50, the input neurons is 4, the output neurons is 2, the network learning
rate is 0.01, the error precision is 0.05, and the largest number of training is 2000
times. The performance comparison of the two kinds of model is shown in
Table 14.2.

Through the Table 14.2, we can see that ELM has the index of faster speed and
smaller error compared with the BP model. ELM can reflect the mapping rela-
tionship among the key process indicators in the process of raw cement vertical mill
grinding.

Fig. 14.3 Generalization curve of raw meal fineness of ELM prediction model
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14.4 Conclusion

The raw material grinding in the cement mill for production of cement is one of the
most energy-demanding processes in cement industry. In cement plants, 50–60 %
of the total energy consumption is due to grinding of raw materials. The process of
parameter adjustment requires too much of human intervention. Online measure-
ment of quality parameters of cement fineness is crucial for the proper quality
maintenance. And it will optimize the energy consumption for the mill. In this
paper, extreme learning machine learning methods establishment of a raw material
vertical mill grinding index prediction model for online measurement quality
parameter is used. By using the data of online and offline variables from vertical
mill grinding cement raw material production process, tests of records in a cement
plant for the ELM model training and testing are obtained. Experimental results
show that the method is effective. It can reflect the mapping between the key
process indicators of cement raw material vertical mill grinding production process.
It is observed that the model based on the extreme learning machine holds good
promise to be implemented online for real-time estimation of cement fitness and

Fig. 14.4 Generalization curve of pressure differential of the mill of ELM prediction model

Table 14.2 The performance comparison of ELM and BP model

Items ELM BP

RMSE of raw meal fineness 0.0093 0.0148

RMSE of grinding pressure 1.9728 2.7322

The maximum relative error of raw meal fineness 7.21 % 9.95 %

The maximum relative error of grinding pressure 3.48 % 7.31 %

Training time 0.33 s 50.00 s

Number of iterations 10 234
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grinding pressure which will certainly help the plant operators in maintaining
proper cement quality and in reducing energy losses has a certain reference value.
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Chapter 15
The Analysis of Lunar Environment
Suitability

Haiyuan Yue, Yang Jia, Zhiying Wang, Fan Yang and Xilun Ding

Abstract According to the lunar surface DEM (digital elevation model) data,
combined with the various constraints of rover, such as the terrain, illumination,
obstacles, mobile performance, the areas which can work on were analyzed and
were expressed as different suitability. The terrain suitability, temperature suit-
ability, illumination suitability, energy suitability, and communications suitability
of the lunar surface are introduced at first. Then a comprehensive suitability eval-
uation was analyzed by applying the fuzzy logic method. The lunar surface envi-
ronment was analyzed more comprehensively. Suitability will provide the basis for
lunar teleoperation.

Keywords Lunar � Environment � Suitability � Terrain � Temperature � Illumi-
nation � Energy � Communication

15.1 Introduction

Due to the complexity of the lunar surface environment, the safety and reliability of
rover in the lunar surface are significant. Teleoperation center in the earth needs to
analyze and assess the environment around the rover rapidly, according to both
rover features and the environment around the rover. We can obtain the surrounding
workable environment, supplying support for the teleoperation task decision,
according to the suitability of the lunar surface environment analysis.
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Environmental analysis mainly focused on the analysis of the terrain at present
[1]. Researchers design the path planning algorithm through the information of the
terrain. Some researchers analyze the traversability of terrain taking account of the
four indicators of the terrain like placing safety, traversing safety, stepped safety,
and roughness analysis, the same used in the path planning [2]. A popular model is
the digital elevation model (DEM) [3]. DEMs are grid maps storing the overall
terrain height of a certain metrical patch (e.g., 1 m × 1 m). By considering height
differences between neighboring cells, traversability scores can be computed [3, 4].

Most of researchers consider only the terrain suitability during the environmental
suitability analysis. Otherwise, the lunar surface and other planetary environments
are complex. Not only the terrain, but also the characteristics of the planetary
environment, like the illumination, temperature, energy, and communications of the
lunar surface integrated are all required [5, 6]. In this paper, based on the digital
elevation model of the moon, five aspects of the terrain, illumination, temperature,
energy and communication suitability analysis are made, comprehensive environ-
mental analysis model are got which can obtain a more accurate work area.

15.2 Analysis of Suitability

Suitability is raised to characterize the suitable work area of the lunar surface. In
order to reduce the workload of the follow-up analysis, first, image from satellite
with high resolution is analyzed. The environment suitability is estimated crudely.
Then online collected image, whose resolution is lower, is estimated. According to
the size of the robot and obstacle clearance capacity, DEM data are analyzed,
setting a threshold to exclude large elevation values n a block of topographic maps,
from all directions through the obstacles. Concavo convex obstacles are considered
together. For example, a deep crater is considered as a high obstacle, the robot
cannot traverse. Suitability values can be expressed as nonthrough, and marked by
corresponding colors.

This paper studies the suitability based on the special nature of the planet
environment. After the obstacle coarse filter, DEM data will be analyzed in five
aspects, which are terrain suitability, illumination suitability, temperature suitabil-
ity, energy suitability, and communication suitability. Also a comprehensive suit-
ability evaluation will be analyzed.

To analyze the suitability of the environment, the DEM data are partitioned into
several grids. The method of grid size setting is as follows. First the map is divided
into several squares in the size of circumscribed square of the rover body in a
horizontal plane projection, and then subdivided into 3 × 3 small grid. The dividing
method can get the accurate analysis of the state before and after the rover
movement. The division of the grid is shown in Fig. 15.1. In the grid of the size of
the rover body, the rover body can pivot turn, oriented in any direction without
having to get out the grid. In this paper, the analysis of the suitability can be
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analyzed in eight directions, moving in different directions as shown in Fig. 15.2,
respectively. The following section is analyzed on the basis of division in such grid.

15.2.1 The Terrain Suitability

The terrain suitability refers the description of the traversability of the terrain and
the mobile performance of the rover.

Terrain suitability analysis not only concerned about the terrain data, but also the
performance of the rover about the climbing obstacle capability. The static, climbing,
obstacle, and roughness are all considered to analyze terrain suitability [2].

Static suitability is the suitability of the rover stationary placing.

Fig. 15.1 Division of the
grid

Fig. 15.2 Map division and
the direction of moving
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Climbing suitability is the suitability of the rover moving. Slope is an important
factor affecting the safety of the rover, that represent the climbing ability of the
rover.

Obstacle suitability is the safety of the rover stepping over the obstacle. This is a
rover characterization of the obstacle capability.

Roughness suitability is the roughness of the terrain, when rover walk in a rough
terrain, the roughness becomes an important factor (Fig. 15.3).

15.2.2 The Illumination Suitability

Illumination suitability describes the analysis of the terrain illumination shadows
and the conditions for the camera imaging. The normal work of the rover like the
cameras is influenced by the illumination. The illumination needs be considered to
acquire a more accurate workable area.

First, the direction of incidence of the sun can be determined by ephemeris.
Combined the position and orientation of the rover, with the position and attitude of
the camera, front lighting or back lighting of the camera can be determined. The
camera facing the sun is considered as backlight. If the camera is at backlight, then
the illumination suitability is marked as not suitable. If the grid is a shaded area, it
also is marked as not suitable. Assuming that the camera will receive the reflected
light intensity I, the camera photosensitive threshold is Imin; Imaxð Þ, then the illu-
mination suitability is calculated as follows:

s ¼ I � Imin

Imax � Imin
ð15:1Þ
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obstacle and
roughness suitability
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The input of mobile
performance and
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The setting
of initial
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Untraversable

The obstacle
coarse filter

Terrain suitability

Fig. 15.3 The flowchart of terrain suitability
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where s is the illumination suitability. If I� Imax or I\Imin, the illumination suit-
ability of the area is unsuitable. Whatever the value of s bigger than 1 or smaller
than zero, the illumination suitability of the area is unsuitable. The values from 0 to
1 represent different illumination.

The calculation flowchart of Illumination suitability is shown in Fig. 15.4.

15.2.3 The Temperature Suitability

The temperature suitability describes the survival and adaptability of the rover in
the lunar surface concerning the temperature condition of lunar surface.

The calculations of the temperature suitability need to determine the shadow area
of the terrain. The shaded area can be considered as unsuitable and labeled unfit.
The rest area is calculated based on the temperature indicator. First, temperature
T in the latitude and longitude coordinates l; bð Þ is calculated. Then assume that the
highest temperature which the rover can bear is Tmax, the lowest temperature is Tmin,
and the regulating temperature which can be obtained according to the power
balancing thermal is DT .The temperature suitability is calculated as follows:

H ¼ T � DT
Tmax

����
���� ð15:2Þ

where H represents the high temperature factor. When H� 1, the rover can work;
when H[ 1, the rover can’t work.

L ¼ Tmin
T þ DT

����
���� ð15:3Þ

where L represents the low temperature factor. When L� 1, the rover can work;
when L[ 1, the rover can’t work.
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Fig. 15.4 The flowchart of illumination suitability
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Choose the larger one from the H and L as the final temperature suitability value.
When its value is greater than 1 that does not work and less than or equal to 1 can
work. The suitability becomes bad from small to large.

The calculation flowchart of temperature suitability is shown in Fig. 15.5. The
environment temperature in the lunar has a great impact on the rover’s normal
work. The temperature suitability can be got by analyzing the current temperature,
combined with the rover’s thermal system, to ensure the normal operation of the
device.

15.2.4 The Energy Suitability

The energy suitability describes the analysis of the solar wing energy output
capacity, combined the terrain around the rover, under the conditions of main-
taining the current state of the rover’s solar wing. Assuming that the original energy
of the battery at the time is P0, the maximum capacity is Pmax, pg is the output
energy of the solar wing, Pi is the power demand. Then the energy suitability is
expressed as

s ¼ Pg þ Po � Pi

Pmax
ð15:4Þ

where s is the continuous value between 0 and 1.
The calculation flowchart of energy suitability is shown in Fig. 15.6. In order to

ensure that the energy requirements can be satisfactory, the analysis of the energy
suitability is needed. We can determine whether this field can satisfy the energy
demand of rover, based on the analysis of the energy suitability.
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Fig. 15.5 The flowchart of temperature suitability
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15.2.5 The Communication Suitability of Communication

The communication suitability describes the analysis of the communication con-
dition of the omni directional and directional antenna, combined the surrounding
terrain of the rover and ephemeris, under the conditions of maintaining the current
state of the rover

Calculated by the ephemeris, when the elevation angle is less than 0 or com-
pletely obscured, the communication suitability is labeled as unsuitable. Then the
communication suitability is expressed as

Q ¼ 1� a� ashadow
a

ð15:5Þ

where Q is the communication suitability, a is the communication angle, ashadow is
the obscured angle. When Q is less than 0, the field is not suitable. When the value
of Q is between 0 and 1, it indicates different suitability.

The calculation flowchart of communication suitability is shown in Fig. 15.7.
The analysis of communication is in order to analyze the influence of environment
on the rover’s communication.

15.2.6 The Comprehensive Suitability

Comprehensive suitability considers the above five factors, analyzing the envi-
ronment in different modes of operation comprehensively.

Comprehensive suitability is based on five aspects like terrain, illumination,
temperature, energy, and communication suitability which combines the demand
for specific tasks or work mode by several fuzzy analysis algorithm to obtain the
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Fig. 15.6 The flowchart of energy suitability
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best comprehensive suitability, which can be the comprehensive evaluation criteria
for the suitability of the rover.

The fuzzy logic method is introduced as follows.
Assume that ffuzzy X; Yð Þ is the function of the fuzzy analysis algorithm con-

sidering the X and Y at the same time. The basic idea of the fuzzy analysis algorithm
is:

First, fuzzy subset of two input and single output system is set up. Two inputs
like A and B can be divided into several set, like A ¼ A1;A2;A3f g;
B ¼ B1;B2;B3f g, output C ¼ C1;C2;C3;C4;C5f g.

Then the fuzzy rules are established, as shown in the following Table 15.1.
Where if input is A1 and B1, then output is C1 and so on. Using fuzzy analysis

method repeatedly based on above algorithm, the comprehensive suitability can be
got.

The comprehensive suitability function is expressed as

F ¼ ffuzzyðffuzzyðffuzzyðf1ðX1Þ; f2ðX2ÞÞ; ffuzzyðf3ðX3Þ; f4ðX4ÞÞÞ; f5ðX5ÞÞ ð15:6Þ

where fiðXiÞ represents the function of the different suitability; Xi represents the
various parameters which influence the suitability

According to the requirements of different tasks, the weight coefficient of each
input in the comprehensive analysis can be changed to obtain the desired value of
suitability.
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Table 15.1 Fuzzy rules A B1 B2 B3

B

A1 C1 C2 C3

A2 C2 C4 C3

A3 C3 C3 C5
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15.3 The Result

This paper takes the 1024 × 1024 DEM data of img format as the testing object. It
assumes that the terrain data grid already divided according to the actual needs.
Figure 15.8 is the original terrain data. The areas of the dark color are lower. The
figure includes four different depths of the craters, and three long ditches. The
elevation value of the rest is close.

Set the basic parameters as follows: Patroller wheel radius of 0.3 m, maximum
inclination of angle of 15°, the wheel width of 0.2 m, the solar elevation angle of
30°, windsurfing x angle and y angles are 30° base station elevation angle of 30°,
and the base station azimuth angle of 120°. Analysis assumes that the direction of
the front of the patrol is due north to the fixed.

Only after terrain Suitability graphics, as shown in Fig. 15.9.
Under the same conditions, considering the terrain, light, temperature, energy,

communication, comprehensive suitability results shown in Fig. 15.10.
In the above example, white represents inappropriate area, black represents the

appropriate area; and it can also be seen that more available working area is con-
sidered only in the terrain suitability, a combination of other factors, i.e., consider
the consolidated suitability, the available working area can be significantly less, this
is in line with the truth.

Fig. 15.8 Original testing
figure
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15.4 Conclusions

This paper, combines the special environment of the lunar surface, considering the
five indicators of the terrain, lighting, temperature, energy, communications, and
the use of fuzzy logic algorithm; proposes a comprehensive suitability evaluation

Fig. 15.9 The result of
terrain suitability

Fig. 15.10 The result of
comprehensive suitability
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method of lunar rover lunar surface; analyzes the suitable of the environment of the
lunar surface and making it a more comprehensive environmental analysis of the
lunar rover around. The results show that, to analyze the suitability of the lunar
rover in the lunar surface only from one side is not comprehensive, such as from
terrain suitability. To make the lunar rover working successful on the lunar surface,
the comprehensive suitability evaluation is necessary. The article only gives the
suitability of the environment. The next step plans to do the path planning analysis
which is based on the given suitability analysis. According different planning
combine different task suitability analysis to plan path, in order to get a more
reasonable path.
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Chapter 16
Genetic Algorithm for Solving the Inverse
Kinematics Problem for General
6R Robots

Zhen Sui, Li Jiang, Yan-Tao Tian and Wei Jiang

Abstract The problem of inverse kinematics for general 6R robots was provided
for calculation process, and also exist many inverse kinematics and geometric
structure which did not meet the PIEPER criterion. In order to solve these problems,
an inverse kinematics algorithm with high accuracy based on multiple population
genetic algorithm (MPGA) was proposed. Multiple population was performed to
accelerate the convergence rate and avoid the defect of the least part point. For
illustrating the performance of the MPGA, the simulation results attained from
MPGA are compared with those obtained from well-known single-population
genetic algorithm (SGA). Experiments on Panasonic TA1400 robot verified that the
algorithm could calculate all globally optimal solutions of general geometric
structure and the pose error also can have up to two digits after the decimal point.
So this algorithm can be used to guarantee higher control accuracy.

Keywords Robots � Inverse kinematics � Genetic algorithm � Globally optimal
solutions

16.1 Introduction

Now, robot was widely used in welding, spray paint, trajectory tracking control,
and so on. For multipoint stretch forming for the curved surface of sheet metal, the
vector of joint variables at the desired goal position of the robotic manipulator is
unknown; so teaching method cannot used to solve that. In order to solve this
problem, inverse kinematics of the robot must be worked out. Qiu et al. [1]
researched multipoint stretch forming for the curved surface of sheet metal, through
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certain geometry constraints to get the special solution. But this solution showed
when curvature radius is larger, the space line error also get larger. In terms of the 6
DOF robot, Cheng et al. [2] thrown an inverse kinematics algorithm based on the
analyses of characteristics of symbolic preprocessing and matrix decomposition.
However, when the structure of the robot does not have a closed-form solution, this
approach does not work at all. Liu et al. [3] on the basis of inverse kinematics
analysis of robot, using secondary coding method of SGA to solve the inverse
kinematics solution, but the convergence speed and convergence precision of the
algorithm cannot be ensured when the degree of freedom mechanical arm is
increased. Literature [4–6] through a variety of improved genetic algorithm to is
calculate the inverse kinematics solution. However, the speed and convergence
precision of the proposed algorithm were not significantly improved. MPGA
divides all populations into several populations, then through artificial selection and
immigration operation [7] to form a new population by selecting the best indi-
viduals from each category. So the convergence speed of genetic algorithms [8] and
inversion precision were significantly improved using this mechanism. Finally, after
taking 6 DOF robot TA1400 as an example, the general mechanical structure robot
inverse kinematics was solved by using the proposed novel inverse kinematics
subproblem solution, and realized intelligent robot trajectory planning.

16.2 Inverse Kinematics Problem

Figure 16.1 is the kinematic diagram of Panasonic TA1400 robot when revolute
joint is zero. Kinematic model of robot is built according to the special mechanical
structures.

i� 1
i

T is a transformation matrices [9] which is resulted from the coordinate

system i − 1 and coordinate system i. The homogeneous transformation matrix for a
single joint is expressed as:
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Fig. 16.1 Kinematic diagram
of Panasonic TA1400 robot
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i� 1
i

T ¼
chi �shi 0 ai�1

shicai�1 chicai�1 �sai�1 �sai�1di
shisai�1 chisai�1 cai�1 cai�1di

0 0 0 1

2
664

3
775 ð16:1Þ

where chi ¼ cos hið Þ, shi ¼ sin hð Þi, hi is the angle between xi�1 and xi axes mea-
sured about zi axis, ai is the angle between zi and ziþ1 axes measured about xi axis,
ai is the distance from zi to zi+1 axes measured along xi axis and di is the distance
from xi�1 to xi axes measured along zi axis. Using DH parameters, T0, T1, T2, T3, T4,
T5 can be obtained.

The forward kinematics of the end-effector with respect to the base frame is

obtained by multiplying all of the
i� 1
i

T ; i ¼ 0; 1. . .6 matrices.

0
6T ¼

Y6
i¼1

i� 1
i

T ¼
r11 r12 r13 px
r21 r22 r23 py
r31 r32 r33 pz
0 0 0 1

2
664

3
775 ð16:2Þ

where cij represent the rotational elements of transformation matrix (i and j = 1, 2
and 3) and px, py, pz are the elements of position vector. In analytical solution
technique, it should be started by equating the known transformation (Eq. 16.2)
with the product of below link transformations.

F h1; h2; h3; h4; h5; h6ð Þ ¼ 0
6T ð16:3Þ

For a 6 joint variables robot, the forward kinematics equation can be used to
compute the Cartesian coordinates of the robot when the joint angles are known.
However, the joint angles must be computed for any given real-world Cartesian
coordinate system in an industrial application. In Eq. (16.4), the inverse kinematics
is shown as the function

Finverse kinematics ¼ 0
6T ¼ F h1; h2; h3; h4; h5; h6ð Þ ð16:4Þ

For robot working in an obstacle free environment, the performance criterion for
multiplicity resolution can be taken as the minimization of the total joint
displacement.

Dh ¼ hf g � hcurf gk k ð16:5Þ

where �k k denotes the Euclidean distance, hcurf g ¼ h1; curh2; cur � � � h6; cur
� �T

rep-
resents the vector of joint variables at the current configuration of the robotic
manipulator and hf g ¼ h1h2 � � � h6f gT represents the unknown vector of joint
variables at the desired goal position of the robotic manipulator.
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In order to achieve a desired position oPw; des
� �

of the robot, Eq. (16.4) can be
used to form a constraint vector equation of the form

oPwf g � oPw; des
� � ¼ 0f g ð16:6Þ

When current position oPwf g and target position is equal, then inverse kine-
matics is worked out.

The limits on the joint variable values can be expressed as

hlk � hk � huk ; k ¼ 1; 2; . . .m ð16:7Þ

where hlk and huk represent the lower and upper limits of the joint variables
The inverse kinematics problem solution involves the solution of the nonlinear

transcendental vector equation given in Eq. (16.6) subject to the constraints given in
Eq. (16.7). This problem can be stated as the optimization problem

Min oPwf g � oPw; des
� ��� �� ð16:8Þ

Subject to hlk � hk � huk ; k ¼ 1; 2; . . .m
The objective function of the optimization problem stated in Eq. (16.8) is

multimodal in nature and has zero value at the optimal points.
The multiplicity resolution involves the solution of the following problem
Min Dh
Subject to

oPwf g � oPw; des
� � ¼ 0f g ð16:9Þ

hlk � hk � huk ; k ¼ 1; 2; . . .m
The solution of the optimization problem given by Eq. (16.9) involves the

comparison of the total joint displacement Dh values at the multiple solutions of the
multimodal problem given in Eq. (16.8).

16.3 Evolutionary Approach

The MPGA with immigration operation and artificial selection was proposed to
solve complex high-dimensional optimization problems. The population evolution
is implemented by the operators of agents such as competition and cooperation
with the dynamic neighboring environment and self-learning operator with their
own knowledge. This mechanism improves the global convergence ability and
efficiently prevents the algorithm from the local optimization and early matures.
Figure 16.2 shows the process of multiple population genetic algorithm.
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Specific steps:

Step 1. Initialization parameters

Individual species N, population numbers M, Crossover probability Pc, Mutation
probability Pm. Maximum Permissible position Error E-position, Maximum Per-
missible orientation Error E-gesture.

where Pc is determined by Eq. (16.10), Pm is determined by Eq. (16.11).

Pc ¼ 0:7þ 0:9� 0:7ð Þ � rand MP; 1ð Þ ð16:10Þ

Pm ¼ 0:001þ 0:05� 0:001ð Þ � rand MP; 1ð Þ ð16:11Þ

where MP denotes population numbers, rand MP; 1ð Þ returns an MP-by-1 matrix
containing pseudorandom values drawn from the standard uniform distribution on
the open interval (0, 1).

Different crossover and mutation parameters are introduced in different popu-
lation evolution which improves the total performance of genetic algorithm greatly.

Step 2. Immigration operation

Immigration operation is used to find out the best and worst individuals of the
current population, and then substitute the best individual for the worst individual in
the population. By using this mechanism, it will help to accelerate the convergence
speed of the algorithm.

Step 3. Genetic Algorithm
Step 4. Artificial selection

Immigration 

operator

GA

Artificial 

selection

Immigration 

operator

GA

Artificial 

selection

Immigration 

operator

GA

Artificial 

selection

Elite population

Population 1 Population 2 Population N

Fig. 16.2 Multiple population genetic algorithm
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Artificial selection operation is used to record the best individual and the code of
the best individual in each population, and then find out the optimal individual in all
of the population. The optimal individual in all of the population is the optimum
selection finally.

Step 5. Evolution over, output optimization solution

Based on the optimal individual which was operated by artificial selection, using
forward kinematics algorithm, calculate the end location-posture of the robot.

If the position is less than E-position and gesture is less than E-gesture
Get an inverse kinematics solution of the optimal results.
Else
Go to Step 2.

16.4 Simulation Experiments

The effectiveness and performance of the presented algorithms are verified by the
experiment (two-link robot and TA1400 robot) and comparative analysis.

16.4.1 Two-Link Robot

Simulation experiments were performed on a two-link robot shown in Fig. 16.3.
The inverse kinematics problem for the two-link robot can be stated as

min
a1c1c2 � a1s1s2 þ a2c1ð Þ2�x2

þ a1s1c2 þ a1c1s2 þ a2s1ð Þ2�y2

 !
; a1 ¼ 40; a2 ¼ 30 ð16:12Þ

P

xx

y
2θ
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Fig. 16.3 Two-link robot
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where ci ¼ cos hið Þ, si ¼ sin hið Þ X, Y denote the numerical values of the Cartesian
coordinates at the desired position of the robot.

The following control parameters were used for the SGA: Population size = 40,
Crossover probability = 0.7, and Mutation probability = 0.3. The control parameters
were used for the MPGA is the same for SGA, but mutation probability is deter-
mined by Eq. (16.11), crossover probability is determined by Eq. (16.10).

Table 16.1 shows the values of the joint variables obtained using the SGA and
MPGA and geometric solution. The minimum positioning errors of the two-link
robot for the values of the joint variables obtained using these strategies are also
given in the table. Table 16.1 shows that the minimum positioning errors obtained
using MPGA are less compared to the minimum positioning errors obtained using
SGA. Figure 16.4 shows the variation of the minimum positioning error for the
inverse kinematics problem using the two GA strategies for simulation experiments

Table 16.1 Results of simulation experiments performed on two-link robot

No Position (X,Y) Results using SGA Results using MPGA

h1 radð Þ h2 radð Þ Position
error

h1 radð Þ h2 radð Þ Position
error

1 (20, 45) 2.0933 −1.602 0.0011 2.0999 −1.602 1.6136e-8

0.2129 1.5973 6.5551e-4 0.2052 1.602 5.3839e-8

2 (−30, 35) −2.977 −1.7237 1.0540e-4 −2.9742 −1.7277 3.6630e-9

1.2533 1.7226 1.7091e-4 1.2499 1.7277 1.7964e-8

Fig. 16.4 Variation of minimum positioning error with generations for simulation experiment
no. 1 of two-link robot using SGA and MPGA separately
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no. 1. Figure 16.4 shows that the generation number and minimum positioning
errors obtained using MPGA are less compared to the generation number and
minimum positioning errors obtained using SGA.

16.4.2 TA1400 6R Robot

The inverse kinematics problem for the TA1400 robot can be stated as:

min

r11 r12 r13 px
r21 r22 r23 py
r31 r32 r33 pz
0 0 0 1

8>><
>>:

9>>=
>>;�

r̂11 r̂12 r̂13 p̂x
r̂21 r̂22 r̂23 p̂y
r̂31 r̂32 r̂33 p̂z
0 0 0 1

8>><
>>:

9>>=
>>;

��������

��������
ð16:13Þ

where ĉij represent the rotational elements of the desired vector transformation
matrix (i and j = 1, 2, and 3) and p̂x, p̂y, p̂z are the elements of the desired position
vector.

In order to solve nonlinear and transcendental equation inverse kinematical, we
use the MPGA strategy. If robot terminal execution position posture can be stated
as: Tend ¼ T1 T2 T3 T4½ �T

Where T1 = [0.2500 −0.0580 0.9665 500]; T2 = [0.4330 0.8995 −0.0580 200];
T3 = [−0.8660 0.4330 0.2500 600]; T4 = [0 0 0 1]. Table 16.2 shows that the
minimum positioning errors obtained using MPGA is less than two digits after the
decimal point while gesture error is lesser. The results in Table 16.2 show that
MPGA have high-precision and stability.

When the degree of freedom is from 2 to 6, what can be observed from Fig. 16.5
is that MPGA can work well, while SGA cannot convergence to global optimal.
The simulation experiment of TA1400 verifies the superiority of the MPGA to the
traditional SGA.

Figure 16.6 (I) establishs TA1400 robot model in Robotics Toolbox of MAT-
LAB. So when plugging vector of joint variables at the desired goal position of the
robotic manipulator of Table 16.2 into TA1400 robot model in Robotics Toolbox of
MATLAB, Fig. 16.6 is got.

Where A-H represent the positions of the robotic manipulator are resulted in
vector of joint variables in Table 16.2.

Figure 16.7 is the experiment of TA1400 robot. Computational results are
presented to demonstrate the effectiveness of the algorithm.

Figure 16.7a: Sketch maps of TA1400 robot. Figure 16.7b: Robot is working.
Figure 16.7c: Trajectory.
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Fig. 16.5 Variation of minimum positioning error with generations for simulation experiment of
TA1400 robot using SGA and MPGA

Fig. 16.6 Result in Robotics Toolbox of MATLAB of TA1400 robot at Tend
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16.5 Conclusion

Compared with the SGA, MPGA makes the global solution more efficient and
accelerate the convergence speed. Besides, MPGA improves its genetic choose
operation by introducing the immigration operator and artificial selection.

MPGA solves inverse kinematics of 6R robots by optimizing objective function
which was decided by present position vector and desired position vector. While
referring to algebraic methods, when the last three consecutive axes of 6 DOF robot
does not intersect at a point or the robot does not meet PIEPER criterion which is
caused by mechanical parameters error, algebraic methods can not solve these
problems.
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Chapter 17
Fixed Time Synchronization of Complex
Dynamical Networks

Yingjiang Zhou and Changyin Sun

Abstract This paper studies the protocol offixed time synchronization of multiagent
systems. First, under appropriate criterion, classical continuous fixed time synchro-
nization protocol is proposed for the multiagent systems. Then, in order to reduce the
conservative of the convergence time, a more accurate estimate is provided. Finally,
simulation example is performed to illustrate the effectiveness of the theoretical
results.

Keywords Synchronization � Multiagent systems � Pinning control � Fixed time

17.1 Introduction

The synchronization theory of multiagent systems has received much attention in
recent years and many interesting results have discussed from different angles. This
is partly due to its wide applications in many areas, such as cooperative control of
unmanned Air Vehicles, cooperative control of multi-interceptor system for near-
space hypersonic vehicles, robotic teams, electrical power grids, sensor networks,
and interpersonal relationship network.

Up to now, most of the existing works on synchronization problems are
asymptotic synchronization results. In [1], for the fixed and switching topology
networks, classical consensus protocols have been introduced, and the algebraic
connectivity has defined to determine the convergence rate. The locally and glob-
ally adaptive synchronization of an uncertain complex dynamical network has been
investigated [2]. For the multiagents system with time-varying delays, a general
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criterion was given in [3], where the network sizes can be extended to be much
larger compared to those very small ones studied in [4, 5]. Recently, a new kind of
synchronization protocol has studied for the inherent delayed nonlinear dynamics
and intermittent communications [6].

The convergence rate of the asymptotic results is at best exponential with infinite
settling time. In the practical systems, finite time synchronization results are much
better. And there are many research results about finite time synchronization.
Several kinds of finite time synchronization protocols have been investigated in
[7–9] by using the finite time theorem [10]. The finite time distributed consensus
problem for multiagent systems was studied by using a binary consensus protocol
and the pinning control scheme [11]. The key point in finite time result is that the
power exponent is less than one. The convergence time of the above finite time
results depends on the initial conditions of the agents. But in some practical
applications, it is required to achieve synchronization in a prescribed time.

The main objective of this paper is to design protocols that achieve fixed time
synchronization, that is to say the convergence settling time is regardless of the
initial states. The definition of fixed time was proposed in [12], where the criterion
for fixed time attractive was also given. Fixed time algorithms can be also found in
[13–15]. In [14], a fixed time control protocol for a specific formation control
problem was designed. In [15], a fixed time average-consensus protocol for a
weighted undirected network was designed.

The contributions of this paper are summarized as follows. Based on classical
nonlinear complex dynamic networks, fixed time synchronization problem has been
discussed. Specifically, under appropriate criterion, the complex dynamic networks
were proved to achieve fixed time synchronization. The fixed time synchronization
method can effectively avoid the convergence time depending on the initial state.
These results have important practical implications for network synchronization of
practical engineering applications.

The rest of this paper is organized as follows. In Sect. 17.2, some preliminaries
and problem statement are briefly outlined. The fixed time synchronization criterion
for complex networks is given in Sect. 17.3. In Sect. 17.4, simulation example is
given to verify the proposed results. Finally, conclusions are included in Sect. 17.5.

17.2 Preliminaries and Problem Statement

In this section, first, some basic algebraic graph concepts will be presented. Then,
the problem statement is introduced. Last, some lemmas are given.

The graph in this paper is undirected and do not contain self-edges. For the
algebraic graph G ¼ V ;E;Af g, V ¼ vi; i ¼ 1; . . .; nf g means a set of nodes, E �
V � V means a set of edges, and A ¼ aij

� � 2 Rn�n means a weighted adjacency
matrix. An edge Eij in graph G is denoted by the ordered pair means that agent j can
access the state information of agent i. If there is a connection between agent j and i,
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i.e.,ðvi; vjÞ 2 E, then aij ¼ aji [ 0; otherwise, aij ¼ aji ¼ 0 (i 6¼ j, i; j ¼ 1; . . .; n).
Furthermore, we assume that aii ¼ 0 for all i 2 1; . . .; nf g. The Laplacian matrix of
graph G is L ¼ ½lij� 2 Rn�n, where lii ¼

Pn
j¼1 aij and lij ¼ �aij, i 6¼ j. A path in the

graph G represents a way to get from an origin node vi to a destination node vj by
traversing edges in the graph. An undirected network G is connected if there is a
path between any pair of distinct nodes.

Suppose that sigðxÞa ¼ signðxÞ xj ja.
There are n agents. Each agent dynamics is given as follows:

_xi ¼ f ðxi; tÞ þ ui; ð17:1Þ

where ui is a protocol of both system dynamics and information transmission
among the n agents. Now, consider the following classical fixed time protocol:

ui ¼ c1sig
Xn
j¼1

aijðxj � xiÞ
 !a1

þ c2sig
Xn
j¼1

aijðxj � xiÞ
 !a2

þ c3
Xn
j¼1

aijðxj � xiÞ

ð17:2Þ

where ck , k ¼ 1; 2; 3, are the coupling strength, a1 2 ð0; 1Þ, a2 [ 1.
For the multiagent system (17.1), the disturbance f ðxi; tÞ should satisfy the

following condition.

Assumption 17.1 There exists constants ki such that

ðxi � yÞTðf ðxi; tÞ � f ðy; tÞÞ� ðxi � yÞTkiðxi � yÞ ð17:3Þ

Note that Assumption (17.3) is very mild.
The objective of control in this paper is to find appropriate controller (17.2) such

that the solutions of the controlled network (17.1) fixed time synchronize.

Definition 17.1 The multiagent systems (17.1) is said to reach fixed time syn-
chronization, if for any initial condition, there exists a fixed settling time T0, which
is not connect with initial condition, such that lim

t!T0
ðxiðtÞ � sðtÞÞ ¼ 0, for

i ¼ 1; 2; . . .; n.

When the controlled complex network (17.2) achieves synchronization, the
coupling terms and control inputs will automatically vanish. This indicates that any
solution xiðtÞ of any single node is also a solution of the synchronized coupled
network.

Last, some lemmas which will be used in the following sections are introduced.

Lemma 17.1 [1] For a connected undirected graph G, the Laplacian matrix L of
G has the following properties. xTLx ¼ 1

2

Pn
i¼1

Pn
j¼1 aijðxi � xjÞ2, for any x 2 R

n,
which implies that L is positive semi-definite. 0 is a simple eigenvalue of L and 1 is
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the associated eigenvector. Assume that the eigenvalues of L are denoted by 0,
k2; . . .; kn satisfying 0� k2 � . . .� kn. Then the second smallest eigenvalue k2 [ 0.
Furthermore, if 1Tx ¼ 0, then xTLx� k2xTx.

Lemma 17.2 [12] If there exists a continuous radially unbounded function V :
R

n ! Rþ [ 0f g such that

(1) VðxÞ ¼ 0 , x ¼ 0;
(2) for some a; b; p; q; k[ 0, pk\1, and qk[ 1, any solution xðtÞ satisfied the

inequality D	VðxðtÞÞ� � ðaVpðxðtÞÞ þ bVqðxðtÞÞÞk ,
then, the origin is globally fixed time stable and the following estimate holds:

Tðx0Þ� 1
akð1� pkÞ þ

1

bkðqk � 1Þ ; 8x0 2 R
n:

Lemma 17.2 presents quite a conservative settling time estimate. A more
accurate estimate is provided in the next lemma. Consider the case where the
constants p and q are of the form p ¼ 1� 1

2c and q ¼ 1þ 1
2c, c[ 1.

Lemma 17.3 [12] If there exists a continuous radially unbounded function V :
R

n ! Rþ [ 0f g such that

(1) VðxÞ ¼ 0 , x ¼ 0;
(2) for some a; b[ 0, p ¼ 1� 1

2c, q ¼ 1þ 1
2c, and c[ 1, any solution xðtÞ

satisfied the inequality D	VðxðtÞÞ� � aVpðxðtÞÞ � bVqðxðtÞÞ,
then, the origin is globally fixed time stable and the following estimate of the

settling time function holds:

Tðx0Þ� Tmax :¼ pcffiffiffiffiffiffi
ab

p ; 8x0 2 R
n:

17.3 Fixed Time Synchronization Criterion
for Complex Networks

In this section, for the undirected network, the global fixed time synchronization of
complex dynamical networks is established with protocol (17.2).

Theorem 17.1 Suppose that Assumption (17.3) holds. The controlled undirected
networks (17.1) and (17.2) are globally fixed time synchronizations if the following
condition is satisfied:

ki\c3k2; ð17:4Þ
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and the fixed settling time T satisfies that T � Tðx0Þ� 1

2
a1�1
2 k

1þa1
2

2 c1ð1�a1Þ
þ 1

n
1�a2
2 2

a2�1
2 k

1þa2
2

2 c2ða2�1Þ
:

where k2, is the second smallest eigenvalue of matrix L.

Proof Consider the following positive Lyapunov functional candidate:

VðtÞ ¼ 1
2
xTLx ¼ 1

4

Xn
i¼1

Xn
j¼1

aijðxi � xjÞ2 ð17:5Þ

Set qi ¼
Pn

j¼1 aijðxi � xjÞ, then protocol (17.2) can be transformed to the fol-
lowing form

ui ¼ �c1sigq
a1
i � c2sigq

a2
i � c3qi:

Taking the derivative of V(t) yields,

_VðtÞ ¼ xTL _x ¼
Xn
i¼1

Xn
j¼1

aijðxi � xjÞ _xi ¼
Xn
i¼1

qi _xi

¼
Xn
i¼1

Xn
j¼1

aijðxi � xjÞðfi þ uiÞ

¼ 1
2

Xn
i¼1

Xn
j¼1

aijðxi � xjÞðfi � fjÞ � c3
Xn
i¼1

q2i � c1
Xn
i¼1

ðq2i Þ
1þa1
2 � c2

Xn
i¼1

ðq2i Þ
1þa2
2

� 1
2
ki
Xn
i¼1

Xn
j¼1

aijðxi � xjÞ2 � c3
Xn
i¼1

q2i � c1ð
Xn
i¼1

q2i Þ
1þa1
2 � c2n

1�a2
2 ð
Xn
i¼1

q2i Þ
1þa2
2

Since Lx ¼ ½q1; . . .; qn�T , we have
Pn

i¼1 q
2
i ¼ ðLxÞTLx ¼ xTL2x. Let

L
1
21 ¼ s ¼ ½s1; . . .; sn�T . Then, sTs ¼ ðL1

21ÞTL1
21 ¼ 1L1 ¼ 0, which means s ¼ 0.

Then, 1TL
1
2x ¼ sTx ¼ 0. So, we can get,

Xn
i¼1

q2i ¼ ðL1
2xÞTLðL1

2xÞ� k2x
TLx ¼ 2k2V :

And we can get,

_VðtÞ� 2kiV � 2c3k2V � c1ð2k2VÞ
1þa1
2 � c2n

1�a2
2 ð2k2VÞ

1þa2
2

¼ 2ðki � c3k2ÞV � c1ð2k2Þ
1þa1
2 V

1þa1
2 � c2n

1�a2
2 ð2k2Þ

1þa2
2 V

1þa2
2

Now, we can get the conclusion.
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If ki\c3k2, _VðtÞ\� c1ð2k2Þ
1þa1
2 V

1þa1
2 � c2n

1�a2
2 ð2k2Þ

1þa2
2 V

1þa2
2 . By Lemma 17.2,

we obtain the fixed time result. And the convergence time satisfied
T � Tðx0Þ� 1

2
a1�1
2 k

1þa1
2

2 c1ð1�a1Þ
þ 1

n
1�a2
2 2

a2�1
2 k

1þa2
2

2 c2ða2�1Þ
.

In order to get a more accurate estimate of convergence time, the following
Corollary is provided by using Lemma 17.3.

Corollary 17.1 Suppose that Assumption (17.3) holds. The parameters a1 and a2
in the protocol (2) are selected as a1 ¼ 1� 1

c and a2 ¼ 1þ 1
c, c[ 1, then, with the

same conditions as Theorem 17.1, the settling time can be estimated as follows:

Tðx0Þ� Tmax :¼ pc

2k2
ffiffiffiffiffiffiffiffiffi
c1c2

p
n

1�a2
4

: ð17:6Þ

Remark 17.1 In fact, there are many kinds of fixed time strategies, here just con-
sider one typical form, see Eq. (17.2). Through simple extend or exchange, many
other fixed time control strategies can be derived.

17.4 Simulation Example

In this section, simulation example is listed to illustrate the effectiveness of the
method proposed in this paper.

Consider the undirected multiagent systems with the topology shown in
Fig. 17.1.

By using classical protocol (17.2), fixed time synchronization problem has been
showed. The disturbance fi is chose as fi ¼ 2 sin xi. Choose the following initial
conditions: xð0Þ ¼ 5 �3 6 �4 1½ �T . The control gains are selected as
c1 ¼ c2 ¼ c3 ¼ 5, a1 ¼ 0:5, and a2 ¼ 10.

0.5

1.5

1

2

3

4

5

1

1

1

Fig. 17.1 The topology of
the multiagent systems
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From the analysis in Sect. 1.3, if we choose protocol (17.2), all the states will
achieve fixed time synchronization as seen in Fig. 17.2. And the convergence time
T satisfies T � Tðx0Þ� 62:9 s. From Fig. 17.2, we know all states will converge to
the same when t� 1 s.

17.5 Conclusion

From the practical applications point, the fixed time results are much better than the
asymptotic and simple finite time results. In this paper, the protocol of fixed time
synchronization of multiagent systems has been considered. Under some appro-
priate criteria, classical continuous fixed time synchronization protocol is proposed
for the multiagent systems.
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Chapter 18
Review and Research Issues
on Underactuated Finger Mechanism

Licheng Wu, Yanxuan Kong and Xiali Li

Abstract The current typical prototypes, design methods, and analysis theory on
underactuated finger mechanism are reviewed. Primary existing problems are also
pointed out according to some analyses. Finally, several important directions in
future research are proposed.

Keywords Robotic hand � Robotic finger � Underactuated finger mechanism
(UFM) � The state of the art

18.1 Introduction

Researchers have investigated different types of robotic hands for achieving grasp
and handling of objects. Several successful designs for humanoid and non-
humanoid hands have been developed in the past, like those that are used, for
example, in the Stanford/JPL Hand [1], DLR Hand [2], BUAA Hand [3], Colobi
Hand [4], Barrett Hand [5, 6], TUAT/Karlsruhe Hand [7], Turin Hand [8],
TBM Hand [9], MA-I Hand [10], SARAH Hand [11, 12], MIT Hand [13] and the
RCH-1 Hand [14]. Most of the available multi-fingered prototypes have a high
number of degrees of freedom, a complex actuation, and a high cost. Most of those
hands are still used for enhanced applications, laboratory tests, or research projects.
However, even in the market, hands are available for industrial and non-industrial
applications, for example, the Barrett Hand [6], SARAH Hand [12], ROBOSOFT
Hand [15].

Many robotic hands focus on simulating the overall appearance and action of a
biologic hand, while neglecting other equally important features such as size,
weight, and real-time control. Conventional robotic hand, such as in [16], are
relatively complex, large, heavy, and difficult to be installed in a robot arm with the
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size like a human. The complexity of conventional robotic hand is also very
expensive and difficult to manufacture and maintain. However, although the robotic
hand has many normal DOFs, the driver and control system need to be big and be
difficult to control. In some sense, a robotic hand with more DOFs is more dex-
terous. And the number of the DOFs directly determines the ability of a hand to
bend around an object and adapt to its shape.

An important point on designing a robotic hand is how to decrease the volume,
weight, and power cost. Therefore, designing a robotic hand with fewer drivers
becomes an interesting direction. However, it becomes a challenge that how to
design a robotic hand with feature of compact, low cost and easy operation but still
keep the number of DOFs to support the ability of grasp adaptively different object.
A hot researched way is to utilize fingers with underactuated driving mechanisms.

18.2 Typical Underactuated Finger Mechanism

Currently, there are two main types of underactuated finger mechanisms, namely
tendon-actuated mechanisms and linkage-based mechanisms as outlined in [17].
Typical tendon-actuated mechanisms can be easily built with compact architectures
as shown in Fig. 18.1a. However, tendon-actuated mechanisms can only exert small
grasping forces. The other disadvantage of tendon systems is that they are strongly
affected by friction and elasticity [18]. Some patents are issued on development of
robotic hand with tendons mechanisms in [19, 20]. A tendons mechanism for an
underactuated prosthetic hand is reported in [21, 22]. An optimal design problem is
discussed as related to the diameter and location of the pulleys in [23]. A two
degree of freedom/one-actuator finger is presented with isotropic force character-
istics in [24]. Here, force-isotropic means that the intensity of the forces exerted at
the center of each phalanx, and on the grasped object, are identical. A design of an
UFM in TBM hand is presented in [25]. Some preliminary results on a cosmetic
prosthetic hand with tendon driven underactuated mechanism and compliant joints
are also presented in [26].

For applications where large grasping forces are requested, linkage-based
mechanisms are more convenient. A US patent [27] and its improved version [28]
were published in 1998 and 2003. As shown in Fig. 18.1b, this kind of linkage
UFM is successfully designed through mimicking the transmission structure of
tendon driven underactuated mechanism. The prototype built with this kind of
linkage finger mechanism is shown in Fig. 18.1c. As shown in Fig. 18.1c, the
mechanism proposed in [27, 28] can hardly be built in a compact design, especially
when the mechanism is demanded to be embedded within the finger body with a
human size during the whole motion of grasp operation. The thumb of TH-1 hand
of Tsinghua University has a prismatic passive joint that is driven by a spring [29].
An improved version for TH-2 hand as shown in Fig. 18.1d is reported in [30].
A vital problem of this thumb mechanism of TH-1 and 2 hand is that the prismatic
passive joint (a rack) is fixed at the height direction of the finger. The rack can have
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very short stroke. For realizing effective turning action of the next phalanx, the
prismatic passive joint, namely the rack need to be built with very huge trans-
mission ratio. This means that a finger with this kind of mechanism can only put
very small grasping force, even smaller than tendon driven mechanisms can do.

(a)

(d) (e)

(f)

(g) (h)

(b) (c)

B

l1
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D H
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phalanx 3
phalanx 2
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spring 1
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spring 2
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4 13 7
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1217 15
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Fig. 18.1 Several typical underactuated finger mechanisms: a a tendon-actuated UFM, b a kind of
Linkage UFM with the same transmission structure of tendon-actuated UFM, c a prototype built
with linkage UFM as shown in (b), d UFM of thumb of TH-2 hand, e 8 links UFM, f a design of 8
link UFM, g pneumatic robotic fingers, h Linkage UFM with all revolute joints
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Therefore, this kind of mechanism cannot be utilized for finger with more than three
phalanxes. Then, Licheng Wu et al. proposed a kind of 8-link underactuated finger
mechanism in [31] as shown in Fig. 18.1e. This kind of 8-link mechanism has the
feature of compact structure and capability of big grasping power. A design scheme
of this 8-link mechanism limited the size as human finger is shown in Fig. 18.1f.
A shortage of this mechanism is containing a prismatic joint with tiny size to make
against of facture and maintaining. Recently, an enhanced version of this kind of
8-link UFM with all revolute joints was announced as a patent [32], as shown in
Fig. 18.1g. Obviously, this design with all revolute joints should overcome the
former version’s shortage of containing a tiny prismatic joint, as announced by its
inventors Licheng Wu and Xiali Li. Besides, a pneumatically driven underactuated
hand is reported in [33] as shown in Fig. 18.1h. Through automatically distributing
of gas, the hand can adaptively grasp object with different size and shape. However,
pneumatic driven system not only has big volume and mass, but also is not easy to
control.

18.3 Research on Design and Analysis of UFM

In the design and analysis of UFM, Zollo et al. propose a bionic approach to the
design of an anthropomorphic artificial hand able to mimic the natural motion of the
human fingers [34]. In [35], an architecture of two-DOF underactuated fingers is
proposed and a simulation tool is designed to analyze their behaviors. Luo et al.
[36] analyzed the features of three-finger grasping. Wu et al. [37, 38] finished the
kinematical modeling and static analysis of proposed linkage UFM, discussed the
intrinsic mechanism and deduction of equivalent mechanism preliminarily, and
simulation analysis was conducted with Matlab; then the mechanical design and
dynamics simulation of adaptively grasping objects with different shape and sizes
were accomplished. Cai et al. [39] researched the control issues of five-finger
underactuated hand based on electrical signals. [40] proposed an optimized method
for designing humanoid robot finger size with the goal of optimizing weight sum of
bionic fingers’ natural motion, fulfilled dimensions design by searching optimiza-
tion, nevertheless, the applicability and effect remains to be improved. With regard
to a type of three-joint UFM, Khakpour and Birglen [41] proposed an algorithm for
grasping process simulation which is based on statics and kinematics. With regard
to tendon actuation and artificial tendon actuation of UFM, Balasubramanian and
Dollar [42, 43] discussed the problems of working space and grasping ability. As a
whole, the present design of linkage underactuated mechanism is implemented by
intuition, bionics or the testing, and adjustment based on computer simulation
result, the related design theory is still scarce [44].

In UFM, each phalanx’s grasping force of an object cannot regulate indepen-
dently, as the drive is less than the DOFs. In addition, since the UFM itself contains
elastic component, when the contact force of phalanxes is larger, the fingers are
likely to show rollback phenomenon [44], resulting in grasping instability and even
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shooting out of the object. All these factors definitively impact on the grasping
performance of underactuated fingers. But there is few research on the mechanical
property and grasping stability of linkage underactuated mechanism for the present.
In previous research, the grasping stability of objects in different conditions
including different configuration and grasping force distribution were discussed;
nevertheless, for underactuated fingers which contain elastic components, an overall
stability analysis should include the stability of finger mechanism itself. Only
objects and finger mechanism that both remain stable can establish stable grasping.
The instability of mechanism itself resulted in rollback phenomenon, and it should
be researched by analyzing the stability of UFM itself. Birglen and Gosselin dis-
cussed the relation between driving force and grasping force in [44], but the
jacobian matrix derivation method they used applied to this mechanism type only,
which cannot be used in other type of underactuated mechanism. Gosselin et al.
[45] proposed an idea of analyzing the stability of two-finger underactuated hand,
they also proposed a method of keeping grasping configuration stable when
increasing driving force. However, the stability problem is not discussed in their
research, and in their conclusion exists great limitations since the spring force is
totally ignored in the relevant research. In other words, the grasping stability of
UFM, especially the comprehensive analysis method, which contains stability
analysis of UFM itself, remains to be studied.

In conclusion, the analysis and design theory of UFM at present is inadequate
and still needs further study.

18.4 Research Prospect

The current research in the design and analysis of UFM is inadequate, which should
be studied further. On the other hand, there are some limitations in all of the
existing UFM, therefore it is necessary to study new UFM. In this paper, some
future research points and relevant technical methods are proposed as follows.

1. To research the equivalent of UFM and the design method based on equivalent
mechanism (as defined in [31, 32]). To research and analyze the UFM which is
equivalent to an intrinsic mechanism of simple single DOF system under the
action of spring element at different grasping stages. To research and deduce
different methods of equivalent mechanism at different grasping stages. To
research the design method of dimension based on equivalent mechanism.

On the one hand, when the passive joints linked by elastic elements are free
from external force and ignoring the inertia force, there will be no joint
movement, which is equivalent to a kind of fix joint. On the other hand, when a
phalanx grasping object, its movement is often constrained, then some related
joints of finger mechanism will be constrained [31]. Then analyze the condition
of spring force and phalanx movement under constraint in different grasping
states (for example, freedom of all phalanxes, single phalanx grasp, certain
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phalanxes grasp, all phalanx grasp) by exporting some related fixedly attached
joints from equivalent mechanism. Establish an integrated table of grasping
states and equivalent mechanism. The finger dimensions are given with maxi-
mizing reachable workspace as principal design index, and factors such as the
degree of finger mimics a human finger and transmission efficiency are con-
sidered. According to the order from the phalanx nearest to palm to farthest
phalanx, the single DOF equivalent mechanism of each phalanx is designed
when the phalanx moves without constraint until all the dimension design of
UFM are finished.

2. To research the grasping force analysis methods of UFM and the design method
of elastic element parameters. Generally, the initial state of present UFM is
simply set fingers as fully straightened, and the elastic force of elastic element in
the initial state is zero. However, the observation of human and other creatures
reveals that biological fingers are not fully straightened in normal state but
between the state of fully straightened and the state of rolled to the limit.
Therefore, when the fingers straighten fully, the elastic element in fingers has
certain pre-tightening force. Although you must overcome the pre-tightening
force first to open fingers while grasping large objects, but then the pre-tightening
force of the elastic element can assist grasping. The effect of pre-tightening force
on fingers’ mechanical property, especially its relationship with grasping
stability, is a problem worthy of studying.

Therefore in the future, the derivation method of Jacobian matrix among
grasping force and driving force and elastic force should be studied. Define and
study the grasping stability of finger mechanism. Research the relationship
between grasping configuration and grasping stability, as well as the relationship
among elastic element parameters, pre-tightening force, and grasping stabil-
ity. Then the design methods of elastic element parameters of UFM and pre-
tightening force will be proposed.
The Jacobian matrix among grasping force and driving force and elastic force
can be deduced based on its physical significance by using the technique that
drives only one separate joint with unit force at each time. Analyze the
mechanical stability of the UFM itself to deduce the relationship between
grasping configuration and grasping stability, and then deduce the stable
grasping subspace of the reachable workspace. Plug spring coefficient and initial
stroke into the jacobian matrix to deduce the explicit relation with the grasping
force, and then deduce the relationship between pre-tightening force and
grasping stability. According to the above relations, the design goal of spring
coefficient and pre-tightening force is to optimize adjustable amplitude of
grasping force under typical full contact grasping configuration.

3. The movement mechanism analysis of the hand grasping and the variable
topology mechanisms synthesis of UFM. Build a more accurate movement
model of human fingers through the analysis of human fingers’ anatomical
structures and the observations of actual movement situation. Discover the
underactuated motion law of the finger grasping on the basis of the human
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fingers’ behavior structure characteristics and the adaptive motion mechanism of
grasping and the variable topology analysis of different driving ways switches.
To do this, human fingers’ movement identification is studied. Establish the
recognition system of accurate grasp and dynamic grasping movements. The
means of merging the movement topology of UFM and control feasibility is
taken into account to reproduce the switch between the movement mechanism
of hand grasping and different driving ways. To achieve joint movement as more
as possible with less drivers so that the flexibility and manipulability can be
improved without increasing fingers’ volume and weight.

4. The analysis of the nonholonomic kinematics and mechanics of UFM. The
analysis objects include the kinematics and mechanics of single finger UFM as
well as kinematics, statics, dynamics of the entire UFM. To study the input–output
relations and corresponding forward-inverse algorithm of the kinematics and
dynamics with higher pairs point contact surfaces, which provides the basis of
control policy. Underactuated system has the second-order nonholonomic prop-
erties, this makes modeling and control more difficult on the one hand, on the other
hand this provides a broader scope to optimize the design of finger grasping.

Aiming at the innovation theory and method of dynamic modeling and
parameter identification, which are built on accurate grasping and dynamic
grasping of objects with different physical properties, mechanical modular
design, and optimization problems of position-force hybrid control are studied,
the redundant and fault-tolerant problems of finger mechanism in a complex
environment are studied as well. The research also includes basic theoretical
approaches and key techniques of target identification and autonomous location,
system self-reconfiguration, and reliable guaranteed cost control in fault con-
ditions, etc.

5. To develop a new underactuated finger principle prototype and implement related
scientific experiments. Rotational joints are used to substitute translational joints
existing in 8 links UFM (as shown in Fig. 18.1f), then develop a new type of full
rotation articulated UFM. This development could reduce the manufacturing cost
and increase maintainability on the basis of inheriting the advantages of the
original mechanism. The research process should pay attention to digital simu-
lation and experiment of system kinematics, dynamics, motion planning, and
control problems. Then use semi-physical simulation of Hardware-in-the-loop
system to improve the credibility of key problems’ simulation. The hardware
solution can be employing control system composed of embedded ARM MPU
and DSP device, taking advantage of ARM chips’ system management and
control performance and fast processing speed of DSP. Meanwhile, implanting
embedded operating system ARM-Linux in ARM and using powerful net-
working functionality of Linux system could make the fingers’ control system
access Ethernet at any time, that is, Plug and Play, which make the remote
monitoring and control of fingers more convenient. Then any single finger’s
status information could be uploaded in package to main control computer and pc
through WLAN in order to run more complex control algorithm.
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18.5 Conclusions

In this paper, the present typical UFMs are discussed, the analysis and the design
theory are reviewed, then some shortcomings and problems that need to be further
investigated are pointed out, and on this basis the next focus of UFM is predicated,
and the research methods are proposed primarily.
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Chapter 19
Quasi-equivalent Coupling Motion Model
of Two-Wheeled Differentially Driven
Mobile Robot

Niu Wang, Zhihu Ruan, Bingxin Ran and Rongzheng Fang

Abstract Due to the presence of nonholonomic constraints of two-wheeled
differentially driven mobile robot (TWDDMR), and the left and right wheel motors
are affected by constraint reaction generating resistance moment, the TWDDMR
has a strong dynamics coupling problem. By introducing the dynamic coupling into
dynamic structure of double closed-loop drive system (DLDCM), the dynamic
mechanism model of drive system with coupling is obtained. Then, the quasi-
equivalent modeling (QEM) approach is used to simplify the mechanism model so
as to get the quasi-equivalent dynamic model as well as corresponding state-space
equations. And the quasi-equivalent state-space motion model is obtained through
integration of the kinematic model into quasi-equivalent dynamic model. Then, by
using speed response data of the actual system and combining with genetic
algorithm to accurately identify the model parameters. Finally, through experiments
results of the TWDDMR motion model and the second-order model, respectively,
comparing with the actual system which demonstrates the effectiveness of the
proposing method and model.

Keywords TWDDMR � Dynamics coupling � Quasi-equivalent modeling �Model
identification � Genetic algorithms

19.1 Introduction

Two-wheeled differentially driven mobile robot (TWDDM) is a common wheeled
mobile robot, generally uses two double loop direct current motors (DLDCM,
Double Loop Direct Current Motor) as the drive of system. The application of
TWDDM is wide, its motion systems with nonholonomic constraints and strong
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nonlinearity. Including load changes, dynamics strongly coupling and other factors
have a greater impact on motion of TWDDM. For motion model of TWDDM,
according to the voltage balance equation and torque balance equation of DCM, [1, 2]
obtain DLDCM Second-order decoupled model (SDM, second-order decoupled
model), but SDM has ignored the presence of nonlinear in dynamical systems of
TWDDM, and compared to the actual system it has large differences in the process
of accelerating dynamic response [3]. In order to get closer to the actual model of
DLDCM, [4] studies the saturation nonlinear of DLDCM, and obtains nonlinear
model of DLDCM, so that results of model response are close to test results of
actual platform, but the model is very complex and difficult to apply to the actual
system. In [5] is proposed a robust adaptive control method of dynamic model with
parameter uncertainties and external disturbances. Dong and Kuhnert [6] propose
model parameters and nonparametric uncertain tracking control method of
TWDDM. But they are mainly aimed at the controller design on the basis of model
parameters uncertainty, but the controller structure is complex and difficult to apply
to the actual system. In order to obtain a DLDCM model which is more simplified
and easy to actual application, [7, 8] make DLDCM simplifying saturated nonlinear
state-space model by using QEM. And the state-space model is more close to the
real system under the condition for load constant of TWDDM, once load of
TWDDM changes, the model cannot reflect the true wheel speed response process
of TWDDM. In [9] is derived the nonlinear differential between input torque and
speed of TWDDM. And it gets system state equation of TWDDM, but it does not
research TWDDM drive system dynamics, and only on the simulation platform
without comparing the data of simulation platform to actual platform, so it cannot
ensure that research can move to the physical platform. In [10] is obtained the
soccer robot’s motor model parameters under different load conditions by using
curve fitting method, to a certain extent, it can alternate the variable load drive
system model of TWDDM, but it has a large amount of experiment work, and curve
fitting has a big error. So it is difficult to apply to other robotic platform. In [11] the
formation control problem of multiple nonholonomic mobile robots is aimed at,
including actuator and formation dynamics, and designs a new control strategy that
combination of kinematic and driver enter voltage controller by back stepping, but
the dynamic model does not reflect the coupling relationship between the two motor
systems. The motion model of TWDDM basing on quasi-equivalent model of
DLDCM with variable load is obtained in [12] , but TWDDM as a whole, contains
two pairs of closed-loop drive system. TWDDM with the nonholonomic constraint,
so two motors have strong coupling on the underlying dynamic character [9]. But
such quasi-equivalent model of DLDCM with variable load only applies to a single
motor and does not reflect the coupling relationship between the two-way motor
systems.

This paper is based on quasi-equivalent model of DLDCM with variable load,
combining Lagrange dynamics equation of TWDDM to obtain the dynamics model
of drive system for TWDDM with coupling relationship. Using QEM method to
simplify the above dynamics coupled model, we can obtain quasi-equivalent
dynamics coupling model of TWDDM, and combining with kinematic model of
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TWDDM, we can obtain quasi-equivalent coupling motion model of TWDDM.
Then by using speed response data of the actual system and combining with genetic
algorithm to accurately identify the model parameters. Finally, experiments results
of motion model of TWDDMR demonstrate effectiveness of the proposing method
and model comparing with the actual system.

19.2 Quasi-Equivalent Coupling Motion Model

19.2.1 Kinematics Model of TWDDM

The geometric structure diagram of TWDDM is as shown in Fig. 19.1.
Velocity matrix of TWDDM relative to the world coordinate system is

_Vc ¼ _xc _yc _h
� �T

, and angular velocity of the left and right driving wheels

is v ¼ _̂ul
_̂ur

� �T
, velocity of TWDDM in the body coordinate system is

VR ¼ R_xc R _yc
_h

� �T
. The length of the two driving wheel axis is l, and radius of

each driving wheel is r. Assume that movement of TWDDM meets the condition of
pure rolling and no slip, and kinematics equation of TWDDM is easy to get by rigid
body mechanics.

Equation (19.1) multiplies by the rotation matrix that can be transformed to
speed of TWDDM of the world coordinate system.

The generalized pose of TWDDM is q ¼ xc; yc; h; ûl; ûr½ �T , and then
Eqs. (19.2) and (19.3) can be rewritten as follows.

VR ¼
R _xc
R _yc
_h

2
4

3
5 ¼ r

l

l
2

l
2

0 0
�1 1

2
4

3
5 _̂ul

_̂ur

" #
ð19:1Þ

XrYr

C

θ

X

Y

o

l

V

Fig. 19.1 Geometry structure
diagram of TWDDM
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_xc
_yc
_h

2
4

3
5 ¼

cos h � sin h 0
sin h cos h 0
0 0 1

2
4

3
5VR ¼

r cos h
2

r cos h
2

r sin h
2

r sin h
2�1 1

2
4

3
5 _̂/l

_̂/r

" #
ð19:2Þ

_q ¼ S qð Þv ð19:3Þ

where:

S qð Þ ¼
r cos h

2
r sin h

2 � r
l 1 0

r cos h
2

r sin h
2

r
l 1 0

" #T

ð19:4Þ

AðqÞ _q ¼ 0 ð19:5Þ

A qð Þ ¼
sin h � cos h 0 0 0

� cos h � sin h l
2 r 0

� cos h � sin h l
2 0 r

2
4

3
5 ð19:6Þ

The generalized velocity is verified to satisfy the nonholonomic constraint
equations by Eq. (19.5).

19.2.2 Dynamics Coupling Model of TWDDM

In Fig. 19.1, the overall mass of TWDDM is m, including mass of two wheels and
mass of two drive motors and mass of TWDDM platform. The z-axis is perpen-
dicular to the body coordinate system XrCYr, and moment of inertia of TWDDM is
Jz around the z-axis, and the moment of inertia of the motor shafts of left and right
wheels are, respectively, Jl and Jr, then moment of inertia of the output shaft are,
respectively, Ĵl and Ĵr. Torque of the left and right wheels of the motor shaft are,
respectively, Tl and Tr, and then conversion to the output shaft are, respectively, T̂l
and T̂r. The angular displacement of the motor shaft for left and right wheels are,
respectively, /̂l and /̂r, and then conversion to the output shaft are, respectively, /̂l

and /̂r. TWDDM is also subject to binding during the movement, left and right
wheels subjecting to binding of X direction are, respectively, F̂xl and F̂xr. The sum
of Y direction under the constraints reaction is F̂y. To make force analysis of
TWDDM, respectively, in the x direction, y direction, z direction, and the axial of
the two driving wheels. Through torque balance equations, we can get the following
Eq. (19.7).
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mxc
:: �ðF̂xl þ F̂xrÞ cos hþ F̂y sin h ¼ 0

mxc
:: �ðF̂xl þ F̂xrÞ sin h� F̂y cos h ¼ 0

Jz€hþ l
2 ðF̂xr � F̂xlÞ ¼ 0

Ĵl €̂ul þ F̂xlr ¼ T̂l
Ĵr €̂ur þ F̂xrr ¼ T̂r

8>>>><
>>>>:

ð19:7Þ

Mq
:: ¼ Es� ATðqÞk ð19:8Þ

M ¼ diag m m Jz Ĵl Ĵr
� �

E ¼ 0 0 0 1 0
0 0 0 0 1

� �T

k ¼ F̂y F̂xl F̂xr

� �T
s ¼ T̂l T̂r

� �T

8>>>>><
>>>>>:

ð19:9Þ

The above equation can be written as the Lagrange standard equations form
(19.8) and (19.9).

By using Eqs. (19.4) and (19.6), (19.10) can be obtained.
Both ends of the Lagrange Eq. (19.8) multiply by ST qð Þ at the same time, and

which substitutes into Eq. (19.10). Then Lagrangian can be eliminated to
Eq. (19.11).

To take derivatives of at both ends of the Eq. (19.3), and which substitutes into
Eq. (19.11), then the kinetic equation of TWDDM can be got as follows
Eq. (19.12).

A qð ÞS qð Þ ¼ 0 ð19:10Þ

s ¼ ST qð ÞMq
:: ð19:11Þ

_v ¼ � ST qð ÞMS qð Þ� 	�1
ST qð ÞM _S qð Þvþ ST qð ÞMS qð Þ� 	�1

s ð19:12Þ

Through simplifying the above equation, the nonlinear differential equations
between each wheel speed and drive torque of TWDDM can be obtained as follows
Eq. (19.13).

Because the actual has the motor speed reducer, and the reduction ratio is i, the
parameter of the output shaft can be switched to the motor shaft of the drive motor,
and by using Eq. (19.13) we can obtain Eq. (19.14).

In practice, people often use the wheel speed (n) instead of the wheel angular
velocity ( _/), therefore left and right wheels speed are, respectively, nl and nr, and
_u ¼ 2pn

60 , then Eq. (19.14) can be obtained as follows.
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where:

€̂/l ¼ lk̂lT̂l þ rk̂lT̂r
€̂ur ¼ lk̂rT̂l þ rk̂rT̂r

(
ð19:13Þ

€/l ¼ lklTl þ rklTr
€/r ¼ lkrTl þ rkrTr



ð19:14Þ

_nl ¼ lklTl þ rklTr
_nr ¼ lkrTl þ rkrTr



ð19:15Þ

lkl ¼ 30 � i2lk̂l=p
rkl ¼ 30 � i2rk̂l=p
lkr ¼ 30 � i2lk̂r=p
rkr ¼ 30 � i2rk̂r=p

8>>>><
>>>>:

ð19:16Þ

For the actual TWDDM, each wheel commonly is using DLDCM. DLDCM has
better dynamic performance relative to the single loop control system, which
mainly is reflected in the fast starting speed. Figure 19.2 is a single DLDCM
dynamic block diagram.

By using Eqs. (19.15) with (19.17) we can get Eq. (19.18) as follows.

sl ¼ Ll=Rl sr ¼ Lr=Rr

Tel ¼ CmlIl Ter ¼ CmrIr
El ¼ Celnl Er ¼ Cernr

Ul � El ¼ Rl Il þ sl _Il
� 	

Ur � Er ¼ Rr Ir þ sr _Ir
� 	

Tl ¼ Tel � TLl Tr ¼ Ter � TLr
TLl ¼ ð1� glÞTel TLr ¼ ð1� grÞTer

8>>>>>>>>><
>>>>>>>>>:

ð19:17Þ
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Fig. 19.2 Dynamic structure of DLDCM
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_Il tð Þ ¼ � Il tð Þ
sl

� El tð Þ
Ll

þ Ul tð Þ
Ll

_El tð Þ ¼ lklCelCmlglIl þ rklCelCmrgrIr
_Ir tð Þ ¼ � Ir tð Þ

sr
� Er tð Þ

Lr
þ Ur tð Þ

Lr
_El tð Þ ¼ lkrCerCmlglIl þ rkrCerCmrgrIr

8>>><
>>>:

ð19:18Þ

19.2.3 Quasi-equivalent Dynamic Coupling Model

By using methods of the characteristic analysis and QEM to simplify DLDCM
model into a state-space model, Fig. 19.3 shows the dynamic coupling model of
drive system for TWDDM after QEM simplification.

The state variables of the system are defined as x1; x2; x3; x4. Left and right
wheels of TWDDM are all normal rotation direction, which is turning as an example.

(1) The system state equation:
S1 State—Left and right wheel motors are working in an unsaturated zone:

_x1
_x2
_x3
_x4

2
664

3
775 ¼

0 �alTl2=JL 0 0
Tl1 �KlalTl2=JL KlrTr1 �KlrKrarTr2=JR
0 0 0 �arTr2=JR

KrlTl1 �KrlKlalTl2=JL Tr1 �KrarTr2=JR

2
664

3
775

x1
x2
x3
x4

2
664

3
775

þ
1 0
Kl KlrKr

0 1
KrlKl Kr

2
664

3
775 Ul

Ur

� �

ð19:19Þ

Fig. 19.3 Quasi-equivalent model of TWDDM
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S2 State—Left wheel motor is working in saturated zone; Right wheel motor is
working in the unsaturated zone as in Eq. (19.20).
S3 State—Right wheel motor is working in saturated zone; Left wheel motor is
working in the unsaturated zone as in Eq. (19.21).

x1 ¼ kl�KlUlþalKlTl2x2=JLð Þ
Tl1

_x2 ¼ kl þ KlrðTr1x3 � Krarx4Tr2
JR

þ KrUrÞ
_x3 ¼ Ur � arx4Tr2

JR
_x4 ¼ Krlkl þ Tr1x3 � Krarx4Tr2

JR
þ KrUr

8>>><
>>>:

ð19:20Þ

_x1 ¼ Ul � alTl2x2
JL

_x2 ¼ Klrkr þ Tl1x1 � KlalTl2x2
JL

þ KlUl

x3 ¼ kr�KrUrþarKrTr2x4=JRð Þ
Tr1

_x4 ¼ kr þ Krl Tl1x1 � KlalTl2x2
JL

þ KlUl

� �

8>>>><
>>>>:

ð19:21Þ

S4 State—Left and right wheel motors are working in the saturated zone as in
Eq. (19.22).

(2) The system output equation as in Eq. (19.23).
x1 ¼ kl � KlUl þ alKlTl2x2=JLð Þ=Tl1
_x2 ¼ kl þ Klrkr
x3 ¼ kr � KrUr þ arKrTr2x4=JRð Þ=Tr1
_x4 ¼ kr þ Krlkl

8>><
>>:

ð19:22Þ

y ¼ nl
nr

� �
¼ 0 Tl2=JL 0 0

0 0 0 Tr2=JR

� � x1
x2
x3
x4

2
664

3
775 ð19:23Þ

And the discriminant formulas for each state:

S ¼

S1 KlUl � KlalTl2x2
JL

þ Tl1x1\kl
� �

\ KrUr � KrarTr2x4
JR

þ Tr1x3 \ kr
� �

S2 KlUl � KlalTl2x2
JL

þ Tl1x1 [ kl
� �

\ KrUr � KrarTr2x4
JR

þ Tr1x3 \ kr
� �

S3 KlUl � KlalTl2x2
JL

þ Tl1x1\kl
� �

\ KrUr � KrarTr2x4
JR

þ Tr1x3 [ kr
� �

S4 KlUl � KlalTl2x2
JL

þ Tl1x1 [ kl
� �

\ KrUr � KrarTr2x4
JR

þ Tr1x3 [ kr
� �

8>>>>>><
>>>>>>:

ð19:24Þ

Above all the state-space expressions constitute a complete dynamic coupling
model of TWDDM. Among them, X1, X2 are, respectively, given speed of driving
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motor for left and right wheels. Y is the system output speed matrix.
Tl1; Tl2; Kl; al; kl;Klr; Tr1; Tr2; Kr; ar; kr; Krl are parameters of system model,
and they are also the inherent parameters of the system, and they are constant too.

19.2.4 Quasi-equivalent Coupling Motion Model of TWDDM

In fact, lkl and rkl are related to the amount of rotation inertia and revolver. The
coupling coefficient is inherent to the TWDDM parameter, and it is approximated as
a determined amount.

In fact, lkl and rkl are all certain amount associating with moment of inertia of
the left wheel. The coupling coefficient is the intrinsic parameters of TWDDM, and
it is approximately determining a certain amount. Changes of TWDDM load is
mainly reflected in the changes of lkl. When TWDDM load changes, average
overall mass of TWDDM will be assigned to the two wheels, so that the moment of
inertia of each drive wheel system is changed. Similarly, parameters (rkr and lkr) of
the right wheel model have the same properties, and lkl ¼ 30i2


pJL; rkr ¼

30i2

pJR. Therefore, JL and JR are equivalent moment of inertia for load of

TWDDM converting to driving system in Fig. 19.4. Therefore, the quasi-equivalent
coupling motion model of TWDDM is established in this paper, which not only can
reflect change of load of TWDDM, but also reflects the dynamics coupling relation
of drive system.

19.3 Accurate Identification of Model Parameters

For model parameters, this paper uses genetic algorithm tuning [13, 14]. Genetic
algorithm is a kind of optimization search algorithm which has wide applicability.

kinematics model
Quasi equivalent dynamic

coupling model

wheel load: m

Given speed:
Ul,Ur

Motor velocity
Vl,Vr

Jl Jr

Pose of WMR: X,Y

Conversion of the moment
of inertia of load

Fig. 19.4 Structure of quasi-equivalent motion model of TWDDM
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According to the principle of genetic algorithm introduced above, setting eval-
uation function is an important step for parameter identification. This article selects
the average error between speed response of motor model and the actual motor
speed value as a fitness function under the condition of step input:

f zð Þ ¼
Pm

i¼1 nlc ið Þ � nls ið Þj j
m

þ
Pm

i¼1 nrc ið Þ � nrs ið Þj j
m

ð19:25Þ

In the Eq. (19.25), nlc ið Þ and nls ið Þ are, respectively, speed of actual platform and
model for left wheel at the ith sampling time. Similarly, nlc ið Þ and nls ið Þ are,
respectively, speed of actual platform and model for left wheel at the ith sampling
time. M is the number of sampling. Therefore, problems of model parameter
optimization by using the improved genetic algorithm, which can be summed up in
realization of the objective function Minf zð Þ ðL\ Z\UÞ. Among them, L and U
are the feasible solution space of the model parameters (Z).

19.4 Experiments

19.4.1 Experimental Design and Evaluation Index

Quantitative comparison of the curve by using following the evaluation index:
The average error is as in Eq. (19.26).
The m is the total number of sampling, and the difference between the actual data

values of the system for sampling point i and calculated values of model is written
as follows in Eq. (19.27).

ycðiÞ and ysðiÞ, respectively, are speed value for the actual system and model,
respectively, in the sampling time i. The maximum error is as in Eq. (19.28).

EX ¼
Pm

i¼1 e ið Þj j
m

ð19:26Þ

e ið Þ ¼ yc ið Þ � ys ið Þ ð19:27Þ

MD ¼ max e 1ð Þj j; e 2ð Þj j; . . .; e mð Þj jð Þ ð19:28Þ

19.4.2 Experimental Data Analysis

19.4.2.1 Model Parameter Identification

Table 19.1 shows that using improved genetic algorithm to identify the quasi-
equivalent coupling motion model parameters of TWDDM.
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19.4.2.2 Model Validation

Two experiments are designed for quasi-equivalent coupling motion model of the
TWDDM and the second-order decoupled model of existing, respectively, com-
paring with the response of the actual output. There are two comparative experi-
ments for different wheel speeds and different loads, and specific response curve is
shown in Figs. 19.5 and 19.6.

From the above evaluation indexes of Tables 19.2 and 19.3, the above two
experiments indicate that the proposing quasi-equivalent coupling motion model of
TWDDM is closer to the actual system than the second-order decoupled model in
the wheel speed and the trajectory.

Table 19.1 Parameter identification of quasi-equivalent coupling motion model for TWDDM

Tl1 Tl2 Kl al kl Klr

38.410 0.188 1.633 0.991 261.431 0.046

Tr1 Tr2 Kr ar kr Krl

98.105 0.175 2.838 0.999 282.242 0.042
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Fig. 19.5 Responses of models and physical system for (800, 500) mm/s under 4.5 kg
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Fig. 19.6 Responses of models and physical system for (700, 900) mm/s under 9 kg

Table 19.2 Error evaluation of (800,500) mm/s under 4.5 kg

Index/mm Left wheel Right wheel Trajectory

TWDDM motion model EX 14.06 15.26 40.80

MD 41.80 70.40 74.30

Second-order model EX 56.10 28.43 460.00

MD 164.40 109.50 860.00

Table 19.3 Error evaluation of (700,900) mm/s under 9 kg

Index/mm Left wheel Right wheel Trajectory

TWDDM motion model EX 19.90 11.59 140.00

MD 86.90 32.20 319.00

Second-order model EX 48.70 82.10 550.00

MD 126.70 211.70 1360.00

192 N. Wang et al.



19.5 Conclusions

This paper is based on quasi-equivalent model of DLDCM with variable load,
combining Lagrange dynamics equation of TWDDM to obtain the dynamics model
of drive system for TWDDM with coupling relationship. Using QEM method to
simplify the above dynamics coupled model, we can obtain quasi-equivalent
dynamics coupling model of TWDDM, and combining with kinematic model of
TWDDM, we can obtain quasi-equivalent coupling motion model of TWDDM.
Then by using speed response data of the actual system and combining with genetic
algorithm to accurately identify the model parameters. Finally, experiments results
of motion model of TWDDMR demonstrate effectiveness of the proposing method
and model comparing with the actual system.
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Chapter 20
Humanware Model in Novel
Decision System

Xianjun Zhu, Jie Yang, Yin Sheng, Zhipeng Wang
and Xianzhong Zhou

Abstract How to integrate human (expert) into the procedure of decision-making
is an important issue for the next generation of decision support systems (DSS).
Based on the concepts related to humanware (Hw) in our research, including Hw,
Hw technology, HW service, and Hw and knowledge, the framework of novel
decision systems (NDS) is presented. Then this paper proposes the structure of Hw
model (HwM), which describes the key component and implement steps in detail.
HwM can convert human (expert) into one component, so as to facilitated Hw to
participate in the procedure of decision-making. Finally, a case study demonstrates
that Hw can be engaged in the procedure of decision-making.

Keyword DSS � Human–computer interaction (HCI) � NDS � HwM

20.1 Introduction

In the 1970s, G. Anthony Gorry presented first the concept of DSS [1]. Based on
this concept, a large number of qualitative and quantitative models are proposed to
solve a series of representative decision support problems [2–5]. However, more
and more decision tasks (problems) are too complicated to be described by a
quantitative or qualitative model, e.g., qualitative, fuzzy, and uncertainty tasks
(problems) [6–9]. Researchers began to seek a new way to blend human into the
procedure of decision-making.

At the beginning of this century, the progress of Internet technology promotes
the development of HCI technology [10], especially the fourth generation of HCI.
DSS research also enters into a new stage. For example, case-based decision aids as
a methodology for building systems in which people and machines work together to
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solve problems [11]. A large number of scholars are engaged in researching DSS
that is based on network environment. Their studies are also based on the traditional
DSS in essence, which only has two kinds of research patterns. One pattern is that
human has priority, and computer is just an auxiliary tool, such as expert system.
The other is that computer has priority, human is a watcher and participate in a
small amount of work, such as people in the loop. In both patterns, humans always
act as the external factor of DSS.

We try to build a new model, which can blend human (expert) in the procedure
of decision-making, and also seek to design architecture to convert human (expert)
into Hw, and that can be retrieved and invoked in the procedure of decision-
making.

20.2 Concepts Related to Humanware

20.2.1 Humanware

Definition 20.1 Humanware (Hw). Hw is a carrier of human (expert) and interface,
as well as the relationship of two elements. Hw is an important component of the
NDS.

Human (expert) of Hw has the following characteristics:

• it is a normal person, which is a personalized description statistically and has
bounded rational and personalized;

• it is a carrier of natural intelligence, which can provide knowledge, experience,
and wisdom during the procedure of decision-making;

• it is a decision-maker, which can provide all kinds of support such as infor-
mation, function, algorithm, etc.

Interface of Hw has dual functions, i.e., expression and presentation. The
expression can help Hw to get data and information about the decision tasks
(problems). The presentation can help Hw to show their abilities and the role they
can bear.

20.2.2 Humanware Service

Definition 20.2 Humanware Service (HwS). In the NDS, HwS is a kind of special
service provided by Hw, which is the service-oriented and modularization.

HwS can solve the semi-(un-)structured problems that cannot be solved by DSS,
such as analysis, judge, advice, etc. It can assume the specific role in the procedure
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of decision-making, and collaborate with others. Everyone can register and become
an HwS in NDS.

HwS in the library is defined as a 7-tuple: <ID, Name, Category, Function, Input,
Output, QoS>, where: ID is an identification which indicates that each service has
an ID that is different from any other service; Name is defined to the service, and is
nonuniqueness in the library; Category is the token of the classification of services,
i.e., 0 is Software Service, 1 is Soft-HwS, 2 is Hard-HwS; Function is the ability
description of HwS; Input and Output are the request and response parameters
between HwS and system; QoS (Quality of Service) is the assessment to the HwS
by the system and users.

20.2.3 Humanware and Knowledge

In the procedure of decision-making, Hw can provide various types of support, such
as knowledge, experience, wisdom, etc. Knowledge is the most important factor.
Figure 20.1 shows the relationship of knowledge and HwS.

Knowledge has two parts, i.e., tacit knowledge and explicit knowledge. Tacit
knowledge is that cannot be expressed but can be used by human in the procedure
of making, such as judgment of the situation. Others are explicit knowledge. A part
of explicit knowledge can be encoded, including available software, computing,
and symbolic inference, and so forth. The other part of explicit knowledge cannot
be encoded, but human can understand, such as the content evaluation of pictures.

According to the classification of knowledge mentioned above, the vast majority
of knowledge exists in Hw. HwS is a formal representation of Hw, so HwS has
knowledge.

21 0

Tacit
Knowledge

Tacit

Not Code
Knowledge
Explicit

Humanware and Knowledge

Code
Knowledge
Explicit

Fig. 20.1 Hw service and
knowledge
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20.3 The Novel Decision System

According to the theory of system science, the function of the system behavior is
decided by the composition of system elements and their relationships (structure).
The traditional DSS has two elements, i.e., hardware and software. Based on the
traditional DSS, NDS has a new element, i.e., Hw. So the status of NDS likes a
troika.

NDS has three core elements, i.e., hardware, software, and Hw, and they have
same status and role. During the procedure of making decision, Hw can provide its
unique intelligence (individual knowledge, experience and wisdom). At the same
time, Hw can closely collaborate with hardware and software under the network
environment. For example, three kinds of wares can be unified: registration,
management, and invocation, so as to achieve the decision tasks (problems).

Figure 20.2 is the NDS model, the relationship of each factor show as follows:

• Decision tasks (problems) is the core of the NDS, they are dispatched to three
kinds of ware. Then three kinds of ware will send decision result to the NDS.
NDS receive feedback information and change the state of decision node;

• Hardware is a kind of exist in physical form and combination together.
According the function of information processing, hardware can be divided into
several types, such as information storage, information media, information
gathering, and information transmission, etc.;

• Software is based on the software knowledge, and as the form of code runs on
all kinds of services. Software has several types, i.e., basic software, middle-
ware, application software, and embedded software, etc.;

Fig. 20.2 Hw and knowledge
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• Hw is based on conversion of natural human, who having a unique wisdom. It
can collaborate with hardware and software under the network environment. It
can be unified management, scheduling, enabling;

• Environmental factor is an indispensable part outside of the NDS, for example
the network bandwidth of coastal area is obviously higher than of inland.

20.4 Humanware Model

In the NDS, HwM is an abstract object of Hw, which takes part in the procedure of
decision-making. It has six components, these are Request Reception/Gather
Device and Data Flow, Information Gate/Enhance, Multimodal Convert Protocols,
Adaptive Push, Multi-channel expression and presentation device, and Hw, as
shown in Fig. 20.3.

20.4.1 Overview of Hw Model

The main components of HwM are shown as follows:

• Request Reception/Gather Device and Data Flow: Request Reception between
Hw and NDS takes in charge of receiving request and returning response of
decision tasks (problems). First, in the procedure of decision-making, this
component helps HwS obtaining other data and information from various

Fig. 20.3 Hw model
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sources. Second, the state of decision node can be changed according by the
content of response;

• Information Gate/Enhance: The data and information coming from the external
device are very complicated. So the gate is responsible for choosing information
for Hw, and form an unified reference information. The enhanced device is
responsible for adding information filtered out by the gate device on the decision
result, these information may be useful for the subsequent processing;

• Multimodal Convert Protocols: There are many formats of data and information
filtered by the gate device, such as pictures, statistical data, video, audio, etc.
They are fused to form a unified information format, i.e., statistics, speech, etc.
Different formats of information can convert freely and smoothly according by
the multimodal covert protocols;

• Adaptive Push: It is based on many technologies, e.g., data mining technology,
natural language processing technology. Through digging Hw personal quali-
ties, such as command art, preferences, etc. it can achieve ultimately that the
appropriate information format is sent to the appropriate Hw;

• Multi-channel expression and presentation device: With the developing of eye
tracking, speech recognition, gesture recognition technology (contact and non-
contact), sensory feedback, and other HCI technologic, Hw can interact with
several devices at the same time. Interaction with multiple channels can be used
in the procedure, such as feeling channels, touch channels, etc. A lot of inter-
action technologies improve the accuracy and efficient greatly, such as the
precise interaction, three peacekeeping operator directly, and the procedure of
biphasic interaction, etc.

20.4.2 Implement Procedure

Hw participating in the procedure of decision-making has the following steps:

Step 1: decision tasks (problems) are assigned to Hw. Hw can get the request of
tasks, and Hw also can get other data and information through the other
sources and channels;

Step 2: the information gate filtrate the data and information that is obtained
from the step 1, then get the related data and information for the current
decision tasks (problems);

Step 3: all kind of data and information are merged together and form a unified
format, i.e., statistical information, voice information, touchscreen
information, eye tracker information, etc.;

Step 4: under the network environment, Hw face different kinds of HCI device
during the procedure of decision-making. Therefore, reference infor-
mation should be shown on the appropriate devices autonomous;
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Step 5: Hw integrate all kinds of information and make decisions. If the refer-
ence information is not enough, the process should return to the step 2;

Step 6: the decision result is accurate, and sent back to the NDS. Therefore, the
presentation device is used to accept decision result;

Step 7: according the convert protocol, the decision result is converted into the
unified format that be accepted by NDS.

Step 8: the information filtering out in the step 2 is attached to the decision result
that may be useful for the other process;

Step 9: The response content is sent back to the NDS, the node state of decision-
making process is modified;

Step 10: End.

Fig. 20.4 Formulation procedure of extinguish plan for forest fires
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20.5 An Illustrative Example

In this chapter, we give a formulation procedure plan for extinguishing forest fires,
so as to demonstrate the Hw Model how to be engaged in the procedure of decision-
making. The process is shown in Fig. 20.4.

The information of forest fires includes: (1) site information comes from the
frontline firefighters; (2) detection information collects from all kinds of monitoring
device; (3) surveillance information gathered by unmanned device; (4) the infor-
mation of equipment, materials; (5) weather information including recent, present,
and future.

Fusion information can be shown on an intuitive display of the video or audio
message, which is suitable for video or audio information broadcast and display
equipment.

The plan must be very clear and can been formed feedback information, which
will be sent to the procedure of decision-making.

20.6 Conclusion

This paper proposes a new decision model called NDS model, which blend Hw into
the procedure of decision-making first. Then, we design the Hw model, and
expound the implement procedure of Hw model invoking in the procedure of
decision-making in detail. Finally, an example is given to illustrate that Hw model
is feasible and effective.

The protocol research is the next topic, including the protocol of request/
response exchange, the protocol of information covert, and the protocol of adaptive
push, etc.
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Chapter 21
Control System Design of Self-balanced
Bicycles by Control Moment Gyroscope

Jiarui He and Mingguo Zhao

Abstract The unmanned bicycle, as a type of unmanned vehicles, has become a
research hotspot recently, and one of the most challenging problems for its reali-
zation is the method to keep the bicycle balanced. In this paper, we analyze the
dynamic model of self-balanced bicycles using a Control Moment Gyroscope
(CMG). The gyroscopic theory shows that by making the spinning flywheel pre-
cess, the CMG module generates a moment to resist the gravitational moment and
keep the bicycle balanced. According to the gyroscopic theory, we design the
mechanical structure and control system of the CMG device and use state feedback
control to configure the poles in order to keep the system stable. We obtain the
possible feedback coefficient according to the behavior of our system by MATLAB
simulations and then adjust the feedback coefficient to get a more stable and robust
system through physical experiments. The results of our physical experiments show
that the feedback control method can been used to keep the bicycle balanced.

Keywords Balanced � Control system design � Control moment gyroscope � State
feedback

21.1 Introduction

Many institutions and enterprises are researching unmanned vehicles and have
achieved some significant progress in recent years, unmanned bicycle as a widely
used vehicle is a research hotspot. Compared to automobiles, bicycles have more
flexibilities due to the small size and more difficulties due to the two-wheeled
structure. Bicycles can go through small alleys and other narrow spaces, while
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automobiles cannot. Bicycles will fall down when the forward velocity is very low,
while automobiles do not have this problem. Therefore, the first step to design
unmanned bicycles is to make the bicycle self-balanced.

The methods to achieve a self-balanced bicycle are mainly classified into four
types. The first type is using a control moment gyroscope (CMG); Beznos et al. use
gyroscopic stabilization to balance a bicycle in 1998 [1], and Harun Yetkin intro-
duces a sliding mode controller (SMC) to control a CMG in 2014 [2]. The CMG
method can provide a large torque, but energy consumption of CMG is very high
because the flywheel is spinning all the time. The second type is mass balancing;
Getz and Marsden balance the bicycle by swinging a massive ball in 1995 [3], and
Masaki Yamakita and Atsuo Utano use a massive balancer to control the bicycle for
trajectory tracking in 2005 [4]. The mechanical structure of mass balancing is
simple, but the torque this method could provide is small. The third type is steering
control; J. Fajans et al. introduce the theory of steering control in the American
Journal of Physics in 1999 [5], and Tanaka and Murakami use steering control to
achieve the balance of a bicycle in 2004 [6]. The energy consumption of steering
control is low, but it cannot balance the bicycle at low forward velocity. The forth
type is using a reaction wheel; Murata Manufacturing utilizes a reaction wheel to
balance the bicycle and produces the well-known self-balancing robot bicycle
called Murata Boy in 2005 [7]. The response time of the reaction wheel is short, and
the output torque is limited, so it is suitable for the balance of a small bicycle.

In this paper, the bicycle is massive and its center of mass is high, so we choose
CMG method to generate a large torque to balance the bicycle. We design the
mechanical structure of self-balanced bicycle based on an electric bicycle as
showed in Fig. 21.1, the CMG module is installed in the backseat of bicycle. The
detail of CMG module is showed as Fig. 21.2. According to CMG theory, the
flywheel is spinning fast and we make the gimbal and flywheel precess with an
angular rate; the gimbal will generate a moment to resist the gravitational moment,
we can control this moment to keep the bicycle balanced.

Fig. 21.1 Self-balanced
bicycle
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The outline of the paper is as follows. In Sect. 21.2, the reference coordinate
system is introduced, the dynamic equations are derived. Section 21.3 shows the
results of simulations and physical experiments. Section 21.4 presents the con-
clusion and thoughts about future work.

21.2 Dynamic Model of CMG-Controlled Bicycle

As Fig. 21.3 shows, Oh is a fixed point on the ground, Og is the geometric center of
the gimbal and flywheel. We define three local coordinate systems: horizon coor-
dinate system Oh � xhyhzh, bike coordinate system Og � xbybzb, gimbal coordinate
system Og � xgygzg.

The relative motion of bicycle is consisted of three parts: The body rotates
around xh-axis with lean angle α and lean angular rate _a; the gimbal and flywheel
rotate around yb-axis with precession angle β and precession angular rate _b; the
flywheel rotates around Zg-axis with spin angular rate _c.

In order to prevent confusion, we define the part of bicycle excluding the gimbal
and flywheel as body. The dynamic model can be divided into two parts: The
movement of body, the movement of gimbal and flywheel.

Fig. 21.2 CMG device
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21.2.1 The Movement of Body

Ignore the factor of friction, this part has two inputs which have effects on the
movement of body. One input is the gravity, another input is the moment τb
imposed by gimbal in the xb-axis direction. mb is the mass of the body, lb is the
height of the body’s COG in relation to the ground.

Define generalized coordinates as follows:

Xb ¼
�lbsina
lbcosa
a

2
4

3
5; Fb ¼

0
�mbg
�sb

2
4

3
5; Mb ¼ diagðmb;mb; I

b
x Þ ð21:1Þ

21.2.2 The Movement of Gimbal and Flywheel

The movement of gimbal and flywheel can be divided into two parts. The first part
is that gimbal and flywheel roll around xh-axis, caused by the torque generated by
the gravity. We define that: mgf is the mass of the gimbal and flywheel, lgf is the
height of the gimbal and flywheel’s COG in relation to the ground. Define gen-
eralized coordinates as follows:

Xcmg ¼ �lgfsina
lgfcosa

� �
; Fcmg ¼ 0

�mgfg

� �
; Mcmg ¼ diagðmgf ;mgfÞ ð21:2Þ

The other part is gimbal and flywheel’s rolling around yb-axis and flywheel’s
rolling around Zg-axis. The precession motor provides a moment τpre to drive the

Fig. 21.3 Coordinate systems a Side view b Front View
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gimbal and flywheel to precess, the spin motor provides a moment τspin to drive the
flywheel to spin. Besides, the body give a reaction moment τrea to the gimbal.

The relation between τrea and τb is showed as Fig. 21.4, τb is the component of
τrea in xg-axis direction, srea ¼ sb=cosb.

We set Og � xgygzg as the global coordinate system, so the resultant moment is
s ¼ ½sb=cosb; spre; sspin�T .

The angular rate of the body ωb, the angular rate of the gimbal ωg, the angular
rate of the flywheel ωf, the angular momentum of gimbal, and flywheel H are
showed as follows:

xb ¼R�1
y bð Þ � R�1

x að Þ � ½ _a; 0; 0�T ¼ _acosb; 0; _asinb½ �T

xg ¼ _acosb; _b; _asinb
h iT

;xf ¼ _acosb; _b; _asinbþ _c
h iT

H ¼Hp þ Hs ¼ Igxg þ Ifxf

where

Rx að Þ ¼
1 0 0

0 cosa sina

0 �sina cosa

2
64

3
75; Ry bð Þ ¼

cosb 0 �sinb

0 1 0

sinb 0 cosb

2
64

3
75

Ig ¼ diag Igx ; I
g
y ; I

g
z

� �
; If ¼ diag Ifx ; I

f
y ; I

f
z

� �

The differential of H is Hd ¼ Ig _xg þ If _xf þ xg � Hf . Where xg � Hf is the
moment generated by the precession of gimbal and flywheel.

21.2.3 The Movement of Whole Bicycle

According to Sects. 2.1 and 2.2, we define generalized coordinates as follows:

q ¼ ½a; b; c�T ; X ¼ ½Xb;Xcmg; a; b; c�T

Left ¼ ½Mb X
::

b;Mcmg X
::

cmg; Hd �;Right ¼ ½Fb; Fcmg; s�

Fig. 21.4 The relation
between τrea and τb
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Define ¼ @X
@q, and use JT � Left ¼ JT � Right, we can obtain dynamic equation of

bicycle:

€a mgf lgf
� �2þmb lbð Þ2þIbx þ Ifxcosbþ Igx cosb

h i
þ Ifz _b_cþ ðIfx � Ifz Þ _b _asinb

€b Ify þ Igy
� �

� Ifx _a
2cosbsinb� Ifz _acosbð _c� _asinbÞ

€cIfz � €aðIfz þ Igz Þsinb

2
6664

3
7775

¼
mgfglgfsinaþ mbglbsina

spre
sspin

2
64

3
75 ð21:3Þ

By controlling the spin motor, we can keep _c to be a constant, €c ¼ 0 is founded.
Linearization of the movement equation around the equilibrium position
(a ¼ _a ¼ b ¼ _b ¼ 0) yields:

Ix€aþ Hz
_b ¼ Hza

Iy€b� Hz _a ¼ spre

Ix€cIfz ¼ sspin

8>><
>>:

where, Ix ¼ Ibx þ Ifx þ Igx þ mgf l2gf þ mbl2b; Hz ¼ Ifz _c; Mx ¼ mgf glgf þ mbglb; Iy ¼ Ify þ Igy ;

Iz ¼ Ifz .

Due to €c ¼ 0, we can ignore €cIfz ¼ sspin. Letting x ¼ ½a; _a; b; _b�T ; spre ¼ Kii;Ki,
is torque constant of motor. The state equation of system is given as:

_a

€a
_b
€b

2
6664

3
7775 ¼

0 1 0 0
Mx
Ix

0 0 � Hz
Ix

0 0 0 1

0 Hz
Iy

0 0

2
66664

3
77775

a

_a
b
_b

2
6664

3
7775þ

0

0

0
Ki
Iy

2
66664

3
77775i ¼ Axþ Bu

y ¼ 1 0 0 0

0 0 1 0

� � a

_a
b
_b

2
6664

3
7775 ¼ Cx ð21:4Þ

The rank of controllability matrix is 4, the system is fully controlled. As we all
know, the typical indicators of systemic stability is the place of systemic poles.
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We can find that two poles of the system are zero, the system is unstable. However,
we can use state feedback to configure the poles to keep the system stable:

u ¼ i ¼ � kx ð21:5Þ

21.3 Simulation and Experiment

To prevent the damage to the instruments, we test the CMG module on an
experimental device built by aluminum profiles instead of test on bicycle directly,
as is showed in Fig. 21.5. We install an absolute encoder on the ground to test α and
_a. The controller is NI-CompactRio-9024, and the reconfigurable embedded chassis
is NI-CompactRio-9114.

Define the height of the whole device CoM as ldev, the parameters of experi-
mental device is as Table 21.1.

Substituting the above parameters, the state equation is obtained

_x ¼

0 1 0 0

12:81 0 0 �0:55

0 0 0 1

0 93:98 0 0

2
6664

3
7775xþ

0

0

0

0:77

2
6664

3
7775u

y ¼ 1 0 0 0

0 0 1 0

� �
x ð21:6Þ

Fig. 21.5 Experimental
device
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To verify the effect of feedback, we use MATLAB to simulate the behavior of
the system. To simplify the complexity of system, we introduce the concept of
dominant poles, the dominant poles are located in the specified trapezoidal region
and the other poles are located far away from the dominant poles.

The number and place of dominant poles is estimated by simulation and tested
by experiment. When we set the poles at [−50, −1.5, −1.5 + i, −1.5−i], the
feedback coefficient k is [−2588.7, −506.2, −24.7, 70.7], the states change as
Fig. 21.6.

According to the result of simulation, the states approach to the steady state after
a few seconds as expected.

Fig. 21.6 Simulation result

Table 21.1 Parameter values

Parameter Value Unit

[mf, mg, mb] [10.513, 6.357, 9.77] kg

ldev 0.66 m

½Ifx ; Ify ; Ifz � [297.98, 297.98, 559.46] kg × cm2

Igy 782.83 kg × cm2

Ix 134539.8 kg × cm2

Ki 0.0603 Nm/A
_c 22.0 r/s
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In the experiments, we set the poles the same as simulation parameters, the
feedback coefficient k is [−2588.7, −506.2, −24.7, 70.7]. A data collected from the
experiment on the CMG device is as Fig. 21.7. The precession motor begin to work
at point A, lean angle of point A is 0.0675 rad. After about 3.3 s, the system is
running around the steady state. At the points B, C, and D we impose an instant
impact on the body, the system deviates from the original state and returns to the
steady state. At point E, the precession motor stops working, the device falls down
quickly. The result of the experiment shows that feedback control method can been
used to keep the bicycle balanced.

21.4 Conclusion and Future Work

To solve the problem that bicycles fall down at low forward velocity, we design
state feedback control system to keep the bicycle balanced with a CMG. The results
of simulation and physical experiments show that state feedback control can keep
the bicycle self-balanced stably and can resist certain instant disturbance.

The first step to make the bicycle balanced is completed by state feedback
control. However, the CMG method has some disadvantages; the energy con-
sumption is very high. In addition, since the CMG device imposes a vertical torque
sreasinb to the bicycle as shown in Fig. 21.4, the front wheel of the bicycle may
leave the ground and the bicycle may even fall backwards. In the future, we will
combine steering control with the CMG method to reduce energy consumption and
utilize double gyroscopes to eliminate the effect of the vertical torque.

Fig. 21.7 Experiment result
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Chapter 22
Laser-Based Obstacle Avoidance
and Road Quality Detection
for Autonomous Bicycles

Sotirios Stasinopoulos and Mingguo Zhao

Abstract This paper presents a novel design and implementation approach for a
laser range sensor (LRS)-based obstacle avoidance and road quality detection
system specifically created to be used onboard an autonomous bicycle. The system
uses the measurements from a single LSR to detect dynamic obstacles inside the
bicycle’s environment and avoid the ones whose paths intersect with its own.
The LSR’s mechanical base and rotating mechanism were specially designed to fit
the lightweight structure of the bicycle and a specific rotation pattern on the
bicycle’s sagittal plane was created to maximize sensing efficiency. The RANSAC
Line Detection algorithm is applied to detect the ground line, assess the road surface
quality, and avoid bumps or holes on the bicycle path. Our experimental results
show promising bicycle behavior and reliable obstacle avoidance at different
speeds.

Keywords Laser range sensor (LRS) � Obstacle avoidance � Road surface quality �
RANSAC � Autonomous bicycle

22.1 Introduction and Related Research

In the past decade, numerous research efforts focused on autonomous vehicles and
their transition from the field of academic research to real-life applications. In order
to be truly autonomous, a vehicle must be aware of its surroundings, perceive the
objects within it, and avoid any obstacles that may cross its path, while maintaining
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its original course. Following the advances in sensor technologies, modern auton-
omous vehicles combine a variety of sensory systems in order to “see” the world.
While the greatest part of scientific attention has been devoted toward realizing the
fully autonomous car, many benefits would come from research the automation of
other types of vehicles as well.

This paper is part of a series of papers that focus on the autonomous bicycle, its
control, obstacle detection and avoidance, and path planning systems. Here, we
specifically describe the obstacle detection and avoidance part, along with a feature
for detecting the road quality. The novelty of our system resides in the adaptation of
the traditional laser-based obstacle detection and avoidance system to the special
characteristics of an autonomous bicycle, which differentiate its requirements in
environment perception from cars and other vehicles. Bicycles’ long, narrow, and
lightweight structure prevents the integration of numerous and over-complicated
sensor systems. Due to their shape and size, their ability to change direction rela-
tively easily, and their rather low cruising speeds, bicycles should be able to coexist
on the road with other vehicles in close proximity and to continue on their path if
obstacles do not pose an immediate threat to their course. In addition, given their
natural instability, balance is of great importance to bicycles, making the detection
of road surface abnormalities crucial to a smooth cruise. Our system through careful
design and processing makes full use of a single Laser Range Sensor (LRS) to
adjust to the autonomous bicycle’s specifications.

The theoretical basis of autonomous vehicles and obstacle avoidance has been
firmly set over the past decades. Mainly following principles of automatic control as
explained thoroughly by Dorf [1], recent publications have introduced perception
and navigation systems mainly for autonomous cars. One of the first efforts per-
taining to an autonomous bicycle was made by Getz and Marsden [2], where the
stabilization and control methodologies of such two-wheeled vehicles were
examined. Other teams [3–5], studied autonomous bicycles as well, but mainly
from the control aspect, without adequate research focusing on the perception and
navigation problems that are introduced by the special characteristics of bicycles.

In our paper, we make use of the advances in sensor systems and especially in
LRSs. In addition, we utilize the “RANdom SAmple Consensus” (RANSAC), an
iterative method that is used to estimate parameters of a mathematical model from a
set of data containing outliers. The algorithm published [6] has been used in various
vehicle applications including wall and road lane detection and tracking [7]. We use
RANSAC to extract the road surface model in front of our vehicle and detect
possible road abnormalities.

Our paper is organized as follows: the Design and Theoretical Model for our
obstacle avoidance and road surface quality detection are analyzed in Sects. 22.2
and 22.3. Our experimental setup is described in Sect. 22.4, while Sect. 22.5 pre-
sents our experimental procedure results. Conclusions and discussion for future
work are provided in Sect. 22.6.
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22.2 Design

Contrary to various autonomous vehicle designs that integrate a number of envi-
ronment monitoring sensor systems and later combine their measurements through
different sensor fusion models, we decided our design to maintain a minimalistic
character and include only one outdoor LRS of wide Field of View (FoV)-270° for
a number of reasons. At first, based on our bicycle’s long-narrow shape, low height,
and lightweight design, the integration of various sensors onboard would be
practically impossible without disrupting the advantages of these characteristics.
Second, our aim is a solution that could possibly result in a future product;
therefore, we had to restrict the overall cost and not include additional sensors or
more LRS sensors, confining the design to only the essential single LRS. Finally,
since our requirements include high detection speed of random moving obstacles on
the bicycle’s path, we chose the implementation of a fast minimalistic algorithm
without any need for time-consuming sensor fusion. Of course, using only one
sensor has its disadvantages as well, in case the sensor fails to detect some
obstacles, but given the accuracy of modern LRS sensors, that failure could only
have too short of a duration to affect our system.

The exact mounting position of our LRS and its motion pattern was carefully
selected in order to cover the largest FoV possible. The sensor, its rotating frame,
and corresponding motor are mounted in the front part of the bicycle in the place of
the headlight, as shown in Fig. 22.1 (left), in order to monitor the frontal and lateral
FoV, while remaining aligned with the bicycle’s main body orientation, without
hindering steering in any way. Instead of choosing a complex rotation pattern, we
make our sensor rotate vertically while scanning horizontally, covering thus various
levels in front of the bicycle, while always maintaining a view of the sides of the
bicycle. A more complex rotation mechanism is virtually inapplicable in the con-
fined space onboard the bicycle and could interfere with its balance and steering.
The rotation of our LRS satisfies these limitations, but is not constant during the
bicycle’s movement. In order to ensure the vehicle’s ability to cruise in close
proximity with other moving vehicles and correct its course only when collision is
eminent, obstacle detection is only performed on a desired horizontal level each
time, as will be explained in the following section.

Fig. 22.1 The design of the LRS rotation system (left), the obstacle detection model (middle) and
the bicycle’s safe passage and ground distance at each LRS scan measurement (right)
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22.3 Theoretical Model

Given our one-level LRS, our obstacle detection takes place at one horizontal plane
at each instant, while this plane due to our vertical rotation mechanism has the
ability to rotate and intersect with the ground plane at a desired distance from the
sensor and subsequently the vehicle. This intersection is our Obstacle Detection
Horizon (ODH) which we calculate each time based on our bicycle’s speed. Based
on bicycles’ sensitivity to obstacles on the ground even of small height, such as
bumps and sidewalks, and to road abnormalities, such as small holes or train tracks,
we have to always be in a position to detect potentially dangerous to our bicycle’s
smooth cruise spots within our path and avoid them, while staying on our intended
course. However, since our goal is an autonomous bicycle that can move within
cluttered environments and only avoid objects that pose an immediate threat, we set
our ODH close to our vehicle, until the point where given our speed we can safely
and timely perform the orientation change maneuvers and maintain stability.
Obstacle Detection Horizon Calculation In order to calculate the safe ODH for
our vehicle, we need to take into account the total delay that is inserted into our
system by its different parts, from the moment an obstacle is detected until the
evasive change in direction is performed. Therefore, we must include the delay
introduced by the LRS response time td,LRS, the delay from our computer pro-
cessing td,proc, the delay from our bicycle control system td,control and the delay
inserted by the actual change of direction td,change. The total delay td,total thus
becomes td;total ¼ td;LRS þ td;proc þ td;control þ td;change. Of course, some of the above
delays may overlap to a certain extent, but in this modeling we consider them
sequential.

Our bicycle can travel a distance of xd;total ¼ td;total � v, where v is the speed of
the bicycle, as can be seen in Fig. 22.1 (middle). In order to detect obstacles only
when they intersect with our path’s danger zone, while letting the other dynamic
objects of our environment move freely without interfering with our planned
course, we constantly adjust the angle with the level plane θ of the ODH to xd;total.
Given the height h of our LRS during its rotation is linearly approximated as

h ¼ hlow þ ðhlevel � hlowÞ hlow � h
hlow

ð22:1Þ

where hlow is the height of the LRS at the lowest allowed rotation position of our
configuration, so that the LRS does not register information from the front wheel,
θlow is the angle at that lowest position and hlevel is the height of the LRS when it is
aligned with the level plane. Therefore, since tan h ¼ h=x, we have

h ¼ tan�1 h
v � td;total ð22:2Þ
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which represents the angle of rotation for the LRS with regard to the bicycle’s speed
and defines our ODH. As the speed v increases, the rotation angle θ decreases,
making our ODH extend to even further objects in the distance, since the distance
covered during an evasive maneuver becomes greater and more objects are within
our path’s danger zone.
Obstacle Detection and Avoidance Although we are able to monitor objects
approaching the bicycle from the sides and adjust our course accordingly, at this
point we only choose to avoid obstacles within our bicycle’s safe passage. Given
our bicycle’s width is wb, we define our safe passage’s width along our path as
double that width, i.e., wsafe = 2wb. We choose this to ensure the safety of our
bicycle, but also we try to keep that passage as narrow as possible so that our
bicycle can cruise closely along other vehicles without recognizing them as
obstacles.

Given the rotation angle θ and the LRS height h, the ground is at distance

dground ¼
h

sin h

cosu
� derror ð22:3Þ

where derror refers to the systematic measurement error introduced by the LRS, that
needs to be taken into consideration in order to make our detection system more
robust, and φ is the angle at which each LRS scan intersects with the ground in front
of the bicycle within our safe passage’s width as can be seen in Fig. 22.1 (right).
The range of the angle φ is [−φsafe, φsafe], where φsafe sets the limits of our safe
passage and is calculated as

usafe ¼ tan�1 ðwsafe=2Þ � sin h
h

ð22:4Þ

Each time an object is detected at a distance d < dground, we have to examine
whether its width wobs is at least equal to a minimum width wobs;threshold. Given our
LRS’s scanning accuracy and its angular range, we calculate over each scan at a
specific vertical rotation θ, the number of points nobs;threshold in the LRS’s range that
correspond to wobs;threshold, approximating at each instant our detection horizon by
the distance of the ground from the LRS in the bicycle’s sagittal plane
dgnd;sag ¼ h= sin h. If the number of consecutive points of a detected object is
greater than nobs;threshold, the object is considered an actual obstacle and we store the
angular position of the point in the middle of its width.

After and obstacle is verified to lie within our path, we perform evasive
maneuvers, steering the bicycle away from the obstacle, in the opposite direction
from where it was detected. This action is performed repeatedly with angular step
achange;step to ensure a smooth shift in the bicycle’s direction, until the obstacle is no
longer within our path. In the presence of more than one obstacle, the closest one is
considered as a more eminent collision danger, so it is avoided first. If an obstacle
remains within collision course, the bicycle reduces its speed and attempts a change
of direction of greater angular value. After a total angular direction change of
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achange;total and the avoidance of the obstacle, we begin to adjust its course again
with angular step achange;step to the opposite direction, until the entire angular
direction change is reversed and we resume our original course.
Road Surface Quality Detection using RANSAC The input to the RANSAC
algorithm is a set of observed data values, a parameterized model which can explain
or be fitted to the observations, and some confidence parameters. RANSAC
achieves its goal by iteratively selecting a random subset of the original data. These
data are hypothetical inliers and this hypothesis is then tested as follows:

1. A model is fitted to the hypothetical inliers.
2. All other data are tested against the model and hypothetical inliers are selected.
3. The model is good if sufficiently many points have been classified as inliers.
4. The model is re-estimated from all hypothetical inliers.
5. The model is evaluated by estimating the error of the inliers relative to it.

This procedure is repeated a fixed number of times until the refined model has an
error lower than the last saved model.

In our attempt, we use the laser scan measurements from the LRS, convert them
to a point cloud, and provide them as input to the RANSAC algorithm. Given the
low dimensionality of our data, the algorithm estimates the model that corresponds
to the road surface after a few iterations. After the calculation of the inlier mea-
surement points, we study the remaining outliers to locate road abnormalities, such
holes, ditches, or train tracks that could disrupt our bicycle’s rather fragile stability.
In a similar manner to the detection of obstacles, we compare groups of sequential
outliers against a minimum road abnormality width wabn;threshold to determine
whether there are spots on the road that need to be avoided. We note here that
wabn;threshold must be set according to our bicycle’s wheel width, in order to avoid
having our wheels trapped in relatively narrow tracks or ditches.

22.4 Experimental Setup

Our experimental setup includes the implemented autonomous bicycle according to
our design, as seen in Fig. 22.2. Our system comprises an Intel NUC for the
onboard processing of the LRS scan measurements over ROS and a Compact RIO
controller for coordinating the motors of the bicycle, after receiving the control
signal over serial port from the NUC. Using a SICK LMS-111 outdoor sensor of
270° FoV, we scan multiple horizontal levels with our vertical rotation mechanism.
For our implementation, we have an approximate total reaction delay time of
td,total = 1 s, design parameters hlevel = 0.92 m, hlow = 0.84 m, θlow = 46.4°, and a
bicycle width of wb = 0.8 m, making our safe passage width wsafe = 1.6 m. Our
LRS’s systematic error is derror = 2 %, while the chosen threshold for obstacle width
is wobs,threshold = 0.1 m, for road abnormalities is wabn,threshold = 0.05 m and the
angular correction step is αchange,step = 3°.
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Given this configuration, we test our system in both indoor and outdoor sur-
roundings. For the indoor test, we select a building corridor and test if the vehicle
will detect the obstacles on its path, while ignoring the surrounding walls and
obstacles that do not interfere with its safe passage. For the outdoor test, we choose a
road with bumps and ditches to prove the efficiency of both the obstacle detection
and the road surface quality techniques. In both tests, the vehicle moves with a speed
of v ≈ 10 km/h, making the angle with the level plane θ ≈ 17.9° and subsequently
setting our ODH in the bicycle’s sagittal plane at dgnd;sag ¼ 2:89� 2% m.

22.5 Experimental Results

In both indoor and outdoor experiments Fig. 22.3, our system can reliably detect
obstacles within our path that may cause collision and differentiate them from other
obstacles outside our safe passage within the environments of high clutter.

Fig. 22.2 The implemented autonomous bicycle (left) and the LRS rotation mechanism (right)

Fig. 22.3 Experimental results of the indoor (left) and the outdoor (right) experiment. The
detected obstacles and road abnormalities within our path are marked with red, compared to the
other yellow points of the scan, and are circled with green, while obstacles outside our passage,
thus not detected, are circled with purple

22 Laser-Based Obstacle Avoidance … 221



Moreover, with the application of the RANSAC algorithm, the road surface on our
ODH is correctly modeled and the abnormalities are more easily detected, as can be
seen in our outdoor results, where the road ditch is detected and marked with red.

22.6 Conclusions and Discussion

In this paper, we introduced a novel design and implementation approach for a
LRS-based obstacle avoidance and road quality detection system specifically cre-
ated to be used onboard an autonomous bicycle. Through studying the specifica-
tions and needs of autonomous bicycles, we took full advantage of a single LRS’s
measurements and developed a system that permits our bicycle to perceive its
surroundings, while maintaining a smooth and balanced cruise and co-existing with
other dynamic obstacles if they do not pose immediate threat to its safe passage.
Our experimental results support the efficiency of our system and the advantageous
characteristics of our autonomous bicycle design.

Despite our promising results, there is room for a number of further develop-
ments for our system. Future work includes evolving our path planning method-
ology in order to include field techniques for the obstacles and the final goal, like in
[8, 9], but we will need to formulate a real-time solution adjusted to our specialized
obstacle and road tracking method. In addition, more systematic modeling of
obstacles could be examined, probably adopting the recently proposed avoidance
system by Cherubini and Chaumette [10]. More advanced road abnormalities
modeling with RANSAC could also be achieved if ideas for separate abnormality
modeling could be integrated [11]. Finally, more field tests with the autonomous
bicycle in unknown terrains will be needed to verify the proper behavior of our
system.
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Chapter 23
System Identification Research for Tank
Stabilized Sight System Based on GA

Bin Han, Tianqing Chang and Kuifeng Su

Abstract Building model for Tank Sight Stabilized System by traditional
mechanism method is difficult because of its complex internal structure. A method
which combines classical step responsemethod and the genetic algorithm to identify a
certain type Tank Sight Stabilized System is proposed. It obtains the step response
curve of Sight Stabilizing platform in certain conditions based on DSP system and
Cubic spline method. It determines the order of the model based on priori knowledge
and identifies the parameter of the model using GA. Finally,the effectiveness of the
method is checked by using step response property label error evaluating method.
The result shows that the method can be identified precisely with the identification
model of Tank Sight Stabilized System.

Keywords Tank sight stabilized system � System identification modeling �
Genetic algorithms � Cubic spline

23.1 Introduction

Tank stabilized sighting system uses the characteristics of fixed axis of inertial
devices to isolate the interference of the vehicle, so it can guarantee the steadiness of
sight in inertial space and its performance affects the performance of Tank Weapon
System. The system model is the basic information of design of control system and
the accuracy of this model has a direct impact on the performance of the control
system. Themethod of systemmodeling can be divided into two categories according
to the nature currently: mechanism modeling and system identification modeling.
In addition, the development and application of intelligent algorithms is very fast in
recent years, GA has been widely used on system identification modeling [1].
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Research on stabilized sight system started late in our country; the research on
system identification of tank stabilized sight system always stays on the mechanism
modeling and simulation. As tank stabilized sight system has a complex internal
structure, there are a few modeling methods that can be used for the experiment, so
far domestic. A lot of research on the stabilized sight platform used mechanism
modeling method, and these studies do not make any verification of the application
of the method [2–6]. Taking into account the actual situation that the motor only
reverses within a limited angle when tank stabilized sight system works, it chooses
the method that combines classical step response method and the genetic algorithm
to identify a certain type Tank Sight Stabilized System.

23.2 Acquisition of the Object Step Response Curve

To obtain an accurate model of the control object, get the object step response curve
first using the control system and experimental platform, as seen in Fig. 23.1.

To ensure stable operation of the tank stabilized sight system, the experimental
data is obtained in the case of current loop closed. In order to improve the accuracy
of the data sampled in the system, take 0.2 ms as the data sampling period con-
sidering the control system operation speed. Take the square wave whose amplitude
is 0.5 and period is 60 ms as input signal instead of step wave. Use DSP system to
sample input and output data. In order to achieve the effect of filtering, it samples
data at eight points simultaneously and takes the average of the data as output data.

Figure 23.2 shows the input data and output data. Horizontal dashed line the step
input signal sampling curve, starts from zero. The points stands for output data
sampling points. The solid polyline stands for output data which is a restored step
response curve. There is little noise in the output signal because of filtering as seen

Fig. 23.1 The control system and experimental platform
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in the figure; however, the effect of the reduction step response curve is relatively
poor. The output data needs to do further interpolation processing in order to get
step wave which can reflect the performance of the control system completely.

Currently, interpolation method commonly used is linear, lagrange, HEMIT,
Newton, Piecewise etc. It takes cubic as interpolation method to make the curve
continuous and the derivative continuous according to the actual needs [7]. It uses
the spline function to achieve cubic spline interpolation and select 5000 interpo-
lation points at equal intervals in the range. The interpolation image is intercepted
as seen in Fig. 23.3. As seen that cubic spline interpolation has a significant effect
on the curve smoothing. It improves the accuracy of the calculation of overshoot,
adjustment time, and rising time.
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23.3 Determination of the Model Order to Be Identified

The experimental system is current closed loop during data sampling and the model
to be identified is the motor model actually, so take the current loop into consid-
eration separately and ignore the rest in the experiment. The structure of the
experimental control system is shown in Fig. 23.4. The feedback factor of current
loop is n and n = 1 during the experiment. The controller of current loop is PI
controller and kp ¼ 1:5, ki ¼ 0:04 in the experiment. In order to measure motor
model transfer function, take the current loop as a whole to do system identification
and then calculate the motor model transfer function.

The control model of DC torque motor input voltage and armature input current
is first order. The current closed-loop model transfer function becomes second-order
when considering PI controller parameters and unit negative feedback. Determine
the current closed-loop model transfer function is second-order without delays
according to the shape of step response curve [8]. As shown:

GðsÞ ¼ 1
a2ws

2 þ 2nawsþ 1
ð23:1Þ

Therefore, the parameter need to be identified are aw and n. The max input voltage
is 10 V, the applied voltage in the experiment is 1 V, and the homologous steady
voltage is 1 V. It uses the acquisition voltage value to calculate the identification
directly in order to guide the controller designing and calculating more easily.

23.4 Identification of the Model Parameters

After the order of the model to be identified is determined, the model parameters
can be acquired according to the input and output data based on a certain identi-
fication algorithm. The paper uses genetic algorithms for parameter identification.
As a global optimization Swarm Optimization, GA has the advantage of parallel
operations and global optimization and it has made great progress terms of theo-
retical research and engineering applications. The algorithm running takes a long
time because of its iterative calculation. The paper uses variable place and proba-
bility mutation operator to make the convergence speed faster. In order to get better
identification results, it designs the fitness function specially. The crossover in the
paper is a uniform crossover.

Fig. 23.4 The structure of the experimental control system
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23.4.1 The Design of GA

To improve the running speed and effect of GA, it designs the GA. Take two
parameters coupled binary coded as individual sample. The select operator of GA
saves the best individual and the mutation operator is random mutation operator.
The mutation probability and mutation place ranges adaptively as the evolution
algebra ranges [9]. As shown:

pm ¼ 0:1� 0:1� 0:001ð Þ t
T

n ¼ N � t

�
ð23:2Þ

Set M as the size of the population, Xi(i = 1,2,…M) as individual, designs the
fitness function specially, takes overshoot, adjustment time, and rising time
weighted as fitness function. The algorithm steps are as follows:

Step 1: Set algebraic calculations as t = 0, use random number generate the
initial population Po;

Step 2: Extract chromosomal, restore parameter values, calculated the each
individual’s fitness and sort it;

Step 3: Judge whether the algebra reach the maximum evolution, algorithm
terminates if yes, turn step 4 if no, turn step 2;

Step 4: Produce some chromosomes according to select options with probability
Pv;

Step 5: Produce some chromosomes according to crossover operation with
probability Pc;

Step 6: Produce some chromosomes according to mutation operation with
probability Pm;

Step 7: t þ 1 ! t, turn step 2.

23.4.2 Designing of Fitness Function

The traditional genetic function uses the squared error of sample points during
system identification. The effects of identification are really poor after the algo-
rithms runs enough iterations, as seen in Fig. 23.5. The reason is that the error of
non-critical points affected the error of key points. The fitness function needs to be
designed if better effect of identification wanted.

Enhance the role of adjustment of the key points, ignore the error of second
point, design fitness function. Use step response performance indicators: overshoot
error eMP, rising time error eTR, peak time error eTP, adjustment time error eTS
weighted as fitness function of the ith iteration. As shown:
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fi xð Þ ¼ ai1eMP xð Þ þ ai2eTR xð Þ þ ai3eTPðxÞ þ ai4eTSðxÞ ð23:3Þ

The fitness function coefficients aij decided by experience and adaptive method.
The formula is as shown:

ai1 ¼ 0:25þ 0:2 empði�1Þ
empði�1Þþ etrði�1Þþ etpði�1Þþ etsði�1Þ

ai2 ¼ 0:15þ 0:2 etrði�1Þ
empði�1Þþ etrði�1Þþ etpði�1Þþ etsði�1Þ

ai3 ¼ 0:18þ 0:2 etpði�1Þ
empði�1Þþ etrði�1Þþ etpði�1Þþ etsði�1Þ

ai4 ¼ 0:22þ 0:2 etsði�1Þ
empði�1Þþ etrði�1Þþ etpði�1Þþ etsði�1Þ

8>>>>><
>>>>>:

ð23:4Þ

empði� 1Þ, etrði� 1Þ, etpði� 1Þ, etsði� 1Þ in the formula is the best individual’s
overshoot error eMP, rising time error eTR, peak time error eTP, adjustment time error
eTS of the ith iteration. Taking the same iterations and the number of initial pop-
ulation, the result of the experiment as shown in Fig. 23.6. It can be derived from
the analysis that the improved fitness function plays an important role in acceler-
ating convergence and enhancing system identification effect.
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23.4.3 Simulation and Experiment

Write improved genetic algorithm in MATLAB [10], take overshoot error eMP,
rising time error eTR, peak time error eTP, adjustment time error eTS weighted as
fitness function, population is set to 100, binary coding, the length of chromosome
is 40 and parameter 20. The result of parameter identification is aw ¼ 0:000903,
n ¼ 0:359 after iterating 100 times. The model transfer function system identified is
shown:

GðsÞ ¼ 1
8:154e� 7s2 þ 6:484e� 4sþ 1

ð23:5Þ

23.5 System Identification Evaluation

Measurement noise and the error in the approach can make error in system iden-
tification. The effect of the system identification needs quantitative evaluation and
verification. As a common means of evaluating the quality of the control perfor-
mance of control system, it uses the error of step response performance indicators
between the actual system curve and identification model curve. The experiment
majorly compares the error of overshoot and rising time and adjustment time
between identification simulation curve and actual system curve to evaluate the
effect of system identification.

Use step response performance indicators to analyze the effect of the identifi-
cation quantitatively, as seen in Table 23.1. It can be inferred that the model
identified is effective.

23.6 Conclusion

The paper proposes a method which combines classical step response method and
the genetic algorithm to identify a certain type Tank Sight Stabilized System.
Design the experiment of sampling input and output data, get step response curve of
controlled object through cubic spline Interpolation, determine the structure and

Table 23.1 Quantitative analysis of the identification effect

Performance indicators Real output Identification output Percentage error (%)

Rising time etr (ms) 1.877 1.898 1.12

Adjustment time ets (ms) 6.598 7.109 7.74

Peak time etp (ms) 3.005 3.008 0.1

Overshoot emp (V) 0.322 0.302 6.2
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order of the model to be identified, and get the controlled object model by
parameter identification based on improved Genetic Algorithms. Finally, use step
response performance indicators error method to analyze the effect of the identifi-
cation quantitatively. The result shows that the model identified is effective.
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Chapter 24
Controller Design of Flexible
Double-Inverted Pendulum
with Uncertainties Based
on T-S Fuzzy Inference System

Jimin Yu, Liangsheng Nan and Linyan Huang

Abstract Mathematical modeling of the flexible double-inverted pendulum with
uncertain friction coefficient is presented by Lagrange function in this paper. Based
on Takagi-Sugeno fuzzy inference and parallel distributed compensation (PDC)
theory, the controller design approach is proposed. Based on the concept of
effective maximum overlap-rules group, the stability condition of T-S fuzzy system
for flexible double-inverted pendulum is relaxed to finding a local public positive
definite matrix. As a result, stability conservativeness of T-S fuzzy system is
decreased. According to the new relaxed stability condition, linear matrix
inequalities are designed for solving the feedback gain of each subsystem, and the
controller based on parallel distributed compensation is given. Simulation results
show that the designed controller can effectively control the uncertain flexible
double-inverted pendulum.

Keyword Flexible double-inverted pendulum • Adaptive fuzzy control • T-S fuzzy
systems

24.1 Introduction

Inverted pendulum system is a nonlinear, multivariable, strong coupling, and
unstable experimental device. The controls to inverted pendulum have two aspects:
Stability control and swing-up control, which are often used to verify various
control algorithms such as the classical control theory [1, 2], the modern control
theory [3], and a variety of intelligent control methods [4–6].

Flexible double-inverted pendulum system is more complex and more difficult to
control. Currently, as an important branch of modern control theory, linear optimal
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control theory has achieved fruitful results in the stability control of inverted
pendulum. Reference [7] presented fuzzy control of double-inverted pendulum
based on information fusion, which simplifies the design process of fuzzy con-
troller. Recently, the stability of nonlinear uncertain system-based T-S fuzzy model
is becoming a hot topic [8–11].

In addition, current researches focus mainly on the regular inverted pendulum.
Little attention has been paid to the flexible-inverted pendulum. In this paper, free
oscillation link is introduced into the linear inverted pendulum, free spring system.
Based on T-S fuzzy inference mechanism, the controller design approach to the
nonlinear flexible double-inverted pendulum with uncertainties is investigated.

24.2 The Mathematical Model of Linear Flexible
Double-Inverted Pendulum System

When ignoring the air resistance, linear flexible double-inverted pendulum system
can be seen as a combination of the spring, homogeneous pendulum, and car. The
structure is shown in Fig. 24.1.

This paper uses the Lagrange equations of analytical mechanics to derive
mathematical model of flexible-inverted pendulum system. Therefore, the Lagrange
equation of inverted pendulum system that suffers conservative force and dissipa-
tive force at the same time should be expressed as follows:

d
dt

@T
@ _qi

� �
� @T
@qi

þ @V
@qi

þ @D
@ _qi

¼ Fqi ð24:1Þ

In Eq. (24.1), qi are the generalized coordinates, Fqi are the generalized forces of
effecting on the system. T, V, and D are the system’s kinetic energy, potential
energy, and dissipated energy, respectively. And,

CAR1

M1

CAR2

M2

1

2

θ

θ

Fig. 24.1 The structure of
flexible double-inverted
pendulum
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V ¼
Xn
i¼0

Vi; T ¼
Xn
i¼0

Ti and D ¼
Xn
i¼0

Di

where n is the number of pendulums, Ti is the kinetic energy of cars and pendu-
lums, Vi is the potential energy of cars and pendulums, Di is the dissipated energy
of cars and pendulums.

In this system the kinetic energy, potential energy and dissipated energy are as
follows:

T ¼ 1
2
M1 _x

2
1 þ

1
2
M2 _x

2
2 þ

1
2
J1 _h

2 þ 1
2
m1 _x2 þ l1 _h1 cos h1

� �2
þ l1 _h1 sin h1
� �2

� �
J1 _h

2
1

þ 1
2
J2 _h

2
2 þ

1
2
m2 _x2 þ L _h1 cos h1 þ l2 _h2 cos h2

� �2
þ L _h1 sin h1 þ l2 _h2 sin h2
� �2

� �

¼ 1
2
M1 _x

2
1 þ

1
2

M2þm1 þ m2ð Þ _x21 þ
1
2

J1 þ m1l
2
1 þ m2L

2
� 	

_h21 þ
1
2

J2 þ m2l
2
2

� 	
_h22

� m2Ll2 _h2 cos h2 � h1ð Þ _h1 þ m1l1 þ m2Lð Þ _h1 _x2 cos h1 þM2l2 _h2 _x2 cos h2
V ¼ V0 þ VK þ V1 þ V2 ¼ m1gl1 cos h1 þ m2g L cos h1 þ l2 cos h2ð Þ
D ¼ D0 þ D1 þ D2 þ D3 ¼ 1

2
c1 _x

2
1 þ

1
2
c2 _x

2
2 þ

1
2
f1 _h

2 þ 1
2
f2 _h2 � _h1
� �2

Taking T, V, and D into the Eq. (24.1), we can get the kinematic model of
flexible-inverted pendulum

M1€x1 þ c1 _x1 ¼ uþ k x2 � x1ð Þ
M2 þ m1 þ m2ð Þ€x2 þ m1l1 þ m2Lð Þ cos h1€h1 þ m2l2 cos h2€h
þF0 _x� m1l1 þ m2Lð Þ sin h1 _h1 �M2l2 sin h2 _h

2
2 ¼ �k x2 � x1ð Þ

m1l1 þ m2Lð Þ cos h1€x2 þ J1 þ m1l21 þ m2L2
� 	

€h1 þ m2Ll2 cos h2 � h1ð Þ€h2
þ f1 þ f2ð Þ _h1 þ �m2Ll2 sin h2 � h1ð Þ _h2 � F2

h i
_h2 ¼ m1l1 þ m2Lð Þg sin h1

m2l2 cos h2€x2 þ m2Ll2 cos h2 � h1ð Þ€h1 þ J2 þ m2l22
� 	

€h2

þ m2Ll2 sin h2 � h1ð Þ _h1 � f2
h i

_h1 þ f2 _h2 ¼ m2gl2 sin h2

8>>>>>>>>>>><
>>>>>>>>>>>:

ð24:2Þ

Then, the state-space model of flexible double-inverted pendulum is given as
follows:

_X ¼ A tð ÞC þ B tð Þu
Y ¼ C tð ÞX



ð24:3Þ

In addition, X ¼ ½x1; x2; h1; h2; _x1; _x2; _h1; _h2�T , A tð Þ ¼ zeros 4ð Þ diag 1; 1; 1; 1½ �ð Þ
A21 A22

� �
,

A21 ¼ invðMÞ � N�, A22 ¼ �invðMÞ � F, B tð Þ ¼ B1;B2½ �, B1 ¼ zeros 4; 1ð Þ,
B2 ¼ inv M�ð Þ � 1 0 0 0½ �T, C tð Þ ¼ diag 1; 1; 1; 1½ �ð Þ zeros 4ð Þ½ �
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M h1; h2ð Þ¼

M1 0 0 0

0 M2 þ m1 þ m2 m1l1 þ m2L1ð Þ cos h1 m2l2 cos h2
0 m1l1 þ m2L1ð Þ cos h1 J1 þ m1l21 þ m2L21 m2L1l2 cos h2 � h1ð Þ
0 m2l2 cos h2 m2L1l2 cos h2 � h1ð Þ J2 þ m2l22

2
6664

3
7775

F h1; h2; _h1; _h2
� �

¼

c1 0 0 0

0 c2 � m1l1 þ m2L1ð Þ sin h1 _h1 �m2l2 sin h2 _h2
0 0 f1 þ f2 �m2L1l2 sin h2 � h1ð Þ _h2 � f2
0 0 m2L1l2 sin h2 � h1ð Þ _h1 � f2 f2

2
6664

3
7775

N� ¼

�K K 0 0

K �K 0 0

0 0 m1l1 þ m2Lð Þg 0

0 0 0 m2gl2

2
6664

3
7775:

24.3 Controller Design of Uncertain System Based
on T-S Fuzzy Inference System

24.3.1 T-S Fuzzy Inference System Controller Design

T-S continuous nonlinear uncertain fuzzy systems are expressed as follows:
Plant Rule i: If v1 is Fi

1 and v2 is about Fi
2 and … vp is Fi

p, Then

_xðtÞ¼ Ai þ DAi tð Þð Þx tð Þ þ Bi þ DBi tð Þð Þu tð Þ
y tð Þ ¼ Cix tð Þ



ð24:4Þ

where vj is the premise variable, Fi
j is the membership function of rule i, x tð Þ

represents state variables, u tð Þ represents control inputs, Ai ¼ Rn�n, Bi ¼ Rn�m.
DAi;DBi are time-varying matrixes with appropriate dimension and represent
parameter uncertainties section of fuzzy model.

Assume 24.1 Uncertainty matrixes DAi and DBi are norm bounded and can be
deconstructed as follows:

DAi;DBi½ �¼DiFi tð Þ E1i;E2i½ � ð24:5Þ

where Di; E1i andE2i are known real constant matrices with certain dimension. Fi tð Þ
is lebesgue-measurable unknown matrix function, which satisfied Fi tð ÞTFi tð Þ� I.

According to the defuzzification of fuzzy system, the total outputs of fuzzy
model with uncertainties described by (24.4) are as follows:
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_x tð Þ¼
Xr

i¼1

hi xðtÞð Þ Ai þ DAi tð Þð Þx tð Þþ Bi þ DBi tð Þð Þu tð Þð Þ ð24:6Þ

where hi is the membership function under rule i, hi ¼
Qr

k¼1 F
i
k xk tð Þð Þ andPr

i¼1 hi xðtÞð Þ¼1.
PDC controller is natural and simple for T-S fuzzy system. For each local linear

subsystem under a fuzzy rule, there is a state feedback controller as follows:
Control rule If v1 is Fi

1 and v2 is about Fi
2 and … vp is Fi

p, Then

u tð Þ ¼ Kix tð Þ ð24:7Þ

According to the fuzzy rules of (24.7), the PDC controller of continuous non-
linear system (24.6) is

u tð Þ ¼
Xr

i¼1

hiKix tð Þ ð24:8Þ

Taking (24.8) into (24.6) and according to the assume 24.1, we can get

_x tð Þ¼
Xr

i¼1

Xr

k¼1

hi xðtÞð Þhk xðtÞð Þ Ai þ DAi tð Þð Þx tð Þþ Bi þ DBi tð Þð Þu tð Þð Þ

¼
Xr

i¼1

h2i x tð Þð Þ Ai þ BiKi þ DiFiðE1i þ E2iKiÞð Þx tð Þ þ DkFk E1k þ E2kKið Þx tð Þ

þ2
Xr

i\k

hi x tð Þð Þhk x tð Þð Þ 1
2
Ai þ BiKk þ Ak þ BkKi þ DiFi E1i þ E2iKkð Þð Þ

ð24:9Þ

24.3.2 The Stable Condition of Continuous Nonlinear System

Definition 24.1 If there is a set, which has minimum–maximum overlapping rules
group and contains all the fuzzy rules of the system, then the set is named as
effective maximum overlapping group set (EMORGs), and the maximum over-
lapping rules groups are named effective maximum overlapping group (EMORG).

Lemma 24.1 For given constant matrices D, E and symmetric constant matrix S, if
there exit some positive constants e[ 0 satisfying

Sþ e�1ET eD
� � R 0

0 I

� �
e�1E
eD

� �
\0
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Then, the following inequality holds

SþDFEþETFTDT\0

where FTF� 0.

Theorem 24.1 For fuzzy system (24.9) with standard fuzzy partition (SFP) inputs,
if there exit matrices Ki, scalars eik i; k ¼ 1; 2; . . .; rð Þ and local shared positive
definite symmetric matrix Pl in each EMORG satisfying inequalities (24.10) and
(24.11), then (24.9) is asymptotically stable in large-scale at equilibrium point.

Uii þ e�1
ii E1i þ E2iKið ÞT E1i þ E2iKið Þ þ eiiPlDi PlDið ÞT � 0 ð24:10Þ

where i 2 the sequence numbers of rules included inGlf g;

Uii þ e�1
ik E1i þ E2iKkð ÞT E1i þ E2iKkð Þ þ e�1

ik E1k þ E2kKið ÞT E1k þ E2kKið Þ
þ eikPlDi PlDið ÞTþeikPlDk PlDkð ÞT � 0

ð24:11Þ

where i; k 2 the sequence numbers of rules included inGlf g, i\k, and Uii,Uik are as
follows:

Uii ¼ AT
i Pl þ PlAi þ KT

i B
T
i Pl þ PlBiKi

Uik ¼ AT
i Pl þ PlAi þ AT

k Pl þ PlAk þ KT
k B

T
i Pl þ PlBiKk þ KT

i B
T
k Pl þ PlBkKi

Gl represents the lth EMORG, and l ¼ 1; 2; . . .; s,
where

s ¼

Qn
j¼1

qjþ1
2

� �
; qj 2 Odd Set;

Qn
j¼1

qj
2

� 	
; qj 2 Even Set;

Q
qj0 2odd

qj0
2

� 	 Q
qj00 2even

qj00þ1
2

� �
; j0; j00 2 1; 2; . . .; nf g; qj are others

8>>>>>>><
>>>>>>>:

ð24:12Þ

qj represents the number of fuzzy partition of the jth input.

Considering a non-singular matrix F xð Þ 2 Rn�n as follows:

F xð Þ¼ F11 xð Þ F12 xð Þ
F21 xð Þ F22 xð Þ

� �

where F11 xð Þ is r � r.
According to Lemma 24.1 and Theorem 24.1, we can get a new stability con-

dition as follows:
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Theorem 24.2 For fuzzy system (24.9) with standard fuzzy partition (SFP) inputs,
if there exit matrices Ki, scalars eik i; k ¼ 1; 2; . . .; rð Þ and local shared positive
definite symmetric matrix Pl in each EMORG satisfying inequalities (24.13) and
(24.14), then (24.9) is asymptotically stable in large-scale at equilibrium point:

Wii � �
E1iQþM1i �eiiI �

DT
i 0 �e�1

ii I

2
4

3
5\0 ð24:13Þ

where i; k 2 the sequence numbers of rules included inGlf g

Wik � � � �
E1iQþ E2iMlk �eikI � � �
E1iQþ E2iMli 0 �eikI � �

DT
i 0 0 �e�1

ik I �
DT

k 0 0 0 �e�1
ik I

2
66664

3
77775\0 ð24:14Þ

where i; k 2 the sequence numbers of rules included inGlf g, i\k, and Wii,Wik are
as follows:

Wii ¼ QAT
i þ AiQþMT

li B
T
i þ BiMli;

Wik ¼ QAT
i þ AiQþ QAT

k þ AkQþMT
lkB

T
i þ BiMlk þMT

li B
T
k

þ BkMli þ KT
k B

T
i Pl þ PlBiKk þ KT

i B
T
k Pl þ PlBkKi

where Q ¼ P�1
l , Mli¼KiP�1

l , * represents elements in symmetrical position, Gl

represents the lth EMORG, l ¼ 1; 2; . . .; q, q ¼ Qn
j¼1 mj � 1

� 	
, mj represents the jth

input’s fuzzy partitions.

Note 1 for theory 2, the number of LMIs to ensure the fuzzy system’s stability is

2n�1 2n þ 1ð Þ½ �Qn
j¼1

mj � 1
� 	

.

24.4 T-S fuzzy Modeling and Controller Design of Flexible
Double-Inverted Pendulum

Let the domain of input variables h1 and h2 be �p=2;�p=2
� �

, _h1 and _h2 be
�10; 10½ �. There are three membership functions of h1 and h2. There are two
membership functions of _h1, _h2. According to the nonlinear model of flexible
double-inverted pendulum, we take h1, h2, _h1 and _h2 as premise variables. Let e
denote h1, h2, _h1 and _h2.When e ! 0, sin e ! m, cos e ! 1;
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When e ! �p=2, sin e ! �1 ! 2=pe; cos e ! 0 ! cosð88	Þ;
According to Theory 2, we can get the feedback gains of each local linear

subsystem.
In this paper we have

� 5Nm=s�Dc1¼ Dc2 � 5Nm=s; �0:002Nm=s�Df1 � 0:002Nm=s

� 0:001Nm=s�Df2 ¼ 0:001Nm=s

Di ¼ D ¼ zeros 4ð Þ zeros 4ð Þ
zeros 4ð Þ W

� �
; W¼

�3:3333 0 0 0

0 �3:2125 0:0048 �0:0018

0 7:5245 �0:1320 0:0728

0 �1:5748 0:2771 �0:1908

2
6664

3
7775; E1i ¼ I; E2i¼ 0;

Fi¼
zeros 4ð Þ zeros 4ð Þ
zeros 4ð Þ H

� �
H = sin tð ÞI i ¼ 1; 2; . . .; 33:

According to (24.12), we get four EMORG of uncertain nonlinear flexible
double-inverted pendulum system.

Furthermore, according to Theory 2, we can get the feedback gains of each linear
subsystem by LMI as follows:

K1 ¼ 103 � 1:3481 �1:2035 �4:0002 4:6702 0:0435 �0:2794 �0:1287 0:5839½ �
K2 ¼ 569:1627 �424:5944 627:6283 �403:7172 23:4184 �61:4765 �63:5059 �98:6033½ �
K3 ¼ 103 � 1:1653 �1:0207 1:5061 �1:5536 0:0393 �0:1711 �0:1916 �0:3153½ �
K4 ¼ 568:4451 �423:8768 627:4234 415:1406 23:3960 �61:2878 �63:3525 101:3644½ �
K5 ¼ 103 � 1:1496 �1:0050 1:4832 1:5616 0:0390 �0:1680 �0:1877 0:3175½ �
K6 ¼ 568:4451 �423:8768 627:4234 415:1406 23:3960 �61:2878 �63:3525 101:3644½ �
K7 ¼ 103 � 1:1496 �1:0050 1:4832 1:5616 0:0390 �0:1680 �0:1877 0:3175½ �
K8 ¼ 569:1627 �424:5944 627:6283 �403:7172 23:4184 �61:4765 �63:5059 �98:6033½ �
K9 ¼ 103 � 1:1653 �1:0207 1:5061 �1:5536 0:0393 �0:1711 �0:1916 �0:3153½ �
K10 ¼ 103 � 0:6010 �0:4564 �1:5858 0:6679 0:0244 �0:0672 �0:4869 �0:0495½ �
K11 ¼ 103 � 1:1557 �1:0112 5:8189 1:5292 0:0391 �0:1670 1:4318 �0:1349½ �
K12 ¼ 103 � 0:6005 �0:4560 1:6320 0:6681 0:0244 �0:0671 0:5009 �0:0495½ �
K13 ¼ 103 � 1:1706 �1:0260 �5:7855 1:5523 0:0395 �0:1699 �1:4198 �0:1375½ �
K14 ¼ 103 � 0:6005 �0:4560 1:6320 0:6681 0:0244 �0:0671 0:5009 �0:0495½ �
K15 ¼ 103 � 1:1706 �1:0260 �5:7855 1:5523 0:0395 �0:1699 �1:4198 �0:1375½ �
K16 ¼ 103 � 0:6010 �0:4564 �1:5858 0:6679 0:0244 �0:0672 �0:4869 �0:0495½ �
K17 ¼ 104 � 0:0847 �0:0803 �6:2638 7:2026 0:0031 �0:0218 �0:2709 1:1123½ �
K18 ¼ 104 � 0:0994 �0:0850 �7:4938 9:6149 0:0035 �0:0144 �0:146 11:5250½ �
K19 ¼ 104 � 0:0995 �0:0851 �7:4739 9:5905 0:0035 �0:0144 �0:1482 1:5210½ �
K20 ¼ 104 � 0:0996 �0:0851 �7:4771 9:5939 0:0035 �0:0144 �0:1482 1:5222½ �
K21 ¼ 104 � 0:0853 �0:0807 �6:2890 7:2535 0:0032 �0:0217 �0:2705 1:1203½ �
K22 ¼ 104 � 0:0854 �0:0808 �6:2919 7:2565 0:0032 �0:0218 �0:2706 1:1213½ �
K23 ¼ 104 � 0:0852 �0:0807 �6:3073 7:2745 0:0032 �0:0217 �0:2689 1:1243½ �
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K24 ¼ 104 � 0:0852 �0:0806 �6:3044 7:2716 0:0032 �0:0217 �0:2689 1:1233½ �
K25 ¼ 104 � 0:0879 �0:0834 4:1732 �3:2196 0:0032 �0:0225 1:5745 �0:8154½ �
K26 ¼ 104 � 0:0876 �0:0831 4:1817 �3:2251 0:0032 �0:0224 1:5774 �0:8162½ �
K27 ¼ 104 � 0:0881 �0:0835 4:1638 �3:2128 0:0032 �0:0226 1:5686 �0:8129½ �
K28 ¼ 104 � 0:0884 �0:0839 4:1552 �3:2073 0:0032 �0:0227 1:5657 �0:8120½ �
K29 ¼ 104 � 0:0881 �0:0835 4:1638 �3:2128 0:0032 �0:0226 1:5686 �0:8129½ �
K30 ¼ 104 � 0:0884 �0:0839 4:1552 �3:2073 0:0032 �0:0227 1:5657 �0:8120½ �
K31 ¼ 104 � 0:0879 �0:0834 4:1732 �3:2196 0:0032 �0:0225 1:5745 �0:8154½ �
K32 ¼ 104 � 0:0876 �0:0831 4:1817 �3:2251 0:0032 �0:0224 1:5774 �0:8162½ �
K33 ¼ 104 � 0:0873 �0:0835 4:1629 �3:1198 0:0032 �0:0229 1:5738 �0:8056½ �

P1 ¼ 1:0e� 002� ½0:0553 �0:0359 �0:2761 0:0162 0:0010 0:0197 �0:4387 0:0003;

�0:0359 0:0350 0:0235 0:0021 �0:0008 0:0064 0:3615 �0:0056;

�0:2761 0:0235 3:8412 �0:3240 �0:0037 �0:3557 1:1414 0:0763;

0:0162 0:0021 �0:3240 0:2429 0:0006 0:0271 �0:0320 �0:0554;

0:0010 �0:0008 �0:0037 0:0006 0:0010 0:0000 0:0046 �0:0001;

0:0197 0:0064 �0:3557 0:0271 0:0000 0:0396 �0:0287 �0:0108;

�0:4387 0:3615 1:1414 �0:0320 0:0046 �0:0287 4:2285 �0:0320;

0:0003 �0:0056 0:0763 �0:0554 �0:0001 �0:0108 �0:0320 0:2037�
P2 ¼ 1:0e� 003� ½0:0709 0:0313 �0:0610 0:0586 0:0271 0:1844 �0:1417 �0:0766;

�0:0663 0:9497 �0:4743 0:5335 0:2527 1:5635 �0:8512 �0:8609;

0:0032 �0:5429 0:3602 �0:3501 �0:1582 �1:0274 0:5842 0:5639;

�0:0065 0:5825 �0:3370 0:4709 0:1814 0:9999 �0:5520 �0:4993;

�0:0018 0:2813 �0:1570 0:1854 0:0963 0:4828 �0:2904 �0:2715;

0:0006 1:7516 �1:0228 1:0300 0:4837 3:5377 �1:6518 �1:5655;

�0:0379 �0:9278 0:5651 �0:5431 �0:2812 �1:6016 1:4044 1:2911;

0:0235 �0:9543 0:5505 �0:5193 �0:2703 �1:5374 1:2976 1:3329�
P3 ¼ 1:0e� 003� ½0:9044 �0:7266 �0:3481 �0:0032 0:0071 0:2764 0:3645 0:6367;

�0:7266 0:6323 0:2015 0:0762 0:0111 �0:1094 �0:6029 �0:5555;

�0:3481 0:2015 0:5045 �0:2254 �0:0404 �0:2878 0:6838 �0:1737;

�0:0032 0:0762 �0:2254 0:2071 0:0334 0:1621 �0:7069 �0:0710;

0:0071 0:0111 �0:0404 0:0334 0:0072 0:0401 �0:1437 �0:0099;

0:2764 �0:1094 �0:2878 0:1621 0:0401 0:3494 �0:5821 0:0918;

0:3645 �0:6029 0:6838 �0:7069 �0:1437 �0:5821 3:2724 0:5220;

0:6367 �0:5555 �0:1737 �0:0710 �0:0099 0:0918 0:5220 0:5377�
P4 ¼ 1:0e� 002� ½4:9730 �5:3609 0:1990 �0:2799 �0:0729 �2:0270 1:0952 �0:0695;

�5:3609 5:7864 �0:2323 0:3039 0:0801 2:2018 �1:2000 0:0763;

0:1990 �0:2323 0:0851 �0:0152 �0:0061 �0:1219 0:0843 �0:0075;

�0:2799 0:3039 �0:0152 0:0231 0:0050 0:1187 �0:0793 0:0041;

�0:0729 0:0801 �0:0061 0:0050 0:0015 0:0331 �0:0232 0:0013;

�2:0270 2:2018 �0:1219 0:1187 0:0331 0:8645 �0:4884 0:0314;

1:0952 �1:2000 0:0843 �0:0793 �0:0232 �0:4884 0:3758 �0:0211;

�0:0695 0:0763 �0:0075 0:0041 0:0013 0:0314 �0:0211 0:0062�
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24.5 Simulation

Triangular membership function is selected from the membership functions of the
toolbox in MATLAB,and the functions are Trimf.

F1
1 = trimf h1; � p

2 ; 0;
p
2

� �� 	
h1 ! 0

F2
1 ¼ trimf h1; � p

2 ;� p
2 ; 0

� �� 	
h1 ! � p

2

F3
1 ¼ trimf h1; 0; 0; p2

� �� 	
h1 ! p

2

8>>>><
>>>>:

F1
2 = trimf h2; � p

2 ; 0;
p
2

� �� 	
h2 ! 0

F2
2 ¼ trimf h2; � p

2 ;� p
2 ; 0

� �� 	
h2 ! � p

2

F3
2 ¼ trimf h2; 0; 0; p2

� �� 	
h2 ! p

2

8>>>><
>>>>:

F1
3 ¼ trimf _h1; �10;�10; 10½ �

� �
_h1 ! �10

F2
3 ¼ trimf _h1; �10; 10; 10½ �

� �
_h1 ! 10

8><
>:

F1
4¼ trimf _h2; �10;�10; 10½ �

� �
_h2 ! �10

F2
4 ¼ trimf _h2; �10; 10; 10½ �

� �
_h2 ! 10

8><
>:

Taking Ki and Fi
k into the Eq. (24.7), we can get the controller. Initial-state

variables are [−0.1 0.2 0.2 0.1 0 0 0 0]. The Simulation curve of flexible double-
inverted pendulum base on T-S fuzzy controller is shown as in Fig. 24.2. According
to the simulation results, we can get that the T-S fuzzy controller keeps the system
stable in the balance point at 5th second.

24.6 Conclusion

As there exits many uncertainties and external disturbances in the actual control
process, it is difficult to establish the accurate mathematical model of flexible
double-inverted pendulum system. In this paper, T-S fuzzy method is used to model
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the flexible double-inverted pendulum system with uncertain parameters, which
will approach to the actual control system with the greatest approximation. In
addition, on the basis of the improved sufficient conditions for the stability of T-S
fuzzy systems, the fuzzy controller is designed. The proposed method can decrease
the conservation of the original T-S fuzzy system stability by reducing the number
of linear matrix inequalities.
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Chapter 25
Research on the EEG Recognition
for Brain–Computer Interface of Speech
Based on DIVA Model

Shaobai Zhang and You Zeng

Abstract Direction Into Velocities of Articulators (DIVA) model can be more
accurately described as a mathematical model, it shows the role of the human brain
involved in speech production and speech understanding by the region, it can
simulate the pronunciation process and play a key role in speech BCI design. In
order to realize the speech BCI system, we used wavelet packet decomposition and
support vector machine (SVM) in EEG signal processing during the speech in this
study according to the forecast of DIVA model and the conclusions of
DIVA-related researches. Result shows that the eigenvector extracted by the
method worked out fine in the classification of EEG signal, it provided a new way
to design a speech-related BCI system. In addition, the conclusions of this study
also proved the forecast of brain activation during the speech of DIVA model.

Keywords Brain–computer interface � EEG � DIVA model � Wavelet packet
decomposition � SVM

25.1 Introduction

In recent years, a growing number of researchers and scholars are dedicated to the
research and development of brain–computer interface technology, which can serve
as a bridge between human brain and computer and communicate human thinking to
computer [1, 2]. It is a brand new form of human–machine interaction. A complete
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brain–computer interface system consists of EEG acquisition module, feature
extraction module, feature classification module, and facility directive module,
among which the extraction of EEG features and feature classification are the
hardcore of the entire system.

This paper proposes a feature extraction and classification method specific to
speech EEG signals, and aims at the implementation of speech brain–computer
interface which is a relatively complex brain–computer interface. Designing a
speech brain–computer interface system [3] meeting the application requirements
entails full knowledge of the related functions of the brain regions dealing with
speech production and comprehension. Huge efforts by many recent researchers in
researching and exploring the mechanism of speech production and calculation
model acquisition have been paid off with fruitful results, among which the
Directions Into Velocities of Articulators [4] (DIVA) model put forward by Pro-
fessor Frank H. Guenther of the speech lab of Boston University has been widely
applied in researches of speech production and acquisition [5]. Prof. Guenther’s
DIVA model gives an accurate elucidation toward the kinematics data of human
vocal organs and the working mechanism of related brain regions, on which basis
Prof. Guenther therewith designed a neural analytic system [6]-based apparatus
(speech brain–computer interface system), with which what a user wants to express
can be delivered in voice by the voice synthesis system, while all that is needed for
the user is to think about it. And through the combination with brain–computer
interface technology, the user can have direct control over voice output at a
response speed much higher than that of the typing system used by the renowned
scientist Mr. Hawking. This neural analytic system is composed of two parts:
brain–computer interface (BCI) and the voice synthesis system DIVA. Here in BCI,
the EEG is acquired through a wireless neural electrode which is permanently
implanted into the cerebral cortex of the patient, while the detected EEG used to
drive the continuous “movements” of the voice synthesizer which provides the
patient with real-time voice output.

Presently, to design a Chinese neural analytic system [7] that can “read” Chinese
speakers’ thinking process, domestic researchers must focus on two key aspects:
first, finding out the differences of cerebral processing mechanisms in pronouncing
English and Chinese; second, finding out an EEG classification method suitable for
Chinese pronunciation. In this study, we conducted experiments with the pronun-
ciation of both Chinese Pinyin and English letters, and keep records of the
experimental subjects’ EEG in the pronunciation of both languages, and then fol-
lowing the relevant definitions in the DIVA model, we processed the EEG data
through wavelet packet decomposition (WPD) and extracted the eigenvectors,
which is then imported into SVM for classification and recognition. As the
experiment result turned out, the classification method adopted in this research has
high recognition precision and is proved to be an EEG classification and recogni-
tion method suitable for Chinese pronunciation, which provides a new idea for the
design of Chinese neural analytic system, and meanwhile the examination of the

246 S. Zhang and Y. Zeng



classification results also confirmed the DIVA model as well as domestic
researchers’ relevant speculations about the cerebral activations in speech pro-
duction [8].

25.2 Introduction of DIVA Model

As shown in Fig. 25.1, DIVA model is composed by a feedforward control sub-
system, a feedback control subsystem, and a Maeda simulation articulatory model
[9]. In the training stage, the model produces a time series that describes the
variation of articulatory velocity and position changes of articulators according to
some rule with the training speech as an input.

One of the important features of the development of DIVA model is the one-
to-one correspondence between model modules and relevant regions in the
cerebral cortex. In the new DIVA model established in 2011 [10], Dr. Frank H.
Guenther described the relation of DIVA components and the regions of brain in
the Montreal Neurological Institute (MNI) framework. The premotor, motion,
audition, and somatosensory regions in the pallium and epencephalia has been
accurately defined in the new model. In this experiment, we used these definitions
of DIVA model, and the result of our experiment also proved some forecast of
DIVA. Thus, DIVA model becomes a basic framework that can be used to
explain experimental data from all sources and provide consistent descriptions to
speech neural processes.

Fig. 25.1 A schematic diagram of DIVA model
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25.3 Methods

25.3.1 Participants and Procedures

The experimental subject is a native Chinese speaking male with good health, who
has certain experience with EEG acquisition experiments. This experiment adopts
brain wave scanner and EEG headset with 128 electrodes to record the EEG signals,
with the impedance of each electrode being under 5000 Ωm and the signal sample
frequency being 500 Hz. The subject remained in clear consciousness throughout the
EEG acquisition, and completed 80 times of pronunciation task of the Chinese
pinyin J and the English letter J respectively, with the duration of each pronunciation
being 600 ms and the pronunciation started 100 ms each time after the initiation of
each pronunciation task. This experiment was completed within one day.

25.3.2 Pretreatment of the Experimental Data

Since EEG signals above 30 Hz are valueless, we adopted a 0.3–30 Hz bandpass
filter in the EEG signal acquisition process. And considering that the EOG and
kinesis of the subject have substantial impact on the signal generation, we elimi-
nated the electrooculogram and mechanomyography impacts from the acquired
EEG signals through visual inspection before further analyzing the EEG signals.

25.3.3 Selection of Channel

According to the predictions in DIVA model and relevant conclusions of researches
about phonological processing brain mechanisms, the cerebral region controlling
the movement of vocal organs is located in the precentral gyrus, therefore we
adopted the EEG signals acquired (Fig. 25.2) in the encephalic region as speculated
in the DIVA model when extracting and classifying the features of EEG signals of
Chinese speakers.

25.3.4 Processing Tools for the Experimental Data

25.3.4.1 EEGLAB

This research adopts the EEGLAB toolkit in the environment of MATLAB R2010b
to read the EEG signals acquired in the experiment. EEGLAB toolkit is a pro-
cessing tool specific to EEG data process, whose build-in pop loadset function
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(Figs. 25.3 and 25.4 shows the waveform of EEG signals read through the pop
loadset function) also offers us great convenience in the feature extraction suing
WPD and the classification using SVM.

25.3.4.2 LibSVM Toolkit

LibSVM toolkit is a simple, easy-to-use, efficient, and effective SVM model rec-
ognition and regress software package developed by Taiwan University Associate
Professor Lin Zhiren et al. This software engages in relatively less parameter
adjustment with SVM and provides a great number of default parameters that could

Fig. 25.2 The electrode
position of the EEG headset
adopted in the experiment

Fig. 25.3 EEG waveform of
the subject pronouncing the
English letter “J”
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be used to solve many problems; it also provides the function of cross validation. In
this research, we adopt LibSVM toolkit to classify the features of EEG signals.

25.4 The Feature Extraction of EEG Signals

25.4.1 Wavelet Packet Decomposition and Its Characteristics

25.4.1.1 The Characteristics of Wavelet Packet Decomposition

WPD is an extension of wavelet decomposition, that is, it further decomposes the
high frequency detail signals left over by wavelet transform (WT) so as to enhance
the frequency resolution. As is shown in Figs. 25.5 and 25.6, because the two
exporting frequency bands reduce by half through orthogonal decomposition, the
sampling frequency can be reduced by half without any loss of information.

Fig. 25.4 EEG waveform of
the subject pronouncing the
Chinese pinyin “J”

Fig. 25.5 Wavelet
decomposition of signals
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For any wavelet series shown in 25.1:

DjxðtÞ ¼
X

n

d j
nuð2 jt � nÞ ¼

X

n

d j
nw1ð2 jt � nÞ ð25:1Þ

Can be decomposed into the orthogonal sum of wavelet packet component:

Dj;k;mxðtÞ ¼
X

n

dj;k;mn w2kþmð2j�kt � nÞ m ¼ 0; 1; . . .; 2k�1 ð25:2Þ

Here into Dj;0;0xðtÞ ¼ DjxðtÞ. For signal X(t), if j = 0, then k = 0 and m = 0,
standing for the original signal X(t) itself at the frequency resolution level j, written
down as X1. If decomposed for 1 time, namely k = 1, m = 0, 1, then the result at the
first level of wavelet decomposition is decomposed signals X2 and X3. If decom-
posed for 2 times, namely k = 2, m = 0, 1, 2, 3, then the results of the second level of
wavelet decomposition are the decomposed signals X2, X3 and X6, X7, and the like.

25.4.1.2 Wavelet-Decomposed Signal Energy

As a result of adopting WPD, all decomposition frequency bands are mutually
independent, and there is neither redundant information nor missed information,
and the energy remains in consistent conservation.

EðnÞ ¼
XN

k¼1

gn kð Þj j2 n ¼ 0; 1; 2; . . .; 2m � 1 ð25:3Þ

Here, n stands for the serial number of frequency bands.

25.4.1.3 The Advantages of Processing EEG Signals with Wavelet
Packet Decomposition

EEG signals are nonstable and nonleaner random signals, while WPD provides just
the right way of analyzing nonstable random signals at frequency domain and time

Fig. 25.6 Wavelet packet
decomposition of signals
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domain simultaneously. WPD can realize orthogonal decomposition for signals
within full spectrum band, thus achieving better localization of frequency domains;
it can also self-adaptively choose the corresponding frequency bands in accordance
with the signal features and matches the signal features with signal frequency
spectrums, thus advancing the time-frequency resolution. These advantages endow
it high suitability for processing EEG signals.

25.4.2 Feature Extraction of Experimental Data

Under sober and relaxed conditions, that is, when there is no input of sensory
irritation, human’s motor cortex can record a type of electric signals within the
range of 9–13 Hz, which is often referred to as rhythm. When the test subject is
executing certain movement task (even it is merely imaginary without and actual
body movement), the rhythm will undergo substantial changes, either strengthened
or weakened. In BCI system, this change of rhythm can be used to recognize
different imaginary body movement.

Since the key consideration here is the signals within the range of 9–13 Hz, this
paper adopts Db2 wavelet function to deliver a six-layer WPD of the EEG signals
acquired in the experiment and orthogonally decomposed them into 32 independent
frequency bands: 0–7.8125, 7.8125–15.6250 Hz, and the like. The sinusoidal signals
within the range of 9–13 Hz are put under the second frequency band. We use the
decomposition coefficient and energy value at the layer as the eigenvectors and import
these eigenvectors into the SVM model for classification training and recognition.

25.5 Classification and Prediction of Eigenvectors

25.5.1 Support Vector Machine (SVM) Model

SVM is a type of machine learning method based on statistical learning theories,
and developed rapidly ever since was put forward for the first time by Boser,
Guyon, Vapnik et al. in COLT-92. Up to now it has been successfully applied in
many intelligent information acquisition and processing areas. The basic idea of
SVM model is to map the input vectors to a high-dimensional eigenspace through
preset nonlinear mapping (kernel function).

ðxi; yiÞ; i ¼ 1; 2;. . .; n ð25:4Þ

Here xi stands for the eigenvector; n stands for the sample size; yi stands for the
category mark number. SVM will find out an optimal classification hyperplane and
import error penalty to deliver balanced optimization within this sample space, so
that it can separate the two types of data points correctly to the utmost and keep
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these two types of data point as far as possible from the classification hyperplane.
Here SVM solves the problem, constructs classification hyperplane, and obtains the
decision function through constructing a constrained optimization problem, spe-
cifically through constructing a quadratic programing with leaner inequality con-
straint conditions (constrained quadratic programing).

25.5.2 Classification of Experimental Data

The experimental data is split into English letter group and Chinese pinyin group,
with each group including the EEG signals of 80 times of pronunciation. We import
the eigenvectors obtained in the WPD of the first 40 EEG signals in each group into
SVM, and take the first 20 eigenvectors of each group as training sample, and the
other 20 ones as test sample. Both training set and test set are normalized into the
interval [0, 1]. The entire sample space is divided into two categories: the EEG
signals from the pronunciations of the English letter J falling into category 0, while
that from the pronunciation of the Chinese Pinyin J falling into category 1, thus the
classification of the signals from the subject’s pronunciation of both the English
letter and the Chinese pinyin is completed.

25.6 Experimental Results and Analysis

25.6.1 Experimental Results

As shown in Figs. 25.7 and 25.8 are the classification results of EEG signals
obtained in the pronunciation of the two types of pronunciation tasks through SVM
model; Fig. 25.7 is the classification results of the EEG signals obtained through

Fig. 25.7 Classification
results of the EEG signals
obtained through channel
no. 46
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electrode No. 46, while Fig. 25.8 is the classification result of the EEG signals
obtained through electrode No. 35.

As we can see from the classification result diagrams, in the classification of the
EEG signals through Channel 46 the rate of SVM’s recognition of the EEG signal
feature test sample obtained from the subject’s pronunciation of the English letter J
reaches as high as 70 %, which is apparently higher than that of the Chinese pinyin J
(55 %), while in the classification through Channel 35 the rate of SVM’s recognition
of the EEG signal feature test set sample obtained from the subject’s pronunciation
of the Chinese pinyin J reaches as high as 75 %, which is apparently higher than
that of the English letter J (55 %). What is different from both situations with the
above-mentioned two channels, where there are considerably huge differences in the
classification accuracy, is that in the classification through Channel 42 SVM’s
average recognition rates of the EEG signal feature test set samples obtained from
the two types of pronunciation tasks both reach above 65 % (Fig. 25.9).

Furthermore, in the classification and recognition of the EEG signals through the
channels mentioned above, SVM classifier’s recognition rate of the training set
samples reaches above 75 %.

25.6.2 Results

From the experimental results as interpreted in Sect. 25.6.1 it is obvious that the
data collected through channel 35 has high EEG signal recognition performance,
while the experiment with channel 46 turns out to be the opposite, which we think
is caused by the difference in brain processing mechanisms and the different acti-
vated brain regions in pronouncing Chinese pinyin and English letters. DIVA
model holds that the passageways in gyrus frontalis inferior and veutro brain areas
are activated in the process of pronouncing English letters, while domestic

Fig. 25.8 Classification
results of the EEG signals
obtained through channel
no. 35
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researchers find that the activated regions in pronouncing Chinese speeches include
the left bottom of parietal lobe and the left precentral gyrus, and etc. The results of
this experiment are roughly in line with that of previous research conclusions and
confirm the DIVA model’s prediction about the cerebral regions to be activated in
the process of pronunciation as well as the research conclusions of existing
domestic literature concerning the regions to be activated in the pronunciation of
Chinese.

In addition, since channel 42 lies between channel 35 and channel 46, the EEG
data acquired through channel 42 can provide significant reference for the pro-
nunciation process of both languages; therefore, if we adopt the EEG signal features
obtained through 42 in the design of brain–computer interface system for the
pronunciation of both English letters and Chinese pinyin, we will surely be paid off
with a brain–computer interface with higher performance.

25.7 Discussion

This paper uses WPD and SVM model to classify the EEG signal features in
pronunciation of both English letters and Chinese pinyin. The accuracy of signal
recognition is high enough for the classification of the EEG signals in pronunciation
tasks, which provides with the implementation of Chinese speech brain–computer
interface system with an effective EEG signal classification method. And besides
the classification and recognition of EEG signals, this paper has also verified DIVA
model’s predictions concerning the cerebral activation during pronunciation tasks,
and the differences in classification accuracy for the EEG signals acquired in dif-
ferent electrode positions also conform with the conclusions of the FMRI experi-
ments by previous researchers [11].

Fig. 25.9 Classification
results of the EEG signals
obtained through channel
(electrode) no. 42
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Chapter 26
Research on the Mechanism of Intelligent
Transportation Systems on Improving
Road Safety

Wenfeng Liu and Bin Li

Abstract Road safety has been a serious global problem. This paper first
summarizes the impact of “human factor” on the road traffic crashes; secondly, it
analyzes the importance of the “human factor” in the road traffic system through
constructing a conventional road traffic system model; thirdly, through in-depth
analysis of driver’s information processing and “driving ability” and its limitations,
it clarifies the importance of the “driving ability” on road safety; finally, according
to the technical characteristics of ITS, it proposes a new road traffic system model
under the effects of ITS, and then comparing with the conventional model, it makes
clear that the ITS technologies will improve and protect the “driving ability”, and
thus effectively enhance road safety. This study will have active significance on the
following in-depth studies on the potential benefits and advantages of ITS
technologies on road safety in the future.

Keywords Intelligent transport technologies � ITS � Road safety � Driving ability �
Mechanism � Traffic crash prevention � Accident warning

26.1 Introduction

There are around 1.2 million deaths each year, and between 20 and 50 million
injuries, on the world’s roads. To put these deaths into context, the numbers are
similar to deaths from tuberculosis, and more than the number of deaths from
malaria. Overall, road traffic deaths rank tenth as a leading cause for death. For
people aged between 5 and 44, road traffic crashes are among the top three causes of
death. Not only is this problem bad, it is getting worse. WHO estimates that by
2030, if nothing is done, road traffic deaths will rank fifth as a leading cause of
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death, rather than the current tenth place. In addition to the large social and human
costs resulting from these deaths, there is a substantial economic cost. WHO esti-
mated the annual global cost to be USD 518 billion, between 1 and 3 % of the gross
national product. This is in excess of the total amount of development assistance
provided to low- and middle-income countries [1].

Road traffic crashes statistics show that the human factor is the main cause for
road traffic crashes, 80–90 % of the crashes are concerned with the driver.
According to Japanese police reports, “delays in recognition” and “errors in
operation and judgment” account for about 75 % of all traffic accidents in Japan, in
which, “delays in recognition” account for 47 %, “errors in judgment” account for
16 %, and “errors in operation” account for 12 %. In all collision accidents, 41 % is
due to the delay in recognition of the obstructions, 39 % is due to the errors in
operation, 13 % is due to the errors of judgment, and 7 % is due to the defect of the
ability [2].

Based on these statistical data, we find that the human factor, especially the
limitations of drivers on the driving risk recognition, judgment, and decision-
making have great impacts on road safety.

26.2 Mechanism of the Driver’s Perception
and Decision-Making During Driving

26.2.1 Conventional Road Traffic System Model

In a typical road traffic system, people, vehicles, roads, and the environment are the
four main integral parts, which are always changing and interactive when the driver
is driving the vehicle.

When the driver is driving the vehicle, the road is the entity object on which the
vehicle is attached, and the factors of the road, such as road alignment, traffic signal
signs, traffic control measures, are the constraints to the vehicle’s movement. The
environmental factors along the route, such as traffic flow status, weather conditions
and light conditions, are the constraints to the vehicle’s movement, and any vehi-
cle’s movements will have an impact on the environment in turn. The driver is the
core of the whole system, who is the information processor and the decision maker
in the system. They manipulate vehicle movements to complete the driving task by
constantly collecting and processing information from the road, vehicle and envi-
ronment, and then make judgments and decisions in accordance with their per-
ception of the situations they face, based on their attitudes, knowledge, and
experience.

A typical road traffic system and its inner relationship could be described by the
model shown Fig. 26.1.
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26.2.2 The Information Processing of the Driver in Driving

During driving, the driver will first try to accept all kinds of information, such as
road signs and markings, traffic signals, vehicles, pedestrians, bicycles, weather and
light conditions, from the external environment and inner vehicle environment
through their senses (mainly by eyes or ears), then transmit all the information to
the brain. Through a series of reactions, the brain will have a comprehensive
understanding of the things, which is the perception. On the basis of perception, the
brain forms the “depth perception”, including visual distance, estimated speed, and
time. Finally, the brain will send the instruction, which is based on the judgments
from the depth perception, to the hands and feet to control or operate the vehicle.
Overall, the process of the driver in driving the vehicle is a continuous iterative
process of the perception, judgment, and decision-making, which could be
abstracted as the “Perception—Judgment decisions—Operation” simplified model
(Fig. 26.2).

Fig. 26.1 Conventional road traffic system model

Fig. 26.2 The simplified information processing model of the driver in driving
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26.3 The Limitations of Driver’s Driving Ability

26.3.1 The Definition of Driving Ability

The driver’s capacities of perception, attention, responsiveness, and operation
during the driving process are collectively called the driving ability here. Driving
ability is highly correlated with road safety. If the driver makes an error in any task
of the information collection, processing, judgment, and decision-making, it is
likely to cause traffic crashes. However, the driver’s driving ability has limitations.

26.3.2 The Limitations of Driving Ability

In Table 26.1 can be found that people’s own abilities of perception, attention,
responsiveness, and dynamic judgment have limitations, which will bring diffi-
culties and uncertainty to a driver for completion of a driving task safely and
successfully; the changes in external factors, such as velocity, weather conditions,
light intensity, will produce a significant reduction effect on these driver’s abilities,
especially in the state of high-speed movement, the driver’s abilities on moving
sight, field of vision, dynamic judgment, reaction time, speed and distance judg-
ment, and attention allocation will be limited, which will have great effects on the
driving safety; in addition, the driver will be stimulated and impacted by continuous
multi-source information from inner- or external of the vehicle during driving, but
due to the limitations on the capability of awareness and information processing, it
is hard to make real-time and comprehensive feature extraction from multi-source
information, and unable to accurately identify and forecast the traffic situation. The
limitations of the driving ability are the main reason for “human factor” which
could to be the most important factor causing traffic crashes.

26.4 The Affect of ITS on the Driving Ability

Intelligent Transportation Systems (ITS) refers to information and communication
technology (applied to transport infrastructure and vehicles) that improve transport
outcomes such as transport safety, transport productivity, travel reliability, informed
travel choices, social equity, environmental performance, and network operation
resilience [3].

When ITS technologies are added to the traditional road transport system, the
conventional road traffic system model would be changed (shown as Fig. 26.3). In
the new model, ITS technologies could establish close, active, and stable mutual
information transmission and processing contact between the driver and the road
traffic environment, so that it could provide the driver with timely, accurate,
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effective, continuous warning information support to compensate for his physical
and mental limitations and the reduced driving ability due to adverse weather
conditions, slippery road surface, at nights and so on, could ensure the driver to find
and identify the potential risks on the route timely and effective, have sufficient time
to make the correct decision and operation, then the traffic crashes could be reduced
significantly which are caused by the driver’s perception delay, errors of judgment
and operational, and thus the level of road safety could be effectively enhanced.

From the perspective of driving risk information, ITS technologies could provide
the driver with an early warning information system from roadside and inner-
vehicles. In this case, the tasks of perception of the road traffic environment will be

Table 26.1 Limitations and impact factors of driving ability

Aspect Sub-item Impact
factors

Correlation Description or examples

Perception Sight Velocity Negative
correlation

The driver could see the traffic
sign outside 240 m which is in
front of the vehicle when the
speed is in 60 km/h, while he
can only see the traffic sign
outside 160 m in 80 km/h

Light
intensity and
contrast

Positive
correlation

It is pruned to make traffic crash
at night or twilight

Vision Velocity Negative
correlation

The driver could see the object
outside 24 m which is on both
side of the vehicle when the
speed is in 64 km/h, while he
can only see the object outside
33 m in 90 km/h

Illusion Special
terrain and
road
alignment

– In the concave road section, it is
easy to judge the downhill as on
a flat road, and also easy to
judge that the degree of an
upward slope is more great than
it actually being

Attention Distribution
of attention

Complexity
of the
environment

Negative
correlation

The driver could pay attention
to 4–6 targets at the same time

Responsiveness Reaction
time

Velocity
complexity
of the
environment

Positive
correlation

It usually takes 2.5 s when the
driver determines the safe
stopping distance

Dynamic
judgment

– Velocity Negative
correlation

It usually takes 2 s when the
driver tries to observe the
environment from the rearview
mirror and make judgment and
actions
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completed by the driver and ITS together, especially the task of real time perception
of traffic environmental and part of the decision-making and control tasks. So the
driver’s work will be replaced to some extent by the ITS equipments on the road-
side or inner-vehicle, the limit or lack of driver’s driving ability will be made up,
especially under unfavorable conditions such as adverse weather conditions, wet or
slippy road surface, and at nights, etc., so that it will be ensured to complete the
driving task safely. The logical structure of the active warning information by ITS
technologies to the driver is shown in Fig. 26.4.

ITS technologies can build up a new road traffic environment, in which the
functionality of existing road infrastructure is expanded and extended, the driver’s
driving ability is improved, especially, the driver’s perception, judgment, and
decision-making ability is effectively improved when they are facing all kinds of
risks in the road traffic environment.

26.5 Conclusion

In the past few decades, the EU, US, Japan, and other highly motorized countries or
regions significantly improved their road safety conditions by taking an integrated
approach to “conventional” road safety measures, such as improving transport
infrastructure, road user education, and law enforcement. Despite these efforts the
number of road accidents and the number of road victims are still unacceptably
high. Furthermore, the contributions from many of these “conventional” safety
measures are reaching their limits, and further improvements in safety by these
measures are becoming more and more difficult to achieve at a reasonable cost.

Fig. 26.3 New road traffic system model under the effects of ITS

Fig. 26.4 The logical structure of the active warning information by ITS technologies to the driver
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Currently, the EU [4–6], U.S. [7], Japan [8] and other major developed countries or
regions have been increasingly concerned about the possibility and method of
applying ITS technologies to improve road safety, and have set the road safety
goals as the main task of each ITS development phase in their ITS development
strategy. In the future, more and more attention will be focused on the research and
practice of the application of ITS to improve road safety in developing countries.

This paper first summarizes the impact of “human factor” on road traffic crashes;
secondly, it analyzes the importance of the “human factor” in the road traffic system
through constructing a conventional road traffic system model; thirdly, through in-
depth analysis of driver’s information processing and “driving ability” and its
limitations, it clarifies the importance of the “driving ability” on road safety; finally,
according to the technical characteristics of ITS, it proposes a new road traffic
system model under the effects of ITS, and then by comparing with the conven-
tional model, it makes clear that the ITS technologies will improve and protect the
“driving ability”, and thus will effectively enhance road safety. This study will have
active significance on the following in-depth studies on the potential benefits and
advantages of ITS technologies on road safety in the future.
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Chapter 27
Study on Auto Decision-Making
and Its Simulation Control
for Vessel Collision Avoidance

Lina Li, Guoquan Chen and Guoding Li

Abstract A general Personifying Intelligent Decision-making for Vessel Collision
Avoidance (short for PIDVCA) algorithm for simulating the ordinary practice and
fine seamanship of the navigator emphatically discussed after two typical examples
under the multi-ship encountering situation for marine radar simulation training are
explained, and its core PIDVCA mathematical model are derived, the typical
simulation examples based on the ship intelligent handling control simulation (shot
for SIHCS) platform are analyzed and the predicted result is acquired.

Keywords Multi-ship encountering situation � PIDVCA mathematical model �
PIDVCA algorithm � Ordinary practice of navigator � Simulation example

27.1 Introduction

For the fact that more than 90 % of collisions are caused by human factors [1], it is
necessary to develop the vessel intelligent collision avoidance navigator (short for
VICAN) [2] with the function of intelligent decision-making for vessel collision
avoidance. To simulate for experienced seamen abiding to the International Reg-
ulations for Preventing Collisions at Sea (short for COLREGS below) and the
ordinary practice of them in taking action to avoid ship collision is meaningful. To
solve this problem, first, a PIDVCA method and its evaluation criteria have to be
constructed to ensure the rationality and effectiveness of the anti-collision decision-
making scheme. Second, various kinds of PIDVCA mathematical models have to
be established as a basis for the quantitative analysis of PIDVCA method. In
addition, to complete the simulation of the fine seamanship and logic thinking of
experienced seamen, we also need to design a series of PIDVCA algorithms to
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realize the organic integration between qualitative and quantitative analysis. In
20-year’ theoretical research, the theory of PIDVCA has been formed [3–8].

In this paper, the general PIDVCA algorithm for simulating the ordinary practice
and fine seamanship of excellent seamen under the multi-ship encountering situa-
tion emphatically is discussed, and the core PIDVCA mathematical model is
derived from geometric analysis and the PIDVCA algorithm is verified by analysis
of some simulation examples.

27.2 Enlightenment Received from the Training Example
of Marine Radar Simulator

27.2.1 Description of Two Typical Examples

The decision making for collision avoidance under the multi-ship meeting situation
(simply called for multi-ship anti-collision) is hard for navigators. Therefore, the
multi-ship anti-collision training is the main content in the marine radar simulator.
The training practice is usually set to poor visibility in the open sea and the
minimum DCPA is set to 2 nm according to the COLREGS. The geometry analysis
of the two typical multi-vessel meeting situation instance used in radar simulator is
shown in Fig. 27.1a, b, here the Co represent the course of own ship (short for OS).
They are used to checkout whether the trainees hold the suitable opportune to take
action and recovery original course and the altering course (short for AC) of own
ship (short for OS). The target ships (short for TS) 1, 2, and 3 are shown in the radar
display screen currently and C1, C2, and C3 are the corresponding position points,
respectively. The TS1 and TS2 with OS exist potential collision risk, while the TS3
has none risk with OS. If the OS is taken the collision avoidance scheme by turning
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course to starboard at once which will result in that the TS3 would pass from OS
within the minDCPA. Whether the collision risk would really exist between OS and
TS3 after OS being taken action? If so, how the trainer plans the new anti-collision
scheme based on the TS3?

27.2.2 What Action Being Taken?

For the students in the school, most of whom selected the most dangerous TS1 and
take anti-collision action by the COLREGS of two vessel meeting situation and the
AC of OS was determined by the ARPA’s trialling function of Radar. As shown in
the Fig. 27.1a, b, when the heading of OS is altered AC to starboard at B3A3′
though both of the TS1 and TS2 can be avoided at the same time, the NRML3
(relative motion line) of the TS3 would intrude into the minDCPA circle which is a
potential danger to OS. So the AC of OS is increased to B3A3″ until the NRML3′
(new relative motion line) of TS3 passed out of the minDCPA circle. These kinds of
the anti-collision schemes can be surely safe but not be the most reasonable and
economical.

However, for the same problem to the experienced captain, on the opportunity of
steer rudder (short for Tsr) under the AC of OS, whether or not in potential collision
risk for the TS, they made different judgment and action from the students in
school. They turned OS’s heading starboard AC1 when the TS3 passed from own
ship’s abeam, as shown in the Fig. 27.1a, and turned AC starboard to B1A′
immediately but not AC1 to B3A″ in the Fig. 27.1b, according to the relative speed
and position of the TS3 with their intuition and experience.

27.3 PIDVCA Mathematical Models

One of the key techniques is the establishment of PIDVCA mathematical models
that the “personification” intelligence for machine is realized. PIDVCA mathe-
matical models are used for quantizing some important notion that is involved in
COLREGS and proposed by PIDVCA theory and the dynamic anti-collision
information for obtaining real time. They are Included various anti-collision
parameters (such as the TS movement factor, collision parameter and PIDVCA
scheme) computing model based on analytic geometry, judgment value estimating
model, the TS encountering character model, the TS encountering attribute model,
and the dynamic optimizing object function. They are present by mathematical
equation [5].

C0 and V0 in Fig. 27.2 are represented the ship’s course and speed, Vt and Vr are
stand for the speed and relative movement speed of TS; RML and NRML represent,
respectively, the relative movement line before and after the course of OS is altered,
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NRML′ is the parallel lines for NRML. SDA is stand for Safe Distance of
Approach, and also the threshold for the potential risk of collision judgment.

27.3.1 Quantizing Model of PIDVCA Scheme

PIDVCA scheme includes the opportunity of initial steering rudder (stand for Tisr),
amplitude of altering course (stand for AC) and predicted restore point (stand for
Rp) or opportunity (stand for Tr) of collision avoidance.

Tisr is calculated by the same method as the last opportunity of steering rudder
(Tln) [4].

If the Tisr has been missed, AC computing model is derived from the speed
vector triangle A1′ B1 C1 as shown in Fig. 27.2:

AC = Crn[n��asin
Vt½n� � sin(Crn[n��Ct½n� þ C0Þ

V0

� �
� 180=p� 180 ð27:1Þ

Tr is the predicted time of dangerous TS1 sailing from ACp1ðxp1; yp1Þ to
Rpðxr; yrÞ, the predicted restoring point Rpðxr; yrÞ is the crossover point of
NRML1′ and RML1′ as shown Fig. 27.2. Obviously the computing model of Tr is
as following:

RML10 : y½n� ¼ x½n� cot Cr½n� þ SDA½n�=sin Cr½n� ð27:2Þ
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NRML10 : y½n� ¼ x½n� cot Crn½n� þ SDA½n�=sin Crn½n� ð27:3Þ

Solving the crossover point above RML1 and NRML1′, then Rp(xr, yr) is:

xr ¼ SDA[n�
sin(Crn[n�Þ �

SDA[n�
sin(Cr[n�Þ

� �
� 1

tan(Cr[n�Þ �
1

tan(Crn[n�Þ
� �

yr ¼ xr
tan(Cr[n�Þ þ

SDA[n�
sin(Cr[n�Þ

ð27:4Þ

In formula (27.4), Cr and Crn are not included with the 0, 90°, 180° and 270°.
Then, the computing model of Tr is:

Tr[n� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðXp½n� � xrÞ2 þ ðtextYp½n� � yrÞ2

q
� 60

Vrn[n� ð27:5Þ

Here, n is the number of the most dangerous TS.

27.3.2 PIDVCA Scheme’s Verifying Models Under
Multi-vessel Encountering Situation

The verifying models of PIDVCA scheme are composed the computing models of
predicting TS’s parameters and restoring confine time (short for Tc) for new dan-
gerous TS. As shown in Fig. 27.2, Tc is the sailing time that new dangerous TS2
from ACp2 (xp2, yp2) (altering course point) to RCp (xc, yc) (restoring confine
point), and its computing model method is the same as the Tr. Firstly solving the
crossover point of RML2′ and NRML2, and RCp (xc, yc) as following:

xc ¼ CPAn[i�
sin(Crn[i�Þ þ

SDA[i�
sin(Cr[i�Þ

� �
� 1

tan(Cr[i�Þ �
1

tan(Crn[i�Þ
� �

yc ¼ xc
tan(Crn[i�Þ þ

CPAn[i�
sin(Crn[i�Þ

ð27:6Þ

Then, the Tc is computed following:

Tc[i�¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðXp½i� � xcÞ2 þ ðYp½i� � ycÞ2

q
� 60

Vrn[i� ð27:7Þ

In formula (27.6), Cr and Crn are not included with the 0, 90°, 180°and 270°.
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27.4 PIDVCA Algorithms

27.4.1 Composition of PIDVCA Algorithms

The PIDVCA algorithm is used to realize the combination of the qualitative
analysis based on “COLREGS” and quantitative calculation processing of the
ordinary practice and fine seamanship of seamen, in order to obtain real-time
dynamic collision avoidance knowledge. In addition, it is described by flowcharts,
decision trees, decision tables or mathematical equations. The algorithm is divided
into two part, they are initial PIDVCA scheme generation algorithm and PIDVCA
scheme verification and optimization algorithm.

The initial PIDVCA generation algorithm is constituted by TS parameter solving
algorithm, TS rendezvous character identification algorithm, TS potential risk
analysis algorithm, dynamic risk evaluation algorithm (for multi-vessel), the
encountering attribute recognition algorithm of potentially dangerous TS and the
anti-collision attribute recognition algorithm for OS with the TS, the analysis and
classification algorithm for potentially dangerous TS encountering situation and
PIDVCA scheme generating algorithm.

The PIDVCA verification and optimization algorithm is consisted of forecasting
TS potential risk analysis algorithm, generic algorithm for simulating the ordinary
practice of experienced seamen, space searching optimization algorithm, time space
searching optimization algorithm, coordination anti-collision optimization algorithm,
dynamic optimization of local PIDVCA scheme algorithm, PIDVCA scheme gen-
eration algorithm and decision-making algorithm in immediately dangerous situation.

27.4.2 Generic Algorithm for Simulating the Ordinary
Practice of Navigator

Based on the anti-collision methods of the experienced captain and the chief mate
taken in the two typical examples, the flowchart of PIDVCA generic algorithm for
simulating the ordinary practice and fine seamanship of navigator is designed as
shown in the virtual box of Fig. 27.3. The Trr, Tcc and L-PAE in Fig. 27.3 are
separately stand for the value of max{Tr[i]}, min{Tc[i]} and level of predicted anti-
collision effect.

27.5 Simulation Control Test

In order to ensure PIDVCA schemes to be reasonable, effective, and optimized, this
method is embedded in the PIDVCA theoretical models [4], the intelligent code in
the process knowledge as the carrier is compiled into an executable PIDVCA
program files, guiding the PIDVCA formation.
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27.5.1 SIHC Simulation Platform

To validate the algorithm of PIDVCA, we developed a simulation platform with the
name of “the ship intelligent handling control (SIHCS) platform”, which is based
on the ship maneuver simulating model and electronic chart display and informa-
tion system (ECDIS). The SIHCS platform is constructed by making good use of
the existing technology of ship handling simulator. It is composed of one console
computer and five OS servers and one TS server. The OS in the platform see each
other through ECDIS. The console, OS, and TS servers are high-performance PC
and linked by local network. The SIHCS possesses all functions of ship handling
simulator. The software of OS server also has an interface for users. We integrate
the PIDVCA algorithm together with the Self tuning fuzzy PID autopilot algorithm
into the SIHCS platform in the form of dynamic link library. Thus, the SIHCS
platform is used to carry out simulating test on the process monitor for vessel
automatic collision avoidance.

TCPAm=max{TCPA[i] }for  new risk TSs

0<TCPAm Tln

Get the Tc[i] of the new risk  TSs 
and the Tcc =  min{Tc[i]}

Trr < Tcc
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scheme by TCPAm,

and  forecast TS 
potential risk  analysis 
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Initial PIDVCA scheme

Fig. 27.3 PIDVCA generic algorithm flowchart for simulating the ordinary practice and fine
seamanship of experienced seamen
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27.5.2 PIDVCA Scheme and Its Simulation Control

The simulation playback figure of the examples, which is realized the automatic
generation of PIDVCA scheme and the automatic anti-collision monitoring process
in the SIHC Simulation platform are shown as Figs. 27.4 and 27.5. The TS1 is
loaded PIDCVA algorithm and defined as OS, but the target ships TS2, TS3, and
TS4, are not loaded the algorithm. Two examples are similar to the marine simu-
lator’s ones discussed above. TS2 is the most dangerous to OS, but TS3 is safe.

By calling TS parameter solving algorithm, TS rendezvous character identifi-
cation algorithm, TS potential risk analysis algorithm, the encountering attribute
algorithm, and the anti-collision attribute recognition algorithm, dynamic risk
evaluation algorithm, the analysis and classification of dangerous target encoun-
tering situation algorithm in turn, as well as related PIDVCA mathematical model,
PIDVCA scheme of OS for first and second example are, respectively, with Tisr:
3.24 min, AC: 42°, Trr: 12.3 min and Tisr: 0, AC: 46°, Trr: 8.6 min, the related
information for the TS2, TS3, and TS4 relative to OS in initial meeting situation is,
respectively, shown in the Tables 27.1 and 27.2, except for DCPAn (DCPA
between TS and OS after OS being altered AC). The results of simulation are

Fig. 27.4 Replay chart of the automatic anti-collision process for simulating first example
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presented that PIDVCA algorithms have a good simulation for the opportunity of
steering rudder and restore course taken by experienced captain, also have a good
judge for multi-ship meeting collision avoidance risk. In Fig. 27.5, by calling (27.6)
and (27.7) to calculate the Tc of TS3, the result of Tc is 12.5 min, apparently, the
Trr (8.6 min) is less than Tcc. That means the potential collision danger between OS
and TS3 is disappeared naturally after OS be restored course. So the initial PID-
VCA scheme (Tisr: 0, AC: 46°, Trr: 8.6 min) is effective. According to the results
of calculation, the DCPA between OS and TS2 is −2.38 nm after restoring the
original course of OS. Apparently, there is no collision risk between OS and TS3
actually (Table 27.3).

Fig. 27.5 Replay chart of the automatic anti-collision process for simulating second example

Table 27.1 Anti-collision information for OS relative to TS2, TS3, and TS4 for Fig. 27.4

Ct
(Deg.)

Vt
(kn)

Cr
(Deg.)

Vr
(kn)

TCPA
(min)

DCPA
(nm)

SDA
(nm)

DCPAn
(nm)

TS2 223.6 8.0 196.7 19.2 14.7 −0.2 1.23 1.29

TS3 180.0 16.0 180.0 28.5 4.7 −1.23 1.59 −1.21

TS4 114.6 12.0 148.2 20.7 25.3 0.01 1.09 2.38

Table 27.2 Anti-collision information for OS relative to TS2, TS3, and TS4 for Fig. 27.5

Ct
(Deg.)

Vt
(kn)

Cr
(Deg.)

Vr
(kn)

TCPA
(min)

DCPA
(nm)

SDA
(nm)

DCPAn
(nm)

TS2 223.3 14.0 200.1 27.0 10.11 −0.05 1.50 1.54

TS3 212.1 10.0 192.5 24.1 22.6 –3.91 1.33 0.61

TS4 116.9 12.0 152.1 23.0 13.8 0.22 1.09 2.4
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27.6 Conclusions

Enlightenment from two marine radar simulator training practices that reflect the
ordinary practice of navigator and the fine seamanship is obtained, the PIDVCA
generic algorithm that the machine to simulate and implement the anti-collision
decision-making method of the experienced captains is sketched, emphatically
discussed and verified by two simulation control examples. The simulating
experiments for typical multi-vessel collision avoidance are shown that the PID-
VCA algorithm is the rationality and validity, and the objective of research has been
achieved. And a lot of simulating experiments have been done to prove the integrity
of PIDVCA mathematical model in recent research. However, the PIDVCA algo-
rithm on multi-vessel encountering is very complicated, it should be further opti-
mized and make more simulating experiments to improve its practicality.
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Chapter 28
Dynamic Partitioning Methods
for Control Sub-area Based
on Fuzzy Clustering Analysis

Zhengwu Wang, Kangkang Tan and Ping Zhang

Abstract Area coordination control is an important measure to ease urban traffic.
Sub-area partitioning is a basis of area coordination control and the partitioning
accuracy affects the global control efficiency. Traditional sub-area partitioning is
based on qualitative principles related to period, flow, distance, and so on, without
establishing a system of sub-area partitioning indexes and without considering
quantitative partitioning methods and so the sub-area partitioning is subjective and
optional. In this paper, a system of sub-area partitioning indexes is established
considering indexes such as distance, period, continuity of traffic flow and dis-
persion. The sub-area is divided by two stages: one is to preliminarily select
intersection of sub-area excluding those of big period difference and long distance;
the other is to describe intersections’ traffic state and physical relationship and to
cluster intersections based on fuzzy clustering analysis. Compared to traditional
partitioning method of sub-area, the method presented in the paper can bring less
system delay that proves the method is effective.

Keywords Traffic engineering � Control sub-area � Dynamic partitioning � Means
clustering analysis

28.1 Introduction

The control sub-area [1] is a secondary control area, according to traffic charac-
teristic of different areas, divided from a control range of a road network with a
large area. Each sub-area has different control strategies and control plans. These
independent secondary areas are sub-areas. The sub-area partitioning may enable
traffic control to extend from points to area and so the traffic flow may be organized
and optimized in a greater scope to elevate working efficiency of each intersection.
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Many researches have been done by scholars on partitioning of control sub-area.
The partitioning methods may fall in two categories: static partitioning method and
dynamic partitioning method. A static partitioning method is to divide sub-areas
according to signal periods, intervals of intersections and traffic flow, etc. The
partitioned sub-area is fixed within a control period. A dynamic method is on the
basis of the static partitioning method considering real changes of traffic flow. It
makes the sub-area partitioning may be in response to changes of traffic flow and
sub-area boundaries can be determined in real time.

Many scholars have studied the dynamic partitioning methods of sub-areas.
Yagoda et al. [2] divided sub-areas in accordance with relational indexes of adja-
cent intersections, for which a relational model is established with distance, period,
and traffic flow as parameters. Li [3] presented a dynamic distributive concept of
urban network and embedded it in the sub-area partitioning for dynamic traffic
assignment. Jianzhang [4] added indexes of road network topology to the sub-area
partitioning algorithm. Shang Deshen [5], introduced traffic network reliability to
evaluate and screen preliminarily selected sub-areas until the sub-areas are finally
determined. Li [6], proposed a fuzzy dynamic partitioning method of traffic control
sub-areas based on fuzzy inference. Wong [7] built a partitioning process of
dynamic sub-areas in line with TRANSYT in view of a nonlinear relation between
signal periods and regional delay. Yagoda [8] studied the index system, threshold
values, and algorithms of dynamic sub-areas.

So far the following methods are used for dynamic sub-area partitioning: an
index system and partitioning principles are established and then the sub-areas are
divided according to real-time information based on partitioning principles. These
partitioning methods are mainly qualitative and the partitioning basis is the physical
characteristic of road network, rarely considering the characteristic of traffic flow.
Therefore, in this paper both the physical characteristics and traffic characteristics of
road network are considered and an index system of sub-area partitioning is built.
To make the sub-area partitioning quantitative, a sub-area partitioning method
based on Fuzzy C-Means (FCM) is established in the paper in making the sub-area
partitioning more operable.

28.2 Partitioning of Control Sub-areas Based
on Fuzzy Clustering

28.2.1 Selection of Partitioning Indexes of Control Sub-areas

Partitioning indexes of sub-area mainly include the following:

(1) Distance

All intersections are adjacent within a control sub-area and the distance should
be in a certain range. If the distance extends the range, traffic flow that leaves from
the upstream intersections may disperse gradually as the running distance increases

278 Z. Wang et al.



and it will be in a random situation when reaching downstream intersections, which
affects the coordination control. Generally, the range of coordination control of
intersections L is less than 600 m.

(2) Period

The signal period comprehensively reflects the characteristics of traffic flow
characteristics. Close signal periods may, to certain extent, indicate similar traffic
flow characteristics of adjacent intersections. Therefore the signal period is an
important index of sub-area partitioning. Generally speaking, within the same sub-
area, periods of different intersections should be in the range of (0.75C, 1.5C) where
C is the intermediate period.

(3) Continuity of traffic flow

Intersections based on period and distance principles may not be similar on their
traffic flow characteristics. Therefore, it is insufficient to divide sub-areas only
considering the period index, but the indexes should be determined additionally in
two respects—continuity and dispersion of traffic flow. Continuity mainly consists
of two indexes: saturation of intersection and spreading range of congestion space
of road sections.

(4) Dispersion of traffic flow

If vehicles arrive uniformly within the whole period, same number of stopping
cars and same delays will be generated within the red light time, regardless of the
locations of the red light time occurs. Conversely, pulsed vehicle flow may increase
efficiency of coordination control. Hence the dispersion of vehicle flow should be
taken into account in partitioning sub-areas.

28.2.2 Process of Dynamic Partitioning of Control Sub-areas

The process of dynamic partitioning of control sub-areas determined in the paper is
as shown in Fig. 28.1. Sub-areas are divided by two stages: as for first stage,
intersections with large distances and periods not in an appropriate range are
excluded from the sub-area; after partitioning of second stage, more similar inter-
sections are clustered in the same sub-area.

28.2.3 Computation of Partitioning Indexes of Sub-areas

Control sub-area partitioning of second stage is performed based on clustering
analysis. Relevant indexes are first calculated for each intersection and intersections
are clustered in line with fuzzy clustering analysis. The indexes adopted include
those related to distance, period, traffic flow dispersion, and continuity.
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Fig. 28.1 Process of control sub-area partitioning
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Computation models are mainly as follows:

(1) Physical correlation characteristics of intersection

Physical correlation characteristics indicate the correlation between links and
nodes, commonly by notation of adjacency matrixes or weight matrixes. Assume
p is the number of nodes, Lij is the distance between intersection i and j, wij is the
link weight of intersection i and j; and the weight matrix W is expressed as below:

W ¼ Wij
� �

p�p ð28:1Þ

where Wij ¼ Lij if existing link between intersection i and j
0 else

�

(2) Saturation of intersection

The saturation yi of intersection i is calculated according to Eq. (28.2).

yi tð Þ ¼
Xk
j�1

qij tð Þ
Nij tð Þ ð28:2Þ

where qij tð Þ, and Nij tð Þ, respectively, represent the flow rate, capacity of entrance
j of intersection i in t time period, and k is the number of entrances of intersection k.

(3) Spreading range of congestion space in single road section

It mainly reflects gathering and dissipation of queuing vehicles and may be
represented with the queuing length of vehicles in the road section. See the com-
putation model as below [9]:

La tð Þ ¼ La t � 1ð Þ þ Aa tð Þ � Da tð Þ if La t � 1ð Þ þ Aa tð Þ[Da tð Þ
0 else

�
ð28:3Þ

where La tð Þ, Aa tð Þ;Da tð Þ are, respectively, the queuing length, accumulated arriv-
als, and leaving vehicles of section a in t time period, and the difference is the
number of vehicles left behind the stop line.

(4) Traffic dispersion

Traffic dispersion is a significant index describing traffic situation. A pulse index
PFi tð Þ of traffic flow is selected in this paper to measure the traffic disperse.

PFi tð Þ ¼ Qi;30% tð Þ þ Qi;70% tð Þ
2� AQi tð Þ ð28:4Þ

where Qi;30% tð Þ, Qi;70%, respectively, represent 30 % and 70 % of maximum arrivals
of intersection i within the signal period of time period t. AQi tð Þ represents the
arriving vehicles of intersection i within the signal period of time period t.
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28.2.4 Fuzzy Clustering of Intersection

In the second stage, the clustering scheme of intersection is determined according to
physical indexes and traffic situation. The range of control sub-area is determined
based on Fuzzy C-Means because it has the following characteristics: (1) fuzzy
clustering analysis is a process to divide elements into classes based on their
similarity to satisfy the partitioning requirement of control sub-areas. (2) many
kinds of factors can be taken into consideration and it is free from restriction of
classes and number of parameters; (3) compared to correlation method, FCM
algorithm optimizes the whole system instead of only comparison between two
objectives.

FCM algorithm is first proposed by Dunn and developed by Bezdek [10].
Classes are divided in sub-area partitioning of fuzzy clustering analysis based on the
similarity of X ¼ X1;X2; . . .;Xp

� �
p�m. Assume m indexes in xk of intersection Xk is

xk ¼ x1k; x2k; . . .; xmkð Þ and k ¼ 1; 2; . . .p. g classes are contained in the intersection
set and the center of classes is f ¼ f1; f2; . . .; fg

� �
. The index of center of classes

may be represented by fi ¼ f1i; f2i; . . .; fmið Þ where i ¼ 1; 2; . . .; g and then the steps
of sub-area partitioning of fuzzy clustering analysis can be described as follows:

Step 1: Calculating indexes.
Step 2: Initializing partitioning: preliminarily divide all intersections into g sub-

areas and let the indexes of key intersections be the initial clustering
center f 0i . Determine each intersection’s weight of the sub-area, i.e., initial
membership matrix u, u ¼ uikð Þg�p; uik 2 0; 1½ �, and Pg

i�1 uik ¼ 1.
Step 3: Iteration: Continually update and optimize the clustering center and

membership matrix to obtain the best scheme.
Step 3.1: Update membership degree according to the following rules.

If k xk � f li k [ 0; then ulþ1
ik ¼ 1

Pg
j¼1

kxk�f li k
kxk�f lj k

� � 2
a�1

If k xk � f li k¼ 0; then ulþ1
ik ¼ 1

ð28:5Þ

where uik represents the weight of intersection k being a member of the
control sub-area; a� 1 (2.0 taken in this paper); l is number of iteration
steps.
Step 3.2: Update clustering center: calculate the clustering center
according to the Eq. (28.6).

f li ¼
Pp

k¼1 ulik
� �a

xkPp
k¼1 ulik

� �a ð28:6Þ
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Step 4: Judge convergence: if the membership matrix ul satisfies requirement of
convergence, stop circulating.

Step 5: Divide sub-areas: after the above four steps, two series, the clustering center
and membership degree, can be obtained, U ¼ u1; u2; . . .; ul

� �
and

F ¼ f 1; f 2; . . .; f l
� �

. Theminimum u�; f �ð Þ of index value J u; fð Þ is obtained
from these two series and the index value J u; fð Þ is defined as below:

J u; fð Þ ¼
Xm
k¼1

Xg
i¼1

uikð Þak xk � fi k2 ð28:7Þ

According to u�; f �ð Þ, control sub-area partitioning can be obtained.
J u; fð Þ is the weighted sum of square of distances from sample xk to each
clustering center fi with the weight being uikð Þa where uik is the membership
degree of the intersection Xk as a member of class i. Square error clustering
criteria is actually used for J u; fð Þ. Therefore, the best fuzzy partition
should be the stable point of minimum variance of J u; fð Þ and the stable
point is the corresponding point of min J u; fð Þf g.

Step 6: delay analysis.

28.3 Example Analysis

An application research is done based on the network as shown in Fig. 28.2 where
Numbers are intervals of intersections. The network includes two perpendicular
trunk roads KH and AC and 7 branch roads. Tables 28.1 and 28.2 are traffic data of
road network in time period of t1 and t2.

Fig. 28.2 Road network
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Sub-areas are partitioned by two methods. One is based on FCM, the other is the
traditional qualitative method based on period, distance, and traffic flow. The results
are obtained shown by Table 28.3.

Signal coordination control is realized in the same sub-area with same signal
period and phase difference to obtain the delay of each intersection. The total delay
of vehicles based on FCM algorithm is 1855.69 s while it is 2721.7 s based on the
traditional method. So the method based on FCM algorithm is effective.

Table 28.1 Traffic data in time period t1 of regional road network

Intersection Period
C (s)

Green light
time (s)

Traffic flow
of green time
(pcu/h)

Arriving
rate (pcu/h)

Leaving
rate
(pcu/h)

Number of
vehicles in a
period (pcu)

A 120 66 730 793 747 25

B 94 52 684 733 700 18

C 132 70 966 1056 977 36

D 90 50 422 471 432 11

E 98 56 837 897 850 24

F 84 40 345 379 367 9

G 95 50 776 813 790 21

H 68 40 709 763 724 14

I 88 48 669 699 680 17

J 66 38 552 580 561 10

K 63 36 523 559 538 10

Table 28.2 Traffic data in time period t1 of regional road network

Intersection Period
C (s)

Green light
time (s)

Traffic flow
of green
time (pcu/h)

Arriving rate
(pcu/h)

Leaving rate
(pcu/h)

Number of
vehicles in a
period (pcu)

A 114 71 718 713 677 28

B 101 49 644 773 670 13

C 142 73 908 1356 897 35

D 79 49 382 401 453 18

E 84 57 767 808 861 25

F 79 40 385 317 372 9

G 106 57 737 837 700 25

H 61 34 714 768 727 16

I 95 43 637 649 661 15

J 71 41 507 556 571 12

K 58 40 492 534 598 7
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28.4 Conclusions

Sub-area partitioning is the foundation of regional traffic control. The sub-area
partitioning method based on Fuzzy C-Means is proposed in the paper. The
experiment results show this method is effective (Fig. 28.3).
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Chapter 29
Research on Water Quality Monitoring
Section Optimization Based
on Multi-agent Model

Sen Peng, Xiaofeng Lian, Xiaoyi Wang and Jiping Xu

Abstract In order to conduct reasonable and effective water quality (WQ) section
monitoring of lakes, water reservoirs, and rivers this paper presents a multiagent
model to optimize the WQ monitoring sections. First, the paper establishes a nor-
malized matrix based on the original WQ monitoring data and from the data
extracted principal/nonprincipal components as effective WQ features. Then, multi-
WQ-agents model is built including comprehensive evaluation scores (CES) of
principal/nonprincipal components in each WQ-agent and interaction rules of WQ-
agents on the basis of the multiagent theory, in which the adjacent WQ-agents can be
merged or split according to the similarity of CES. Therefore, the research realizes
merge in the coarse segmentation of all WQ-agents, called as Agent#. On the con-
dition that the number of Agent#s is smaller than the predefined threshold, the
Agent#s would be spilt further in the fine segmentation, called as Agent*s. Finally, the
central points of Agent* are selected as the measuring samples of WQ monitoring
sections. The result shows that multiagent model can improve the monitoring quality,
cut cost, and provides a creative measure of WQ monitoring section optimization.

Keywords Water quality monitoring � Section optimization � Multi-WQ-Agent
model � Coarse/fine segmentation

29.1 Introduction

Water is essential for living creatures which is necessary for living and production
[1]. WQ monitoring is of great significance in prevention and control of pollution in
water bodies [2]. It is a complicated system engineering to assess variations of
water quality [3] by monitoring and measuring water pollutant type, concentration,
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and trends. The choice of WQ monitoring sections is generally considered of
monitoring purpose and section type. Traditional lake monitoring sections were
distributed in average size, and the center of each grid is taken as the measuring
point. It is simple, but the traditional monitoring sections always have the same or
similar results to the adjacent waste monitoring resources. Therefore, optimization
is necessary. The purpose of section optimization is getting the best overall function
with minimum cost and maximum efficiency [4, 5]. This method is based on
multiagent can reduce the redundant construction and reflect the overall water
conditions objectively.

This paper proposes multi-WQ-agents optimization model based on the inter-
action of the WQ-agents simulating the process of WQ monitoring section opti-
mization. Intelligent WQ-agents can perceive the environment through sensors, act
on the environment through effectors, and communicate with other agents. Agent
model simulation can better grasp the relationship and interactive collaboration
among agents [6]. In this paper, the method according to multiagent constructs a
multi-WQ-agent model with two elements calculated by PCA, then determines
similar degree of adjacent WQ-agents through collaboration and communication,
and finally realizes the optimization of WQ monitoring sections by WQ-agents’
merger and split in coarse and fine segmentation separately.

29.2 WQ-Agent Model Based on PCA

PCA is a statistical analysis method mapping to low-dimensional space from high-
dimensional data, and the integrated indicators of principal components are inde-
pendent. PCA can not only simplify the evaluation system, but also reduce the
overlapping and redundancy of information. This analysis has certain superiority in
comparability, quantitative, and qualitative analysis of integration degree, and the
selection of index weight. PCA is used to analyze various factors and the CES of
the principal/nonprimary components is taken as element of multi-WQ-agent
simulation model.

29.2.1 The Basic Principle of PCA

Let x1; x2; . . .; xn are initial variables. Some principal variables z1; z2; . . .; zpðp\nÞ
can be selected by the PCA method, in which the ith component is expressed as
zi ¼ li1x1 þ li2x2 þ � � � þ linxn, and l is the weight of initial variables. zi and
zj i 6¼ j; i; j2½1;m�ð Þ are independent, where z1 is the component with largest vari-
ance of all the linear combinations with respect to x1; x2; . . .; xn; z2 is the component
with largest variance of all the linear combinations with respect to x1; x2; . . .; xn
irrelevant with z1; similarly, zp is the component with largest variance of all the
linear combinations with respect to x1; x2; . . .; xn irrelevant with z1; z2; . . .; zp�1 [7].
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The overall procedure of PCA calculation is described as follows [8]:

1. Construct the original variable matrix X.

X ¼
x11 x12 � � � x1n
x21 x22 � � � x2n
..
. ..

. ..
. ..

.

xm1 xm2 � � � xmn

2
6664

3
7775 ð29:1Þ

2. To eliminate the impact of the original data’s dimension and order of magnitude,
use the Z-score transformation to standardize matrix X:

x
0
ij ¼

xij � �xj
Sj

ð29:2Þ

where
xij an element of matrix X

�xj ¼ 1
m

Pm
i¼1

xij
mean of all the elements

Sj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

m�1

Pm
i¼1

xij � �xj
� �2s

variance of all the elements

3. Calculate correlation matrix R of the normalized data, then calculate matrix R’s
eigen value kiði ¼ 1; 2; . . .; nÞ and corresponding eigenvectors li ¼ ðli1; li2;
. . .; linÞ, Where λi is variance of component zi.

4. Calculate the contribution rate ei ¼ ki
�Pn

i¼1 ki
, and determine the number of

principal components according to the cumulative variance contribution rate
a ¼ Pp

i¼1 ei (α ≥ 85 %, normally), where p is the number of principal
component.

5. Determine the expression of principal component ziði ¼ 1; . . .; pÞ:
6. Determine the comprehensive CES of principal/nonprincipal components

Z ¼ Pp
k¼1

ekzk

Z ¼ Pn
k¼pþ1

ekzk

8>><
>>:

ð29:3Þ

ek ¼ kk
k1þk2þ���þkp

; if k� p

ek ¼ kk
kpþ1þkpþ2þ���þkn

; otherwise k[ p

(
ð29:4Þ

If k ≤ p, ek indicates weight of principal component, i.e. variance contribution
rate of principal component; Otherwise, it indicates weight of nonprincipal
component weight.
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29.2.2 WQ-Agent Model

In general, the basic structure of the agent can be classified into three types:
Deliberative agent, reactive agent, and hybrid agent [9, 10]. A WQ-agent presented
in this paper, as a hybrid agent, is able to make decision and response intelligently
based on the water environment. Figure 29.1 shows the model of the WQ-agent.

WQ-agent can perceive WQ parameters measured by special sensors, act on the
environment through deflectors, and communicate with other WQ-agents. More-
over, each WQ-agent with its own knowledge, objectives, and competencies can
calculate the CES of principal and nonprincipal component by PCA method
mentioned above as two elements of WQ-agent model, i.e., Z and Z. WQ-agent
simulation system constructed in this paper is a system composed of multiple
WQ-agents which can interact with each other.

29.3 Multi-WQ-Agent Partition Criteria and Optimization

29.3.1 Multi-WQ-Agents Model

WQ-agent Simulation System (ASS) is defined as a quadruple [11, 12]:

ASS ¼ Agents; EP; Rp; Rc
� � ð29:5Þ

where

• Agents ¼ Agent1; Agent2; . . .; AgentNf g, means a set of WQ-agent for water
monitoring section, in which the number of agents is N.

• EP ¼ fpH; EC; TD; DO; AN. . .g, means WQ monitoring parameters, includ-
ing PH, electrical conductivity, turbidity degree, dissolved oxygen, ammonia
nitrogen, etc.

Water Environment

Other WQ-Agents

Monitoring

Modeling Comm. Decision

Action
WQ-Agent

Fig. 29.1 Schematic diagram
of WQ-Agent
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• Rc¼ Agenti; Agentjh ijAgenti2Agents ^ Agentj2Agents ^ SðAgenti; AgentjÞf
i; j2Ng, is a connection relationship set, in which S(x, y) is true if there has a
connection relationship between x and y, otherwise, false.

• Rp¼ Agenti; Agentjh ijAgenti2Agents ^ Agentj2Agents ^ PðAgenti; AgentjÞf
i; j2Ng, is a parent-child relationship set, in which P(x, y) is true if there has a
parent-child relationship between x and y, otherwise, false.

As shown in Fig. 29.2, basic structure of multi-WQ-agent model is a three-layer
hierarchical structure consisting of original agent, coarse segmentation agent, and
fine segmentation agent, record as Agent, Agent#, and Agent*, respectively, in
which N < K < M. There are two elements in an original agent, i.e., Z and �Z;
connection means Agents belong to the relationship set Rc in L0; parent−child
means the agents belong to the set Rp exist the subordinate relationship.

29.3.2 Layer L0–L1: Coarse Segmentation Model

Layer L0–L1 is the primary phase for the section optimization. In L0, Z is taken as
the evaluation parameter. If there is high similarity between two adjacent agents,
they would be merged together. Thereby, according to the coarse segmentation
method, Agent# (the number is N) can be obtained from all of Agents (the number is
M) as follows:

L0: Set an array Z ¼ ½Z1; Z2; . . .; Zi; . . .; ZM �, in which each element is the CES
of principle component of each Agent. In addition, the evaluation threshold for
similarity is set as ε.

Original
Section1

Coarse
Segmentation

Section1

Coarse
Segmentation

SectionN

Original
SectionM

Original
Sectioni

Fine
Segmentation

Section1

 Agent Connection Parent-child

L0
Agent

L1
 Agent #

L2
Agent*

... ...

...

...Fine
Segmentation

Section2

Fine
Segmentation

SectionK

Fig. 29.2 Multi-WQ-agent organizational structure
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Initialize coarse segmentation sections’ number N = 1
for i=1 to M
initialize a=0;
for j=i to M

if i jz z ε− ≤ & <Agenti and Agentj are adjacent> then

S(Agenti,Agentj) =1;
else S(Agenti,Agentj) =0 and set a=1;

end for j
#

Agenti Agent N∈
if a=1 then N=N+1;
end for i

Finally, we can get the number of Agent# in L1.

29.3.3 Layer L1–L2: Fine Segmentation Model

After the procedure of coarse segmentation, if the number of Agent# N is less than
the predefined number, the fine segmentation should be implemented in the process
of layer L1 to L2. Now, �Z is taken as the evaluation parameter from Agent in L0, the
detail as follows:

L1: Set an array �Z ¼ �Z1; �Z2; . . .; �Zi; . . .; �ZM½ �, in which each element is the CES
of nonprinciple component of each Agent. In addition, the evaluation threshold for
similarity is set as ξ.

Initialize fine segmentation sections’ number 1K =
for i=1 to M
initialize b=0;
for j=i to M

if
i j

Z Z ξ− > then S(Agenti,Agentj) =0 ;

if S(Agenti,Agentj) =0 then b=1;
end for j

*
Agenti Agent K∈
if b=1 then K=K+1;
end for i

Thus we can get the numberK of Agent* in L2, which satisfies the constraint of the
predefined threshold. Next, by calculating the arithmetic mean, the location of each
monitoring section can be determined, that is, the final optimized WQ monitoring
section is the center of each monitoring region.
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29.4 Experimental Results and Analysis

As an example, Beihai Lake in Beijing is chosen to illustrate the procedure of
monitoring section optimization. First, according to the size, we divide the Beihai
Lake into nine grids averagely, and the center of each grid is set as the sample point
of monitoring section; nine water quality parameters including PH, electrical con-
ductivity, turbidity degree, dissolved oxygen, ammonia nitrogen, transparency, total
nitrogen, total phosphorus, and chlorophyll are collected separately by water sur-
veillance ship. Then, using SPSS software, the principal/nonprincipal components
can be calculated from the above WQ parameters which are analyzed by PCA
method. The variance contribution rate of principal/nonprincipal components can
be obtained in Table 29.1.

As shown in Table 29.1, comprehensive variance contribution rate of the first
four principal components reaches 87.16 %, means that 87.16 % information of
original variables is offered and the rest is offered by the nonprincipal components.
The weight of WQ parameters in each component is shown in Table 29.2, through
which the value of components z can be calculated.

Therefore, CES can be calculated by Eq. 29.6, and the results are shown in
Table 29.3.

Z ¼ e1z1 þ e2z2 þ e3z3 þ e4z4
Z ¼ e5z5 þ e6z6 þ e7z7 þ e8z8

�
ð29:6Þ

According to the value Z in coarse segmentation, Beihai Lake is divided into
four Agent#s from nine Agents. For the predefined threshold five is larger than four,
then it is divided into five Agent*s according to the value �Z in fine segmentation
following.

Table 29.1 PCA analysis of the total variance of WQ parameters

Component
index

Initial eigenvalues Extraction loaded sum of squares

Total Variance
percentage

Cumulative Total Percentage of
variance

Cumulative

1 2.716 30.174 30.174 2.716 30.174 30.174

2 2.373 26.371 56.545 2.373 26.371 56.545

3 1.826 20.293 76.838 1.826 20.293 76.838

4 0.929 10.324 87.162 0.929 10.324 87.162

5 0.582 6.465 93.626 0.582 6.465 93.626

6 0.469 5.212 98.838 0.469 5.212 98.838

7 0.070 0.777 99.616 0.070 0.777 99.616

8 0.035 0.384 100.000 0.035 0.384 100.000

9 6.073E-17 6.748E-16 100.000
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As seen from Fig. 29.3, multi-WQ-agents optimization refers to the merge and
spilt process of WQ monitoring sections. The monitoring sections of Beihai Lake
are optimized to five WQ sections from nine through coarse segmentation and fine
segmentation, in which the final layout of monitoring section is the geometric
center.

(a) (b) (c)

Fig. 29.3 Multi-WQ-agents optimization process of Beihai lake. a Original sections, b coarse
segmentation sections, c fine segmentation sections

Table 29.2 Principal component matrix

WQ Para Components

1 2 3 4 5 6 7 8

pH −0.634 0.365 0.627 −0.050 −0.175 −0.152 0.013 0.122

EC −0.098 0.826 −0.059 −0.160 0.363 −0.376 0.060 −0.054

TD 0.528 0.002 0.680 −0.359 0.260 0.236 −0.080 −0.014

DO −0.467 0.680 0.356 0.022 −0.373 0.206 −0.001 −0.106

AN 0.782 0.285 −0.301 0.308 −0.305 −0.165 −0.051 0.000

Tra −0.494 0.280 −0.722 −0.137 0.092 0.352 0.068 0.034

Chl −0.361 −0.661 0.404 0.488 0.132 −0.017 0.109 −0.047

TP 0.900 0.259 0.234 −0.058 −0.098 0.126 0.194 0.028

TN 0.112 0.657 0.107 0.645 0.290 0.197 −0.055 0.037

Table 29.3 WQ-agent elements

Agent no. 1 2 3 4 5 6 7 8 9

Z −1.58 −0.82 −0.64 −0.03 0.15 0.12 0.36 1.36 1.08
�Z 0.05 0.14 −0.05 −0.21 0.13 0.69 −0.38 0.24 −0.64
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29.5 Conclusion

This paper proposes a WQ monitoring section optimization method based on
multiagent model. Taking CES of principal/nonprincipal components as two ele-
ments, multi-WQ-agents set up a communication with each other, and the opti-
mized Agents* are obtained through coarse/fine segmentation according to the
similarity of adjacent agents. The method with layered instruction can reflect overall
WQ conditions effectively, and optimize WQ monitoring sections visually.
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Chapter 30
Load Frequency Control of Two-Area
Interconnected Power System Using Fuzzy
Logic-Based PI Control Method

Aimin An, Yixin Chen, Haochen Zhang, Fuchao Liu
and Jingjing Zheng

Abstract Load frequency control (LFC) plays an important role to maintain the
system frequency and tie-line flow at their respective scheduled values during
normal period in the power system. Generally, the conventional control strategies,
such as PI and PID control algorithms are applied for LFC in practical power
systems. However, good control performance could not be guaranteed by using
such traditional control strategies when external disturbances occur. In order to
overcome the drawbacks, fuzzy logic-based proportional integral (FLPI) controller
is proposed for an efficient LFC performance in this paper. Considering the reason
that various disturbances and uncertainty consisting of load variation, modeling
error, and structure change exist in power system, fuzzy logic modeling method is
used for improving the robust performance. And a PI control strategy based on
Ziegler-Nichols is used to eliminate or reduce the frequency deviation, tie-line
deviation, and area control error. Finally, simulation results demonstrate that the
proposed method can stabilize the two-area power system; the performance indices
including settling time and overshoots of the tie-line power and frequency devia-
tions can also be improved through the proposed method.
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30.1 Introduction

Large-scale power systems are normally composed of several control areas, the
various areas are interconnected through tie lines. The tie lines are utilized for
energy transmission or exchange between areas and provide interarea support in
case of abnormal conditions [1]. Area load changes will lead to imbalance between
power generation and power demand, and as a result it will deviate from its nominal
value. These mismatches must be corrected via supplementary control strategies
[2]. Automatic generation control (AGC) is a very important measures in power
system operation and control to ensure the performance and sufficient and reliable
electric power supply with good quality. AGC is a feedback control system that
adjusting the generator output power to remain defined frequency [3]. It is also
known as LFC, which main objective is to minimize the deviations of frequency
and tie-line power and to reduce their steady-state errors to zero and whenever there
is a change in load demands [4].

For a multiarea power system, the frequency deviations and tie-line power are
weighted together by a linear combination to a single variable called as the area
control error (ACE) [5]. In order to eliminate or reduce such changes in the
operating conditions and system parameters, a number of controllers are employed
for getting better dynamic performance. The most commonly used is conventional
proportional integral (PI) controllers [6]. However, they are slightly simple for
implementation and their performances are very satisfactory, the tuning process is
complicated and usually requires explicit parameter values. The transient response
of the system will have overshoots and undershoots, when the complexity in the
system increase due to disturbance existence. In order to improve the performance
of the system, some intelligent control strategies are proposed. The fuzzy control
rule is used to modeling the dynamics of power system considering various dis-
turbances. Fuzzy logic is imposed and it must cope up with the dynamics of the
power system. A PI controller based on intelligent system would be suitable for
controlling the system. Many researchers have used fuzzy logic controllers for load
frequency control of power system with and without nonlinearities [7–9], and, the
results are observed that the transient response is oscillatory and time to reach the
steady state is more.

Considering the reason that various disturbances and uncertainties consisting of
load variation, modeling error and structure change exist in power system; fuzzy
logic modeling method is used for improving the robust performance. And, a PI
control strategy based on Ziegler-Nichols is used to eliminate or reduce the fre-
quency deviation, tie-line deviation, and area control error. In this paper, a FLPI
control strategy is proposed to improve the dynamic performance of power system
under a sudden load changes. In the study, for simplicity purpose, the effects of
generation rate constraint (GRC) and governor dead band have not been accounted
for. The performance of the LFC is compared with conventional PI controller when
one-step load disturbance is given in either areas of the system.
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The paper is organized as follows. The Introduction is given in Sect. 30.1, and
the dynamic model of the two-area interconnected power system is presented in
Sect. 30.2. A PI controller based on Ziegler-Nichols method is presented in
Sect. 30.3. The fuzzy logic-based PI controller is proposed, and its membership
function and control rules is designed in Sect. 30.4. In Sect. 30.5, the simulation is
implemented to verify the performance of the proposed controller that applied to a
real two-area power system, and a comparison is made with the classical PID.
Finally, the conclusion is offered in Sect. 30.7.

30.2 Two-Area Interconnected Power System

LFC is used to regulate the power flow between different areas while holding the
frequency constant. In the power system, the system frequency will rise when the
load decreases; similarly, the frequency may drop if the load increases. Generally,
for power system operation, it is desirable to maintain the frequency as the constant,
ideal case is that the frequency deviation Dx is zero. The power flow through
different tie lines must be scheduled according to power demand. A conceptual
diagram of the interconnected areas is shown in Fig. 30.1.

30.2.1 Dynamic of Difference Component

In this work, two-area thermal−thermal power system will be analyzed. Each area
feeds its user pool and tie-line allows the electrical power to flow between areas
[10]. It is assumed that each area has only one equivalent generator and is equipped
with governor-turbine system. Generally, a power system with a reheated turbine
consists of four parts, governor, reheater, turbine, and generator. Their respective
dynamics are formulated as transfer function as follows: Transfer function of
governor dynamics is 1

Tgsþ 1, Transfer function of reheater dynamics is KrTrsþ 1
Trsþ 1 ,

Transfer function of turbine dynamics is 1
Ttsþ 1, Transfer function of generator

dynamics is Kp

Tpsþ 1.

Fig. 30.1 Interconnected areas in a power system
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30.2.2 Frequency Deviation, Tie-Line Power Deviation
and Area Control Error

The overall generator-load dynamic relationship between the incremental mismatch
power ðDPmech � DPLÞ and frequency deviation Dx can be expressed as

Dx ¼ Kp

Tpsþ 1
ðDPmech � DPLÞ ð30:1Þ

The total tie-line power between area-1 and area-2 can be calculated as

DPtie12 ¼ 2pT12
s

ðDx1 � Dx2Þ ð30:2Þ

Area control error indicates the power mismatch between the area load and
generation. The ACE for control area-1 and area-2 can be expressed as a summation
of frequency multiplied by a bias factor bi and tie-line power.

ACEi ¼ DPtie12 þ bDxi ð30:3Þ

Based on analysis above, the model for a two-area power system can be
expressed as shown in Fig. 30.2.

30.2.3 State Space Model of Two-Area Interconnected
Power System

The overall system can be modeled as a multivariable system in the following form

_X ¼ Axþ Buþ Rd ð30:4Þ

Fig. 30.2 Schematic diagram of two-area power system
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y ¼ Cx ð30:5Þ

where A is the system matrix, B, R, and C is the input, disturbance distribution, and
output matrices. x, u, d are state, control signal, and disturbance vectors,
respectively.

x ¼ ½Dx1;DPv1;DPr1;DPmech1;Dx2;DPv2;DPr3;DPmech2;DPtie12;�T ð30:6Þ

u ¼ ½u1; u2�
T

; d ¼ ½PL1;PL2�T ð30:7Þ

The system output is given as

y ¼ ½Dx1;Dx2;DPtie12;ACE1;ACE2�T ð30:8Þ

30.3 Conventional PI Controller Based on Ziegler-Nichols

As an efficient loop feedback mechanism widely used in industrial engineering, PI
control algorithm is also used in the power systems. The control algorithm design
involves two separate parameters, namely, proportional gain Kp and integral time
parameter Ti. The proportional action determines the reaction based on the current
error, the integral action determines the reaction based on the sum of recent errors,
and the weighted sum of these two actions is used to adjust the process via the final
control element. If the input error e(t) and output u(t) are given, the relationship
between e(t) and u(t) is

uðtÞ ¼ Kp½eðtÞ þ 1
Ti

Z

eðtÞdt� ð30:9Þ

The transfer function of a PI controller has the following form

GcðsÞ ¼ Kp þ Ki

s
ð30:10Þ

In this work PI algorithm is used as controller, and the parameters Kp and Ti are
tuned using the Ziegler-Nichols method. The Ziegler-Nichols tuning method is a
heuristic method of tuning a PID controller, and the Ziegler-Nichols tuning rule is
meant to give PID loops best disturbance rejection [11]. The calculation of the
parameter Kp and Ti in the PI controller consists of following four procedures:

step 1. Reduce the integrator gains to 0;
step 2. Increase Kc from 0 to some critical value Kp = Kc at which sustained

oscillations occur;
step 3. Note the value Kc and the corresponding period of sustained oscillation, Tc;
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step 4. Calculate the controller parameter values according to Table 30.1, and use
these parameter values in the controller.

30.4 Fuzzy Logic-Based Proportional Integral Controller

In the real world, power system contains many different kinds of uncertainties due
to unpredictable load variations, system modeling errors, and change of the power
system structure. Hence, a controller with strong robust performance is needed, and
the fuzzy control strategy is suitable for controlling this process. However, the
process manipulated fuzzy control has the steady-state error; so, it is necessary to
use the integral elements to eliminate the steady-state error, and the PI control
strategy is considered naturally.

The concept of fuzzy logic was developed by Zadeh in [1], it is a thinking
process or problem-solving control methodology incorporated in control system
engineering to control systems when some inputs are either imprecise or the
mathematical models do not exist at all. A fuzzy logic controller consist of four
section namely fuzzifier, rule base, inference engine, and defuzzifier [12]. The
proposed FLPI controller is shown in Fig. 30.2. The controller has two input

signals, namely, ACE and ACE
:

, and the output signal of the fuzzy logic controller
is the input signal of the conventional PI controller. Finally, the output signal from
the conventional PI controller called the control signal is used for controlling the
LFC in the interconnected power system. The calculation of the control action in
the FLPI controller consists of following four steps Fig. 30.3:

step 1. Calculate ACE and ACE
:

;

step 2. Convert the ACE and ACE
:

into fuzzy variables, linguistic variables such
as NB, NS, ZO, PS, PB;

step 3. Evaluate the decision rules shown in rules given below using the com-
positional rule of inference;

step 4. Calculate the deterministic input required to regulate the process.

The number of linguistic terms used for each linguistic variable determines the
quality of control which can be achieved using fuzzy logic controller. Generally, as
the number of linguistic terms increases, the quality of control improves but this
improvement comes at a cost of increased complexity on account of computational
time and memory requirements due to increased number of rules. Therefore, a
compromise between the quality of control and complexity involved is needed to

Table 30.1 The Ziegler-
Nichols rules Controllers Kp Ti

P 0:5Kc

PI 0:4Kc 0:8Tc
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choose the number of linguistic terms, each one of which is represented by a
membership function, for each linguistic variable. In this study, five linguistic terms
have been chosen for each of the three linguistic variables. The membership
functions of FLPI controller are presented in Fig. 30.4.

Fuzzy rules are conditional statement that specifies the relationship among fuzzy
variables. These rules help us to describe the control action in quantitative terms
and have been obtained by examining the output response to corresponding inputs
to the fuzzy controller. The rules, as used in this study, for the FLPI are given in

Table 30.2. If ACE is ZO and ACE
:

is PS then output y is NS (Fig. 30.3).

Fig. 30.3 Structure of FLPI
controller

Fig. 30.4 Triangular
membership functions

Table 30.2 Fuzzy control
rules ACE NB NS ZO PS PB

ACE
:

NB PB PB PB PS ZO

NS PB PB PS ZO ZO

ZO PS PS ZO NS NS

PS ZO ZO NS NB NB

PB ZO NS NB NB NB

30 Load Frequency Control of Two-Area … 303



30.5 Simulation and Discussion

Simulations were performed using the conventional PI and FLPI controllers applied
to a two-area interconnected power system as shown in Fig. 30.2 by applying
0.01 p.u MW step load disturbance to both areas. Most of the two-area intercon-
nected power system parameters are provided in the Table 30.3 and some param-
eters have modified [9, 13]. Two-performance criteria such as overshoots and
settling time were considered in the simulation for the system dynamic parameter,
frequency deviation in both the areas and tie-line power deviation.

By varying the load 0.01 in two-area with PI controller and FLPI controller, the
steady-state error is minimized to zero. From Figs. 30.5, 30.6, 30.7, 30.8, and 30.9, it
is found that conventional PI controller does not provide good control performance
and it takes more settling time to settle down the steady-state error, due to the fixed
value of PI controller. But FLPI controller provides better control performance than
PI controller, the settling time and overshoot are reduced considerably.

Table 30.3 Parameters for
interconnected power system Symbol Quantity Value

Tgi Speed governor time constant 0.08

Ri Governor speed regulation parameter 2.4

Tpi Power system time constant 20

Tti Turbine time constant 0.3

Kri Steam turbine reheat constant 0.33

βi Frequency bias constant 0.5

T12 Synchronizing coefficient 0.707

Kpi Power system gain 120

Tri Steam turbine reheat time constant 10

Fig. 30.5 The frequency
deviation of the area-1
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Fig. 30.6 The frequency
deviation of the area-2

Fig. 30.8 Area control error
in area-1

Fig. 30.7 Tie-line power
deviation in two-area
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30.6 Conclusion

In this paper, a FLPI controller is proposed for LFC of a two-area interconnected
power system. The system is disturbed by giving one-step load perturbation in
area-1 and area-2, the dynamic parameters such as frequency deviations and tie-line
power deviation are taken to verify the controller performance, which is also jus-
tified through ACE. The simulation results demonstrate that the proposed FLPI
controller performs significantly better than conventional PI controller in the areas
of settling time and overshoot. Therefore, the performance of FLPI controller better
than PI controller.
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Chapter 31
Research on the Comprehensive Analysis
and Early Warning Expressway Weather
Information System

Wenfeng Liu, Xun Li and Li Zhang

Abstract This paper reviewed the development of the road weather information
system in the developed countries and summarized the problems of its applications
on expressway in China; second, proposed a new approach to achieve the dedicated
weather information services on expressway through the in-depth data fusion of the
macro-meteorological observation and forecasting data from meteorological sector
and the road weather information system (RWIS) observation data and video sur-
veillance data from the devices along the expressway; third, described the archi-
tecture, functions, process, and interface of the comprehensive analysis and early
warning expressway weather information system; and finally, introduced the
demonstration case and its results of the system’s application on the Jing-jin-tang
expressway.

Keywords Road weather information system � RWIS � Expressway � Adverse
weather � Road safety � Traveler information services � Early warning

31.1 Introduce

Expressway is the core of the national highway network, by the end of 2012; the
mileage of expressway in China had reached 96,200 km [1], and the national
expressway network in China had basically been formed. Today and in the future,
the national expressway network is playing a more and more important role in
supporting the economic development and people travel safely and conveniently.

It is a main feature of the expressway that its severity of traffic crashes, including
the injury and death rate, is much higher than the ordinary highway. Especially
under the adverse weather conditions, it will lead to the dangerous road conditions

W. Liu (&) � X. Li � L. Zhang
Research Institute of Highway, MOT, No. 8, Xitucheng Road, Haidian District,
Beijing, China
e-mail: wenfeng@itsc.com.cn

© Springer-Verlag Berlin Heidelberg 2015
Z. Deng and H. Li (eds.), Proceedings of the 2015 Chinese Intelligent
Automation Conference, Lecture Notes in Electrical Engineering 338,
DOI 10.1007/978-3-662-46466-3_31

309



such as low visibility, road area of ice (water, snow) and slip, etc., on some highway
sections, which contains a variety of diving risks and even maybe lead to serious
accident. Statistics data shows that: On contrast with 2011, the number of deaths
had a growth due to the adverse weather conditions, and the number of deaths
caused by traffic accidents under the inclement weather conditions including rain,
snow, and fog had a 13.3 % growth in nationwide in 2012. The casualty rate of
traffic crash on expressway under fog condition is highest, which had reached 2.67
person/crash; followed by under-snow condition, the casualty rate reached 2.3
person/crash; the casualty rate in rainy season was 2.18 person/crash; and finally,
the casualty rate in cloudy and sunny days is lowest, which was closed to 2 person/
crash. While the casualty rate of traffic crash on expressway in case of road surface
with water had reached 2.38 person/crash, which was much higher than it under
other road conditions [2].

The high sensitivity of traffic on expressway to weather conditions has great
influence and constraints on the pursuit of the “high-speed, efficient, safe, and
comfortable” modern highway transport system. Under the global warming envi-
ronment, the frequency of weather disasters is increasing, and its intensity is
enhancing; it has become the maximum nonhuman factor threatening the safety of
expressway, which were weather disasters (fog, rain, icy pavement, etc.) and the
geological disasters (mudslides, landslides, etc.) caused by them. It could be
foreseeable that the impact of adverse weather conditions on expressway’s opera-
tion will be more prominent, with the continued growth of expressway mileage,
vehicle fleet, and adverse weather conditions.

31.2 Development Status and Main Problems

Road weather information system (RWIS) is a combination of technologies that
collects, transmits, models, and disseminates weather and road condition information
[3]. The application of the RWIS will reduce the negative effects of adverse weather
conditions onmobility and safety. TheRWISwill help the road authorities and normal
traveler to face the adverse weather conditions on the roads and make decisions.

Currently, more and more countries pay attention to the research and application
of the RWIS, such as the United States [3, 4], Finland [5, 6], Sweden [7, 8], etc. A
series of national or regional RWIS has been built and applied. The RWIS has been
widely used in road traffic information services, road traffic control and manage-
ment, road maintenance, and other areas. Several countries have launched or are
being undertaken to form the standards or guides of RWIS to prompt the appli-
cation of the RWIS, which include: RWIS data elements, RWIS Siting, commu-
nication, and calibration, and the RWIS information promulgating, etc.

From the 1990s, twentieth century, the RWIS stations were applied in China,
which were used in the Jing-Jin-Tang expressway between Beijing and Tianjin [9].
With the rapid development of highways (especially the expressways) in China, the
highway operation and management departments pay more and more attention to
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road safety, the demand of the travelers on the weather information services along
the highway is being increasing.

But the conventional meteorological observation and forecast methods were
mainly for planar large-scale objects, while the expressway was showing zonal
distribution characteristics, and the demand of the meteorological information
service along the expressway was dotted need. The relationship among the RWIS
information and the public travel, road traffic management, and road maintenance is
not strong; because the RWIS stations along the highway or expressway could not
provide directly the suggestion or decision of travel, traffic management, or road
maintenance in the adverse weather conditions to the traveler or the authorities,
which need the support of lots of comprehensive data processing technologies and
disposal strategy. And also, it is lack of a useful, simple, and intuitive information
system to help the local expressway or highway authorities or companies to carry
out the real-time expressway weather information collecting, transmitting, pro-
cessing, and promulgating. So that, the ability of the expressway operation and
management sector or meteorological sector to monitor, forecast, early warning,
dispose, and service on the adverse traffic weather conditions was still unable to
meet the expressway’s traveler’s needs.

31.3 Research on the Monitoring Data Fusion and Early
Warning Method of the Expressway Meteorological
States

31.3.1 Research on the Data Fusion of the Meteorological
and Expressway Management Sector

The RWIS stations along the expressway, which was constructed and operated by
the expressway management sector, could directly monitor a single point or small
area’s traffic meteorological environmental data with high accuracy; but the RWIS
station is expensive and difficult to maintain, so it was hard to layout with high
density in the large scale. However, the monitoring and maintenance teams of the
expressway management sector had accumulated many years’ data about the road
surface states in different weather conditions along the expressway.

The meteorological monitoring and forecasting works of the meteorological
sectors were mainly focus on a region, while their study on impact of the different
weather conditions on expressway’s surface states in was limited. However, the
meteorological sectors had developed many new macro-meteorological observa-
tions technologies, including: Satellite clouds observation, radar observation, etc.,
which had formed a meteorological observation grid network with high-spatial and
temporal resolution. Meanwhile, the meteorological sectors had accumulated many
years of regional meteorological historical data, and had unique forecasting and
early warning capabilities about the adverse weather conditions.
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Therefore, the paper proposed that the meteorological information service on
expressway could not only rely on the RWIS stations along the expressway, but
should be laid on the data of the RWIS stations along the expressway as a benchmark,
and highly integrated themacroeconomicmeteorological observation and forecasting
data by the meteorological sectors, then through the data assimilation and inversion to
get the road weather conditions in real-time or in next few hours.

The schematic of the in-depth data fusion method was shown as Fig. 31.1.
In Fig. 31.1, the yellow grid lines were shown the meteorological observation

grid with 1 km resolution that the meteorological sector could offer, and the red
points were the RWIS stations along the expressway supported by the expressway
management. It could effectively improve the density and accuracy of the moni-
toring data of the expressway’s meteorological states through the data assimilation
and inversion techniques on the meteorological weather observation grid. While it
could effectively ensure the accuracy of the meteorological sector’s observed data
on the specific points by the data of the RWIS stations along the expressway, the
data of the RWIS stations could be an effective and valuable reference and
benchmark for the meteorological sector forecasting the expressway surface’s state
under different weather conditions.

31.3.2 Research on the Warning Strategies of Expressway
Under the Adverse Weather Conditions

Through the comparative analysis of historical traffic accidents data and the corre-
spondingmeteorological data, this paper made clear the main type of adverse weather
conditions which had great impact on the road safety of the Jing-jin-tang expressway;
then calculated the theory speed limit value under different weather conditions,

Fig. 31.1 Schematic of the in-depth road weather information data fusion method on considering
of the ribbon characteristic of expressway
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including sunny, rain, snow, and road surface state (dry, wet, water, ice), and tested
the speed limit value by the average driver’s reaction time and braking distance under
different speeds; Finally, verified reasonable speed value under different weather
conditions through the analysis of the driver’s psychological changes under adverse
weather conditions by questionnaire, and also collected the driver’s suggestions on
the service content and manner of the RWIS on expressway network.

On the basis above, the paper adopted a hierarchical manner to divide the
adverse weather conditions into four grades: Blue, yellow, orange, and red, on
considering of the experience of expressway traffic management and control
measures; then to propose a set of safely driving behavior recommendations and
control measures corresponding to different grades, finally, formed the early
warning strategies. The early warning strategies under the first grade (grade blue)
on expressway had been shown as Table 31.1.

31.4 Development of the System

31.4.1 System Functions

The system changed the service concept and tradition of the meteorological
information in the field of transportation, used the conventional meteorological
data, including temperature, humidity, wind, pressure, precipitation, and others, to

Table 31.1 The warning strategies of expressway under the adverse weather conditions (first
grade, blue)

Grade Condition Weather conditions Warning strategies

First
grade
blue

Condition 1 200 m < visibility ≤ 500 m Fog, speed limit ≤80 km, the
vehicle spacing ≥150 m

Condition 2 One hour rainfall intensity
10.0–14.9 mm/h, or one minute
rainfall intensity 0.8–1.2 mm/min,
and 200 m < visibility ≤ 500 m

Rain, poor vision, speed
limit ≤60 km, the vehicle
spacing ≥100 m

Condition 3 (10 min) Average wind 5–6 grade
(8.0–13.8 m/s), or (10 min
maximum) gust 7 (13.9–17.1 m/s)

Wind, speed limit ≤80 km, the
vehicle spacing ≥150 m
(dangerous goods freight vehicle
is prohibited through the traffic
control expressway section)

Condition 4 Snow or sleet, (12 h rainfall
0.1–0.9 mm or 24 h rainfall
0.1–2.4 mm)

Snow, speed limit ≤60 km, the
vehicle spacing ≥100 m

Condition 5 Snow thickness <1.0 cm Covered by snow, speed
limit ≤80 km, the vehicle
spacing ≥150 m

Condition 6 Dust, 200 m < visibility ≤ 500 m Dust, poor vision, speed
limit ≤80 km, the vehicle
spacing ≥150 m
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get the practical information, including the visibility, road surface temperatures, icy
pavement, road surface conditions, highway speed limits, and others, which had
met the needs of the drivers and the expressway management sectors.

The main technical functions of the system include

• using B/S architecture, relying on the Internet for data transmission.
• being able to access multiple sources dynamic road weather monitoring data.
• being able to transfer meteorological grading rules and freedom to customize the

driving behavior according the proposed rules.
• being able to use a variety of query and statistical functions, and multiangle

comparison and statistical analysis on the historical RWIS observation data.
• being able to publish meteorological monitoring data and the driving behavior rec-

ommendation on the target expressway sections through automatic or manual mode.
• being able to communicate with the traffic flow management and control system

and the travel information service system.

31.4.2 System Architecture

The system architecture of the comprehensive analysis and early warning
expressway weather information system is shown as Fig. 31.2.

The development of the “Expressway icy & visibility forecast module” in the
Fig. 31.2 was relying on the existed weather forecast and warning system in the
meteorological sector. The module had concerned on the expressway’s linear

Fig. 31.2 The system architecture of the comprehensive analysis and early warning expressway
weather information system
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features, utilized the integrated meteorological observation data by the system,
targeted on the two key objectives: Visibility and road surface icing, which had
great impact on the travel safety on the expressway, and used kinetic and statistical
methods to achieve the relative forecast functions, then the forecasts and warnings
results would be fed back to the system.

31.4.3 System Process

The system process of the comprehensive analysis and early warning expressway
weather information system is shown as Fig. 31.3.

Fig. 31.3 The system process of the comprehensive analysis and early warning expressway
weather information system
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31.4.4 Human–Machine Interface of the System

A typical interface of the comprehensive analysis and early warning expressway
weather information system is shown as Fig. 31.4. In addition to the meteorological
monitoring and forecast data along the expressway and the surrounding area, the
system also effectively integrated the data of the video surveillance equipment
along the expressway (usually 1 point/2 km), which was constructed and operated
by the expressway management sector. The video surveillance equipment’s infor-
mation was a very helpful means for the traffic management team to intuitive feel
and understand the road meteorology state, while it could help them to make a
qualitative confirmation and judgment on the early warning weather information
more quickly and intuitive.

31.5 Demonstration Application

The Jing-jin-tang Expressway is a intercity rapid aisle between Beijing and Tianjin,
which are the two municipalities in China, its total length is 142.69 km. In October
2011, the comprehensive analysis and early warning expressway weather infor-
mation system had complete its deployment in the monitoring and management
center of the Jing-jin-tang Expressway, then began its demonstration application
(see Fig. 31.5).

Fig. 31.4 The interface of the comprehensive analysis and early warning expressway weather
information system
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In the demonstration application, the system had integrates the data of seven road
weather monitoring stations and multichannel video surveillance cameras from the
expressway operation and management sector, as well as the data of three road
weather monitoring stations, ten precipitation monitoring network nodes (BJ-RUC)
and the forecasting outputs about the wind speed, visibility, road surface temperature,
road surface conditions, and snow depth on road surface from the Beijing meteoro-
logical sector. The system could provide driving behavior’s recommendations under
adverse weather conditions for the drivers, who wanted to chose the Jing-jin-tang
expressway as their route; could conduct the statistics and comparative analysis of the
historical road weather data of the expressway, could achieve the real-time moni-
toring on the visibility and road conditions and the forecasting and early warning in
the next 3 h, the accuracy rate of the early warning had been over 90 %.

After the application of the system, the capacity and efficiency of the monitoring,
forecasting, early warning, disposal, and service under the adverse weather con-
ditions along the expressway had been effectively improved. the number of high-
way closed caused by the rain, snow, and fog had been reduced 50 %, the traffic
crashes rate of 1 hundred million vehicle kilometers under the adverse weather
conditions had been reduced 30 %, and the black point or section of road safety had
been significantly reduced. It should be noted here that these effects were the jointly
outputs of the system and other traffic management measures and technologies,
such as active traffic flow guidance technology, traffic broadcast system along the
expressway, etc.

31.6 Conclusion

The comprehensive analysis and early warning expressway weather information
system has focused on the driver’s demands on the travel safety information ser-
vices under adverse weather conditions, and combined with the characteristics and

Fig. 31.5 Demonstration application of the comprehensive analysis and early warning
expressway weather information system
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their respective advantages of the transportation and meteorological sectors, it could
effectively improve the expressway’s safety and reliability under adverse weather
conditions.
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Chapter 32
Fluctuation Analysis of Runoff Time Series
Under Coarse-Graining Network
Modeling Method

Qiang Tang, Jie Liu and HongLing Liu

Abstract Based on coarse-graining complex networks modeling method, the
fluctuation characteristic of the daily runoff series of the Yangtze River in China and
the Ocumlgee River in America are investigated in this paper, respectively. First, the
related runoff time series were transformed into discrete symbolic sequences by
coarse-graining preprocessing method, and then, related complex networks were
created. Dynamic statistical features and topology parameters of the two fluctuation
networks, such as clustering coefficient (CC), characteristic path length (CPL), and
betweenness centrality example, from 2-June to 19-June in (BC) of nodes, are
calculated and compared with each other. It can be found that, the clustering coef-
ficients of both networks are much larger than random networks with the same scale,
and both characteristic path lengths are as small as random networks with the same
scale. It indicated that the short-range correlation exists in different fluctuation
patterns of the discrete symbolic sequences obtained by the coarse-graining method.
Furthermore, it can be found that, the betweenness centrality of different node is
obvious different from each other in both networks, which means that some
fluctuation patterns have important significance and can be seen as a conversion
precursor between the various fluctuation patterns. Also, the community analysis are
also carried out and closer connections are revealed for further prediction research.
These results indicates potential value for research on short-term prediction of
runoff process.
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32.1 Introduction

Since the discovery of small-world behavior [1] and the scale-free property [2],
complex networks have attracted continuous attention [3–8]. Recently, some
methods of time series analysis by constructing a complex network have been
introduced and the study of time series, based on the complex networks, has
recently received a lot of attention. Yang et al. constructed a weighted network from
stock price time series and extracted its maximal spanning tree and understand the
structure variation of stock market by analyzing the average path length, the
influence of the center node, and the p-value for every maximal spanning tree [9].
Hu et al. built several spatial economic networks through the threshold method and
the Minimal Spanning Tree method based on annual GDP of nine economic sectors
from 1995–2010 in 31 Chinese provinces and autonomous regions and investigated
the statistical properties of these networks [10].

In the field of hydrology, characterizing complicated dynamics of runoff time
series is a fundamental problem of continuing interest. Chen and Rao investigated
nonlinearity in monthly hydrologic time series with the Hinich test [11]. Their
results indicate that all of the stationary segments of standardized monthly
temperature and precipitation series are found to be either Gaussian or linear. Some
of the standardized monthly streamflow and Palmer’s drought severity index are
found to be nonlinear. Wen Wang et al. investigated the streamflow data with four
characteristic time scales (i.e., 1 year, 1 month, 1/3 month, and 1 day) of four rivers
in order to study the character and type of nonlinearity that were present in the
streamflow dynamics. It is found that there are stronger and more complicated
nonlinear mechanisms acting at small timescales than at larger timescales [12].

In this work, we investigated the daily runoff series of two typical rivers,
including the Ocmulgee River in the United States and the Yangtze River in China,
from the view of complex networks by using coarse-graining process. Then some
dynamic statistical features and topology parameters of three fluctuation networks
corresponding to various daily runoff series, such as degree distribution, clustering
coefficient, mean path length, betweenness centrality, and inverse participation
ratio, are discussed.

32.2 The Coarse-Graining Process of Daily Runoff Series

A time series, e.g., daily runoff series, can be coarse-grained into limited and more
understandable symbolism sequence in which each symbol represents an entire
pattern of series fluctuations. Let x(t) be the runoff at time t. The fluctuation of
runoff k(t) can be defined by
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k tð Þ ¼ x t þ Dtð Þ � x tð Þ
Dt

where Δt is a time interval. Then we calculate all the moving slope of different
fluctuation (1). According to the partition methods mentioned in Ref. [13], four
feature symbols are defined as follows: r(0 < k(t) < 1), R(k(t) ≥ 1), d(−1 < k(t) < 0),
and D(k(t) ≤ −1). Here, R is violent-up meta pattern; r is common-up meta pattern;
d is common-down meta pattern; D is violent-down meta pattern. Therefore, a
runoff series is transformed into a symbolic sequence, i.e.,

S ¼ ðS1S2S3. . .Þ; Si 2 ðR; r; d;DÞ

For example, from 2-June to 19-June in 1943, the daily runoff series is: 3360,
2950, 2860, 2790, 2720, 2750, 2720, 2690, 2770, 2860, 2950, 3080, 4430, 5220,
5990, 6310, 6330, 6290, and 5790. Suppose Δt = 1 day, the corresponding
symbolic sequence is: D d d d r d d r r r r R R R R d r D.

32.3 The Construction of Complex Networks Based
on Coarse-Graining Method

For four feature symbols (R, r, d, D), we can get different string of symbol. We call a
string made of n symbols an n-string which represents different patterns of runoff
fluctuations. For example, if n = 2, there are 16 2-strings, i.e., (RR, Rr, Rd, RD, rR, rr,
rd, rD, dR, dr, dd, dD,DR,Dr,Dd,DD). After the coarse-graining process, we can get
a symbolic sequence which composed of different 2-strings. It is multivariate about
interconnections and interactions between fluctuation patterns of runoff, the contents
of interactions are message transmission of runoff; the format of interconnection is
directed; the intensity level of involvement is different. Therefore a directed weigh
networks, associated with the daily runoff series, could be constructed where a
2-string is a node. If the nodes i and j have multiple disjoint link paths, the magnitude
wij of the number of multiple disjoint paths is assigned to the edge of nodes i and j as
its weight. For example, if the network nodes are defined as 16 2-strings, the direct-
link of symbolic sequence (D d d d r d d r d d r d R R R d r D) is

Dd ! dd ! rd ! dr ! dd ! rd ! RR ! Rd ! rD

Remark: According to the literatures of Lei , Feng G-L et al., [14]: for fluctuation
Analysis of real timeseries, such as temperature time series, runoff time series,
under coarse-graining modeling method, smaller time scale behaves much better
than large scales. So 3-day fluctuation will be considered in the next section of this
brief paper.
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32.4 The Characteristics Analysis of Related Networks

The daily runoff series of two rivers are considered, i.e., the Yangtze River at
Pingshan station in China and the Ocmulgee River at Macon in the United States
from January 1, 1958 to December 31, 2007. Let Δt = 1 day, n = 3, then there are 64
fluctuation patterns, i.e., (DDD, DDd, DDr, DDR, DdD, Ddd, Ddr, DdR,…, RRr,
RRR). First, two complex networks are constructed based on above-mentioned
method from the above runoff series, respectively. Then, the clustering coefficient,
mean path length, and betweenness centrality are calculated and compared as
follows.

32.4.1 Clustering Coefficient and Characteristic Path Length

For the directed weigh networks, we can define the weighted clustering coefficient
of a given node i as: [15]

Cw
i ¼ 1

si ki � 1ð Þ
X

j;k

wij þ wik

2
aijajkaik

where ki is the degree number of node i, si is the node strength of node i, defined as

si ¼
X

j

wij

P
k[ j aijajkaik is the number of triangles including node i. The clustering coefficient

C is then given by the average of Cw
i over all the nodes.

The characteristic path length of directed networks L is defined by Newman
[16]:

L ¼ 1
NðN � 1Þ

X

i6¼j

dij

where N is the number of network nodes, dij is the distance between nodes i and j.
From Table 32.1 we can see that the clustering coefficients of networks are larger

and mean path lengths are smaller, which indicates the short-range correlation
exists in different fluctuation patterns and various fluctuation patterns have small
size group variety. The mean path length represents the conversion time from a

Table 32.1 The clustering
coefficients and characteristic
path lengths of related
networks

Networks C L

Ocumlgee 0.5128 1.6143

Yangtze 0.2176 1.6910
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fluctuation pattern to another. So mean path lengths that are less than 2 indicate
pattern conversion time is about 6 days, which has reference value for short-term
prediction of runoff process.

32.4.2 Betweenness Centrality

The betweenness centrality (BC) is used to quantify the topological importance of a
node in the network communications between each pair of nodes [14, 17, 18], i.e.,
BC at a certain node is interpreted as the net influence for a pattern of runoff
fluctuation to affect or control other patterns in global network.

Let c (i, j) be the number of the shortest pathways between a pair of nodes (i, j).
Among them, the number of the shortest paths passing through a node k is denoted
by ck (i, j) and then we have the fraction gk (i, j):

gk i; jð Þ ¼ ck i; jð Þ=c i; jð Þ

Then the BC of the node k is defined as the accumulated amount of gk (i, j) over
all pairs, i.e.,

gk ¼
X

ði;jÞ
gkði; jÞ ¼

X

ði;jÞ

ckði; jÞ
cði; jÞ

BC of every node among these networks are calculated and ranked in
Tables 32.2 and 32.3. One can see that the BC sum of the nodes ranking in first 10
reaches up to 42 % (Ocumlgee river) and 34.5 % (Yangtze river) in total BC from
Tables 32.2 and 32.3, respectively.

The betweenness centrality of different nodes (pattern) obviously behaves dif-
ferent from each other which means that some fluctuation patterns have important
significance. It can be seen as a conversion precursor between the various fluctu-
ation patterns for real runoff data analysis. It should be mentioned that, for
Ocumlgee river, the betweenness centrality of three fluctuation patterns, DDd,

Table 32.2 The betweenness centrality of different nodes of the Ocumlgee River fluctuation
networks

Node DDd RDD RRR dDd Ddd rRR rRD DDD

gk (%) 7.1722 5.3583 5.2068 3.9204 3.8575 3.5080 3.3968 3.3891

Index 1 2 3 4 5 6 7 8

Node RDR dDD ddR DDR drr … … DrD

gk (%) 3.1461 3.0411 2.8199 2.8165 2.8040 … … 0

Index 9 10 11 12 13 … … 64
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RDD, and RRR, are greater than other, which indicate the importance of rapid
increase pattern and rapid decrease pattern. For Yangtze river, the betweenness
centrality of three fluctuation patterns, DrR, Ddd, and dRr, are greater than other,
which indicate the importance of these three patterns.

Table 32.3 The betweenness centrality of different nodes of the Yangtze River fluctuation
networks

Node DrR Ddd dRr rDD DDR rRr rrR RrR

gk (%) 4.3040 4.1586 4.1351 3.6258 3.3511 3.1881 3.1429 2.9407

Index 1 2 3 4 5 6 7 8

Node DDr dDD Ddr DdR RRD … … DRd

gk (%) 2.8445 2.8004 2.5520 2.4559 2.4088 … … 0.0946

Index 9 10 11 12 13 … … 64

Table 32.4 The community analysis of the Ocumlgee River and the Yangtze River fluctuation
networks

Network type Community analysis results
(Color on line)

Ocumlgee River fluctuation networks:
where the red nodes belong to the same community, in
which the relationship between numbers and patterns
are 22(ddr), 23(ddR), 26(drr), 27(drR), 30(dRr),
38(rdd), 39(rdr), 42(rrd), 43(rrr), 46(rRd), 47(rRr),
54(Rdr), 58(Rrr)

Yangtze River fluctuation networks:
where the red nodes belong to the same community, in
which the relationship between numbers and patterns
are 22(ddr), 23(ddR), 26(drr), 27(drR), 38(rdd),
39(rdr), 42(rrd), 43(rrr)
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32.4.3 Community Analysis

In this subsection, network community analysis technique [19] is used here to
reveal some inherits of these two fluctuation networks. In Table 32.4, it can be
found that, for the Ocumlgee River fluctuation network, the connections of red
nodes ‘ddr, ddR, drr, drR, dRr, rdd, rdr, rrd, rrr, rRd, rRr, Rdr, Rrr’ appears much
closer than others, and the other green nodes are connected closer. For the Yangtze
River fluctuation network, the connections of nodes ‘ddr, ddR, drr, drR, rdd, rdr,
rrd, rrr’ appears much closer than others, and the other green nodes are connected
closer. These results certainly can be used in predicting possible fluctuation patterns
for runoff time series in real life.

32.5 Conclusions

In summary, under a new viewpoint of complex networks, the topological features
of two runoff complex networks constructed from the daily runoff series of two
rivers by preprocessing coarse graining. To analyze the dynamics of the Runoff
data, using homogenous partition of coarse graining process, the series of Chinese
and American Runoff Time Series are transformed into symbolic sequences con-
sisted of four characters (R, r, d, D). The vertices of the runoff fluctuation networks
is symbol strings, and linked in the network’s topology by time sequence. Our
research shows that the clustering coefficients of both networks are large and mean
path lengths are small. The number of characteristic path lengths indicate pattern
conversion time is about 6 days. The betweenness centrality of different nodes
behave obviously different, which means some nodes play crucial role in forming
macroscopic patterns of runoff fluctuation and affecting other patterns. The com-
munity analysis are also carried out and closer connections are revealed for further
prediction research. These results contribute to understanding the variation of runoff
process and have reference value for short-term prediction of runoff process.
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Chapter 33
Nonlinear Analysis of Typical
Hydrological Time Series Under
the Viewpoint of Visibility Graph Methods
and Its Two Modification Versions

HongLing Liu, Qiang Tang and Jie Liu

Abstract Using visibility graph, horizontal visibility graph, and limited penetrable
visibility graphmethods, which are all proposed recently to change from time series to
network graph, the hydrological time series of Umpqua river are analyzed under the
view of complex network. After the establishment of related complex networks of this
typical hydrological time series, basic network characteristics, such as degree dis-
tribution, average path length, clustering coefficient, graph density, and so on are
calculated. Furthermore, community analysis of the three types of related complex
networks are carried out. The similarities and differences of the three methods for
network analysis are proposed. Finally, basic norms for modeling hydrological time
series are proposed with comparison of the merits and drawbacks of the three
methods. Results indicate that, for real hydrological time series, the related visibility
and limited penetrable visibility networks behave obviously small-world property,
while horizontal visibility network has not. Three networks have obviously the degree
of distribution characteristics of scale-free networks. Overall, horizontal visibility
graph showing scale-free feature most obviously (heavy-tailed is not obvious), vis-
ibility graph, and limited penetrable visibility graph networks have obvious bending
head (heavy-tailed feature is more obvious). Based on the fitting results of three
degree distribution curves, it can be seen that the coefficient absolute value of hori-
zontal visibility network is the largest, which shows the sequence is of high sensi-
tivity. In addition, according to the community analysis results, the limited penetrable
visibility graph method is best for classifying withered water period, visibility graph
method’s ability is worse, horizontal visibility graph method’s ability is worst, while
through horizontal visibility graph, one can find the local minimum of hydrological
time series easily, which is also consistent with the result of degree distribution.
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Keywords Hydrological time series � Visibility graph � Horizontal visibility
graph � Limited penetrable visibility graph � Complex network

33.1 Introduction

Most hydrological time series are nonlinear, due to their complexity. It is difficult to
understand it through classical methods for uncovering its complete characteristics.
The development of nonlinear science provides new ideas and methods for people
to explore the hydrological time series. Complex network analysis is one of the
most important nonlinear analysis methods proposed in recent years. Complex
network can be used as an effective kind of abstract and description method for
complex system. For any complex system with a number of units, it can always be
abstracted into node (Units), and abstract edge (relationships between units). So, all
measured systems can be considered as a complex network system [1]. Research on
small world network model in complex networks is earlier and more. Small world
networks include classical WS smallword network model, the NW smallword
network model, Monasson smallword network model, and some other modified
versions include the BW small word network model, etc. The complex network
method provides a new perspective for the study of complex systems, it plays an
important role in understanding the complex behavior of the real system, so it is
widely applied to sociology, biology, physics, etc.

In the network construction methods in complex networks, visibility graph and
horizontal visibility graph construction methods are easy to realize and the calcu-
lation efficiency, etc. Nowadays, these methods seem to be useful for analysis of
financial time series and hydrological time series has a preliminary application, see
[1–5] and reference therein. To solve the problems existing in these two kinds of
methods (i.e., for differ same type of signals from each other, the adaptability of
noise), in Ting-ting et al. [6] proposed the so-called limited penetrable visibility
graph method, they used this method to extract statistical characteristic of complex
network parameters from conductance fluctuating signals measured from oil-gas-
water three-phase flow test. Their results show that, the characteristic parameter
combination behaves in good recognition effect [6].

In this paper, by using the three kinds of commonly used network method, we
establish complex network based on the daily runoff data of the America Oregon
Umpqua river Elkton station. By computing network static statistics, the nonlinear
properties were discussed. Also, similarities and differences between the three kinds
of algorithms to describe the actual runoff series are discussed in detail. Finally, the
advantages and disadvantages of the runoff sequence network construction methods
are given.
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33.2 Visibility Graph, Horizontal Visibility Graph,
and Limited Penetrable Visibility Graph Network
Models for Time Series

In 2008, Lacasa et al published the visibility graph method (VG) in [1]. In this
paper, for a discrete time series, the data point is defined as a network node, data
points satisfy the lines defining visibility criterion for the network edges, using the
histogram bar represented as a time sequence of data points. If the histogram bar top
is mutually visible, we consider these two points connective in the network [1]. In
2009, Luque et al proposed horizontal visibility graph (HVG), the definition of
network nodes and edges of the horizontal visibility graph is the same as the
Visibility Graph. If we can draw a horizontal line between the two points, and the
line of sight is not through the histogram of the other, then we consider the two
points are connective in the network [2]. Obviously, in the same time series, HVG
is a subnetwork of VG [3]. Limited penetrable visibility graph (LPVG) is a newly
proposed [6]. The basic idea can be described as follows. The definition of limited
across the line of sight N, the visibility criterion based on VG method provisionsly,
if two nodes are connective in the network, when and only when the times of the
two histogram bars corresponding to node connection are truncated by another
histogram is located in between is not bigger than N.

Assume that the time series for: {xi}, (i = 1,…,N), the resulting complex network
denoted as: G = 〈V, E〉, here V = {vi} (i = 1, …,N) is the set of nodes, E = {ei}, (i =
1,…,N) is the connection matrix of the network. For ease of understanding, the
three basic models are listed as follows (Table 33.1):

In this paper, therefore we select N = 1 in the next section since the noise level is
very low according to real data. By selecting random sequence X = [0.74, 0.39,
0.65, 0.17, 0.70, 0.03, 0.27, 0.04, 0.09, 0.82], three kinds of network construction
methods based on network diagram of can be shown as in Fig. 33.1.

Table 33.1 Different visibility criterion of differences between three kinds of construction
methods

Construction methods
(Henceforth)

Visibility criterion

VG If any of the i < n < j, both have xi�xn
i�n [

xi�xj
i�j , then the i node and the

j node is visual, otherwise invisible

HVG If any of the i < n < j, both have xi; xj [ xn, then the i node and the
j node is visual, otherwise invisible

LPVG Define limited across the line of sight N, visibility criterion is based
on VG method: If two nodes in the network are connective, when
and only when the times of the two histogram bars corresponding
to node connection are truncated by other histogram is located in
between is not bigger than N
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33.3 Research and Analysis of Associated Digital Complex
Network Characteristic of Daily Runoff Series

33.3.1 Analysis of Digital Characteristics of Associated
Complex Network

This section will use three kinds of methods for establishing the corresponding
associated complex network model and analysis for the America Oregon Umpqua
river Elkton station which has 1347 daily runoff data from 2008.1.1 to 2011.9.8.
Time series is listed as in Fig. 33.2.

Since most scholars believe that degree distribution parameters can be used to
measure the frequency fluctuation pattern of sequence [5], in the next section,
degree distribution of the associated networks generated by three methods are
discussed first. The degree distribution analysis results can be seen in Fig. 33.3.

Generally speaking, horizontal visibility graph shows the most obvious scale-
free feature, but the heavy tailed characteristics is not obvious. The head of VG and
HVG degree distribution was bent, but the heavy tailed characteristics seems more

Fig. 33.1 Schematic diagram of three class network construction method based on the network.
a VG, b HVG, c LPVG
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Fig. 33.2 The daily runoff data figure of Elkton station from 2008.1.1 to 2011.9.8

Fig. 33.3 The degree distribution for Umpqua river runoff series complex network using three
different methods. a The degree distribution and fitting linear equation of VG
y ¼ �1:2340x� 0:5454; b The degree distribution and fitting linear equation of HVG
y ¼ �3:4423xþ 3:2043; c The degree distribution and fitting linear equation of LPVG (N = 1)
y ¼ �1:1653x� 0:6739
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obvious. From the results of three fitting curves, one can see that, with the HVG, the
scaling coefficient absolute value approaches the maximum. HVG shows a higher
sensitivity for description of the sequence sensitive. So, only for the time series with
high fluctuations, HVG behaves better according to the results of this study.

This paper will also study the similarities and differences of other network static
statistics associated with complex network model, numerical results for some
typical characteristics of the calculation is shown in Table 33.2.

One can see from Table 33.2 that, for the corresponding associated networks,
HVG is a kind of sparse network, its network density is small, which is close to the
same scale stochastic network, and does not have the typical small world properties.
That is to say, it is with larger diameter, and its average path is longer. VG and
LPVG are typical small world networks, and its network density is large, with
smaller diameter, and the average path is shorter. The related parameters-specific
distribution map is shown in Fig. 33.3 in each sub-graph.

Finally, the basic evolution characteristics of associated network based on three
kinds of methods in the evolution point are also investigated. Due to limited space,
this paper only studies the evolution of the average path length of the related
increasing networks. By setting 1992.7.9 runoff in Umpqua river runoff series as the
starting point, we constructed the corresponding network models with three
methods, then the average path lengths of the established networks are calculated as
listed in Table 33.3.

The numerical results of Table 33.3 show that, according to the actual hydro-
logical series, the network based on VG and LPVG have obvious smallworld
characteristics, but the network obtained based on HVG does not have such
smallworld character. In Fig. 33.4, the plot and the fitting curve of L value with the
N regularity for this evolution time series is proposed. Table 33.4 gives the eval-
uation parameters for goodness of fitting.

Table 33.2 Comparative static network statistical characteristics to establish three kinds of
networks

Characteristics VG HVG LPVG

Network density 0.028 0.003 0.038

Network diameter 7.0 104.0 5.0

Average path length 2.897 20.850 2.703

Average clustering coefficient 0.755 0.493 0.788

Table 33.3 The average path length of the network model with different methods

L(N) 200 500 1000 3000 5000 7000

N

VG 2.26 3.139 3.059 3.736 3.808 4.074

HVG 10.42 22.229 15.238 22.453 19.800 21.475

LPVG (N = 1) 2.015 2.849 2.77 3.379 3.434 3.639
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Earlier studies have indicated that, if the average path length video network
showed a logarithmic growth with the network scale, we can say it is fractal
sequence [4, 5]. According to this standard, one can see that, the three kinds of
networks have a similar role in finding fractal characteristics of time sequence. One
can find Umpqua river runoff series has fractal characteristics, but VG and LPVG
are more obvious. That is to say, from the analysis of the goodness of fit of data, VG
and LPVG have better performance, HVG is not good. This also helps us in
determining whether the daily runoff series have fractal properties VG and LPVG
have a broad scope in future. Especially, in view of the strong anti-noise ability

Fig. 33.4 The average path length and curve fitting of complex network using three different
methods. a The average path length and curve fitting of VG(L1 = 0.460ln(N) − 0.014); b The
average path length and curve fitting of HVG (L2 = 2.301ln(N) + 1.807); c The average path length
and curve fitting of LPVG (N = 1) (L3 = 0.412ln(N) + 0.003)

Table 33.4 Characteristic
index the fitting curves of
L versus N under different
methods

Network methods RSS R-square Adjusted R-square

VG 0.138 0.937 0.922

HVG 64.343 0.445 0.306

LPVG (N = 1) 0.129 0.928 0.910
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LPVG, it is proposed that, for higher noise hydrological time historical data, one
can use the LPVG method. The results of HVG is not better, it is suggested that this
method should be avoided.

33.3.2 Communities Analysis of Complex Networks Based
on Three Kinds of Methods

Community structure in the network refers to the vertices of the network that can be
divided into groups, within the set of vertices connected is dense, comparison
between groups of vertices connected sparse. In the study of the nature and function
of the network, community structure has significant performance [7, 8], there are a
lot of association classification algorithms, such as the famous community detection
algorithms GN algorithm, NF algorithm et al. In addition, there are some special
research methods of community structure module. In a word, study on community
structure in the network is an important way to the network structure and function.
Figure 33.5 shows the results of communities analysis of three kinds of network
using software Gephi 0.8.2, statistical parameters are listed in Table 33.5.

From Table 33.5 one can find that, according to daily runoff series of Umpqua
river, it is divided into 15 groups based on VG method, 30 groups based on HVG
method, 11 groups based on LPVG (N = 1) method (Fig. 33.5). VG and LPVG
show scale-free properties obviously, HVG shows an obvious class of stochastic

Fig. 33.5 Community chart of three types of networks (layout is Huyifan multilayer layout).
a Community chart of VG. b Community chart of HVG. c Community chart of LPVG (N = 1)

Table 33.5 Comparative
analysis of statistical
characteristics of three types
of network communities

Characteristics VG HVG LPVG

Modularity 0.756 0.933 0.731

Modularity with resolution 0.756 0.933 0.731

Number of communities 15 30 11
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characteristics. Obviously, performance of VG and LPVG in this aspect is very
close, but LPVG seems more obvious. This result and the earlier result on the
distribution curve fitting goodness is completely consistent.

From Fig. 33.6, one can be seen clearly different node where the type of
Association, now the sequence and the runoff time diagram (Fig. 33.1) for com-
parative study. From the community classification map of LPVG, one can find that
daily runoff decreases gradually and tends to be stable from 1 to 100 nodes, so they
are in the same class. From 100 to 200 nodes, the daily runoff reduces gradually
from the stationary, so most of them are in the same class. From 200 to 300 nodes,
day unchanged runoff, stay low, so most of them are in the same class. From 300 to
500 nodes, the daily runoff data are large at first and then become smaller, but in
addition to individual mutation point, other data did not change much, so the
classification categories are more, but most of them are in the same class, mutation
into a category, from 500 to 800 nodes, except in the vicinity of the 750th node
mutations. Other daily runoff data changed small, most of them are in the same
class, mutation into a category. From 800 to 950 nodes, the daily runoff data

Fig. 33.6 Classification diagram of Community chart for three types of network (The horizontal
axis is runoff x(ti) (i = 1, 2, …, 1347), The vertical axis is the moment the corresponding node
runoff values belong to Ki (i = 1, 2, …, k) community.)
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changed small, most of them are in the same class. From 950 to 1200 nodes, the
daily runoff data gradually increase, most of them are in the same class. From 1200
to 1347 nodes, the daily runoff series gradually reduce, most of them are in the
same class. The method of catastrophe does not reflect on about the 1200th node.

In the community classification of VG, some properties is the same as LPVG,
one also see it is sensitive to mutation about the 1200th node.

In addition, by using rectangle marked the biggest club in Fig. 33.6a, c, it is easy
to see that the communities analysis of LPVG has the strongest ability to distinguish
between low flow period, VG can distinguish the two long dry season, but after the
two segment length is close, it will be the dry season misjudgment, then HVG has
distinguish ability in this respect, unable to distinguish between dry and wet season.
But it is worth noting: in the classification diagram of HVG, one can see the three
obvious breakpoints, they achieve local minima on about the 250th, 600th, 1000th
node respectively, in the three nodes, the daily runoff precisely corresponding to a
local minimum.

From the above analysis we can see, after constructing the associated networks
of the runoff series based on VG and LPVG methods, through community analysis,
by finding the biggest community, according to the association node number, it can
be seen clearly that, the runoff in the basin of the dry season and the overall
duration. after we construct the associated network runoff series based on HVG, by
analyzing local minimum value in the community distribution curve, we can found
local minima in corresponding runoff sequence. But whether can forecast this kind
of analysis based on runoff? What is the internal mechanism of emergence of the
phenomenon? These are still unknown for us all. These questions will be the future
research topics to be studied.

33.4 Conclusion and Prospect

In this paper, in the perspective of complex network, based on the three methods of
VG, HVG and LPVG which newly developed time series into a network graph
analysis, we analyze the nonlinear properties and characterization on the daily
runoff data of the America Oregon Umpqua river Elkton station. This paper first
established complex associated network on the actual acquisition of runoff time
series. Through calculation of basic network features, such as degree distribution,
average path length, clustering coefficient, network density, we discuss the non-
linear nature. Numerical computation shows that, according to the actual hydro-
logical series, the research results indicate that, according to the actual hydrological
time series, visibility and limited penetrable visibility network have obvious small-
world property, horizontal visibility do not have. In addition, the three networks
have obviously the degree of distribution characteristics of scale-free networks.
Overall, horizontal visibility graph showing scale-free feature is most obvious,
heavy-tailed is not obvious; visibility graph and limited penetrable visibility graph
have obvious bending head, heavy-tailed feature is more obvious. From the fitting
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results of three degree distribution curve can be seen that: the coefficient absolute
value of horizontal visibility network is the largest, this shows the sequence of high
sensitivity. Also, according to the community analysis, we also find that, the limited
penetrable visibility graph is good to classify withered water period, visibility
graph’s ability is bad, horizontal visibility graph’s ability is worse. Through hori-
zontal visibility graph, we can find the local minimum of hydrological time series,
this is consistent to the result of degree distribution. Results of this paper also shows
that, there are similar results in many aspects in VG and LPVG network estab-
lishing based on the real data, whether the analysis of static statistical character of
network or community analysis can obtain similar results, but HVG networks’
results with the difference between the two is relatively large, this can be very easy
to see from our earlier analysis. The most obvious is the community classification,
obviously, relatively large differences. Then whether the analysis results based on
VG have potential significance needs further research. In this paper, we do not
consider LPVG with larger N and other two kinds of networks of similarities and
differences. In the near future, we will develop some comparative research in this
area. In addition, we can analyze this kind of hydrological time series which
contains a certain noise ratio and study the three kinds of networks for nonlinear
analysis of anti-noise ability.
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Chapter 34
Path Planning in Changing Environments
Based on “Frame” Difference

Zhi Wang, Fang Xiao and Hong Liu

Abstract An effective path planner to solve difficult region problems in changing
environments is proposed in this paper. When obstacles move at uncertain speeds,
difficult regions change their characteristics accordingly. Identifying difficult
regions is a thorny issue. A novel method using “Frame” Difference (FD) is pre-
sented in this paper, which is motivated by the idea of moving object detection.
Changing regions are detected by FD and obstacle speed can be predicted quali-
tatively by counting the number of toggle points in those regions. Then, in order to
adapt to different speeds, hybrid difference algorithm (HDA) which is a hybrid of
adjacent frame difference or K-frame difference is proposed. HDA provides enough
movement information of obstacles, and leads to safe path planning. Experiments
conducted with a dual-manipulator system show that our method has lower
replanning times and higher success rate than related planners, such as capacitor
bridge builder and dynamic bridge builder.

Keywords Path planning � Changing environment � Frame difference � PRM

34.1 Introduction

During last two decades, with the development of sampling-based framework [1],
a great progress of research in static environments has been obtained, especially
rapidly-exploring randomized tree (RRT) [2] and probabilistic roadmap method
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(PRM) [3]. In static environments, many variants of randomized algorithms are
proposed for difficult region problems, like obstacle-based PRM [4], Bridge Test
[5] and Gaussian Sampling Strategy [6]. However, in changing environments, due
to the movement of obstacles in workspace (W-space), configurations occupied by
obstacles (C-obstacle) will change accordingly. As a result, roadmap cannot
accurately reflect the current state of the configuration space (C-space).

Dynamic Roadmap Method (DRM) [7], as a PRM derivative, computes mapping
from W-space to C-space (W–C mapping) to solve problems in changing envi-
ronments, instead of online collision detection. Dynamic bridge builder (DBB) [8]
is a combination of DRM and bridge Test. Although DBB performs well on narrow
passages identification, it cannot guarantee safety when obstacles are moving.
Capacitor bridge builder (CBB) [2] has been proposed as a safe path planning
method on the basis of DBB. However, CBB only identified “capacitor” bridges, it
cannot cover all of difficult regions.

In this paper, “Frame” Difference (FD) [9] is used initially in path planning. In
changing environments, continuous environments are discretized into static frag-
ments. Each fragment is considered as a “frame,” and we construct and update the
roadmap in it. In preprocessing phase, points are sampled hierarchically. Then W–C
mapping is computed with all points. In updating phase, though FD, changing
regions are detected, and the number of toggle points is counted. In order to adapt to
different speeds and provide enough movement information, hybrid difference
algorithm (HDA) is proposed. After detecting changing regions, difficult regions are
identified by bridge planner. Incremental points are activated around the safe
endpoints of bridges. The overview of our method is illustrated in Fig. 34.1.

34.2 Safe Path Planning Based on “Frame” Difference

34.2.1 Hierarchy Sampling Strategy (HSS)

In changing environments with difficult regions, planning methods need to not only
identify difficult regions accurately, but also increase sampling points in those
regions rapidly. HSS reduces the size of W–C mapping by sampling useful points,
in order to improve efficiency of path planning (Fig. 34.2).

34.2.2 Changing Regions Detection by “Frame” Difference

By comparing information with adjacent time fragments, changing regions can be
detected and movement tendency can be predicted in the next-time fragment.
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Inspired by the moving object detection based on differenced frame process [9],
continuous dynamic environments are discretized into static fragments. Each
fragment is considered as a “frame,” and we build and update the roadmap in it.

Initial roadmap 
with first level 

points (P)

W-C
mapping

Changing areas 
detection by Frame

Difference

Path
searching

Roadmap
construction

Computing
mid point (M)
of each edge

Sampling third 
level Incremental 

points (B)

Safe path planning using 
Hybrid Difference 

Algorithm

Roadmap
updating

Environment
changing

Fig. 34.1 Overview of our method

P
B

M

Fig. 34.2 Hierarchical sampling strategy. Red, yellow, green points are in first level (P), second
level (M), and third level (B), respectively
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The simple way to detect changing regions may be to calculate the difference
between previous frame and current frame, called Adjacent-FD. Changing regions
are filled with shadow in Fig. 34.3.

Dt ðpÞ ¼ Vt ðpÞ � Vt�1 ðpÞ ð34:1Þ

Here, for each p 2 P, DtðpÞ represents the difference of validity of p between
frame t and t−1. If DtðpÞ ¼ 2, it means that VtðqÞ toggles from −1 to 1. On the
contrary, DtðpÞ ¼ 2 means VtðqÞ toggles from 1 to −1. After Adjacent-FD, the
number of the toggle points is counted, denoted by Nt.

From another point of view, Nt indicates the motion amplitude of obstacles. If
the number of toggle points Nt is larger than threshold T, it means movement speed
is relatively fast. If Nt is smaller than T, it means slow and moderate.

34.2.3 Hybrid Difference Algorithm (HDA)

Adjacent-FD computed above is simple and easy to implement, but it cannot provide
enough information for slower moving obstacles. Moving slowly means inadequate
toggle points with a little information of movement tendency. For the purpose of
making motion tendency to be obvious, K-FD is chosen as an improvement.

The new algorithm called K-FD uses current frame to minus previous K frames,
respectively,

Dt
k ðpÞ ¼ Vt ðpÞ � Vt�kðpÞ ðfor each p 2 P; k ¼ 1; 2; . . .; kÞ ð34:2Þ

DtðpÞ ¼
[K

k¼1

Dt
k ðpÞ ð34:3Þ

Fig. 34.3 Changing region detection. The regions in purple represent current C-obstacle and yellow
represents their previous position. Purple with shadow presents the dangerous region and yellow
with shadow presents the safe region. Ps is the set of safe points. Pd is the set of dangerous points
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Here, Dt
k ðpÞ represents the difference of validity of p between frame t and t−k.

Dt ðpÞ is the final difference we want. As long as the difference of adjacent K frames
does exist, our method can detect it. If K is too small, motion regions are not that
obvious. However, if K is too large, the detection will be too sensitive. Drawn from
the experiments, K is set to be 3.

Algorithm 34.1:Hybrid Difference Algorithm

Input: P = p1 pn , Frame t, Frame t-1
Output: ,
1  for each point do
2    Compute Adjacent-FD:

3 Compute the number of toggle points

4 end for
5 if < threshold T then

Obstacles move fast
Compute K-FD:

6 for k K do
7
8
9 end for

10 else threshold T
11 Continue to use Adjacent-FD
12 end if 
13 if > 0 then
14
15 else if then
16
17 end if

HDA is a hybrid of Adjacent-FD and K-FD. The purpose of using it is to guarantee
the number of toggle points. When obstacles move slowly, HDA enables Nt to be
enough to build bridges by choosing K-FD. When obstacles move fast, HDA choose
Adjacent-FD as before. After HDA, we get Dt ðpÞ, which is used to classify p. If
Dt ðpÞ is positive, add p to Ps. If Dt ðpÞ is negative, add p to Pd . Dt ðpÞ ¼ 0 indicates
no difference among K frames. Details are shown in Algorithm 34.1.

34.2.4 Bridge Builder and Boosting Strategy

A Dynamic Bridge Builder with HDA is used in this paper. As shown in Fig. 34.4,
after classifying p, this kind of bridges will be flagged: One of the endpoints
belongs to Ps, colored in green, the other endpoint belongs to Pd, colored in red, and
the midpoint is in C-free, colored in yellow.
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According to safe path planning, endpoints p 2 PS are safer than other points,
because they always behind obstacles. These points are chosen to be boost, which
means incremental points around them will be activated, as shown in Fig. 34.4.
Little green points are the third-level points around safe points. This boosting
strategy makes more sampling points in safe regions, so that the path we searched
will be relatively safe in a short time.

34.3 Experiment and Discussions

To evaluate the proposed method, simulated experiments are implemented in 3D
scenario in hundreds of times. The proposed algorithm is mainly for the narrow
passages in changing environments. Only when the narrow passages are included
can reflect the superiority of it. In 3D W-space, there are two manipulators modeled
by parameters of practical 6-DOF Kawasaki manipulators (FS03 N). The dual-
manipulator system with 12-DOFs is planned to check the efficiency of algorithm in
high-dimensional C-space. Here, we use Coldet2.1, which is popular and free, to
conduct collision detection. All our experiments are performed on an ordinary
personal computer with 3.00 GHz CPU and 2 GB memory. Experimental results are
based on an average of 500 executions.

Generally, when a significant difficult region appears in W-space, C-space will
be a corresponding difficult region. Hence, the experimental scenario (Fig. 34.5a)
we set includes a number of difficult regions. It involves a rectangular board with a
hole in the middle which is placed between two manipulators. The start configu-
ration is randomized (Fig. 34.5b), and the goal configuration is a grasper docking
motion through the hole which is difficult to complete (Fig. 34.5c). The rectangular
board is always moving up and down at different speeds.

Table 34.1 shows the number of bridges built at different speed using our
method. Because of the adaptability to speed, HDA can obtain enough toggle points

Fig. 34.4 Bridge builder and
boost strategy. Bridges are
built between Ps and Pd, and
incremental points are
activated around Ps
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in changing regions, although obstacles move slowly. As shown in Table 34.1, to
different speed, the number of bridges which our method builds is almost the same.

As shown in Table 34.2, our method contributes to higher success planning rate
(SPR) and lower average replanning times (ART) than other methods in the table.
When obstacles move slowly, the number of toggle points in CBB is limited,

Fig. 34.5 a Simulation scenario. b A randomized start configuration. c A goal configuration

Table 34.1 Bridge builder
results based on HDA P Speed Num of bridges Time (s)

Max Min Ave

1000 2 153 57 99 0.0037

3 171 80 118 0.0038

4 159 68 108 0.0037

2000 2 317 172 231 0.0046

3 384 196 278 0.0048

4 346 190 259 0.0048

Table 34.2 Results of
comparison experiment
between HDA, CBB and
DRM at different speeds

Method Speed SPR ART ST

Our method 2 94.13 14.91 9.05

3 94.09 15.37 8.54

4 94.10 15.39 8.36

CBB 2 91.98 28.33 16.01

3 93.10 22.19 12.28

4 94.03 16.83 9.39

DRM 2 90.47 48.72 48.11

3 87.69 57.36 59.83

4 81.70 70.04 71.29
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leading to insufficient number of bridges. On the contrary, HDA can obtain suffi-
cient toggle points adaptively according to the speed. Although HDA need to
activate more incremental nodes, it gives rise to good performance in replanning, as
shown in the last two columns in Table 34.2. ART of our method is lower than
CBB and DRM. Meanwhile, ART of our method has no obvious change in different
speeds because of the adaptability. Moreover, compared with DRM, our bridge
builder using HDA costs less time with higher success rate.

34.4 Conclusions

Motivated by the idea of moving object detection based on differenced frame
process, our method uses “Frame” difference to detect difficult regions. A novel
hybrid difference algorithm (HDA) is presented in this paper, which is designed for
adapting uncertain speeds of obstacles in changing environments. Our method,
combined with bridge test, can identify the difficult regions fast and easily.
Experimental results in complex environment show that our method is superior to
previous methods in success planning rate (SPR), average peplanning times (ART)
and sum of time (ST). Generally speaking, HDA, as a method based on FD, is a
novel method to solve planning problems in real time.
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Chapter 35
Preliminary Design of a Flat-Staircase
Intelligent Wheelchair

Zhengchao Zhou, Juanxiu Liu and Yifei Wu

Abstract The traditional manual wheelchairs and even electric wheelchairs do not
have the function of climbing stairs, which limits freedom of the users. A flat-
staircase intelligent wheelchair is presented in this article to improve the quality of
the users’ life, making them have more space and freedom. The article firstly
introduces the mechanical structure of the intelligent wheelchair and elaborate the
stair-climbing and flat-moving principle. Then according to the concept of modu-
larization design, this article respectively puts forward the driving and controlling
scheme of stair-climbing module and flat-moving module. Afterwards, the main
controller hardware circuit based on TMS320F28335, operating lever hardware
circuit and the driving hardware circuit of stair-climbing motor and flat-moving
motor are given respectively. Next, the system software modules of the wheelchair
is put forward and underlying driving program is written to realize motor control of
brushless commutation and closed-loop speed control based on Partition PI algo-
rithm. Then the joint debugging of the intelligent wheelchair is carried on and the
test data figure is provided. Finally, the article summarizes the project and puts
forward the prospects for future work.

Keywords Intelligent wheelchair � Climbing stairs � BLDC � DSP � IPM

35.1 Introduction

Population aging is becoming one of the major crises facing the world today. At
present, China is the only country that the elderly population exceeded 200 million.
At the same time, the number of lower limb disabilities increased year by year [1].
In order to facilitate the daily lives of the elderly and lower limb disabilities, various
walking-aid devices emerged. Wheelchair becomes the most widely used walking-
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aid device because of its smart, convenient, and simple operation. However, the
traditional wheelchairs do not have the function of climbing stairs, which limits
freedom of the users. A flat-staircase biservice intelligent wheelchair is presented in
this article to improve the quality of the life of the elderly and the disabled.

Research and invention of flat-staircase biservice wheelchair has a history of
hundreds of years. Over the last decade, foreign markets have launched a variety of
commercial flat-staircase biservice intelligent wheelchairs. According to the dif-
ferent principle of stair-climbing, the flat-staircase intelligent wheelchairs are
mainly divided into wheels-set type, crawler type, and walking type [2]. But most
of these foreign wheelchairs have disadvantages of complex operation and high
price that most Chinese consumers cannot afford them. Considering the market
demand in China, it is significant to design a flat-staircase biservice intelligent
wheelchair of simple operation and stable working, which Chinese consumers can
afford. The flat-staircase biservice intelligent wheelchair presented in this article is
semi-automatic, it belongs to wheels-set type wheelchair.

35.2 Mechanical Structure

The flat-staircase intelligent wheelchair adopts wheel-leg hybrid mode in structure,
but there is no interference between the wheels and legs. Moving at grounds, the
wheelchair is controlled by users independently. The intelligent wheelchair can be
assisted by others to climb up and down the stairs. The intelligent wheelchair has a
separate structure of wheels and legs that the stair-climbing module and the flat-
moving module are designed independently [3]. The intelligent wheelchair consists
of body, stair-climbing module, ground driving rear-wheels, solid guide-wheels,
control driving device, operating lever, battery, and so on. Three-dimensional
structure of the wheelchair is shown in Fig. 35.1.

Fig. 35.1 Three-dimensional structure of the wheelchair
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The intelligent wheelchair has four flat-wheels: two universal front-wheels, two
driving rear-wheels. There are two brushless DC motors mounted in the rear-wheels
hubs. When the wheelchair moves on the ground, two groups of climbing link rods
and small rounds of the stair-climbing module adjust to the appropriate position
which the ground do not contact with. The user makes the wheelchair move on the
ground by the operating lever. The wheelchair moves straight forward and back-
ward by the synchronous speed control of the rear-wheels and it makes a turn by the
differential speed control of the rear-wheels. Profile of the intelligent wheelchair is
shown in the Fig. 35.2.

The summary of stair-climbing module principle: when rear-wheels touch the
edge of steps, the intelligent wheelchair begins the climbing mode. The helper
behind tilts the wheelchair backwards an angle, then the climbing motor drives the
transmission gear. 1st link rod and 2nd link rod revolve round clockwise their axes
at a constant speed until the 1st small round first hit the ground. 1st small round
plays a supporting role and applies pressure to the ground by the force of 1st link
rod. The wheelchair is lifted gradually until 2nd small round touches the next
step. At this time, 1st small round and 2nd small round touch the ground and the
step respectively, both have the effect of supporting and applying force. The
wheelchair is lifted again under the effect of both round until 1st link rod is
perpendicular to the ground. After that, 1st small round begins to leave the ground,
2nd small round still touches the step and plays a role of supporting lift the
wheelchair alone. Then the wheelchair is still lifted by 2nd small round and the
helper. Finally, it climbs one step successfully. Repeating the above actions, the
wheelchair climbs the stair in a way of semi-automatic [4].

Fig. 35.2 Profile of the
intelligent wheelchair
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35.3 Driving and Controlling Scheme

We put forward the driving and controlling scheme of the stair-climbing and flat-
moving module. Motor is the core part of driving transmission to work and the
basis of driving and controlling scheme. Brushless Direct Current Motor has the
advantages of small volume, small internal friction, reliable operation, good speed
performance. So we chose BLDCs as the stair-climbing motor and flat-moving
(wheel hub) motor. The climbing movement and flat movement are driven by
separate mode. The driving and controlling scheme of stair-climbing module is
shown in Fig. 35.3.

The logic commutation, speed control, current control of the stair-climbing
motor are completed by TMS320F28335. Speed feedback is realized by using
eCAP module of TMS320F28335. Hall sensor is applied to the stair-climbing
motor to measure current. Then we sample the output voltage by AD sampling
module of TMS320F28335 and achieve closed-loop current control by software.
Power amplifier of inverter bridge and current sampling are completed by Intelli-
gent Power Module (IPM) circuit. IPM is an advanced power switch device which
integrates the control, detection, protection circuit inside. The driving and con-
trolling scheme of flat-moving module is shown in Fig. 35.4.

The speed measurement chip MC33039 can achieve the frequency doubling of
hall signal. From the figure, the driving circuit that consists of MC33035 and
MC33039 is mainly responsible for production of PWM, rotor decoding, logic
commutation, closed-loop current control, and inverter driving. The main con-
trol circuit based on TMS320F28335 is mainly responsible for frequency sampling,
speed calculation, and speed adjustment.
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Fig. 35.3 Driving and controlling scheme of stair-climbing module
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35.4 Hardware Circuit

The structure diagram of the hardware circuit is shown in Fig. 35.5.
The control and driving system of this wheelchair first need to provide the

users operating lever module, operating lever module will send operation intention
and driving intention to the main control circuit through the communication circuit;
The main control circuit and the driving circuit have to complete the speed and
current closed-loop control not only of the wheel hub motors, but also of the stair-
climbing motor.

The main control circuit is the core of the controlling and driving part of the
intelligent wheelchair. Its main function is to receive the command signals from the
operating lever circuit to achieve motor control algorithm. The main control circuit
makes driving circuit drives the stair-climbing motor and flat-moving motors
running.
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35.5 Software Design

The system software module is divided into two sections: a main controller
TMS320F28335 and a operating lever controller MSP430F169. TMS320F28335
part has CAN communication module, speed control module, D/A driving module
and initialization module, speed control module includes commutation module,
speed detection module, control algorithm module, and pulse width modulation
module; MSP430F169 part includes CAN communication module, key driving
module, LCD driving module, A/D sampling module, and initialization module.
The software module division is shown in Fig. 35.6.

Speed of the motor is adjusted by Partition PI control algorithm. The theory of
Partitioned PI control algorithm is selecting the different values of PI parameter
according to different feedback error. The feedback error is divided into large error
area and small error area. At the large error area, increase the proportion value to
make the system respond quickly; At the small feedback error area, increase the
integration value to make the system work in steady state and ensure the system
accuracy. Position type PI algorithm is shown as follows:

uðkÞ ¼ KpeðkÞ þ uIðkÞ ¼ KpeðkÞ þ KIeðkÞ þ uIðk � 1Þ ð35:1Þ

Each speed adjustment has updated the output value and integral value at the
same time and limit the amplitude.
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35.6 Joint Debugging

Experiment environment and platform of physical prototype is shown in Fig. 35.7.
The ground movement debugging: when the wheelchair moves straight, the

given speed is 3 km/h, the rotational speed of wheel hub motors is 63 rpm. and the
rotational speed of internal motor is 279 rpm, the control voltages of the left and
right wheels are given 2.4 V and the directions are both forward. We get the speeds
of left and right wheels by eCAP and the speed curves are shown in Fig. 35.8.
When the wheelchair spot turn, the control voltages of the left and right wheels
are given 2.4 V but the directions are opposite. The speed curves are shown in
Fig. 35.9.

The climbing movement debugging: the wheelchair is not load-bearing and in
human assisted, the speed and error curve of the first 10 s of climbing are shown in
Figs. 35.10 and 35.11. Effects of backlash error by the transmission device, non-
uniform friction, and external adjustment of helpers, speed fluctuates greatly.

Fig. 35.7 The experiment
environment and platform

Fig. 35.8 Speed curves of
straight move
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Fig. 35.9 Speed curves of
spot turning

Fig. 35.10 Step response of
900 rpm

Fig. 35.11 Error curve of
900 rpm
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35.7 Summary and Prospect

The debugging conditions and debugging results still lags far behind the
actual climbing stairs, but debugging process verifies the feasibility of the trans-
mission scheme of climbing module in principle and it also verifies the feasibility of
control system. The above work can lay a good foundation to further improve the
climbing module [5].

Because design and development of wheelchair involves wide knowledge and
design time is short, we need to make improvement and further research on the
following aspects:

(1) By constraints of processing and assembly, it is difficult to conduct manned
test for the wheelchair prototype. Later on we can make further improvement
of materials, processing conditions and transmission size, and design test
scheme.

(2) Install the touch, visual, infrared, attitude, and position sensors to prototype
and research on information fusion, make it more user-friendly and intelligent
[6].

(3) Conduct voltage and current safety monitoring of the battery, improve power
supply scheme of the wheelchair and make it move off-line.
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Chapter 36
A New Robot Manipulator Uncalibrated
Visual Serving Control Method

Wang Niu, Liu Lang and Qiu Jing

Abstract This paper presents a new robot manipulator uncalibrated visual serving
control method, which can conduct visual feedback control under the situation that
the internal and external of camera parameters and the robot manipulator model are
unknown, as well as without real-time computing the inverse of image Jacobian.
First, the dual cameras biaxial parallel vision configuration is applied to detect the
posture of the characteristics of robot manipulator end. Then, we select the specific
feature points and lines in the image plane in order to represent the five degrees of
freedom of the robot manipulator in cartesian space and design a PI controller.
Finally, we realized the five degrees of freedom of the robot manipulator uncali-
brated visual serving control in the actual physical platform, and the experiment
results show that the effectiveness of the proposed control method under the dual
cameras biaxial parallel vision configuration.

Keywords Robot manipulator � Uncalibrated visual � Biaxial parallel vision
configuration � Five degrees of freedom � PI controller

36.1 Introduction

Robot manipulator uncalibrated visual serving refers to its through constant itera-
tion, real-time access and update the quantitative relationship between image space
and working space, as well as it has no explicit calculate the internal and external
parameters of the camera [1]. According to the number of camera in the uncali-
brated visual serving system, it can be divided into monocular vision systems,
binocular vision systems, and multipurpose vision system [2, 3]. The dual cameras
vision configuration can get the three-dimensional information of the object without
the object’s geometry information. In the article [4], Wang et al. make robot
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manipulator movement in the three-dimensional coordinate to decompose into the
depth of focus movement Z-axis in one-dimensional and XY plane motion in two-
dimensional by using stereomicroscopic vision system. Robot manipulator end is
guided by the coarse and fine level of the depth visual in order to perform circular
path tracking in the XY plane. In the paper [5], the automatically marking control
systems with dual camera orthogonal vision configuration is successfully applied to
gas bottles automatic marking by Chen. In the article [6], Harbin Institute of
Technology using the orthogonal vision configuration developed the microscopic
visual micro-manipulator control system that has been successfully used in optical
fiber butt. But the dual cameras need to meet strictly orthogonal vision configu-
ration so that it can achieve the corresponding functions in the article [4–6]. In
reference [7] Liu et al. used the Kalman filtering estimation algorithm to estimate
image Jacobian matrix and realized robot manipulator five degrees of freedom
uncalibrated visual servo control under the eye-to-hand configuration of dual
cameras. Paper [8] Assa et al. put forward the binocular camera sensor data fusion
method, which two cameras use eye-in-hand and eye-to-hand configuration, to use
ordered weighted average data fusion and extended Kalman filter algorithm to
estimate pose and improve the accuracy of estimation and robustness. But the paper
[7, 8] have to calculate the image Jacobian matrix or estimate the nonlinear map-
ping model so as to a large amount of calculation is needed. Paper [9] Chang, etc.,
calibrate the relationship between the camera and robot manipulator in advance,
complete automated assembly cell phone cover by robot using the eye-in-hand
binocular stereo vision system. Paper [10] Wang et al., designed a controller to
realize grab the target task, which track the target by the camera eye-in-hand
configuration and use the stereo vision to obtain the target depth information. But
paper [9, 10] need to calibrate the camera parameters resulting in the complexity of
uncalibrated visual serving is increased. In this paper, we proposed a new robot
uncalibrated visual serving control method, which does not need the dual cameras
strictly orthogonal and calculate the image Jacobian, as well as without estimating
nonlinear models, and experiment realized robot manipulator five degrees of free-
dom uncalibrated visual serving by directly designing the vision controller in the
image plane at last.

36.2 Vision Configuration and Camera Model

36.2.1 Vision Configuration

The dual camera eye-to-hand vision configuration and the depth information
mutually compensate each other has been used in this paper. Ideally, two fixed
cameras use orthogonal vision configuration that is shown in Fig. 36.1. The purpose
of dual camera biaxial parallel vision configuration is not to reconstruct the position
of the target in the world coordinate, but to make three-dimensional position
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information into the two-dimensional position information of two planes and to
avoid directly estimate the depth information of image features from the image
plane. But the dual cameras orthogonal vision configuration has certain limitations
in some engineering applications. Therefore, this paper proposes a dual camera
biaxial parallel vision configuration method on the basis of dual cameras orthogonal
vision configuration. The dual camera biaxial parallel vision configuration, as
shown in Fig. 36.2, is that the X-axis of each dual camera coordinate are parallel
with the world coordinate axis X, Y respectively, and the two camera rotation angle

Fig. 36.1 Orthogonal vision
configuration

Fig. 36.2 Biaxial parallel
vision configuration
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around the X-axis are ψ1 and ψ2. Compared to the dual cameras orthogonal vision
configuration, the proposed method still able to achieve robot manipulator five
degrees of freedom uncalibrated visual serving control with the camera rotate a
certain angle around the X-axis. The camera1 clockwise rotate around the X-axis
30° and the camera2 counterclockwise rotate around the X-axis 60° based on dual
camera using orthogonal vision configuration in the experiment.

36.2.2 Camera Model

The pinhole imaging model is commonly used to represent the camera model in
machine vision, that is, the central perspective projection model [6, 11], and it is
shown in Fig. 36.3. The coordinates of point P is (X, Y, Z) in the world coordinate
and the coordinates of point P is (Xc, Yc, Zc) in the camera coordinate. The coor-
dinates of the point P in the image coordinate is (x, y) and (u, v) is the pixel
coordinates of the image plane, as well as (u0, v0) is the main center point of the
pixel coordinates.

The camera coordinates (Xc, Yc, Zc) projected onto the two-dimensional image
coordinate (x, y) is available according to the central perspective projection model.

x ¼ f
Xc

Zc
; y ¼ f

Yc
Zc

ð36:1Þ

The physical size of each pixel in the X-axis is dx and in the Y-axis is dy. Then
we can change the physical coordinates (x, y) into the pixel coordinates (u, v) in the
image coordinate

u ¼ x
dx

þ u0; v ¼ y
dy

þ v0 ð36:2Þ

Fig. 36.3 Central perspective
model
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By formulas 36.1 and 36.2, we can get the transformation formula from the
camera coordinates (Xc, Yc, Zc) to the image coordinates (u, v)

u ¼ ax
Xc

Zc
þ u0; v ¼ ay

Yc
Zc

þ v0 ð36:3Þ

The posture of rigid body coordinate can represent by the fixed coordinate
system or the Euler angles, and we choice the XYZ Euler angles rotation matrix to
represent the posture of rigid body in this paper. The angle w; h; / are defined to
stand for the rigid body rotate around the X-axis, Y-axis, Z-axis of the word
coordinate respectively in Open Cv, and the expression of rotation matrix
Rx; Ry; Rz are shown in Eq. 36.4 [12].

Rx ¼
1 0 0
0 cosw sinw
0 � sinw cosw

2
4

3
5; Ry ¼

cos h 0 � sin h
0 1 0

sin h 0 cos h

2
4

3
5; Rz ¼

cos/ sin/ 0
� sin/ cos/ 0

0 0 1

2
4

3
5

ð36:4Þ

According to the matrix expression of Open cv and rotation matrix and the dual
camera biaxis parallel vision configuration in the Fig. 36.2, the homogeneous
transformation matrix Rcam1 and the translation vector tcam1 between the camera1
and the world coordinate can be expressed as formula 36.5.

Rcam1 ¼ Rxð�90� � w1ÞRzð�180�Þ ¼
�1 0 0

0 sinw1 � cosw1

0 � cosw1 � sinw1

2
64

3
75;

tcam1 ¼ 0:4 0:38 1:14½ �
ð36:5Þ

The homogeneous transformation matrix Rcam2 and the translation vector tcam2

between the camera2 and the world coordinate can be expressed as formula 36.6.

Rcam2 ¼ Rxð�180� þ w2ÞRzð�90�Þ ¼
0 �1 0

� cosw2 0 � sinw2
sinw2 0 � cosw2

2
4

3
5;

tcam2 ¼ 0:0 0:58 1:4 0½ �
ð36:6Þ

The transformation from the world coordinates (Xw, Yw, Zw) to the coordinates
(Xc, Yc, Zc) of the camera coordinate is related to the position and attitude of the
camera, which is determined by the internal and external parameters of camera. The
external parameters of the camera can be expressed as a rotation matrix Rcam and
translation vector tcam. The transformation from the world coordinates ðXw; Yw; ZwÞ
to the coordinate of the camera coordinate (Xc, Yc, Zc) represented by Eq. 36.7.
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Xc

Yc
Zc
1

2
664

3
775 ¼ Rcam tcam

0 1

� � Xw

Yw
Zw
1

2
664

3
775 ð36:7Þ

36.3 Image Feature Selection and Controller Design

36.3.1 Image Feature Selection

Image feature extraction and selection directly determine the controller design and
the stability and robustness of the closed-loop control system. Commonly used
image features such as points, lines, angles, area, images from, the optical flow field
and Fourier descriptors, etc. Local image features, for instance, point and angle are
relatively easy to extract and have a good environment adaptation ability and better
robustness. Moreover, the number of image features should be greater than or equal
to the degrees of freedom controlled by the robot manipulator in the uncalibrated
visual serving process, while robot manipulator five degrees of freedom uncali-
brated vision positioning need to select five image features at least. Therefore, the
pixel coordinates of the characteristic points P1 and the angle θ of P1P2 and U-axis
in the Image plane of Cam1 and Cam2 are selected as Image features, so the image
feature of this paper is (U1p1, V1p1, U2p1, V2p1, θ1, θ2). In addition, the magenta and
orange color block is the actual image features that we selected projected on the
image plane in the actual system. The feature angle is the angle between the line
connection magenta and orange color blocks and U-axis in the image plane and the
feature point is the position of the orange color block in the image plane. The dual
cameras projection model and the actual features on the image plane were shown in
Figs. 36.4 and 36.5, respectively.

Fig. 36.4 The dual cameras
projection model
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36.3.2 Controller Design

Robot movement synthesized by the translational component along the X, Y, Z axis
in the world coordinate. Thus, the controller design using off-line identification
method to choose the key features to represent the robot manipulator movement,
and the method is that manual control robot translate along the Xw, Yw, Zw axis and
rotation around the Yw, Zw in the target neighborhood, then obtain the identification
parameters from the collection of the sample data. According to the analysis of the
sample data, we select characteristic quantity Du1 to reflect the movement of Xw

axis, and characteristic quantity Du2 and Dv1 to reflect the movement of Yw and Zw
axes, respectively. Moreover, we chose θ1 and θ2 as a main feature quantity to
represent the robot manipulator rotate around the Yw and Zw axes, respectively.
Therefore, the controller based on image features can be described as

DXw ¼ a1Du1
DYw ¼ a2Du2
DZw ¼ a3Dv1

DRotYw ¼ a4Dh1
DRotZw ¼ a5Dh

8>>>>>><
>>>>>>:

ð36:8Þ

In this paper, a proportional-integral controller is adopted by taking the robot
needs to quickly eliminate static error converges to the desired attitude into account.

KpE þ Ki

Z
Edt � Kd qðtÞ

:

¼ s ð36:9Þ

where E is the error vector between the starting position and attitude and expec-

tations pose, and qðtÞ
:

is the Joint velocity vector. Kp is the proportional gain matrix
and Ki is integral gain matrix. Kd is the Joint velocity feedback gain matrix.

Fig. 36.5 The actual features on the image plane
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36.4 Experiment

The image Jacobian matrix method and the proposed method conduct a comparison
experiment in practical platform in order to reflect the superiority of the method
proposed in this paper. The actual physical platform and software platform are
shown in Fig. 36.6. The actual physical platform mainly composed by Denso robot
VS6556, two industrial CCD cameras, image acquisition card, industrial PC, and
terminal tools. Robot manipulator’s maximum working range is 650–850 mm and
the largest mass transportation is 6 kg with 6 degrees of freedom. The dual
industrial cameras using high-speed industrial CCD camera of Micro-vision MV-
VS078FC, which parameters contain the image resolution is 1024 × 768, with the
focal length is 8 mm, and the physical dimensions of the horizontal and vertical
pixels are 4.65 mm. The 1394 image acquisition card real-time capture the analog
video signal that output from the high-speed industrial CCD. The PC is the model
610L of Advantech IPC.

The dual high-speed cameras using biaxial parallel vision configuration was
used in this actual experimental platform. Denote the initial image feature vector in
the image plane is (53.5, 112.9, 27.0, 870.5, 707.1, 60.0) and the initial pose of the
robot manipulator end in the cartesian space is (275.6, −163.4, 453.7, −65.4, 42.4,
166.6). The desired image feature vector is (632.6, 536.8, −1.9, 520.9, 427.4, 95.7),
and the desired pose of robot manipulator end in the cartesian space is (308.8,
−260.3, 414.5, −94.1, 42.4, −178.5). After the experiment, the results show that the
image feature vector is (632.1, 537.2, −1.7, 520.3, 427.6, 95.8) and the robot
manipulator end’s pose in cartesian space is (309.1, −260.4, 415.1, −94.8, 42.4,
−179.1). In addition, the deviation vector is (−0.5, 0.4, 0.2, −0.6, 0.2, 0.1) com-
pared with the desired image feature, as well as the deviation vector is (0.3, −0.1,
0.6, −0.7, 0.0, −0.6) compared with the expectations pose in cartesian space.
According to the experimental data, we can know that the image plane point
feature’s and angle characteristic’s deviation are less than a pixel or 1° and the
cartesian spatial position’s deviation is less than 1 mm, and attitude’s deviation is

Fig. 36.6 The actual physical system and software platform
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less than 1°. In this paper, the proposed dual camera biaxis parallel vision con-
figuration, without having to calculate the image Jacobian matrix and the inverse of
the image Jacobian matrix, which has not the situation of the image Jacobian matrix
irreversible and avoid the amount of large calculation. Moreover, the deviation
curve of feature point and angle characteristics in image 1 and 2 are shown in
Figs. 36.7 and 36.8, respectively, and the position error curve and the attitude error
curve in cartesian space are shown in Figs. 36.9 and 36.10. Finally, the point feature
trajectory curve is smoothly in Cartesian space, which was shown in Fig. 36.11.

Fig. 36.7 Point deviation’s
curve in image 1 and 2

Fig. 36.8 Angle deviation’s
curve in image 1 and 2

36 A New Robot Manipulator Uncalibrated Visual Serving … 367



Fig. 36.9 Position error
curve in cartesian space

Fig. 36.10 Attitude error
curve in cartesian space
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Fig. 36.11 Point trajectory
curve in cartesian space
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36.5 Conclusion

In this paper, we proposed an uncalibrated robot manipulator visual serving control
method. First, the dual cameras biaxial parallel vision configuration was proposed
and the point and angle image features in the camera image space were selected as
image features. Then, we select the specific feature points and lines in the image
plane in order to represent the robot manipulator’s five degrees of freedom and
designed a PI controller based on the proposed vision configuration. Finally, we
verify the effectiveness and practicality of the proposed method in the robot
manipulator five degrees of freedom uncalibrated vision control in the physical
platform.
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Chapter 37
Methods Synthesis of Central Pattern
Generator Inspired Biped Walking
Control

Chengju Liu and Qijun Chen

Abstract Bio-inspired locomotion control method is one of the ways to promote
the site application of biped robots. This paper synthesizes the main idea and
structure of central pattern generator (CPG) inspired biped walking control methods
into two kinds of common strategies: joint space control methods and workspace
control methods. The key problems of these two approaches are deeply explored.
Finally, the research direction of the CPG-inspired control method is discussed. The
motivation of this paper is to synthesize the current mainly methods for biped
robots to present a practical guide to researchers and engineers interested in the
CPG-inspired control approaches.

Keywords Biped robot � Walking control � Central pattern generator (CPG) �
Joint space control � Workspace control

37.1 Introduction

According to the research discoveries, CPGs are primarily responsible for
generating coordinated, rhythmic movements of animals in real time, such as
crawling, flying, swimming, hopping, walking, and running [1]. Based on the
plausibility of CPG concept, it has attracted widespread interest in the field of
robotics. It is hoped that achieve realistic control bionic robot-like rhythmic
movement of animals, and the ability to adapt to the environment. Acting as a bio-
inspired motion control mechanism, compared to the conventional control methods,
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CPG has many features: (1) does not require accurate modeling of the control
objective; (2) can produce rhythmic signals spontaneously; (3) has self-adaptability
to the external uncertainty of the environment.

CPG-inspired control methods are first be used in the motion control bionic
robot. Many CPG models are presented, including Huxley-Hodgkin model [2],
Matsuoka model [3], etc. Inspired by lamprey’s swimming CPG, Ijspeert’s team has
studied the motion of salamander and snake robots. In the joint space of a robot, one
CPG unit was used to control one degree of freedom (DoF), and a distributed CPG
network can generate complex coordinated multidimensional output signals to
realize the swinging or serpentine locomotion [4]. Inagaki et al. [5] used Matsuoka-
based CPG control network to control the three-dimensional movement of a snake-
like robot. The successful exploration of CPG-based control projects in swimming
and crawling robots set the foundation for the biological mechanism to control the
motion of legged robots. Kimura’s group has studied the locomotion control of
quadruped robots based on neural oscillators [6]. Their studies mainly focus on
using oscillators and reflexes to generate torque control signals or phase modulation
signals in joint space to realize dynamic walking on irregular terrains.

So far there is no systematic motion system design method. Usually, for a
specific application system, the control system is explored step by step: (1) Choose
the CPG model; (2) The topology of the CPG network. The number of the oscillator
units and the coupling topology of the network; (3) Parameters analyze of the
network. Analyze the relationship of the parameters and the important qualities,
such as frequency, amplitude, phase relations between the neurons, and the
waveform of the oscillation signals; (4) How to use the output signals of the CPG
network. What quantities of the oscillation signals are used as? For torque, position
or phase et al.; (5) How to use the feedback information? Mainly solve the problem
of how to add the feedback information to the network and the effect of the
coupling term to the oscillation signals.

Recently, the biped robots have attracted more and more attentions. However,
the redundant DoFs and moving center of mass (CoM) make it challenging to
realize stable walking. During human walking, we just walk subconsciously. We do
not need to consider the lift height and the moving span of the feet. We still can
easily walk steadily, according to the biologists, which is thanks to the “nerve-
muscle-skeletal” system for the regulation of movement. In view of this, in recent
years, researchers have begun to model the CPGs biologically to investigate the
biped rhythmic motion control. Taga’s seminal contribution on neuromechanical
simulations introduces CPGs to biped robot walking control [7, 8]. Nassour et al.
[9] presented a CPG controller for the real-time balance of a simulated humanoid
robot. The behavior of the robot emerges from dynamic interactions between the
neural networks, the robot, and the simulated world. Or [10] have empirically
explored the use of neural oscillators to realize biped stable locomotion control. Aoi
and Tsuchiya [11] have proposed a locomotion control system for a biped robot to
achieve robust walking using nonlinear oscillators. Oscillators are used to generate
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the nominal trajectories of all the joints, and the nominal trajectories are modified
using sensory feedback that depends on the posture and motion of the robot to
achieve robust walking.

Summing up, there have two main difficulties exist for CPG-inspired biped
locomotion controller design: (1) Many CPG units are required to control the multi-
DoF for a biped robot, and thus, too many parameters need to be modulated in the
CPG control network. To determine the relationship of the parameters and the
oscillation signals is a between CPG unit rational connection topology structure and
parameters, is a complex optimization problem; (2) That expected CPG-inspired
control methods should have a certain self-adaption for the external environment
changes and disturbances. However, the current reported results for the academic
study of adaptive is still insufficient. Currently, most researches are mainly focused
on a class of relatively simple movement patterns bionic robot control, such as
snake-like robot. The problem for adaptive biped robot controller design has rel-
atively few successful examples.

Compared with these existing reviews, this paper brings its own contribution by
going more deeply into the technical aspects of how to use CPGs in biped walking
control. In this paper, according to our research, we synthesize the current methods
into two common methods of using CPGs in applications: joint space control
method and workspace control method. We illustrate the basic idea, control
structure as well as discuss several key issues during the application of the two
control strategies. In the conclusion part, the research directions of the CPG-based
control mechanism for robots.

37.2 Joint Space Control Methods

For the complex system of biped robots, the current CPG models do not have strong
practicability. The current study mainly stays in the simulation stage or just
rhythmic movement control for some joints of a biped robot. Currently, the mainly
used methods are joint space control methods [7, 9, 10, 12–14]. In this method, one
CPG unit is assigned to one DoF, and the distributed CPG network can generate
complex coordinated multidimensional signals used as force or torque control to
realize the coordinated motion. The architecture of this method is shown in
Fig. 37.1, CPG network is the main part of control oscillation signals.

The rationality and effectiveness of the CPG network topology design affect the
control result. Parameters optimization is very important for the entire control
system, including offline parameters optimization and online optimization of the
feedback loop.
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37.2.1 How to Use the CPG Units?

The general design method using one CPG unit is assigned to one DoF, and the
distributed CPG network can generate complex coordinated multidimensional
signals used as force or torque control to realize the coordinated motion.

The NAO robot is applied as an example to illustrate the basic idea and structure
of the joint space control method. In this example, the DoFs related to locomotion
on the two legs are only considered. Using one CPG unit to control one DoF will
result in a complex distributed CPG network. To simplify the CPG network, a
pitch-to-roll mapping link is employed. As Fig. 37.2 shows, the control signals of
the DoFs in roll plane are mapped from the inhibited neural oscillators which
controlled the DoFs in pitch plane. By optimizing the parameters of the network, all
the neural oscillators become mutually entrained and oscillating in the same period.
The final joint control signals can be obtained through amplitude transformation
and result in a walking pattern for a biped robot.

37.2.2 How to Optimize the Parameters?

The parameters adjustment is a major difficulty for the joint space control method.
In engineering applications, numerical analyze, computer simulation, and optimi-
zation methods are usually combined to explore the appropriate parameters. Finally,
during the practical application, the obtained parameters are usually be carefully
adjusted according to the actual control results. In particular, GA-based evolu-
tionary techniques are frequently utilized to search and optimize the CPG network
parameters to generate expected control signals [7, 15–17].

parameters setting

feedback 
information

(online)

Biped robot

Walking environment

CPG network walking quality 
assessment

(offline)

…... joint position 
control signals

Fig. 37.1 The architecture of
joint space control method
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37.2.3 The Existing Key Problem

The state-of-art works of CPG-inspired methods are mostly using joint space
control method. This method suits to the motion control of crawling robots such as
snake-like robots. Its CPG network generates coordinated sine or quasi-sine joint
control signals with appropriate phase relationships that realize various motion
patterns. For legged robots, such as quadruped or humanoid robots, joint control
signals are more complex than those the current CPG models can generate. With
this CPG-joint control method, the stability of a walking robot can be realized by
adjusting CPG parameters to generate appropriate coordinated joint control signals.

On the other hand, the mechanical configurations of the current robots, like NAO
robot, are not designed exactly according to the legged animals. For example, on a
robot, the joint is controlled by the motor, for a legged animal, the joint is controlled
by muscles. So we cannot control a robot completely according to the biological
mechanism.

Third, the effect of the feedback loop to the whole CPG network is very complex
for this joint space control method. Several researchers have explored some
approaches to solve the feedback design problem [8, 16, 18], however, the results of
the roles of reflection are not obvious. So how to introduce a feedback signal to the
joint space, and what form of the feedback information still need further research.

Fig. 37.2 The topology of CPG network

37 Methods Synthesis of Central Pattern Generator … 375



For biped robots, sometime, joint space control method cannot solve the
environment adaptive control problem. How to generate specific control signals by
CPG or how to combine the rhythmic signals with discrete signals will be a critical
step, otherwise it will be difficult to achieve the flexibility in walking.

37.3 Workspace Control Methods

Another control approach is to assign the CPGs to some periodic variables to reflect
the characteristics of walking gait [11, 19–22]. This method has several advantages.
Assigning CPGs to the periodic variables during robot locomotion simplifies the
connections between CPGs and feedback pathways from the environment. Walking
pattern adjustment of robots is easier to realize than the CPG-joint space control
method. This method can substantially reduce the number of CPGs and requires
less tuning of the parameters. Aoi and Tsuchiya [11], Morimoto et al. [19] have
explored the locomotion control methods in the task space of legged robots. In our
previous work [21, 22], we proposed a novel workspace control method for biped
adaptive locomotion. CPGs are used to generate toe trajectories online in workspace
for a robot rather than to generate joint control signals in joint space. The block
diagram of the proposed workspace control method is shown in Fig. 37.3. The
control system architecture consists mainly of four parts: CPG network and the
characteristics design module, perception feedback module, system parameters
optimization module, the motion engine module.

The rhythm signals are generated using CPG module and using the rhythm
signals, by design appropriate mapping function to generate periodic characteristics
of biped robots. The environmental information is perceived using through sensors,
and the information is sent to the rhythm generation module to modulate the
periodic characteristics online to realize adaptability. The motion engine is used for
mapping the adaptive characteristics to the joint space of the biped robot.

sensory
information

CPG network

periodic 

characteristics

feedback 
information

online generate

walking
environment

biped robot

workspace 
trajectory

motion 
engine

optimize
feedback 
controller

Fig. 37.3 The framework of the control system
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37.3.1 How to Use CPG Units?

For a biped robot to walk on irregular terrains, the robot should have the capability
to change the positions of the tips of its legs. At the same time, the adjustment of the
position of its CoM is very important to improve walking stability. In order to
improve the stability and adaptability, the modulation of swing foot trajectory and
CoM trajectory should be combined. So in this example, the workspace trajectory
generator is proposed based on four-coupled neural oscillators. A mapping function
is designed to map periodical oscillation signals with specific phase relationships of
the oscillator network to the swing foot trajectories. The CoM trajectories are also
generated using CPG units. Thanks to the characteristics of CPGs, the output of the
trajectory generators can be adjusted in real time.

37.3.2 How to Design the Feedback Loop?

Entraining of sensory feedback information is a key property of neural oscillators. In
this example, biological reflexes are mimicked to make the neural oscillators
autonomously adapt to different walking conditions without changing any of model
parameters except the feedback term of CPG model. Figure 37.4 shows the basic
framework of the sensory feedback paths designed in this example. The vestibulo-
spinal reflex and ZMP-based feedback are used to modulate the generated trajec-
tories in real time to improve the walking adaptability and stability. The feedback

Fig. 37.4 Overall
architecture of sensory
feedback paths
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information transformer generates the feedback signals to the neural oscillators using
sensory feedback information including the body attitude and ZMP distribution
information from the robot.

37.3.3 How to Adjust the Parameters?

Staged parameter adjusting process can be used to derive the parameters. The first
stage uses numerical simulation to analyze the effect of each parameter on the
output signal. Then, an EA-based approach is applied to realize the walking pattern
evolution for the whole system. The first stage aims to find the general relationships
between parameters and output signals through computer numerical simulation. The
connection weights are set as inhibitory connections in order to get the output
signals with desired phase relationships. After the approximate range of the model
parameters that can generate stable oscillation signals is obtained, EA-based evo-
lution method is used to optimize the system parameters for the biped walking
pattern.

37.4 Conclusion

In this paper, the application methods are synthesized as two common control
strategies to introduce: joint space control methods and workspace control methods.
Summarize and describe the main process during the engineering application, and
pointed out the existing key problems. This paper is presented to provide a better
understanding of how to use CPG concept to control biped locomotion. In this
research field, the following key research questions maybe will become the research
hot direction in the future: (1) How to design closed-loop CPGs which take sensory
feedback into account? (2) Can CPGs be integrated with state-feedback driven
control? (3) Are CPGs good choices for whole-body control and a larger class of
motor behaviors apart from locomotion?
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Chapter 38
Improved EEG Analysis Models
and Methods Using Blind Source
Separation

Fasong Wang, Zhongyong Wang and Rui Li

Abstract Noninvasive assessing the physiological changes occurring inside the
human brain is a challenging problem in biomedical engineering. These variations
can be modeled as biomedical source signals that can be measured by several types
of noninvasive brain imaging techniques such as electroencephalography (EEG). In
this paper, after the perspective of linear blind source separation (BSS) model and
characteristics of EEG are presented, the general and detailed definition of BSS
model for EEG data analysis is given. Then based on the spatial structure and
temporal or spectral information of the EEG signals, some state-of-the-art BSS
techniques that can be used for analyzing EEG recordings are reviewed. A novel
algorithm combining both high-order statistics and second-order statistics to
achieve BSS for EEG is constructed. The paper concludes by discussing the
influence of BSS for EEG research.

Keywords Blind source separation � Electroencephalogram � High-order statistics
(HOS) � Second-order statistics (SOS) � Independent component analysis (ICA)

38.1 Introduction

In order to conclude that something is wrong or that the patients have a disease
further processing is necessary. A common approach to the study of EEG is to
describe patterns in space and time and link empirical findings with anatomical and
physiological knowledge [1, 2]. Another approach that prevails in EEG signal
analysis literature is BSS [3–5]. First being studied during the first half of the 1980s
in the last century, BSS has enjoyed considerable interest worldwide only a decade
later. BSS has a wide range of engineering applications today such as geophysical
data processing, data mining, speech enhancement, image recognition, wireless
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communications, and biological signal analysis [3, 4]. All these fruits come from
the “blind” nature of the BSS problem formulation: no knowledge of mixing
process or of source waveform is assumed. The BSS problem can be considered
from different perspectives, based on various viewpoints, several hundred BSS
algorithms have been proposed over the last 20 years with more added on every
year. Generally, many methods are based on the cancelation of second-order sta-
tistics (SOS) and/or of high- order statistics (HOS). Their commonality character-
istic is a certain degree of source spatial independence in the assumption, which is
precisely modeled by the cancelation of those statistics. Both HOS and SOS have
been employed with success in EEG. They are today established for denoising/
artifact rejection, improving brain computer interfaces and for increasing the SNR
of single-trial time-locked responses [2].

38.2 BSS-Based EEG Analysis Model

Some phenomena strongly support the superposition principle of BSS [1, 2, 6],
according to which the relation between neocortical dipolar fields and scalp
potentials may be approximated by a system of linear equations. Then, let us denote
the N EEG dipolar fields with fixed location and orientation in the analyzed time
interval by the vector sðkÞ ¼ ðs1ðkÞ; . . .; sNðkÞÞT , and the observed scalp sensors
measurement vector signals by xðkÞ ¼ ðx1ðkÞ; . . .; xMðkÞÞT . The mixing can be
expressed as

xðkÞ ¼ HsðkÞ þ vðkÞ; ð38:1Þ

where the matrix H ¼ ½hij� 2 RM�N collects the mixing coefficients. However, some
weak structural assumptions are often made: for example, it is typically assumed
that the mixing matrix is square, that is, the number of source signals equals the
number of observed signals (M = N), the mixing process H is defined by an even-
determined (i.e., square) matrix and, provided that it is nonsingular, the underlying
sources can be estimated by a linear transformation, which we will assume here as
well. vðkÞ ¼ ðv1ðkÞ; . . .; vNðkÞÞT is a vector of additive noise.

The task of BSS is to recover all the original signals from the observations xðkÞ
simultaneously without the knowledge of H nor sðkÞ. Let us consider a linear feed
forward memoryless neural network which maps the observation xðkÞ to yðkÞ by
the following linear transform:

yðkÞ ¼ WxðkÞ ¼ WHsðkÞ ð38:2Þ

where W ¼ ½wij� 2 RN�N is a separating matrix, yðkÞ ¼ ðy1ðkÞ; . . .; yNðkÞÞT is an
estimate of the possibly scaled and permuted vector of sðkÞ and also the network
output signals whose elements are statistically mutually independent, so that the
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output signals yðkÞ are possibly scaled estimation of source signals sðkÞ. As shown
in [3–5], there are two indeterminacies in BSS: scaling ambiguity and permutation
ambiguity. This implies that we can recover faithfully the source waveform out of a
scale and permutation indeterminacy. The idea suits EEG well, since the waveform
bears meaningful physiological and clinical information.

Using BSS model to analyze the EEG data, one should determine an objective
function and an adequate optimization algorithm to run the computations required
by the objective function. The statistical properties (e.g., consistency, asymptotic
variance, robustness) of the BSS method depend on the choice of the objective or
contrast function (a real function of a probability distribution), whereas the algo-
rithmic properties (e.g., convergence speed, memory requirements, numerical sta-
bility) of the BSS method depend on the optimization algorithm.

38.3 SOS, HOS, and Hybrid Methods

38.3.1 SOS-Based Methods

EEG signals have a significant temporal (and spectral) structure. In this subsection
we will describe the most popular BSS algorithms that use the temporal and spectral
structure of the sources to perform the blind separation. The work using the SOS to
achieve the BSS was initiated by Féty et al. [7]. Fety’s method is based on the
simultaneous diagonalization of the correlation matrices Rxð0Þ and Rxð1Þ. Inde-
pendently, Tong et al. [8] proposed a similar technique, namely the AMUSE
(algorithm for multiple unknown signals extraction) technique, that achieves the
BSS by the simultaneous diagonalization of two symmetric matrices Rxð0Þ and
ðRxðskÞ þ R�

xðskÞÞ=2 with sk 6¼ 0. This method has been extended in [9] where a
generalized eigenvalue decomposition of a matrix pencil ðRxðs1Þ þ Rxðs2ÞÞ is
considered.

Later on, Belouchrani et al. [10] proposed the SOBI (second-order blind iden-
tification) algorithm that generalizes the previous methods to the case where more
than two correlation matrices are used. In the SOBI algorithm, the separation is
achieved in two steps; the first step is the whitening of the observed signal vector by
linear transformation. The second step consists of applying a joint approximate
diagonalization algorithm to a set of different time-lag correlation matrices of the
whitened signal vector. A variant of SOBI has been presented that allowing direct
signal separation from frequency domain data by exploiting the source correlation
properties expressed in the time domain. This algorithm is referred to as f-SOBI,
standing for “frequency domain SOBI” [11].

Numerous approaches have been proposed in recent years both for the formu-
lation of the diagonalization criterion and for the algorithms considered for its
minimization. One of the most popular and computationally appealing approach for
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the joint diagonalization of a set of matrices M1; . . .Mk is the unitary joint
approximate diagonalization (JADE) [12], which minimizes the criterion

XK
k¼1

offðBMkB�Þ ð38:3Þ

with respect to B, subject to the unitary constraint B�B ¼ I, where
offðPÞ ¼ P

i 6¼j
jPijj2.

An iterative algorithm using relative gradient technique has been considered for
the minimization of (38.3) without unitary constraint. An alternative approach for
nonunitary approximate joint diagonalization has been proposed by Yeredor (the
“AC-DC” algorithm [13]), which minimizes

XK
k¼1

Mk � ATDkA��� ��2 ð38:4Þ

without constraining A to be unitary. In (38.4), Dk represent diagonal matrices.
A computationally efficient unconstrained minimization algorithm was proposed

by Pham [14], whose target criterion is the Kullback—Leibler divergence between
the n × n operand and the diagonal matrix with the same diagonal as the operand:

XK
k¼1

kk½log det diagðBMkB�Þ � log detðBMkB�Þ� ð38:5Þ

where kk; k ¼ 1; . . .;K are positive scalar factors. This approach requires all the
target matrices to be positive definite, which limits its applicability as a generic BSS
tool. Another class BSS techniques based on SOS is the one using the maximum
likelihood principle. This method uses the Gaussian asymptotic property of the
discrete Fourier transform of the second-order stationary observations [3–5].

38.3.2 HOS-Based Methods

The HOS-based BSS methods are commonly called ICA. So we will discuss the
ICA method in this subsection. ICA is usually performed by formulating a criterion
of statistical dependence uðyÞ, referred to as contrast function or contrast and
minimizing it—sometimes referred to as minimum contrast estimation. The selec-
tion of specific contrast and numerical algorithm for its optimization gives rise to
different ICA methods. Typically, decorrelation of the data using PCA is performed
as a pre-processing stage. Some methods using orthogonal contrasts demand
explicitly uncorrelated of the data. If the number of sources equals the number of
mixtures, it is usually convenient to pose the problem as estimating the unmixing
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matrix W and W ¼ argmin
W

uðWxÞ. If M[N, the first N principal components of

x are used as the data.
Minimum contrast estimation is a general statistical estimation approach com-

monly used in ICA. Different multiunit contrast functions can be derived from
different principles such as maximum likelihood (ML), information maximization
(Informax), minimization mutual information (MMI). It can be shown that in many
cases these contrasts are equivalent [3–5].

JADE can be described as follows: the matrix W diagonalizes F(M) for any
matrix M, that is, WFðMÞWT is diagonal. For ICA model, the matrix FðgÞ is of a
linear combination of terms of the form wiwT

i .
Thus, we can take a set of different matrices Mi; i ¼ 1; . . .; k, and try to make

the matrices WFðMiÞWT as diagonal as possible. In practice, the matrices Mi

cannot be made exactly diagonal because the model does not hold exactly, and there
are sampling errors too.

The diagonality of a matrix Q ¼ WFðMiÞWT can be measured, for example, as
the sum of the squares of off-diagonal elements:

P
k 6¼l q

2
kl. Equivalently, because an

orthogonal matrix W does not change the total sum of squares of a matrix, mini-
mization of the sum of squares of off-diagonal elements is equivalent to the max-
imization of the sum of squares of diagonal elements. Thus, we could formulate the
following measure:

JðWÞ ¼
Xk
i¼1

diagðWFðMiÞWTÞ�� ��2 ð38:6Þ

where diagðgÞk k2 means the sum of squares of the diagonal. Maximization of JðgÞ is
then onemethod of joint approximate diagonalization of the F(Mi). Then the question
is how do choose the matricesMi. A natural choice is to take the eigenmatrices of the
cumulant tensor. Thus we have just n matrices that give all the relevant information
on the cumulants, but they span the same subspace. This is the basic principle of the
JADE algorithm.

Another benefit associated with this choice of Mi is that the joint diagonalization
criterion is then a function of the distributions of y = Wz. In fact, after complicated

manipulations,we canobtain JðWÞ ¼ P
ijkl 6¼iikl (cum

ð4Þ
ijklðyi; yj; yk; ylÞÞ2. In other words,

when JðgÞ is minimized, the sum of the squared cross-cumulants of the yi is also
minimized. Thus, we can interpret the method as minimizing nonlinear correlations.

38.3.3 Proposed Algorithm via Both HOS and SOS

In many cases, ICA is applied on data sets that are not simply random vectors but
multivariate time series, i.e., signals with time dependencies. However, ICA
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completely ignores any time structure and uses only the marginal distributions of
the estimated source signals. It was shown in the previous subsection, that under
some restrictions, the time dependency information alone is sufficient to estimate
the unknown source signals. Results obtained by these two different approaches to
BSS are likely to improve if one exploits at the same time the spatial and the
temporal information of the sources.

In real applications, the source signals maybe have asymmetric distribution, so
the third-order statistics is very important, a hybrid BSS method for EEG source
signals was derived in this subsection, the source signals are statistically inde-
pendent in spatial and have various temporal structures. We can construct the novel
cost function as:

J1ðWÞ ¼ xð2Þ
XP
p¼1

X
i 6¼j

ðcumð2Þ
ij ðyÞÞ2

þ xð3Þ
XP
p¼1

X
ijk 6¼ijj

ðcumð3Þ
ijkðyÞÞ2 þ xð4Þ

XP
p¼1

X
ijkl 6¼ijkk

ðcumð4Þ
ijklðyÞÞ2 ð38:7Þ

where P represents the number of the time delays. xðiÞ; i ¼ 2; 3; 4 are the weight of

second-, third-, and fourth-order statistics and
P4

i¼2 xðiÞ ¼ 1. cum
ð2Þ
ij ðyÞ, cum

ð3Þ
ijkðyÞ

and cum
ð4Þ
ijklðyÞ are the second-, third-, and fourth-order cumulants of the source

signals. Using JADE algorithm, we can optimize the above cost function and get
the ideal result.

Based on the cost function (7), we can fully depend on the second-order time
structure by setting xð3Þ and xð4Þ equal to zero and utilize the temporal structure of

the source signals by
PP

p¼1

P
i 6¼j ðcum

ð2Þ
ij ðyÞÞ2; If we set xð2Þ ¼ 0, we can derive the

high-order statistics
PP

p¼1

P
ijk 6¼ijj ðcum

ð3Þ
ijkðyÞÞ2 and

PP
p¼1

P
ijkl 6¼ijkk ðcum

ð4Þ
ijkðyÞÞ2

based ICA algorithm. If the source signals have spatial independent and temporal
structure, we set different weightsxðiÞ; i ¼ 2; 3; 4, the proposed algorithm is derived.

38.4 Conclusion and Discussion

The problems of blind separation of source signals have received wide attention in
various fields such as biomedical signal analysis and processing. Its use in EEG
literature is currently growing very fast. Applications of BSS show special promise
in the areas of noninvasive human brain imaging techniques to delineate the neural
processes that underlie human cognition functions. When applied to EEG data BSS
decomposes measured signals in a number of components. BSS implicitly estimates
their orientation and explicitly estimates their waveform (out of a sign and energy
arbitrariness) and mixing coefficients. Since checking the assumptions of the chosen
BSS model and method is virtually impossible, the most credible arguments must
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be founded upon neurophysiological knowledge, So, to extract the relevant infor-
mation for diagnosis and therapy, expert knowledge in medicine and engineering is
also required.
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Chapter 39
Stabilization in Networked Flexible Joint
Manipulator Systems

Yi Liu, Jun Liu and Jin Zhou

Abstract This paper considers the stabilization issues in networked systems of
single-link flexible joint manipulators. By using the multiinput multioutput
(MIMO) feedback linearization techniques, we present a unified procedure for
studying stabilization problems of the network consisting of N flexible joint
manipulators. Some general criteria on both local and global stabilization for such
network are proposed, and the corresponding control inputs at some specific con-
trolled nodes can be explicitly presented. The procedure shows that the networked
single-link flexible manipulator systems can always be stabilized using MIMO
linearization strategies. Finally, numerical simulations are performed to demon-
strate the feasibility and effectiveness of the proposed procedure.

Keywords Networked � Manipulator system � Stabilization � Linearization
techniques

39.1 Introduction

Controllability of various complex networks has recently become a rather signifi-
cant topic from various fields of science and engineering due to its potential
applications involving computer systems, electric circuits, manufacturing processes,
communication systems, aircraft, spacecraft, and robots [1]. In particular, stabil-
ization of networked control systems, as one of the specific form of network
controllability, has been an important issue in the design of nonlinear control

Y. Liu � J. Liu � J. Zhou (&)
Shanghai Institute of Applied Mathematics and Mechanics, Shanghai 200072, China
e-mail: jzhou@shu.edu.c

J. Liu
Department of Mathematics, Jining University, Qufu 273155, Shandong Province, China

© Springer-Verlag Berlin Heidelberg 2015
Z. Deng and H. Li (eds.), Proceedings of the 2015 Chinese Intelligent
Automation Conference, Lecture Notes in Electrical Engineering 338,
DOI 10.1007/978-3-662-46466-3_39

389



systems over the past decade. The objective of stabilization control design can be
stated as follows: Given a physical system to be stabilization controlled and the
specifications of its desired behavior, construct a feedback control law to make the
closed-loop system display the equilibrium state. In general, the feedback lineari-
zation techniques are proposed as a fundamental framework for studying the sta-
bilization problems in control design of nonlinear systems. In this direction, there
are many important results focused on some typical nonlinear systems derived from
some practical engineering problems. Among others, Sun et al. [2] addressed the
problem of feedback stabilization of nonholonomic-chained systems within the
framework of nonregular feedback linearization. Qian and Lin [3] studied the global
stabilization problem of a class of planar system whose Jacobian linearization is
neither controllable nor observable, and an output feedback-like control was
proposed to solve such problem. Moreover, Souza and Maruyama [4] presented the
input structure for a system of multiarticulated bodies, the corresponding stabil-
ization strategy was given for such multibody systems.

On the other hand, flexible joint manipulator has become a typical and popular
model for the control design of nonlinear mechanical systems in engineering
applications. Therefore, there exists a well-developed theoretical frame of con-
trollability for single flexible joint manipulator systems. For example, Meng et al.
[5] proposed a novel scheme for researching posture stabilization in manipulator
systems. Atesoglu and Ozgoren [6] presented the nonlinear modeling of a tripod
type parallel manipulator, and a stabilization controller is designed for base dis-
turbance attenuation. Ge and Chang [7] focused on the same issue in the controlling
rigid flexible manipulators by using its inverse dynamics. However, considerably
less attention has been dedicated to the various types of network dynamics, and
even less to the stabilization problems of networked manipulator systems. Since
network is regarded as a good tool to deal with a set of interactional systems, it is
essential to investigate the stabilization issues of networked manipulator systems,
indicating its good potential in engineering applications.

By inspired in part by the aforementioned works, we consider in this paper the
stabilization problem in networked systems of single-link flexible joint manipula-
tors. Based on the multi-input multi-output(MIMO) feedback linearization tech-
niques, some general criteria on both local and global stabilization for the networks
consisting of N flexible joint manipulators are derived analytically; and the corre-
sponding control inputs at some specific controlled nodes can be explicitly
presented through its analysis procedure. It is shown that the networked single-link
flexible manipulator systems can always be stabilized by using MIMO linearization
strategies. The structure of the paper is organized as follows. Section 39.2 contains
the preliminaries; Sect. 39.3 is the main results. Application examples and its
simulation results are presented in Sect. 39.4. The conclusion is finally given in
Sect. 39.5.
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39.2 Preliminaries

Consider the following state-space realization of a MIMO nonlinear system with
n states, m inputs and m outputs, m ≤ n as

_x ¼ F xð Þ þ
Xm
p¼1

Gpup

yi ¼ hi xð Þ; i ¼ 1; 2; . . .;m

ð39:1Þ

where u ¼ ½u1; u2; . . .; um�T , y ¼ ½y1; y2; . . .; ym�T , x ¼ ½x1; x2; . . .; xn�T are the
inputs, outputs and states, respectively. FðxÞ is a smooth vector field on Rn,
G1;G2; . . .;Gm are smooth vector fields on Rm and hðxÞ1; hðxÞ2; . . .; hðxÞm are
smooth scalar fields.

Definition 39.1 [8, 9] A nonlinear MIMO system of the form (39.1) is said to have
a relative degree ri with respect to an output yi if the vector

LGL
k
Fhi xð Þ, LG1L

k
Fhi xð Þ. . .LGmL

k
Fhi xð Þ� � ¼ 0; k ¼ 0; 1; . . .; ri � 2;

LGL
k
Fhi xð Þ, LG1L

k
Fhi xð Þ. . .LGmL

k
Fhi xð Þ� � 6¼ 0; k ¼ ri � 1:

Specially, r ¼ Pm
i¼1 ri is called the relative degree of system (39.1).

Definition 39.2 [10] If system (39.1) has a well-defined relative degree ri for each
output yi then the decoupled matrix of the system is the following m × m matrix

b xð Þ ¼
LG1L

r1�1
F h1 xð Þ � � � LGmL

r1�1
F h1 xð Þ

..

. � � � ..
.

LG1L
rm�1
F hm xð Þ � � � LGmL

rm�1
F hm xð Þ

2
64

3
75: ð39:2Þ

If a system represented by (39.1) has well-defined relative degree ri for all
outputs yi with r ¼ Pm

i¼1 riðr� nÞ and the matrix (39.2) has full row rank m, then
we have

ni ¼

ni1
ni2
..
.

niri

2
66664

3
77775 ¼

hiðxÞ
LFhiðxÞ

..

.

Lri�1
F hiðxÞ

2
6664

3
7775; i ¼ 1; 2; . . .;m;

_gi ¼ Urþi n; gð Þ; i ¼ 1; 2; . . .; n� r
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where Urþi n; gð Þ are chosen such that the Jacobian matrix of n11; . . .;

n1r1 ; . . .; n
m
1 ; . . .; n

m
r1 ; g1; . . .; gn�r is nonsingular. This transforms system (39.1) to the

normal form

_ni1
_ni2
..
.

_niri

2
66664

3
77775 ¼

LFhiðxÞ
..
.

Lri�1
F hiðxÞ

LriFhi þ
Pm

p¼1 bip n; gð Þup

2
6664

3
7775; i ¼ 1; 2; . . .;m: ð39:3Þ

g
: ¼ U n; gð Þ ð39:4Þ

Thus the control input can be written as

u1
u2
..
.

um

2
6664

3
7775 ¼ b�1

v1
v2
..
.

vm

2
6664

3
7775�

Lr1F h1
Lr2F h2
..
.

LrmF hm

2
6664

3
7775

2
6664

3
7775; ð39:5Þ

which implies

yðr1Þ1 ; . . .; yðrmÞ1

h iT
¼ v1; . . .; vm½ �T : ð39:6Þ

Therefore stabilization controller vi in (39.6) can be designed to ensure stability
of system (39.1).

Remark 39.1 Using MIMO linearization techniques, system (39.1) is divided into
two parts: External part (39.3) and internal part (39.4) (called internal dynamics).
Furthermore, for global stability of system (39.1), internal dynamics (39.4) should
be stable while for local stability of the system, the zero dynamics (g

: ¼ U 0; gð Þ)
should be stable.

39.3 Main Results

In this section, the networked nonlinear dynamical systems consisting of N single-
link flexible joint manipulators are constructed. The aim of this section is to present
a control scheme, with which the nonlinear networked systems of single-link
flexible joint manipulators can be linearized and the input control can be found
easily.
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39.3.1 Problem Formulation

First, consider a single flexible joint manipulator system described in [11], its
dynamic equation can be described as

I€q1 þMgLsinq1 þ K q1 � q2ð Þ ¼ 0;

J€q2 � K q1 � q2ð Þ ¼ 0:
ð39:7Þ

Here Coriolis force and frictions are ignored. In this system, q1 and q2 are the
rotation angle of manipulator joint and engine, I and J are the rotational inertia of
the manipulator and the engine, respectively, M is the mass of the manipulator, L is
the length from the center of the manipulator to the end of the link, and K is joint
stiffness.

Next, we consider the networked systems consisting of N nodes, which can be
represented as follows:

_xi tð Þ ¼ f xið Þ þ c
XN
j¼1

aijHxj þ
Xm
p¼1

Gipup; ði ¼ 1; 2; . . .;NÞ; ð39:8Þ

in which each node is a single flexible joint manipulator system, where
xi ¼ ðqi1; _qi1; qi2; _qi2ÞT , f xið Þ is the node i’s state-space realization of dynamic
function (39.7), that is

f xið Þ ¼
xi2

�MgL
I sinxi1 � K

I ðxi1 � xi2Þ
xi4

K
J ðxi1 � xi2Þ

2
664

3
775;

H is the inner coupling matrix connecting different components of a state vector,
c is the coupling strength and Gip 2 R4 is the smooth vector field. aij is defined as
follows: If there is a connection between i and j i 6¼ jð Þ, aij ¼ aji ¼ 1; otherwise,
aij ¼ aji ¼ 0, aii ¼ �PN

j¼1;j 6¼i aij ¼ �ki, ki is the degree of node i. Therefore, the
networked system offlexible joint manipulators can be written as form (39.1), where
n ¼ 4N, x ¼ ½x1; x2; . . .; xN �T , F xð Þ ¼ ½F x1ð Þ;F x2ð Þ; . . .;F xNð Þ�T , F xið Þ ¼ f xið Þþ
c
PN

j¼1 aijHxj, Gp ¼ ½G1p; . . .;GNp�Tðp ¼ 1; 2; . . .;mÞ.

39.3.2 Stabilization Controller Design

As shown above, system (39.1) can be controlled by using Definition 39.1, with
which the nonlinear networked systems can be transformed to a linear one if the
nonlinear systems are MIMO linearizable. Furthermore, the scheme for stabilizing a
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special kind of the nonlinear networked systems can be given according to the
existing control theory.

Theorem 39.1 Consider a networked flexible joint manipulator systems in the form
of (39.1). Let i1; i2; . . .; im be the controlled nodes, and H, G satisfies that
Hii 6¼ 0;Hij ¼ 0ði 6¼ jÞ;Gik ;ik ¼ 0; 0; 0; 1½ �T ;Gij ¼ 0ði; j 6¼ ik; k ¼ 1; . . .;mÞ. Denote
the state equations of uncontrolled nodes as subsystem

P
, then the following

conditions hold:

• System (39.1) is of local stability, if
P

is stable with xij ¼ 0ðj ¼ 1; . . .;mÞ;
• System (39.1) is of global stability, if

P
is stable with any xijðj ¼ 1; . . .;mÞ.

Specially, the input control of node ik can be constructed as follows:

uik ¼
I
K

vik � L
rik
F xik ;1

� �
; ðk ¼ 1; . . .;mÞ: ð39:9Þ

Proof Without loss of generality, we consider the case of N = 3, let node iði ¼
1; 2Þ be controlled nodes, and the corresponding outputs are given by y1 ¼ x11,
y2 ¼ x41.

According the structure of G in Theorem 39.1, the relative degree ri with respect
to the output yi can be calculated easily, that is, ri ¼ 4ði ¼ 1; 2Þ, therefore r = 8.
According to Definition 39.1, we have

ni1
ni2
ni3
ni4

2
664

3
775 ¼

xi1
xi2 þ ai1H11x11 þ ai2H11x21 þ ai3H11x31
ni3 xi1; xi2; xi3; x11; x12; x21; x22; x31; x32ð Þ

ni4 xi1; xi2; xi3; xi4; x11; x12; x13; x21; x22; x23; x31; x32; x33ð Þ

2
664

3
775; ði ¼ 1; 2Þ:

where

ni3 xi1; xi2; xi3; x11; x12; x21; x22; x31; x32ð Þ ¼ LFn
i
2;

ni4 xi1; xi2; xi3; xi4; x11; x12; x13; x21; x22; x23; x31; x32; x33ð Þ ¼ LFn
i
3:

giði ¼ 1; 2; 3; 4Þ is chosen such that

gi ¼ x3i: ð39:10Þ

To proof the theorem, there is need to know whether the Jacobian of
n11; . . .; n

1
4; n

2
1; . . .; n

2
4; g1; . . .; g4 is nonsingular. Notice that if the Jacobian is non-

singular, then there exits new coordinate transformation which transforms the non-
linear system (39.1) to a linear one and according to (39.10), the internal dynamics are
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the state equations of node 3 (subsystem
P

). Hence, the stability properties
mentioned in this theorem can be determined by subsystem

P
using Remark 39.1.

Meanwhile, the input control (39.9) can be calculated by Definition 39.1.
Therefore, we consider the Jacobian matrix of n11; . . .; n

1
4; n

2
1; . . .; n

2
4; g1; . . .; g4 in

the following

1 0 0 0 0 0 0 0 0 0 0 0
a11H11 1 0 0 a12H11 0 0 0 a13H11 0 0 0

� � K/I 0 � � 0 0 � � 0 0
� � � K/I � � � 0 � � � 0
0 0 0 0 1 0 0 0 0 0 0 0

a21H11 0 0 0 a22H11 1 0 0 a23H11 0 0 0
� � 0 0 � � K/I 0 � � 0 0
� � � 0 � � � K/I � � � 0
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1

2
6666666666666666664

3
7777777777777777775

In this matrix, * is the elements containing aij, Hii, M, g, L, I, J, K, and
x. Obviously, the Jacobian is nonsingular. Hence, this completes the proof of
Theorem 39.1. h

39.4 Examples and Simulations

This section will give an example to illustrate the proposed control analysis. For
simplicity, we take four nodes case with star-shaped network in system (39.1) for
example.

For system (39.1) with a star-shaped network, aij in (39.8) is presented as follows:
a11 ¼ �3; aii ¼ �1; ai1 ¼ a1i ¼ 1ði ¼ 2; 3; 4Þ; aij ¼ aji ¼ 0ði\ jÞ. In addition, let
Hii ¼ 1;Hij ¼ 0ði 6¼ jÞ, and G be the matrix which satisfy the conditions in Theorem
39.1 and the controlled nodes in this example is node 2.

Thus, to stabilize the manipulator joints of the networked system, the input is
designed by Theorem 39.1 as follows:

u2 ¼ I
K

v2 � a2ð Þ;

where

v2 ¼ �x21 � z1 � 3z2 � z3;
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a2 ¼
Kx14 þ K x21�x23ð Þ

J � x24
I

� 3K x13 � x23 þ x24ð Þ
I

� 5 x11 � x31 þ x32ð Þ

� 3 gLMsinx31 þ I �x12 þ x32ð Þ þ K x31 � x33ð Þð Þ
I

� 5 x11 � x41 þ x42ð Þ

� 12 �gLMsinx11 þ K �x11 þ x13ð Þ þ I �3x12 þ x22 þ x32 þ x42ð Þð Þ
I

� 3 gLMsinx41 þ I �x12 þ x42ð Þ þ K x41 � x43ð Þð Þ
I

þ 3K �3x13 þ x14 þ x23 þ x33 þ x43ð Þ
I

þ gLMsinx21 þ I �x12 þ x22ð Þ þ K x21 � x23ð Þð Þð�6I þ K þ gLMcosx21Þ
I2

� 3x11 � x12 � x21 � x31 � x41ð Þ 16I � 3K � gLM 2cosx11 þ cosx21ð Þð Þ
I

þ 1
I
x11 � x21 þ x22ð Þð�6I þ 3K þ gLMð3cosx21 � x11 � x21 þ x22ð Þ �sinx21ð ÞÞÞ;

z1 ¼ x11 � x21 þ x22;

z2 ¼ � gLMsinx21
I

� 4x11 þ 2x12 þ 2x21 � 2x22 � K x21 � x23ð Þ
I

þ x31 þ x41;

z3 ¼ 1
I
ðKð�3x11 þ 3x13 þ 3x21 � x22 � 3x23 þ x24Þ

þ Ið16x11 � 12x12 � 6x21 þ 6x22 � 5x31 þ 3x32 � 5x41 þ 3x42Þ
þ gLMð�2sinx11 þ 2sinx21 � ðx11 � x21 þ x22Þcosx21ÞÞ;

The systems’ parameters are listed in Table 39.1.
The simulation results are shown in Fig. 39.1. In this figure, the results of the

angular displacement curves of four nodes are plotted where node 2 is the controlled
node. By use of the feedback linearization techniques, the manipulator’s angular
displacement of node 2 (Fig. 39.1b) can move to its equilibrium point quickly after
a disturb, while the uncontrolled node 1,3,4 (Fig. 39.1a, c, d) can also be stable after
a period of time, which indicates that the proposed stabilization controller design
can achieve the desired effect.

Table 39.1 The system
nominal parameters Parameter M g L I J K c

Value 1 9.8 1 10 1 1 1
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39.5 Conclusion

This paper considers the stabilization issues in networked systems of single-link
flexible joint manipulators. By using the MIMO feedback linearization techniques,
we present a unified procedure for studying stabilization problems of the network
consisting of N flexible joint manipulators. Some general criteria on both local and
global stabilization for such network are proposed, and the corresponding control
inputs at some specific controlled nodes can be explicitly presented. The procedure
shows that the networked single-link flexible manipulator systems can always be
stabilized by using MIMO linearization strategies. Our future work includes the
study of more general nonlinear dynamical models and network topologies.

Fig. 39.1 The manipulator angular displacement curves of four nodes ((a), (b), (c) and (d) are the
angular displacement curves of q11; q21; q31 and q41, respectively.)
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Chapter 40
Design and Dynamic Analysis
of an Underwater Manipulator

Wuxiang Zhang, Hongcheng Xu and Xilun Ding

Abstract Underwater Vehicle/Manipulator System (UVMS) is an important
equipment for the exploitation of marine resources. The paper introduces a five-
function manipulator, which is the main operating tool of UVMS and has four
DOFs and a claw. All joints are driven by hydraulic cylinders for a better imper-
meability to seawater. A novel wrist mechanism utilizing groove cam is presented
for achieving a rotation motion output. In addition, the dynamics of the manipulator
interacting with the UVMS system is analyzed based on Kane’s method. The effects
from the fluid environment are also taken into consideration, which include added
mass, drag force, and buoyancy. Finally, dynamic simulations of UVMS are per-
formed to reveal the effect of the volume ratio between the manipulator and vehicle
on the stability of UVMS and a critical ratio is found.

Keywords UVMS � Underwater manipulator �Wrist mechanism � Hydrodynamic
forces � Volume ratio

40.1 Introduction

Underwater Vehicle/Manipulator System (UVMS) has been widely used in military
and civil applications because of its capability of substituting human to perform
underwater tasks in hazardous environment, such as underwater salvage, clearance,
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and maintenance of underwater facilities. Underwater manipulator, as the main
operating tool of UVMS, is subject to the limited payload capacity of the vehicle,
corrosion, and permeation from seawater, as well as the high capability required in
complex tasks, thus the optimal design of it is still in challenge.

Tremendous work on the design of underwater manipulator has been done by
corporations and scholars. HLK-43000 [1] is a light-weight five-function manipu-
lator and has been widely used in underwater tasks. Besides the grasping function,
it has four DOFs: two on the shoulder, one on the elbow, and one on the wrist.
Hydraulic actuators are used for driving. Electric cylinders are applied in ARM 5E
[2] and the system can be controlled easily, but it may collapse if the seawater
permeates. TITAN 4 [3] adopts another configuration: 1 DOF on the shoulder is
shifted to the forearm, which increases the manipulator’s dexterity. However, sta-
bility of UVMS would decrease since the mass center shifts away from the shoulder
simultaneously, which aggrandizes the manipulator’s influence on the vehicle. An
et al. [4] designed a 3-DOF manipulator driven by electric motors whose axes are
collinear with the axes of the correspondent joints.

Another problem encountered in the use of underwater manipulator is how to
control it steadily. Unlike the manipulator on the ground, underwater manipulator
suffers from the coupling interaction from the vehicle suspending in the water, that
is, when the manipulator tries to reach the target, the vehicle will defect away from
the original position and orientation, which will affect the operating accuracy of the
manipulator in turn. Moreover, environment facts, such as the resistance and
damping from the seawater, are non-negligible. To reduce the influences brought by
the coupling interaction and the fluid environment for achieving accurate operation,
the dynamic model of the UVMS system and the fluid environment is necessary to
be developed. The dynamics of UVMS includes the multibody dynamics and
hydrodynamics. For multibody dynamics, many methods can be chosen to establish
the dynamic equations of the system, such as Newton-Euler, Lagrange method,
Kane’s method. Among these methods, Kane’s method is characterized by the
indifference of the internal forces and the lower computation cost [5]. Compared to
multibody dynamics, hydrodynamics between the water and mechanical body is
more complicated. Through analyzing the dynamics of Remote Operate Vehicle
(ROV), Yuh et al. [6] identified 4 hydrodynamic forces which should be concerned:
added mass, fluid acceleration, drag force, and buoyancy. Mcmillan et al. [7] further
pointed out that the added mass can be represented by a 6 × 6 added inertia matrix.
Fossen et al. [8] simplified the hydrodynamic model with two diagonal added
inertia and damping matrices, considering the characteristic of the low velocity
when UVMS was moving in the water. Levesque et al. [9] calculated the drag
forces and momentums exerted on slender cylinder and square rods along the
longitudinal axis. Zhang et al. [10] identified the hydrodynamic coefficients of a
ROV via experiments.

In this paper, a five-function underwater manipulator with a novel wrist is
introduced. Then, a dynamic model of the UVMS system is developed, and three
hydrodynamic forces are discussed on the assumption that the flow velocity is
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constant and there is no vortex. Simulations are performed to reveal the influence
brought by the volume ratio between the manipulator and vehicle on the stability of
the vehicle when the manipulator is moving.

40.2 Structure Design of the Underwater Manipulator

As stated previously, the manipulator has to cope with the contradiction between
high capability and limited load of the vehicle, so cooperative design is necessary.

Balancing the mass and the capability, a five-function manipulator is designed in
Fig. 40.1a. It contains four DOFs: shoulder rotating, upper arm lifting, elbow
rotating, and wrist rotating. In addition, a claw is the end effector. The former three
joints are used to ensure a reachability in 3-D space as well as the wrist rotating is
designed for adjusting the orientation of the claw. The coordinate system of the
manipulator is shown in Fig. 40.1b.

Instead of electric actuators which are sensitive to the permeation of seawater
and hydraulic motors which need feedback control to maintain the position,
hydraulic cylinders are chosen to drive all the joints and the claw for getting a high
reliability of the entire system. The main parameters of the manipulator are shown
in Table 40.1.

A novel wrist mechanism is designed in Fig. 40.2 for realizing the rotation
motion output. Both cylinder-1 used for rotating the wrist and cylinder-2 for

Table 40.1 Main parameters of the manipulator

Length Shoulder rotating Upper arm lifting Elbow rotating Wrist rotating Payload

650 mm 120° 90° 135° 180° 10 kg

Shoulder 
Rotating

Upper Arm 
Lifting

Elbow 
Rotating

Wrist 
Rotating

Claw(a) (b)

Fig. 40.1 The five-function underwater manipulator. a 3-D model, b coordinate system
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opening and closing the claw are embodied in the mechanism for reducing water
resistance and interference. Groove cam rotates relative to the outer barrel, when the
cylinder-1 drives the pins which pass through the helical groove on the groove cam
to move along the axis of the outer barrel.

40.3 Dynamics of UVMS

UVMS is a nonlinear, strong-coupling, time-varying, and multibody system. The
vehicle is suspending in the water when it works. Thus, when the manipulator tries
to touch the target, the vehicle will defect away from the original position and
orientation, which will affect the manipulator in turn. Moreover, ocean current and
some other environment factors should be taken into consideration.

Figure 40.3 illustrates the coordinate system of a UVMS system equipped with
the manipulator presented. {N} denotes the earth-fixed frame and {0} denotes the

Cylinder-1

Pin PlateCylinder-2 Groove Cam

Outer Barrel

Fig. 40.2 Wrist mechanism

Fig. 40.3 The UVMS system
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body-fixed frame located in the center of the vehicle. d is the position where the
manipulator is planted. {1}, {2}, {3}, and {4} denote the body-fixed frames of each
link on the manipulator, respectively.

The DOF of UVMS system is 10: six on the vehicle and four on the manipulator.
Thus, 10 generalized speed are chosen here as

_q ¼ ½u; v;w; p; q; r; _h1; _h2; _h3; _h4�T ð40:1Þ

where ½u; v;w�T and ½p; q; r�T represent the linear and angular velocities of the

vehicle expressed in body-fixed frame {0}. h
:

iði ¼ 1. . .4Þ is the angular velocity of
the i-th joint.

40.3.1 Hydrodynamics

The hydrodynamic model between the water and the body moving in it is com-
plicated. It is necessary to simplify it for a practical application [11]. In the paper,
three assumptions are made as a prerequisite: The flow velocity is constant, and
there is no vortex; the velocity of UVMS is slow; the vehicle is equivalent to a
cuboid and each link of the manipulator is equivalent to a cylinder. Therefore, three
hydrodynamic forces including added mass, drag force, and buoyancy should be
taken into consideration according to Reference [6].

40.3.1.1 Added Mass

When a body is accelerated through the seawater, the surrounding seawater will
also be accelerated with the support from the body. Therefore, added mass force
called added mass force whose direction is reverse is exerted on the body. It can be
represented as a 6 × 6 matrix IA. The force R�

A and momentum T�
A applied on the

body have the following form [5] as

R�
A

T�
A

� �
¼ �IA

_vrel

_xrel

� �
� ~xrel 0

~vrel ~xrel

� �
IA

vrel

xrel

� �
ð40:2Þ

where vrel and xrel are the relative linear and angular velocities with respect to
ocean current; ~vrel and ~xrel represent the operators ðvrel�Þ and ðxrel�Þ, respectively.

40.3.1.2 Drag Force

Drag force is mainly caused by the impact of the ocean current. Theoretically, drag
force should be derived by applying the potential theory and calculated via a surface
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integral over the entire body. However, practically the drag force is calculated via
an integral along the main axis based on strip theory according to the simplified
formula [7, 9]

dFD ¼ 1
2
qCD U?�� ��U? � bdx ð40:3Þ

where dFD represents the elementary drag force. ρ is the density of the fluid. CD is
the drag coefficient and U? is the component of the flow velocity relative to the
body whose direction is perpendicular to the axis. bdx represents the elementary
area, in which b is the dimension in the plane normal to the axis and dx elementary
length along the X-axis.

Since the shapes of the vehicle and links of the manipulator are different, we deal
with them separately.

(a) Vehicle
When the vehicle pierces the water, there are at most 3 faces subject to the
impact of the water. The distributions of the normal components of the relative
flow velocities on the 3 pairs of opposite faces are symmetric. Therefore,
without loss of generality, we can choose facePA,PB, andPC for analysis, as
shown in Fig. 40.4. Instead of integrating over the whole face, we choose 2
symmetric axes of the face as the integrating direction.
The vehicle is sliced along the X0-axis in Fig. 40.4a. The point P1 on the
symmetric axis is chosen as a reference point representing the whole strip. The
relative velocity of the fluid vrP1

at P1 is given as

vrP1
¼ vflow � ðv0 þ x0 � rP1Þ ð40:4Þ

where vflow is the velocity of the flow, relative to the earth; rP1 is position
vector of P1, relative to the origin of frame {0}.

(a) (b)

Fig. 40.4 Drag force exerted on the vehicle. a integral along X0-axis over face PA; b integral
along face Z0-axis over face PA
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The force tangent to the face is negligible in the paper. Based on Eq. (40.3),
through integrating along the X0-axis, we can obtain one of force Fy along
Y0-axis and a part of momentum Nz about Z0-axis contributed by face PA as

Fy1 ¼
Zl=2

�l=2

1
2D

vr?P1
ðxÞ�� ��vr?P1

ðxÞ � hdx;

NzA ¼
Zl=2

�l=2

1
2
qCD vr?P1

ðxÞ�� ��ðvr?P1
ðxÞ � rP1Þ � hdx:

ð40:5Þ

where l represents the length of the vehicle; vr?P1
ðxÞ is the component of flow

velocity normal to face PA; h is the height of the vehicle.
Similarly, the second one of force Fy and a part of momentum Nx about
X0-axis contributed by face PA can be calculated as

Fy2 ¼
Zh=2

�h=2

1
2D

vr?P2
ðxÞ�� ��vr?P2

ðxÞ � ldz;

NxA ¼
Zh=2

�h=2

1
2
qCD vr?P2

ðxÞ�� ��ðvr?P2
ðxÞ � rP2Þ � ldz

ð40:6Þ

where vr?P2
ðxÞ is the component of flow velocity at point P2 normal to face PA;

rP2 is position vector of P2, relative to the origin of frame {0}.
In the same way, we can obtain a series of forces and momentums: Fx1, Fx2;
Fz1, Fz2; NyB, NzB; NxC, NyC. Thus, the resulting forces and momentums are
given as

Fx ¼ ðFx1 þ Fx2Þ=2
Fy ¼ ðFy1 þ Fy2Þ=2
Fz ¼ ðFz1 þ Fz2Þ=2

8<
: ;

Nx ¼ NxA þ NxC

Ny ¼ NyB þ NyC

Nz ¼ NzA þ NzB

8<
: ð40:7Þ

(b) Link of the Manipulator
The calculation of the drag force on each link of the manipulator is quite
similar to that on the vehicle. The points on the longitudinal axis, i.e., Xi-axis,
are chosen as the reference points and the component of relative flow velocity
perpendicular to the Xi-axis is considered, as shown in Fig. 40.5. Link-3 and
Link-4 are regarded as one link because of their coincidence at the origins.
Hence, the drag force Fi and momentum Ni are described as

40 Design and Dynamic Analysis of an Underwater Manipulator 405



Fi ¼
Zli

0

1
2
qCD vr?P ðxÞ�� ��vr?P ðxÞ � 2ridx ði ¼ 1; 2; 3Þ

Ni ¼
Zli

0

1
2
qCD vr?P ðxÞ�� ��ðvr?P ðxÞ � rPÞ � 2ridx ði ¼ 1; 2; 3Þ

ð40:8Þ

where li is length of the i-th link and vr?P ðxÞ is the component of flow velocity
at a point P perpendicular to the longitudinal axis. rP is the position vector of
the point P relative to the origin of frame {i}. ri is the radius of the cylinder.

40.3.1.3 Buoyancy and Gravity

Buoyancy and gravity are put together to deal with since their directions are col-
linear or parallel if the mass center and buoyancy center do not coincide. The
resultant force RGBi and momentum TGBi of buoyancy and gravity are given as

RGBi

TGBi

� �
¼ fGi þ f Bi

rGi � fGi þ rBi � f Bi

� �
ð40:9Þ

where fBi and fGi are the buoyancy and gravity; rBi and rGi are the position vectors
of buoyancy and mass centers.

40.3.2 Inertia and Control Forces

The generalized inertia force R�
i and momentum T�

i of each body can be given as

R�
i ¼ �mi � ai; T�

i ¼ �Ji � ai � xi � Ji � xi ð40:10Þ

where mi represents the mass; ai and ai represents the linear and angular acceler-
ations; Ji represents the inertia matrix.

Fig. 40.5 Drag force on Link-i of the manipulator
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The vehicle is driven by the propellers planted in it, which can be equivalent to
being applied by a resultant force RC0 and momentum TC0:

RC0 ¼ RCx RCy RCz½ �T ; TC0 ¼ TCx TCy TCz½ �T ð40:11Þ

There is also a control torque TCi on each joint:

TCi ¼ 0
i R � 0 0 TCi½ �T ð40:12Þ

where 0
iR is the transformation matrix from frame {0} to frame {i}.

40.3.3 Dynamic Equations

From all the concerned forces calculated, the total generalized active force and
inertia force [12] can be obtained as

Fr ¼
X4
i¼0

@xi

@ q
:

r

� TDi þ TGBið Þ þ @vi
@ q

:

r

� RDi þ RGBið Þ
� �

þ @v0
@ q

:

r

� RC0 þ @x0

@ q
:

r

� TC0

� �
þ
X4
i¼1

@xi

@ q
:

r

� @xi�1

@ q
:

r

� �
� TCi ðr ¼ 1; . . .; 10Þ

F�
r ¼

X4
i¼0

@xi

@ q
:

r

� R�
Ai þ R�

i

� �þ @vi
@ q

:

r

� T�
Ai þ T�

i

� �� �
ðr ¼ 1; . . .; 10Þ

ð40:13Þ

According to Kane’s method, the dynamic equation of the system is established as

Fr þ F�
r ¼ 0 ðr ¼ 1; . . .; 10Þ ð40:14Þ

40.4 Simulation

Based on the dynamic equations derived previously, we perform simulations to test
the stability of the vehicle at different volume ratio between the manipulator and the
vehicle during the manipulator’s working process. The parameters used for the
simulations are shown in Table 40.2.

We use the dimensions of the vehicle in Table 40.2 as the normal dimensions
and change the volume ratio by ±10 % and ±20 %. The system is static in still water
initially, and the vehicle will defect when the manipulator is moving.
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The stability of the vehicle is evaluated by the Euler angle ϕ and θ. From the
simulation results, as shown in Fig. 40.6, we can find that the lower the volume
ratio between the manipulator and the vehicle is, the more stable the vehicle will be,
and the vehicle will dip over 90° with a volume ratio bigger than 2.5 %.

40.5 Conclusion

In this paper, a five-function underwater manipulator is introduced for marine
salvage, underwater clearance, and other underwater tasks. A novel wrist mecha-
nism, which uses the less inner leakage cylinder as the actuator and the groove cam
for transmission, is developed for a 180° rotation. The dynamic model of the entire
UVMS composed of the manipulator and a ROV are analyzed including the effects
from the fluid environment for providing basic information for its control system.
Dynamic simulations are performed and the results show that with a lower volume
ratio between the manipulator and the vehicle, the stability of the vehicle will be
higher.

Table 40.2 Parameters for simulation

Vehicle Manipulator Environment

Dimensions 700 mm × 500 mm × 500 mm Link-1 Length: 50 mm Gravity 9.8 m/s2

Radius: 40 mm
Mass: 0.16 kg

Mass 70 kg Link-2 Length: 50 mm Density
of
seawater

1025 kg/m3

Radius: 40 mm
Mass: 0.16 kg

Link-3
and
Link-4

Length: 50 mm
Radius: 40 mm
Mass: 0.16 kg

Fig. 40.6 Orientation deflection of the vehicle. a Euler angle: phi, b Euler angle: theta
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Chapter 41
Human-Like Task Planning
for a Dual-Arm Robot Based
on Motion Primitives

Hongcheng Xu and Xilun Ding

Abstract Task planning has an important effect on the anthropomorphic charac-
teristics of the motion of the humanoid robot. In this paper, human-like task
planning for a dual-arm robot is discussed. A bottom-up task planning approach is
proposed based on the motion primitives which imply the features of human
motion, in order to obtain a human-like motion fundamentally. Unlike the tradi-
tional methods which decompose the task into a sequence of well-designed
trajectories of the end-effector in task space, we ignore the trajectory planning
temporarily, and assemble the motion primitives until the task is accomplished.
Therefore, the human-like posture is guaranteed all the time, and there is no need to
spend much time in solving the inverse kinematics of redundant manipulators and
performing an optimization for a human-like posture. Two basic and specific tasks
are analyzed based on the proposed approach. Finally, simulations are performed to
verify the validation and feasibility, and the characteristics of the planned motion
are discussed.

Keywords Task planning � Dual-arm robot � Motion primitive � Bottom-up
approach

41.1 Introduction

As humanoid robots are gradually stepping into human society, the human-like
motion of robots plays a significant role in enhancing the cooperation between the
robots and humans, and accelerating the robot’s pace of merging into the society.
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Different from the awkward and unpredictable motions planned using traditional
methods which concentrate on predetermined performance indices, such as dex-
terity, joint limitation, obstacle avoidance, etc. [1, 2], recently humanoid robots are
strongly expected to act in a human way so that they can be easily accepted when
interacting with humans. Moreover, through transferring the human skills of
dealing with tasks into the motion control of humanoid robots, humanoid robots can
acquire the capability of generating new skills and flexibility of adapting to new
environment.

Tremendous work on anthropomorphic motion planning of humanoid robots has
been done. Zacharias et al. [3] employed Rapid Upper Limb Assessment (RULA)
from ergonomics research to evaluate a human-like configuration. However, RULA
is a discrete criterion; therefore it may obtain the same score within a range of the
configurations and needs a secondary optimization. Park et al. [4] used Evolu-
tionary Algorithm (EA)-based imitation learning, which collects the data captured
from human motions and can generate a human-like motion. With this approach,
massive experiments need to be conducted to collect enough data. Based on the
opinion that motion primitives exist in the motion process of the human arm from
neurophysiology [5], Ding and Fang [6] introduced the concepts of motion prim-
itives and working plane to the motion planning of humanoid robots by combining
different motion primitives and shifting between different working planes.

In task planning, it seems that most scholars intend to initially plan well-
designed trajectories of the end-effector for task completion in task space and then
perform motion planning based on the methods mentioned above to obtain a
humanoid posture. Adorno et al. [7] did a lot of work on the dual position control
trajectories of a dual-arm robot in task space. In [8], the iCub robot could draw a
perfect circle in a 3-D space. However, performing trajectory planning firstly and
then planning the motion is not essentially human-like, since human can neither
draw an exactly straight line without a ruler nor a perfect circle without a compass.
To make the robots complete the task really like human, Zöllner et al. [9] built a
Programming by Demonstration (PbD) system to teach the robots how to achieve
the work in a human-like way. But this method will take much time to train the
robot and is difficult to be extended to different tasks. Our aim is to propose a
bottom-up approach for human-like task planning based on our previous work on
motion primitives, so that the robots move in a human-like way and are capable of
adjusting to different tasks easily.

The rest of this paper is organized as follows. Section 41.2 introduces nine
elementary motion primitives. Section 41.3 establishes a task planning framework
based on motion primitives, and two basic and specific tasks are planned particu-
larly based on the proposed method. In Sect. 41.4, simulations of accomplishing the
basic tasks are performed, and the differences compared to traditional task planning
method are discussed. Conclusions are drawn in Sect. 41.5.
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41.2 Motion Primitives

According to the previous work by Fang and Ding [10], nine elementary motion
primitives of the human arm have been defined, as shown in Table 41.1:

1. D� S1, Shoulder rotation about the axis SZ of upper arm;
2. D� S2, Shoulder rotation about the axis SX , which is perpendicular to the plane

defined by the centers of the shoulder, elbow and wrist;
3. D� S3, Shoulder rotation about the axis SY , where SY ¼ SZ � SX ;
4. D� S4, Shoulder rotation about the axis SSW passing the centers of the shoulder

and wrist;
5. D� E1, Elbow rotation about the axis EZ of elbow;
6. D�W1, Wrist rotation about the axis WZ along the fingers;
7. D�W2, Wrist rotation about the axis WX , which is perpendicular to the palm;
8. D�W3, Wrist rotation out the axis WY , where WY ¼ WZ �WX ;
9. D�W4, Wrist rotation about the axis WEW passing the centers of the elbow and

wrist.

The entire motion primitives repertoire can be spanned by applying a well-
defined set of operations and transformations to these elementary primitives and by
combining them according to well-defined syntactic rules [5]. Details on the rules of
combining the motion primitives can be found in Ref. [11].

41.3 Task Planning

41.3.1 Framework of Task Planning

The framework of task planning is shown in Fig. 41.1. The main idea is to focus on
the accomplishment of the task and try to simplify the motion of the manipulator by
employing the features of the human arm motion which are implied in the motion
primitives. Therefore, the trajectory of the end-effector is not strictly restricted
initially. Motion primitive library contains the 9 elementary motion primitives as
well as the others generated from them. Task planner connects the motion primitive
library and the task, and is responsible to balance the efficiency of completing the
specific task and the simplicity of the manipulator’s motion and finally to determine
how to select appropriate primitives to finish the task. After this, the trajectory of
the end-effector has been determined and the task has been decomposed into a
sequence of subtasks, each of which corresponds to a set of motion primitives. The
motion primitive can be mapped into the joint space [6].

It should be noticed that ignoring the trajectory of end-effector temporarily does
not lead to disorder and chaos. In fact, since the proposed approach is a bottom-up
approach, i.e., from basic motion primitives up to a complex task, anthropomorphic
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posture of the arm during the task execution is maintained all the time. Therefore,
the trajectory of the arm end is much more natural.

41.3.2 Task Planning for Specific Tasks

Task planning for two basic and specific dual-arm tasks based on the proposed
approach will be performed in this section: lifting a box and inserting a pen into the
pen cap.

41.3.2.1 Lifting a Box

Considering the task of lifting a box with dual arms, there is no strict accuracy
requirement for the position of the end point, that is, what is needed to be done is to
lift the box and transfer it to an appropriate position near the body. The box may
need to keep upright, which is required in common situations, e.g., when the box
contains fluid. To simplify the motion and balance the payload on dual arms, the
configurations of the dual arms are symmetrical and the box moves in the sym-
metrical plane of the body. The two palms will keep touching the box to prevent it
from falling. Therefore, 3 goals need to be achieved: (1) Transfer the box to an
appropriate position near the body; (2) Keep the palm touching the box; (3) Keep
the box upright.

Task

Task
Planner

Motion
Primitive
Library

Task
Space

...

Joint
Space

Subtask-1

Motion
Segment-1

Subtask-2

Motion
Segment-2

Subtask-n

Motion
Segment-n

Fig. 41.1 Framework of task planning
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To achieve this task, motion primitives should be selected firstly. By analogy to
the motions of humans when executing the task, if the initial configuration of the
dual-arm robot is well posed, shoulder rotation D� S1 and elbow rotation D� E1

can be adequate for transferring, and wrist rotation D�W1, D�W2 and D�W3

need to be selected to satisfy the orientation requirements.
As shown in Fig. 41.2, an inertial reference frame fBg is defined on the waist,

and a body fixed frame fWg on the wrist; lb denotes the height of the body; ls
denotes the width of the shoulder; lu and lf denote the length of the upper arm and
forearm, respectively; SR, ER and WR represent the centers of the shoulder, elbow,
and wrist on the right arm, respectively; while SL, EL and WL correspond to the left
arm. The initial orientation of fWg is the same as fBg and keeps the palm touching
the box.

Because of the symmetry of dual arms, we only need to analyze one arm: the
right arm is selected. The configuration of the body fixed frame fWg in the global
inertia frame fBg is described as [12]:

gBW ¼ en̂1h1en̂2h2en̂3h3en̂4h4en̂5h5gBW ð0Þ ð41:1Þ

where gBW ð0Þ 2 SEð3Þ is the initial configuration of fWg; hi 2 R is the angle of the
motion primitive D� S1, D� E1, D�W1, D�W2 or D�W3; n̂i 2 seð3Þ describes
the screw of these motion primitives.

The spatial velocity of the wrist, which is measured at the origin of the global
inertial frame fBg, is denoted by VB

BW and can be calculated as

Fig. 41.2 Two specific tasks. a Lifting a box. b Inserting a pen into the pen cap
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VB
BW ¼ vBBW

xB
BW

� �
¼ JBBW ðhÞ _h ð41:2Þ

where vBBW and xB
BW are the linear velocity and angular velocity parts of the spatial

velocity VB
BW ; J

B
BW ðhÞ ¼ n1 n02 n03 n04 n05

� �
, is the Jacobian matrix, and the

ith column of JBBW ðhÞ is given by

n0i ¼ Adexpðn̂1h1Þ��� expðn̂i�1hi�1Þni ð41:3Þ

The linear velocity of the point of wrist center can be calculated as:

vc ¼
vcx
vcy
vcz

2
4

3
5 ¼ xB

BW � pc þ vBBW ð41:4Þ

where vcx, vcy and vcz are the coordinates of vc; pc represents the position of wrist

center, which is irrelevant to h3, h4 and h5, i.e., pc ¼ en̂1h1en̂2h2pc0, where pc0 is the
initial position of wrist center.

To achieve the 3 goals as mentioned above, the follow constraints should be
satisfied:

vcx ¼ 0;
xB

BW ¼ 0

�
ð41:5Þ

Equation (41.5) supplies 4 equations and establishes the relationship among _h1,
_h2, _h3, _h4 and _h5. After the motion of the elbow is given, i.e., _h2 is given, we can
solve Eq. (41.5) and obtain the other joints’ angular velocities.

41.3.2.2 Inserting a Pen into the Pen Cap

We perform an assembly task of inserting the pen into the pen cap in this sub-
section. Let the left arm hold the pen and the right arm hold the pen cap. Both the
axes of the pen and pen cap are collinear with the axes WZ along the left and right
hand fingers. Symmetry of the body is still employed to simplify the motion. Dual
arms move close to the symmetrical plane holding the pen and pen cap. The
trajectories of the pen and pen cap do not need to be in a fixed plane, which can be
seen frequently in traditional task planning. Therefore, 2 goals need to be achieved:
(1) Move the pen or pen cap close to the symmetric plane; (2) Keep the axes of the
pen and pen cap perpendicular to the symmetric plane. To achieve the goals as
presented above, shoulder rotation D� S1 is selected for transferring and wrist
rotation D�W2 and D�W3 for adjusting the orientation. Similar to the previous
case, we can obtain the configuration of the body fixed frame:
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gBW ¼ en̂1h1en̂2h2en̂3h3gBW ð0Þ ð41:6Þ

where h1, h2 and h3 are the angles of motion primitive D� S1, D�W2 and D�W3,
respectively; and the spatial velocity:

VB
BW ¼ vBBW

xB
BW

� �
¼ JBBW ðhÞ _h ð41:7Þ

To achieve the goals, the following constraints should be satisfied:

xy ¼ 0
xz ¼ 0

�
ð41:8Þ

where xy and xy are the Y-axis and Z-axis components of the angular velocity xB
BW

of wrist center.
Equation (41.8) supplies 2 equations and establishes the relationship among _h1,

_h2 and _h3. After the motion of the shoulder rotation is given, i.e., _h2 is given, we can
solve the Eq. (41.8) and obtain the other joints’ angular velocities.

41.4 Simulation and Discussion

Based on the task planning in the previous section, simulations are performed to
verify the validation and feasibility. The parameters of the dual-arm robot are:
lb ¼ 500mm; ls ¼ 400mm; lu ¼ 250mm; lf ¼ 250mm. The latest research results
of neurophysiology showed that the motion velocity curve of the human arm can be
characterized by a unimodal, bell-shaped tangential profile [5]. Here we use the
consine function to fit the curve:

xðtÞ ¼ xmax

2
1� cosð 2p

ttotal
� tÞ

� �
ð41:9Þ

where xmax is the maximum angular velocity; ttotal is the total time spent in motion
segment execution.

41.4.1 Lifting a Box

The initial rotation directions of the selected motion primitives on the right arm
are: SZ ¼ �0:174 �0:754 0:633½ �T ; EZ ¼ 0:453 �0:814 0:316½ �T ; WZ ¼
0 0 1½ �T ;WX ¼ 1 0 0½ �T , and WY ¼ 0 1 0½ �T . Elbow rotation D� E1

moves according to the curve defined by Eq. (41.9), where xmax ¼ 20�=s and
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ttotal ¼ 6 s, other motions can be obtained through solving the Eq. (41.5), as shown
in Fig. 41.3a. Choosing wrist center as the reference point, we can get the trajectory
of the wrist, which is nearly an arc, as shown in Fig. 41.3b which only reflects the
relationship between the Z-coordinate and X-coordinate, since Y-coordinate is
constant.

Comparing the motions of the two motion primitives, shoulder rotation D� S1
and elbow rotation D� E1, which decide the position of the box, we can find that
the angular velocity of elbow rotation D� E1 is much larger than that of shoulder
rotation. Switching to the actual situation, the elbow is mainly responsible to the
position, while the shoulder is adjusted slightly to keep the hand touching the box.
The three motion primitives of the wrist seem to coordinate to adjust the orientation
of the box, while wrist rotation D�W2 may be temporarily in charge in the interim
of the motion, as shown in Fig. 41.3b.

41.4.2 Inserting a Pen into the Pen Cap

For the assembly task, the initial rotation directions are:SZ ¼ 0 �0:866 0:500½ �T ,
WX ¼ 0 �1 0½ �T , and WY ¼ 0 0 �1½ �T . Shoulder rotation D� S1 moves
according to the curve defined by Eq. (41.9), where xmax ¼ 10�=s and ttotal ¼ 3 s,
other motions can be obtained through solving the Eq. (41.8), as shown in Fig. 41.4a.
The offsets in three axes can be seen in Fig. 41.4b. The offset inX-axis is 2 times bigger
than that of wrist center with respect to its initial position, for both arms move close
to each other and the diminution of the distance between the two wrists is required
in the task.

Compared to the offsets in 3 axes, the offset in X-axis is obviously larger than
that in another two axes. The offsets in Y-axis and Z-axis imply that the task is not
executed in a fixed plane. Switching to the actual situation, these certain offsets can
be endured if they do not lead to an uncomfortable posture.

Fig. 41.3 Simulation results of lifting a box. a Motions of the motion primitives. b Trajectory of
the end-effector in YZ plane
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By analyzing how the task is executed and the simulation results, some char-
acteristics of the proposed approach can be found, compared to the traditional
methods:

1. Appropriate motion primitives are selected according to the necessary con-
straints extracted from the tasks, i.e., not all the DOFs of the arms are used and
some of them may stay fixed. Therefore, the motion of the robot is simplified.

2. Discrepancies in the initial and final positions/orientations of the wrist may
appear because of the release of the constraints. But they can be endured if not
causing an uncomfortable posture. So the wrist is not strictly restricted and can
float around the initial configuration in a reasonable volume.

3. Main motion primitive may exist during the task execution, which in real sit-
uation will alleviate the labor intensity of the brain. The main motion primitive
controls the most concerned part of the task, while the others adjust according to
the requirements of the tasks. This may indicate a direction to figure out the real-
time control of the robot to deal with a complex task in a complicated
environment.

41.5 Conclusion

This paper has proposed a bottom-up approach for human-like task planning. By
assembling and combining the motion primitives which imply the features of
human’s motion, the robot is capable of moving human-likely throughout the task
execution without time-consuming inverse kinematics problem. A task planner
module is designed to enhance the relation between the task and the motion

Fig. 41.4 Simulation results of inserting a pen into the pen cap. a Motions of the motion
primitives. b Offset of the wrist in three axes
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primitives and enable the robot to be flexible to change and adjust by reselecting
and recombining the motion primitives. Two basic and specific tasks are discussed
and the simulation results have verified the validation and feasibility of the pro-
posed approach.
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Chapter 42
Design and Implementation
of an Intelligent Cooking Robot
Based on Internet of Things

Huailin Zhao, Xuyao Hao, Albert Wang and Chao Li

Abstract This paper designs a type of intelligent cooking robot, which can
automatically complete cooking procedures such as heating, stir-frying, seasoning,
and feeding and connect to the Internet via WiFi to achieve multiple functions like
remote cooking, cooking instruction, and sharing of menu resource. The major part
of the cooking robot consists of a small desk-type mechanism, which is managed by
a microcontroller (MCU) to perform different cooking procedures. The robot is
connected to the Internet via WiFi. By setting up a web server for the cooking menu
management system, it parses cooking steps and methods into control commands
and then sends these commands to the cooking robot. In this way, the cooking robot
can be remotely operated by a computer or android phone. The experimental results
show that the cooking robot can cook most Chinese cuisines and is easy to operate.

Keywords Cooking robot � Internet of things � WiFi � Mechanism � Circuit

42.1 Introduction

As smart home technology develops, the home robot has become increasingly
popular. In particular, many technology research and development with respect to
the home robot for cooking were carried out in China and other countries [1]. But
most existing cooking robots can only carry out cooking in accordance with the
fixed program, and they cannot cook through remote control. Besides they also
cannot let users flexibly upload new cooking menu. As they lack good man–
machine interface, in this paper, the cooking robot is connected with the web server
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through the low-power WiFi technology based on the technology of the Internet of
things. Users can realize the remote control to the cooking robot through the
intelligent mobile phone. And the cooking robot can learn new cooking skill
independently through the Internet.

Currently, the intelligent cooking device available in the market is mainly
composed of two types: one type is the small cooking robot for ordinary consumers,
such as the WiFi rice cooker mentioned in [1]. However, such robots are merely
able to heat the food based on preset temperature curve and incapable of performing
other functions like taking ingredients and stir-frying, so the intelligent automatic
cooking is not achieved in the real sense; the other type is the large robot for
production line, which is widely applied in fast food/food processing factories [2].
Despite its advantage in fully automatic cooking, the robot is relatively large, high-
cost, and not portable, so it is difficult to use such robots as consumer products.

The proposed robot in this paper adopts a vertical cabinet. A special mechanism
is used to simulate human hands and complete different actions like grabbing,
throwing, and stir-frying. The eddy current heating method via electromagnetic
induction is used for the temperature control of food. The robot is connected to the
web server through WiFi signal to form an Internet of Things and achieve remote
control. The features of the cooking robot include: 1. automatic remote cooking;
2. share online cooking menu; 3. cooking instruction and learning [3].

The overall implementation plan of the cooling robot is first introduced. The
mechanic design of the robot and the connection to Internet via WiFi are then
described. Finally, it is verified in actual tests that the proposed robot can perform
the basic functions successfully, and some deficiencies in the design are also put
forward.

42.2 System Description

The proposed robot is a type of intelligent WiFi cooking robot. The specific
mechanism of the robot is managed by a microcontroller to simulate all necessary
movements of human hands in cooking in a similar way that people control their
actions with cerebellum. The robot is connected to the web server via WiFi signal
for communication, and its operating condition is analyzed through a cooking menu
database in the cloud server to give new action commands. In some sense, the robot
is offered a “brain” to control itself. By simply clicking any menu to be cooked in
the software in network terminals (mobile Apps) or computer terminals, users can
send menu commands to the cloud server, which then controls each cooking pro-
cedure in accordance with the action commands in menu database.

As shown in Fig. 42.1, the overall system of the cooking robot consists of
cooking robot, wireless router, cloud server, as well as the HCI terminal software of
mobile phone and computer. The robot is able to perform cooking-related actions,
such as taking ingredients, weighing, feeding, and stirring. It is connected to the
user’s personal wireless router via WiFi signal, while the wireless router serves as
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the signal transfer unit to set up the communication between the robot and the cloud
server. The functions of the cloud server include: 1. receive the menu commands
from the HCI terminal software of mobile phone and computer, decompose the
menu commands into a group of motion-control commands based on the database
of the menu management system, and send them to the cooking robot; 2. receive the
commands from the robot’s network communication feedback, access the cooking
temperature and motion state of the robot, and forward them to the HCI terminal
software of mobile phone and computer. The HCI software of mobile phone and
computer communicates with the cloud server by means of WiFi or 3G signal to
achieve remote control.

42.3 Mechanism of the Cooking Robot

As shown in Fig. 42.2, the mechanism of the cooking robot is mainly composed of
three parts: 1. vertical cabinet; 2. stirrer; and 3. programmable induction cooker.
The vertical cabinet is used to store food, grab the desired ingredients accurately
through the internal mechanical drive, and feed them into the cookware (like pan)
below. The stirrer is responsible for stirring the food during cooking and ensuring
the food is heated evenly. The programmable induction cooker accesses the com-
mands for temperature control from WiFi-based master control circuit board, and
achieves the temperature control of food using the eddy current heating method via
electromagnetic induction [4].

During automatic cooking, it is crucial to guarantee that robot can grab an
accurate amount of ingredients for each food. This requires complicated design.

Figure 42.3 shows the 2D structure of the decomposed vertical cabinet. Inside
the cabinet, there are grids for storage. The grids are placed separately around
the rotary screw rod to facilitate the rotation and grabbing of the gripper [5].
A mechanism with two-degree-of-freedom motion is at the center of the cabinet.
The gripper, driven by the rotation support, rotates around the screw rod. When it
rotates to the grid in which the food should be took out, the rotation support stops
rotating and the two-degree-of-freedom gripper moves the food to the weighing
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cabinet

Wireless 
Router

Network 
Server

mobile 
phone

PC

WIFI  
circuit

WIFI

WIFI

WIFI

Cooking robot
Fig. 42.1 Block diagram of
the cooking robot system
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hopper below, which can weigh the fallen food. In this way, a closed-loop control
network for grabbing food is developed between the gripper and the weighing
hopper to guarantee the robot can grab an accurate amount of food.

As stated above, one basic flow for automatic cooking is shown in Fig. 42.4.

Fig. 42.2 Rending of the cooking robot

Fig. 42.3 2D structure of the decomposed vertical cabinet
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42.4 Hardware Circuit Design Method of the Cooking
Robot

As shown in Fig. 42.5, the system’s hardware circuit consists of three parts: 1. the
programmable induction cooker which uses the ATmega64 microcontroller as
master control unit and receives the temperature-control commands of WiFi-based
master control via RS422 serial communication; 2. the WiFi-based master control
circuit composed of STM32F407 and CC3000 Wireless network processor. In
addition, STM32F407 is responsible for sampling in the robot’s sensor system
related to weighing, electric current and temperature, etc.; 3. The motor drive board
which converts the PWM control signal of main control chip into the motor drive
current so as to drive the motors of all mechanical joints in the system. Grating
encoder is installed in each mechanical joint to form a PID closed-loop control
network, so that the motion of mechanical joints can be controlled accurately [6].

As shown in Fig. 42.6, the WIFI CC3000 wireless network controller circuit
control system. CC3000 is TI’s latest launch of a low-power chip WIFI. It supports
802.11b/g integrated radio, modem and MAC, supports WLAN communication in
the 2.4 GHz ISM band BSS station CCK and OFDM rates from 1 to 54 Mbps.
CC3000 Smart Config™ WLAN provisioning tools allow customers to connect a
headless device to a WLAN network using a smart phone, tablet, or PC. CC3000
work need a 32 k benchmark precision clock. In addition, due to the CC3000
operating voltage of 1.8, 3.3 V when using TTL level must be necessary to control
the level of conversion.
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Fig. 42.4 Flowchart of
automatic cooking
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42.5 Prototype and Test Results

Figure 42.7 shows the photo of the cooking robot. Because of the restrictions on the
processing of mechanical parts, the cooking robot is actually assembled with
the mechanism that uses the screw rod to drive the sliding of the gripper, instead of
the above mechanism that applies the rotation of the vertical cabinet. However, their
control effects and principles are basically the same.
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Fig. 42.5 Schematic diagram of the system’s hardware circuit

Fig. 42.6 WIFI control system diagram
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Figure 42.8 shows the remote debugging software in the Windows system of the
computer terminal. The debugging software is connected to the cloud server via
WiFi signal and its remote control over the robot includes two types: manual
control and automatic control. The robot can perform all control commands
accurately, and complete automatic cooking in the mode of automatic control.

Every step of the cooking robot action is the one simulating the human hand,
such as the temperature regulating, adding of the accessory food and the fully
mixing. In the experiment, a high-level Chinese food cooker was invited to cook the
by inviting a master of Chinese cuisine cooking red braised eggplant, and the
cooking robot did the same dish. The comparison is shown in Table 42.1 [7].

Fig. 42.7 Photo of the cooking robot

Fig. 42.8 Interface of computer terminal for remote control over host computer
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42.6 Analysis of Experimental Results

The proposed cooking robot was awarded a prize in the Internet of Things
Embedded Technology Contest held by STMicroelectronics in July, 2014, in which
the manual and automatic cooking processes of Quick-Fried Shrimp Meat and
Chinese Cabbage and Tofu Soup were demonstrated.

This paper introduces a type of automatic cooking robot based on Internet of
Things, as well as its system composition, system function and basic features. The
introduction focuses on the implementation principles of its mechanism and WiFi
communication. With flexible and simple control methods, the robot can realizes
the automatic cooking of Chinese food to some extent.

However, we also find some defects of the robot in actual use and test, including:

1. The ingredients are not kept in cold storage, so they will deteriorate if stored for
a long term;

2. It is not easy to clean the oil stain and food chips after each automatic cooking.

The problems above will be improved in the future development.
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Table 42.1 Cooking robot
with the master chef cooking
result contrast

Cooker The robot (%) The human cooker (%)

Colour and lustre 75 80

Taste 70 90

Simple sense 80 85

The aroma 74 74

Cooking time (Min) 21 29
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Chapter 43
A Graph-Based Nonparametric Drivable
Road Region Segmentation Approach
for Driverless Car Based on LIDAR Data

Xiaolong Liu and Zhidong Deng

Abstract Road surface detection is one of the essential issues for autonomous
driving. In this paper, we present a drivable road region detection approach using
LIDAR data, where a nonparametric connected region representation is used to
describe such a road region. First, an imaging of LIDAR data is conducted. Second,
the gradient feature of road surface is extracted. Third, the flood fill algorithm is
adopted to segment connected regions that express road surfaces. Using graph-
based algorithm to deal with LIDAR data is a tentative way to segment drivable
regions for driverless car. The experimental results show that the proposed approach
is able to reliably detect drivable road regions under normal road conditions.

Keywords Drivable road region segmentation � Laser point clouds �Nonparametric �
Driverless car

43.1 Introduction

To reliably detect drivable regions is essential to driverless car. Many researchers pay
attention to such a hot spot topic in recent years, although it makes less significant
advances. Among them, vision-based method is one of the most important branches
in the field. Some methods use monocular camera to extract the road region by
employing features with specific intensity, color, and texture as visual cues on the
road surface [1–3]. Others use binocular or more cameras for road surface detection
by utilizing 3D structural information [4–7]. Considering complexity of outdoor
scenarios and lighting variation, however, traditional camera-based segmentation
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approaches are susceptible to environmental disturbances and cannot detect drivable
road surface in a stable way.

The Light Detection and Ranging (LIDAR) can emit laser beam and receive its
reflection. It can effectively avoid illumination disturbances in natural scenes. Such
an active vision means has features like strong stability and abundant information,
which is well suited to applications in outdoor environment.

The LIDAR data were used to detect road curb in 2007 [8]. In 2010, Shin et al.
used a single LIDAR for outdoor patrol robots [9]. The LIDAR data is rather stable
in the outdoor environment. But traditional road surface segmentation approaches
often have assumption that road surfaces are planar. In [10], the RANSAC method
was adopted to fit planar parameters. The grid cell method is also used in the
expression of plane [11]. But there exist some restrictions for each of them. The
road surface is not always available to planar fitting. Additionally, the grid cell
method cannot deal with more complicated cases like hanging obstacles, i.e., the
upper side of tunnel or the trees in natural scenes. In recent years, there are also
many advances on real-time 3D laser imaging, automatic target recognition [12],
and automatic pilot on driverless car [13].

Based on LIDAR data, this paper presents a drivable road region detection
approach. It uses a nonparametric connected region representation to express such
road regions. First, an imaging of LIDAR data is conducted. Second, a gradient
feature of road surface is extracted. Third, the flood-filling algorithm is employed to
make segmentation of connected regions that describe road surfaces. The use of
graph-based algorithms for LIDAR data is a tentative way to drivable road region
segmentation. The experimental results show that our approach can reliably detect
drivable road regions under normal road conditions and be applicable to nonplanar
surfaces and hanging obstacles.

43.2 A Nonparametric Drivable Region Segmentation
Approach

Velodyne HDL-64E mounted on the roof provides a large amount of environmental
information than previously available. The device has 5–15 Hz user-selectable
frame rate and output rate of over 1.3 million laser points/s. After calibration, the
LIDAR data are transformed to ones in Euclid coordinate frame. Figure 43.1 gives
the illustration diagram of road model as laser scans are projected onto both hor-
izontal road surface and shoulders.

The angle resolution of the LIDAR is 0.09°. Let us consider the LIDAR scan
data ranging from left/right 45°. Assume x axis represents angle and y axis indicates
laser scan data from 64 beams. The imaging of LIDAR data is shown in Fig. 43.2a.
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The image pixel value is converted by use of the formula below

G ¼ xþ 2:5ð Þ � 255ð Þ= �1:5þ 2:5ð Þ ð43:1Þ

In the resulting expression, the LIDAR imaging is very similar to camera image.
It is very clear to observe from such an imaging that there contain driving cars,
trees, and road edges. In order to fill holes in the LIDAR imaging, the close
operation is adopted, as shown in Fig. 43.2b. The close operation can be described
as follows:

A�B ¼ ðA�BÞ� ð43:2Þ

Road boundary
Road surface

Laser scan

…
a

b c de

Fig. 43.1 The illustration diagram of road model

Fig. 43.2 The close operation for LIDAR imaging. a The imaging of LIDAR data. b The close
operation
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where the cell B is given by

1 1 1

1 1 1

1 1 1

Most of the holes are filled with the data nearby. Consequently, the road surface
is connected together. The obstacles are isolated by the road and the other con-
nected components.

The next step is to use the blur operation to remove the salient noise caused by
the LIDAR itself and the surroundings. In this paper, we use the Gaussian kernel
operator with a size of 3 × 5. It is a class of image-blurring filtering that uses
Gaussian function, in order to calculate transformation for each pixel in image. The
2D Gaussian function is described below:

Fig. 43.3 The denoise and feature extraction process. a The Gaussian blur operation. b The
Canny edge detection. c The 3D gradient histogram of the LIDAR data (left) and the height one,
where blue indicates low and red high (right)
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G x; yð Þ ¼ 1
2pr2

e�
x2þy2

2r2 ð43:3Þ

where x is the distance from the origin in the horizontal axis, y the one from the origin
in the vertical axis, and σ the standard deviation of Gaussian distribution [14].

The classical Canny edge detection algorithm is used to detect the road edge
effectively. The road has mostly carved out by the pixels on the Canny edge. The
Canny result compose the shape of the road. Next we conduct a gradient compu-
tation to extract road edges using the following formula:

G ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2I
dx2

þ d2I
dy2

s
ð43:4Þ

The gradient histogram acquired is shown in Fig. 43.3c. It is obvious that we can
see the flatness of the road. If the road is not flat, the parametric expression should be a
curved surface. Owing to the fact that the actual surface is unknown, it is very difficult
to express it using a set of parameters. As a result, we present a nonparametric
approach to represent road surfaces. It is based on the assumption that the region lying

Fig. 43.4 The drivable region segmentation. a The binary image of the LIDAR data obtained
using threshold of 40. b The close operation of the binary image. c The segmented road surface
(marked in white)
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in the front of driverless car is generally a drivable road surface. In fact, the vehicle is
always running or parking on a road surface. This assumption makes sense. Con-
sequently, this paper presents a drivable region detection approach based on the flood
fill connection. First, the imaging of LIDAR data is converted into the binary image,
as shown in Fig. 43.4a. But we can observe that there exist some holes or outliers in
this image. Second, we exploited the close operator to remove part of them. In
Fig. 43.4b, it is easy to see that the image quality is improved. Third, the flood fill
algorithm is employed to carry out the connection of candidate drivable road regions
shown in Fig. 43.4c, where we used the center of the image bottom as the seed point.
Figure 43.5 shows the visualization of the above road segmentation.

Fig. 43.5 The segmentation of drivable region marked in green color (left) and the corresponding
camera image for the comparative reference (right)

Fig. 43.6 The satellite map for the roads near Tsinghua’s gymnasium
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43.3 Experimental Results

THU IV-2 driverless car developed by Tsinghua University is equipped with both
Velodyne HDL-64E and digital cameras. The on-site test area, which is covered
with a yellow rectangle, is the one near Tsinghua’s gymnasium, as shown in
Fig. 43.6. In this area, the road curb is not very clear. In addition, there is com-
plicated traffic on the road, including cars, bikes, and pedestrians. Apparently, the
proposed approach should be viewed to be effective and efficient, if such a road
surface can be detected reliably.

Fig. 43.7 The experimental results
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The output rate of HDL is 10 Hz and the camera is 54 frame/s. Thus frame rate
of both the HDL and the camera is not synchronous. But there is the nearest camera
frame at each HDL data frame. The time interval of our digital camera is
1/54 = 0.0185 s = 18.5 ms, which is quick enough when autonomously driving at
30 km/h. The drivable road region detection results under different scenarios are
shown in Fig. 43.7.

From a collection of segmentation results in Fig. 43.7, bikes and vehicles located
in the drivable road region can be identified very clearly, although the road curb is
not very tall. The intersection can also be found. In Fig. 43.7, (a) shows the static
obstacle of a car ahead and the low road curb near the grass can be detected.
(b) gives one single bike detected. (c) demonstrates that the road curb is not con-
tinuous, but the connected region can also be achieved. (d) shows a long straight
road. (e) precisely displays an intersection. (f) gives multiple static cars segmented
out of the drivable region. (g) shows a moving car in the front of our driverless car.
(h) illustrates a couple of segmented bikes. (i) demonstrates that our approach is
able to connect the road regions together, just like that in (c), even if the road curb is
not continuous. (j) shows the grass, together with the low road curb.

43.4 Conclusion

Based on LIDAR data, we present a graph-based drivable road region detection
approach, where a nonparametric connected region representation is used to
describe such road regions. First, an imaging of LIDAR data is done. Second, we
extract gradient features of road surface. Third, the flood-filling algorithm is used to
segment connected regions that express road surfaces. The experimental results
demonstrate that our new approach can reliably detect drivable road regions under
normal road conditions. Specifically, it is able to be applicable to nonplanar sur-
faces and hanging obstacles.

According to the actual experimental results, the segmented drivable road region
is about 20 m far away in the front of the driverless car. Apparently, a new detection
approach is required to segment the road surface in a longer distance. Additionally,
the drivable region detection is not as stable as that used in obstacle detection. It
cannot produce 100 % accuracy to extract road surface. In this case, the grid
mapping information of road may be very important to significantly improve per-
formance. For example, we could use it to provide ROIs to the drivable road region
detection. This is potentially applied to unstructured roads. The detection of the
drivable region in an unstructured road is worth being investigated in the future.
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Chapter 44
Detection of Road Obstacles Using 3D
Lidar Data via Road Plane Fitting

Xiong Chen and Zhidong Deng

Abstract Detection of road obstacles is essential for autonomous driving of
intelligent vehicles on highways and urban roads. In this paper, we present a robust
and accurate road obstacle detection method using 3D lidar data. First, we acquire a
stable and accurate description of road curbs through double validations. Then, a
RANSAC and least squares road plane fitting procedure is performed. Finally,
obstacles including cars, trucks, pedestrians, and bikes are detected based on the
road plane. Experimental results show good performances of the proposed method
on various road situations.

Keywords Obstacle detection � Curb detection � Road fitting � Autonomous
driving

44.1 Introduction

Robust detection of road obstacles is a major task in environment perception, which
is crucial for intelligent vehicles to achieve safe autonomous driving. Road obsta-
cles, including cars, trucks, pedestrians, and bikes arise constantly and unpredict-
ably, which affects autonomous driving of intelligent vehicles to a significant extent.
As intelligent vehicles are becoming more and more sophisticated, a sufficient
understanding of surrounding environment will become increasingly important.
However, this is not tractable due to mainly unpredictable strong noise brought by
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both active sensors such as 3D lidars and passive sensors such as cameras usually
equipped on intelligent vehicles. To handle this low signal-to-noise ratio data in real-
time makes it even more difficult for autonomous driving of unmanned vehicles.

Obstacle detection has been studied for several decades. Immense amount of
approaches utilized vision exclusively [1–3], whereas others focused on the use of
2D or 3D lidars [4–6], sometimes combined with vision [7]. Lidars are active
sensors that are able to provide direct distance and intensity measurements of
surrounding environment at high resolution without interference from weather,
illumination, or shadow. The major difference between 2D lidars and 3D lidars is
that each scanning of a 2D lidar is performed along a plane with a limited field of
view (usually less than 180�), while a 3D lidar contains a large number of scanning
planes with a broad field of view (even 360�), resulting in a cloud of 3D readings
containing distance and intensity information within one single scanning period.
This huge data makes a stable and accurate description of road curbs possible as a
large amount of curb readings can be obtained in one scanning. As curbs define
road boundaries, when appropriately modeled, they can be used to generate vehicle
controlling parameters. Besides, once left and right curbs are successfully detected,
lidar readings in between are mostly road and obstacles.

In this paper, we focus on the detection of urban road obstacles using Velodyne
HDL-64E S2 3D lidar mounted on the top of our unmanned vehicle THIV-II (see in
Fig. 44.1). We propose a method that robustly detects road obstacles in real-time,
using cloud readings obtained from this 3D lidar. The major contributions of this
paper are: First, we utilize a clothoid model to fit curb measurements detected using
ILP features in [8]. Secondly, a RANSAC and least squares road plane fitting
procedure is performed to obtain a good approximation of the road in front of the
vehicle. Finally, obstacle readings are detected and clustered based on the road
plane via Euclidean distance. Experiments under different urban road situations
demonstrate favourable results of our proposed method.

This paper is organized as follows. Section 44.2 states some related work on
obstacle detection using lidars, especially methods based on road detection.

Fig. 44.1 THIV-II and
Velodyne 3D lidar
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Section 44.3 describes the proposed method in detail, followed by experimental
results in Sect. 44.4. The last section draws the conclusion and discusses the future
work.

44.2 Related Work

A considerable amount of research has been carried out on the topic of obstacle
detection using 2D or 3D lidars. Some prior approaches tried to detect obstacles by
fitting models to lidar measurements, such as [9, 10]. However, these approaches
are usually computationally demanding and therefore can hardly be applied in real-
time applications. To overcome this problem, model-free methods that distinguish
obstacles from the road are widely used. In this case, laser points are projected to an
estimated road plane and lidar readings of the road and obstacles are separated
according to their Euclidean distance to the estimated road plane based on the fact
that obstacle readings are above the road plane to some extent. With that in mind,
researchers are focused on the accurate estimation of the road surface. [11] uses
fuzzy clustering method that based on maximum entropy theory to cluster lidar
points and then a weight linear fitting algorithm is applied to extract road surface. A
graph-based approach to segment ground and objects from 3D lidar scans using a
novel unified, generic criterion based on local convexity measures is used in [12].
Road extraction by modeling the road as a dynamic system of connected planes is
achieved in [13], where Kalman filter is applied to predict and monitor each plane
center and its heading direction. Combined with an occupancy grid, [14–16]
acquire a good description of the road surface by taking advantage of multiple
heterogeneous sensors.

In comparison with prior art, our method exploits curb measurements detected in
[8] with ILP features as road boundaries. Once the left and right boundaries of the
road are clearly defined and appropriately modeled, laser measurements in between
are mostly road surface and obstacles defined above. In most cases, road surface
readings take a larger proportion than readings from obstacles, which makes
RANSAC [17] a suitable method to fit plane model to the laser data. Detection of
obstacles is straightforward after the road surface is accurately estimated.

44.3 Obstacle Detection Based on Road Plane Fitting

As illustrated before, our method exploits laser measurements, or readings, received
from our Velodyne HDL 3D lidar. A detailed description of the lidar can be found in
[18]. Here we briefly introduce components of each laser measurements. During
each scan period, about 130,000 measurements are produced. Each of these
measurements consists of 7 components, coordinate ðx; y; zÞmeasured in millimeter,
intensity I, scanning line order c, distance to the origin d, and rotation angle h.
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The origin of the coordinate frame is the location of the 3D lidar, with x axis
direction pointing right, y forward and z upward with respected to our vehicle.

In the current section, a three-stage obstacle detection approach is described in
detail. First, a stable description of road curbs is presented. Then, the road surface is
modeled as a plane using RANSAC and least squares. Finally, obstacle readings are
distinguished based on their Euclidean distance to the road plane.

44.3.1 Curb Model with Double Validations

Curb points detected using the algorithm described in [8] may contain a fraction of
false positive cases, or noise, and take laser measurements of other vehicles or
pedestrians that occlude the curb as curb points. The reason for this is that vehicles
and pedestrians share the same ground projection and elevational properties that are
mainly used in the algorithm to detect curbs. These false positive measurements are
obviously undesirable and need to be elaborately dealt with as road curbs are
usually used to provide vehicle controlling parameters, especially when lane
markings are invisible or terribly detected. Here we utilize a local model to elim-
inate the effect of measurements of obstacles far from real curbs such as cars and
trucks on the road, and a global model to handle measurements reflected from
pedestrians and bikes that are close to real curbs. This double-validation has the
ability to handle noise and provide a stable curb description in most cases.

In this local model, we eliminate z coordinates of these detected curb points as
they are not necessarily needed to fit a planar cubic curve model. As a result, a
grayscale pixel image is created for each frame of the laser points with white pixels
referring to the detected curb points and black pixels non-curbs, as illustrated in
Fig. 44.2.

We split this pixel image into left and right parts resulting in two pixel images
denoting each side of the curbs. The same procedure is performed in both images.
For the left image, we split it into two parts: the top one and the lower one. The
lower part reflects curbs that are near the vehicle while the top one further. We
perform Hough transform for line segment detection in both parts and choose the
one segment with the longest length as the detecting result of that part. As a result,
we acquire two line segments for the two parts of left pixel image is as follows:

ll;ns : x ¼ al;nsyþ bl;ns ð44:1Þ

ll;fs : x ¼ al;fsyþ bl;fs ð44:2Þ

We assume that the curbs within a short distance are consecutive and do not
change dramatically until next intersection in this local model, therefore jal;ns �
al;fsj and jbl;ns � bl;fsj should be small. The local model validation fails if either of
them is no smaller than predefined thresholds Tlocal ¼ fTa; Tbg. A global model
validation is performed once these line segments passes the local model validation.
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We do this as follows: First, we choose N points with some certain y-coordinates
from each of the two line segments, resulting in a set of 2 N points. Secondly, these
points are transformed into a global coordinate system. We keep a queue of
K = 2 N*M points, denoting points from the most recent M frames. These K points
describe history information of the curbs, therefore can be used to check the current
frame. We fit these points with a planar cubic curve model chist via least-squares
method and calculate the sum of the distances between current 2 N points and chist.
The global model validation fails if the sum is no smaller than predefined threshold
Tdist. After the double validations, we update the queue as to keep track of the curbs.
If either of the validations fails, we choose 2 N points from chist with the same
y-coordinates as before and place them at the end of the queue while deleting the
first 2 N points, otherwise the current points that have passed the validations are
used to update the queue. Finally, we fit the updated queue with a planar cubic
curve model ccurrent as the result of our curb model. However, if the validations keep
failing for a certain count of frames, we may believe that the curbs have changed
and a re-initialization procedure is followed.

Fig. 44.2 A pixel image of a
frame
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44.3.2 Road Plan Fitting and Obstacle Detection

In this section, we present our method of obstacle detection based on the curb curve
model acquired in the above section. As illustrated in the last part, we obtain both
left and right curb curve models as cl and cr in the vehicle coordinate frame. As
curbs define road boundaries, laser readings between cl and cr are mostly reflected
by the road surface and obstacles such as trucks, cars, and pedestrians, which
should be precisely detected and avoided. We assume that the road surface within a
short distance does not change much and can be fitted with a 3D plane model as:

P : Axþ Byþ Cz ¼ D ð44:3Þ

We use the RANSAC algorithm and least-squares method to calculate the
parameters and therefore acquire a best fit road plane as our road model. While
using RANSAC, laser readings between cl and cr are grouped into inner points and
outliers with respect to the plane. As for the outlier set, we calculate the distance of
each point to the plane and points with a distance no less than a predefined
threshold Tplane are considered as reflected from obstacles and therefore labeled as
“obstacle”. As there may be more than one obstacles on the road, we group
“obstacle” points into different clusters according to their Euclidean distance to
each other, two laser readings are considered in the same cluster if their distance is
less than a fixed positive number e. A bounding box is calculated for each of the
cluster as a result of our obstacle detection for the current frame.

44.4 Experimental Results

In this section, we present some results of our obstacle detection system on real
highways and urban roads. Figure 44.3 demonstrates results of curb curve model
fitting. Figure 44.3a is the detection result of curb points in most cases. Figure 44.3b
shows the model fitting result in a pixel image with green curves denoting each of
the two sides of the curbs. Figure 44.4 shows some detection results on various road
and under different road situations. Figure 44.4a is the detection result on a highway
with multiple obstacles. Figure 44.4b shows results on an urban road with vehicles
and bicycles. We can see that pedestrians on urban road can be detected in
Fig. 44.4c. Obstacles in most cases can be detected precisely with our method.
However, two obstacles can be clustered as one if they get too close to each other as
shown in Fig. 44.4d.
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Fig. 44.3 Result of curb model fitting. a Detection result of curb points. b Fitting result of curb
points

Fig. 44.4 Detection results of obstacles under different road situations. a Detection result on the
high way. b Detection result on a urban road. c Urban roads with pedestrians. d Two obstacles are
considered as one
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44.5 Conclusions

In this paper, we present a robust and accurate road obstacle detection method using
3D lidar data. Our method is mainly based on an accurate description of road curbs,
which define road boundaries, and RANSAC road plane fitting. The method is
applied to our intelligent vehicle and shows good performances. However, as the
road may change dramatically in a wider area, the assumption that it can be
modeled as a plane may no longer be appropriate, this should be handled in the
future so as to detect obstacles in the distance.
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Chapter 45
Quasi-Min-Max Model Predictive Control
for Discrete-Time Singular Systems
with Input-to-State Stability

Chan Gao and Xiao-Hua Liu

Abstract The paper concerns robust quasi-min-max model predictive control for a
class of discrete-time singular systems with input constrains and persistent disturbance.
To deal with the persistent disturbance, we introduce the notion of input-to-state
stability of discrete-time singular system for the first time. The optimal control can be
obtained by solving a quasi-min-max optimal problem of a finite horizon cost function.
On the basis of the proposeddual-modeMPCapproach, it can be proved that the closed-
loop discrete-time singular system is input-to-state stability. Finally, a numerical
simulation shows the feasibility and the effectiveness of the proposed method.

Keywords Model predictive control (MPC) � Discrete-time singular systems �
Input-to-state stability (ISS) � Persistent disturbance � Dual-mode approach

45.1 Introduction

Due to the capacity in involving the dynamic and algebraic relationships between
state variables simultaneously [1], the singular system model can describe a larger
class of systems than the normal linear system model, such as power systems,
economical systems, robotic systems, chemical processes, and others [2]. The study
of singular systems control has attracted considerable attention in the last decades,
and has achieved abundant accomplishment [3].

Model predictive control (MPC) is an effective control strategy widely applied in
the industry [4], and is also an optimal control technique that deals with hard
constraints and nonlinearity. With the development of model predictive control,
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many MPC algorithms have been proposed for nominal systems, especially the
robust MPC, which was developed to ensure the performance of systems subject to
uncertainties such as parameter uncertainties, unmodeled dynamics, external dis-
turbances, [5–7], etc. Recently, the research on robust MPC of singular systems has
been carried out [8–11]. In [8], it is concerned with model predictive control of
time-varying linear singular systems with norm-bounded uncertainties, and the
control actions are obtained by minimizing a worst-case objective function over an
infinite moving horizon. After that, some results on robust MPC of singular systems
with uncertainties, decaying disturbance, state and input delays have been obtained
[9–11], etc.

When some uncertainties cause a great difference between the actual models and
the nominal models, such as persistent disturbance which cannot decay to zero, then
the- Lyapunov stability or asymptotic stability performance of systems will not be
very well guaranteed, so to this end, many robust MPC algorithms are developed to
ensure the performance of MPC systems [12, 13]. In the case of persistent distur-
bances for nominal systems, it is clearly impossible to achieve closed-loop
asymptotical stability of the origin. Recently, input-to-state stability results for min-
max nonlinear MPC are presented in [14, 15] to deal with a class of systems subject
to control constraint and bounded (persistent or vanishing) additive disturbance, the
most utilized method is the dual-mode approach which was a local feedback
controller inside the terminal constraint set and a min-max MPC controller outside
the terminal constraint region. In [14], a priori sufficient condition is provided for
robust stability of the resulting closed-loop system using the input-to-state stability
framework and derive new conditions for guaranteeing ISS of min-max MPC
closed-loop systems using a dual model approach. In [15], a robust MPC algorithm
of nonlinear systems subject to input constraints and unknown but bounded dis-
turbances, the proposed control algorithm solves a semidefinite programming
problem that explicitly incorporates a finite horizon cost function and LMI-con-
straints. Input-to-state stable (ISS) and a dual-model approach are combined to
achieve the closed-loop ISS of the controller with respect to disturbance.

However, to the best of the authors’ knowledge, the problem of robust MPC for
singular system with persistent disturbance has not been investigated so far.

In this paper we consider the robust MPC problem of discrete-time singular
systems subject to persistent disturbance and control constraints. First, we introduce
the concept of Input-to-state stability (ISS) to the design method of robust singular
predictive controller; secondly, a piecewise constant control sequence is obtained
by minimizing a worst-case objective function over a finite horizon outside the
terminal constraint set, and a local feedback controller is used in a terminal con-
straint set. Finally, it is proved in that the designed dual-mode MPC approach can
ensure the closed-loop discrete-time singular system to be input-to-state stability.
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45.2 Problem Statement

45.2.1 System Description

Consider the following discrete-time singular system with persistent disturbance:

Ex k þ 1ð Þ ¼ Ax kð Þ þ Bu kð Þ þ Gw kð Þ; ð45:1Þ

where x kð Þ 2 <n is the system state vector, u kð Þ 2 <m is the current input control
vector, the persistent disturbance input w kð Þ 2 W � <d , and E is a real constant
matrix with rank Eð Þ ¼ r r\nð Þ:

The control input u(k) is subject to the constraint

u kð Þ 2 U ¼ u kð Þ 2 <m : u kð Þk k� u
�
; k ¼ 0; 1; 2. . .

n o
; ð45:2Þ

where the u is a known upper bound. Moreover, the signal w(k) is the persistent
disturbance which cannot decay to zero, and lies in a compact set

w kð Þ 2 W ¼ w kð Þ 2 <d : w kð Þk k� w
�
; k ¼ 0; 1; 2. . .

n o
; ð45:3Þ

where the w is a known upper bound. The disturbance w(k) satisfying (45.3) will be
said to be admissible.

Definition 45.1 [16]

(i) Singular system (45.1) is regular if det zE � Að Þ is not identically zero for
z 2 C.

(ii) Singular system (45.1) is said to be causal if degðdetðzE � AÞÞ ¼ rankðEÞ.

Lemma 45.1 [8] The following items are true

(i) all Z satisfying ZET ¼ EZT can be parameterized as Z ¼ EV1WVT
1 þ SVT

2 ,
where W � 0 2 <r�r and S 2 <n� n�rð Þ. Furthermore, when z is nonsingular,
W [ 0.

(ii) if EV1WVT
1 þ SVT

2 is nonsingular with W [ 0. Then there exist W
^
such that

ðEV1WVT
1 þ SVT

2 Þ�T ¼ U1 W
^
UT

1 E þ U2 S
^

with W
^ ¼ P1

r W
�1 P1

r and

S
^ ¼ UT

2 EV1WVT
1 þ SVT

1

� ��T
.

45.2.2 Input-to-State Stability

Consider the following discrete-time singular systems:
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Ex k þ 1ð Þ ¼ F x kð Þ;w kð Þð Þ; ð45:4Þ

where x kð Þ 2 X � <n is the system state vector, w kð Þ 2 W � <d is the disturbance
inputs vector, and the function F : <n � <d is smooth enough and F 0; 0ð Þ ¼ 0.
Exceptional, E 2 <n�n is singular matrix with rank Eð Þ ¼ r r\nð Þ, if the matrix E is
nonsingular matrix, the above discrete-time singular system degenerated into nor-
mal discrete-time system. Assume that W is bounded set.

Definition 45.2 [14] We call a set X 2 <n a robust positive invariant set of system
(45.4) with respect to disturbance w kð Þ if for all x kð Þ 2 X it holds that
F x kð Þ;w kð Þð Þ 2 X for all disturbance w kð Þ 2 W .

Definition 45.3 The discrete-time singular system (45.4) is said to be Input-to-state
stability (ISS) in X � <n and 0 2 int Xð Þ if there exist a KL-function and a K1
function γ, for each input w kð Þ 2 W , and each Ex 0ð Þ 2 X holds that

x k;Ex 0ð Þ;w kð Þð Þj j � b Ex 0ð Þ;w kð Þð Þ þ c w kð Þk kð Þ;8k� 0 ð45:5Þ

where x k;Ex 0ð Þ;w kð Þð Þ is the state trajectory of system with initial condition
Ex 0ð Þ 2 X and the disturbance w kð Þ 2 W .

Theorem 45.1 Consider discrete-time singular system (45.4) and suppose that the
disturbance is bounded. Let a1 sð Þ :¼ ask; a2 sð Þ :¼ bsk; a3 sð Þ :¼ csk for some
a; b; c; k[ 0; the constraint set X be an RPI set for system (45.4) and V �ð Þ : X !
<þ be a function such that

(i) V 0ð Þ ¼ 0
(ii) a1 Ex kð Þk kð Þ�V Ex kð Þð Þ� a2 Ex kð Þk kð Þ
(iii) V F x kð Þ;w kð Þð Þð Þ � V Ex kð Þð Þ� � a3 Ex kð Þk kð Þ þ r w kð Þk kð Þ if above

inequality holds for all x 2 X and all w kð Þ 2 W , then system (45.4) is ISS,
and we called V �ð Þ : X ! Rþ is an ISS-Lyapunov function.

The aim of this paper is to design the dual-mode MPC controller which can
ensure the closed-loop discrete-time singular system (45.1) input-to-state stability
(ISS):

UDMðxÞ ¼ uði=kÞ; xði=kÞ 62 XT i ¼ 1; 2:::::N

KNxði=kÞ; xði=kÞ 62 XT

(

where XT is the terminal constraint region, u(i/k) is the control action for time k + i,
x i=kð Þ denote the predicted state at time k + i.
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45.3 Robust MPC with ISS

45.3.1 Optimization Problem Analysis

Consider the discrete-time singular system (45.1), define a sequence of control
policy :

UN kð Þ ¼ u 0=kð Þ; . . .; u N � 1=kð Þ½ �

with u i=kð Þ ¼ K kð Þx i=kð Þ; i ¼ 1; 2. . .N � 1: Let x i=kð Þ denote the predicted state
at time k + i, based on the measurements at sampling time k; x(k/k) refer to the state
measured at sampling time k; u(i/k) is the control action for time k + i obtained by
an optimization problem over the finite prediction horizon.

Due to the exist singular matrix E of discrete-time singular system, we choose
the following terminal cost function and performance index. At each sampling time
k, consider the following finite horizon performance index:

J	N ¼ min
UN

0 kð Þ
max

k¼0;1...N
JN kð Þ ð45:6Þ

JN kð Þ ¼
XN�1

i¼0

L x i=kð Þ; u i=kð Þð Þ þ V x N=kð Þð Þ

¼
XN�1

i¼0

x i=kð ÞTQx i=kð Þ þ u i=kð ÞTRu i=kð Þ þ x N=kð ÞTETPEx N=kð Þ

ETPE� 0

s:t:Ex iþ 1=kð Þ ¼ Ax i=kð Þ þ Bu i=kð Þ þ Gw i=kð Þ; i� 0

x 0=kð Þ ¼ x kð Þ; u i=kð Þ 2 U; i ¼ 0; 1. . .N � 1;

x N=kð Þ 2 XT

where P, Q, R are assumed to be positive definite and symmetric matrices. XT is the
terminal state constraint set including the origin as interior and we assumed that XT

is the RPI set.
Choosing the terminal function V xð Þ ¼ xTETPEx with a positive definite matrix

P. At each sampling time k, suppose that for any disturbance, i ¼ 1; . . .N, V xð Þ
satisfies the following inequality:

V x iþ 1=kð Þð Þ � V x i=kð Þð Þ� � x i=kð Þk k2Q� u i=kð Þk k2Rþq w i=kð Þk k2: ð45:7Þ

for some q[ 0.
If there exists a suitable nonnegative variable c kð Þ satisfied maxJN kð Þ� c kð Þ,

then the optimization problem (45.6) can be solved by semidefinite programming.
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45.3.2 The Main Results for Optimization

Theorem 45.2 Consider the constrained discrete-time singular system (45.1) and
the control sequence UN kð Þ. If there exist c kð Þ� 0; h� 0; k kð Þ[ 0;W � 0 2
<r�r; S 2 <n� n�rð Þ Y 2 <m�n and some numbers e[ 0 and q[ 0, with Z ¼
EV1WVT

1 þ SVT
2

� � ¼ P�1 and Y ¼ K kð ÞZ, the following optimization problem is
feasible at sampling time k:

min
c kð Þ;u kð Þ;h;W ;S;Y

c kð Þ

s:t:

�ETZE 0 AZ þ BY½ �T YT ZT

	 �qI GT 0 0

	 	 �ZT 0 0

	 	 	 �R�1 0

	 	 	 	 �Q�1

2
6666664

3
7777775
� 0

ð45:8Þ

�c1 kð Þ u kð ÞT Ax kð Þ þ Bu kð Þð ÞT w
�

	 �R�1 0 0
	 	 �e�1

1 ZT 0

	 	 	 �e�1
2 k�1

r GTGð Þ

2
6664

3
7775 � 0 ð45:9Þ

�/ �k � 1ð Þ u kð ÞT Ax kð Þ þ Bu kð Þð ÞT w
�

	 �R�1 0 0
	 	 �e�1

1 ZT 0

	 	 	 �e�1
2 k�1

r GTGð Þ

2
6664

3
7775 � 0 ð45:10Þ

� �u2 u kð ÞT
	 �I

� �
� 0 ð45:11Þ

� �u2 ETZE YT

	 �h

� �
� 0 ð45:12Þ

�c kð Þ 1
1 �h

� �
� 0 ð45:13Þ

where

c1 kð Þ ¼ c kð Þ � N � 1ð Þq�w2 � xT kð ÞQx kð Þ
/
�
k � 1ð Þ ¼ U k � 1ð Þ � N � 1ð Þq�w2 � xT kð ÞQx kð Þ

e1 ¼ 1þ e; e2 ¼ 1þ e�1
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Then the following properties hold:

(a) The terminal function V xð Þ ¼ xTETPEx with Z ¼ P�1 satisfies inequality
(45.7) for i ¼ 1; . . .N � 1: Especially

V x iþ 1=kð Þð Þ � V x i=kð Þð Þ� � c; 8i ¼ 1; . . .N � 1

for any x i=kð Þ 2 Xf ¼ x 2 <n : x i=kð Þk k� r1f g and some c[ 0, with

r1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q�w2 þ c

.
kmin Qð Þ

r

(b) It holds that inequality U kð Þ� c kð Þ, which yield an upper bound of the ori-
ginal cost function JN kð Þ� c kð Þ.

(c) The constraint (45.2) is fulfilled with respect to any admissible disturbance
(45.3).

Then for the following parts, we determined a terminal region and a fixed state
feedback controller.

To proceed further, we give the following Assumption 45.1.

Assumption 45.1 There exist kmin Qð Þ; kmin Pð Þ; kmax Pð Þ[ 0 with kmin Qð Þ� kmax Pð Þ,
a function h xð Þ ¼ Kx kð Þ : <n ! <m with h(0) = 0, and a K-function σ such that:

(i) XT 
 Xu and 0 2 int XTð Þ.
(ii) XT is an RPI set for system (45.1) in closed-loop with u xð Þ ¼ Kx kð Þ.
(iii) L x; uð Þ� xTQx� kmin Qð Þ xk k22 for all x 2 X and all u 2 U.
(iv) kmin Pð Þ Exk k22 � xTETPEx� kmax Pð Þ Exk k22 for all x 2 XT .
(v) V F x kð Þ; u kð Þ;w kð Þð Þð Þ � V x kð Þð Þ� � L x kð Þ; u kð Þð Þ þ r w kð Þk kð Þ for all

x 2 XT and w kð Þ 2 W .

Remark 45.2 This assumption implies that the terminal cost function is a local ISS-
Lyapunov function for discrete-time singular system.

Theorem 45.3 Consider the discrete-time singular system (45.1) under Assump-
tion 45.1. For any x kð Þ 2 XT with XT ¼ x kð Þ 2 <n : x kð Þk k\r1f g, there exist
c� 0; h� 0;W1 � 0 S1 2 <n� n�rð Þ; YN 2 <m�m with ZN ¼ EV1W1VT

1 þ S1VT
2 ¼

cP�1
N and YN ¼ KNZN . The local feedback control law u	 0=kð Þ ¼ KNx kð Þ 2 U for

all x kð Þ 2 XT and the closed-loop systems (45.1) with u kð Þ satisfies:

V x k þ 1ð Þð Þ � V x kð Þð Þ� � x kð Þk k2Q � u kð Þk k2R þ q w kð Þk k2: ð45:14Þ
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for all x kð Þ 2 XT and w kð Þ 2 Wr , where the terminal cost function V x kð Þð Þ ¼
xTETPNEx kð Þ with PN ¼ cZ�1

N such that

�ETZNE 0 AZN þ BYN½ �T YT
N ZT

N
	 �cqI GT 0 0
	 	 �ZT

N 0 0
	 	 	 �cR�1 0
	 	 	 	 �cQ�1

2
66664

3
77775� 0 ð45:15Þ

� u2
�
ETZNE YT

N
	 �h

" #
� 0 ð45:16Þ

�c 1
	 �h

� �
� 0 ð45:17Þ

holds for some q[ 0;Q[ 0;R[ 0 are weighing matrices in JN kð Þ.

Then we can obtain the following dual-model control algorithm of discrete-time
singular system:

Step 1. Select Q[ 0;R[ 0; q[ 0; c[ 0; e[ 0;N[ 0, and computer r1 ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q�w2 þ c

.
kmin Qð Þ

r
with respect to w

�
.

Step 2. At step time k = 0, 1, 2 …, measure the state x kð Þ;
Step 3. If x kð Þ 62 XT , solve problem (45.8–45.13) on line; else, compute a feasible

solution on LMIS (45.15–45.17) online;
Step 4. Apply the control input u kð Þ ¼ u	 0=kð Þ to discrete-time singular system (1);
Step 5. Set k ¼ k þ 1 and go to step 2.

45.4 The Analysis of Input-to-State Stability

Theorem 45.4 Consider the constrained discrete-time singular system (45.1)
under Assumption 45.1. The value function of problem 1 is an ISS-lyapunov
function of the closed loop system (45.1) with the dual mode MPC control
u kð Þ ¼ u	 0=kð Þ, the closed loop system is regular, causal and ISS with respect to
disturbance (45.3) in the face of input constraint (45.2).
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45.5 A Numerical Example

Consider the discrete-time singular system (45.1), whose parameter values are as
follows:

E ¼

1 0 0 0

0 1 0 0

0 0 0 0

0 0 0 1

2
6664

3
7775;A ¼

1 0 0:1 0

0 1 0 0:1

�0:02 0:02 1 0

0:02 �0:02 0 1

2
6664

3
7775;B ¼

0

0

0:1

0

2
6664

3
7775;

G ¼

0

0

0:1

0

2
6664

3
7775:

Considering the persistent disturbance w kð Þ ¼ w
�
sin kð Þ with w

� ¼ 0:5. The aim is
to design a controller with respect to persistent disturbance w kð Þj j � w

�
and the

control constraint u kð Þj j � 1 to ensure the closed-loop singular system is input-
to-state stability.

In the simulation running, let Q ¼ I 2 <n�n; R ¼ 1; e ¼ 0:1; c ¼ 0:02;
q ¼ 0:5; N ¼ 3; and computer r1 = 0.3808, then the terminal constraint set is
XT ¼ x kð Þ 2 <n : x kð Þk k\r1f g.

Choosing the initial state x 0ð Þ ¼ 1 0:5 �0:7 0½ �T and with the sampling
time 0.1 s. The dual model controller is designed on the basis of Theorems 45.2 and

Fig. 45.1 3D section of the terminal constraint region XT and the trajectories of closed-loop
system by proposed method
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45.3, solve the LMIS by LMI Tool-box. The simulation results are shown in
Figs. 45.1 and 45.2.

Above all, the simulation results show that the obtained closed-loop singular
system is input-to-state stable with respect to some bounded persistent disturbance
by the designed dual-mode MPC controller, moreover the closed-loop singular
system is also regular and causal.

45.6 Conclusion

In this paper, the robust quasi-min-max model predictive control is studied for
discrete-time singular systems with persistent disturbance and input constraints. The
concept of input-to-state stability and ISS-Lyapunov function for discrete-time
singular system is proposed for the first time. A robust predictive control is
designed to guarantee the input-to-state stability (ISS) of closed-loop singular
system. Also, the proposed optimization problem is solved.

Acknowledgments This work was supported by the National Science Foundation of China
(No.6077401 66).
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Chapter 46
QACtools: A Quality Assessment
and Quality Control Tool
for Next-Generation Sequencing Data

Dandan Song, Ning Li and Lejian Liao

Abstract In recent years, next-generation sequencing technologies have been
widely used, and are rapidly changing the landscape of genetics with unimaginable
speed. However, the preliminary quality control regulations including trimming
adaptor sequences, quality statistics, and depth and coverage statistics need to be
applied to raw reads before further analysis. QACtools implements various utilities
for processing raw reads in the FASTQ format and alignments in the BAM format.
It analyzes some relevant properties of next-generation sequencing data such as
average read length, base quality scores, and so on. Additionally, to our knowledge,
none of the other tools support depth and coverage statistic that have been provided
in our tool for analysis of large DNA sequencing data. It is crucial for overcoming
errors in base calling and assembly. We suppose tool is useful for the quality
control of NGS data to perform further analysis. This software is an open source
application freely available at https://sourceforge.net/projects/qactools/.

Keywords NGS data analysis � Quality control � FASTQ format � BAM format

46.1 Introduction

Over the past three years, next-generation sequencing technologies have been
widely used, and are rapidly changing the landscape of genetics with unimaginable
speed [1, 2]. This wide development of massive next-generation sequencing (NGS)
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technologies has dramatically accelerated biological and biomedical research. The
technologies enable the comprehensive analysis of genomes to become inexpensive
and routine, rather than requiring a lot of effort.

As massive number of DNA sequence reads can be generated in a single
experiment [3, 4], it is important to check the quality of reads. The preliminary
quality control regulations include trimming adaptor sequences, quality statistics,
and depth and coverage statistics. They need to be applied to raw reads before
further analysis and may prevent undesirable outcomes in the assembly or mapping
processes.

FASTQ [5] format is a common text-based file format for both a nucleotide
sequence and its corresponding quality scores, for storing the output of high
throughput sequencing instruments. Binary Alignment Map (BAM) [6] format is
the binary representation of SAM and keeps exactly the same information as SAM.
Using positional sorting and indexing, applications can perform stream-based
processing on specific genomic regions, such as calculating deep sequencing and
coverage, without loading the entire file into memory. Both FASTQ and BAM
format files can be accepted by our tool as input.

The proposed QACtools is a quality control and quality assessment application
for high throughput sequence data. It processes paired-end (PE) and single-end (SE)
sequencing data in the format of FASTQ and alignments in BAM files. It provides a
quick overview to tell you where there may be problems and generates summary
graphs and tables to intuitively review the results of several different quality control
checks. Additionally, to our knowledge, none of the other QC tools support depth
and coverage statistic that have been provided in our tool, which is crucial for
overcoming errors in base calling and assembly. The tool has been implemented as
a standalone application on UNIX high performance computing system scheduled
by SGE as well as on a single personal computer. It can either run as a standalone
interactive application for the immediate analysis of small numbers of input files, or
it can be run in a noninteractive mode suitable for integrating into a larger analysis
pipeline for the systematic processing of large numbers of files. The source codes
are available at the web address: https://sourceforge.net/projects/qactools/.

46.2 Materials and Methods

QACtools is highly configurable. The parameters of the analysis are specified and
flexibly customized in an intuitive configuration file. The raw FASTQ files and the
generated BAM files are taken as input. We have included multi quality control
steps to check the integrity of the inputs, such as base distribution and deep and
coverage of sequencing data. Different from most publicly available programs for
QC of NGS data, we provide the option for adaptor contamination removal. It is
able to filter the nonstandard adaptor sequences. The software is written in Perl and
C++, which is driven by command-lines. Importantly, it is prepared to analyze
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multiple samples simultaneously on a UNIX operating system, and the real exe-
cution time will be reduced a lot.

The major components of QACtools are illustrated in Fig. 46.1, where the
functions and the corresponding input and out files were represented in the rect-
angles, the relationship between them are shown by arrows. Below we explain each
major function in detail.

46.2.1 Sequence Trimming

Generally, the huge volume of data generated by NGS technologies is in the form of
compressed files. Our tool takes compressed NGS data files as input and com-
presses the filtered data as output in the end. Thus the requirement of storage space
and time for data transfer can be lowered a lot.

Both SE reads and PE reads are accepted for trimming of sequence artifacts. If
the reads with high quality score pass the filter criteria, they will be conserved in the
output file. While filtering of high quality reads from PE data, it is crucial to
maintain the pairing information, which is important for downstream analysis. Both
forward and reverse reads are processed simultaneously, and only if both of them
pass the filter criteria, filtered reads are exported in a separate file. In this way, the
pairing information is kept intact. In addition, we provide the function for adaptor

Fig. 46.1 Overview of various functions included in the QACtools
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contamination removal. The tool can utilize the standard adaptor sequences for
selected assay and remove the contaminated reads and the nonstandard adaptor
sequences provided by users as well.

46.2.2 Quality Statistics

The Basic Statistics module generates a wide variety of composition statistics,
including average quality score for each read, GC content, average length, and so
on, for the raw data and clean data files. It generates statistics for quality control and
filtering steps in the form of text files and graphs.

The statistics results in text files can be exported as formatted text or tab
delimited columns, which include average read length, total bases, N50 read length,
etc., for input and filtered data. The generated graphs show the average quality
score at each base position, average quality distribution for input and filtered reads.
In this way, user can compare and check the overall quality improvement after
filtering the input of low-quality data.

46.2.3 Depth and Coverage Statistics

Depth refers to the number of times a nucleotide is read during the sequencing
process. Coverage is the average number of reads representing a given nucleotide in
the genome sequence. Although the sequencing accuracy for each individual
nucleotide is high, the very large number of nucleotides in the genome means that if
an individual genome is only sequenced once, there will be a significant number of
sequencing errors. Thus, a high depth and coverage in DNA sequencing is crucial
because it can overcome errors in base calling and assembly.

The depth and coverage statistics must be performed with a number of param-
eters. If users do not want to utilize the default parameter values, they can change
the value in the configure file. We implement an R script to convert the data from
text file into the intuitive png/jpeg format. Considering the BAM files are in binary
format and cannot be processed directly, we use BamTools [7], which is a project
that provides both a C++ API and a command-line toolkit for reading, writing, and
manipulating BAM (genome alignment) files. The two modules from BamTools
along with in-house developed programs have been implemented in our tool. The
main function is shown in Algorithm 46.1.
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Table 46.1 Basic statistics of the experimental DNA sequencing reads

Sample Raw data
(Mb)

Clean data
(Mb)

Adapter
rate (%)

Low quality
rate (%)

GC
content (%)

N rate
(%)

NA12878 4217 4209 0.01 0.19 42 4.8

NA18507 4474 4473 0.01 0.01 41 1.1

NA18956 3842 3841 0.01 0.02 41 1.0

NA309293 10159 9455 0.02 0.08 53 0.1
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Fig. 46.2 Snapshots showing graphs of various QC statistics generated as output average quality
scores at each base position. a Sequencing depth distribution, b and c sequencing coverage
distribution
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46.3 Results and Discussion

To validate the performance and efficiency of the proposed QACtools on processing
DNA sequencing reads, we conduct the experiments on three Illumina paired-end
and one Illumina single-end sequencing data downloaded from NCBI short read
archive (SRA) public database [8]. The experiment is performed on a modern high
performance computing server equipped with 2.33 GHz Intel (R) Xeon (R) CPU
and 500 GB memory. The basic statistics of the experimental data is summarized in
Table 46.1.

The output of quality check, trimming, and statistics tools for the above-men-
tioned Illumina sequencing data, contain high-quality filtered data, text file and
graphs for quality statistics. The graphs generated by these tools represent various
quality check (QC) statistics, including the average quality scores at each base
position (Fig. 46.2a) for filtered reads to compare and check the overall quality
improvement after filtering, sequencing depth distribution (Fig. 46.2b), sequencing
coverage distribution (Fig. 46.2c).

A comparison of the features provided by some popular QC tools, including
NGS QC Toolkit [9], FASTX Toolkit [10], FastQC [11] and QACtools (this study)
is given in Table 46.2. Although there are some functions of other quality
assessment tools not available in the current version of QACtools, several addi-
tional and better functions have been provided for quality check analysis. For
example, to our knowledge, none of the other tools support depth and coverage
statistic of large DNA sequencing data. The depth and coverage statistics in DNA
sequencing is crucial because it can overcome errors in base calling and assembly.

Table 46.2 Comparison of various features of QACtools and other available QC tools

Function\tools QACtools FastQC FASTX toolkit NGS QC toolkit

Supported file format FASTQ, BAM FASTQ FASTQ, FASTA FASTQ, FASTA

Primer/adaptor removal Yes No Yes Yes

QC of paired-end reads Yes No No Yes

N filtering Yes No Yes No

Accept compressed file Yes Yes No Yes

GC content calculation Yes Yes No Yes

Output filtered reads Yes No Yes Yes

Depth calculation Yes No No No

Coverage calculation Yes No No No

46 QACtools: A Quality Assessment and Quality Control Tool … 469



46.4 Conclusion

In this study, we have developed an application, QACtools, for processing paired-
end and singled-end reads in the FASTQ format and alignments in the BAM
format. It analyzes some relevant properties of an ensemble of next-generation
sequencing reads such as length, quality scores, and base distribution in order to
prevent undesirable outcomes in the assembly or mapping processes. Importantly,
to our knowledge, none of the other tools support depth and coverage statistic that
have been provided in our tool for analysis of large DNA sequencing data. It is
crucial for overcoming errors in base calling and assembly. The toolkit allows
automatic and fast processing multiple samples simultaneously on UNIX high
performance computing system scheduled by SGE, as well as on single personal
computer. Given the importance of quality control of NGS data, we anticipate that
this tool will be useful for the sequencing-based downstream analysis.
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Chapter 47
Research About the Method of Sensitivity
Analysis and Quality Control Based
on LS-SVM

Yiyong Yao, Hongren Chen, Liping Zhao and Guangzhou Diao

Abstract Focusing on the real-time quality control in machining process, sensi-
tivity analysis method based on LS-SVM was proposed in this paper to control the
quality of products. The relationship between machining quality and influence
factors is built by LS-SVM (least squares support vector machine). Sensitivity and
contribution rate are calculated in sensitivity analysis. The quality of products can
be controlled by controllable factors according to the result of sensitivity analysis,
and the control effect can be evaluated by quality loss function. The method ver-
ification was conducted by a simulation example. At the end of this paper, a case
about globoidal cam was presented to verify the feasibility and accuracy.

Keywords LS-SVM � Machining quality � Sensitivity analysis � Quality control

47.1 Introduction

Market share and competitiveness of products are determined by processing quality
directly. Quality of a product is often influenced by multiple factors and should be
controlled in real time. The analysis methods of influence factors mainly include
single-factor analysis of variance, correlation analysis, and sensitivity analysis.
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Zhen [1] used single-factor analysis of variance to confirm the influence of melt
temperature and holding pressure on shrinkage and warp. Liu [2] adopted the
method of correlation analysis to find the parameters which have large influence on
roving. Liu [3] adopted sensitivity analysis to find the primary factors that affect the
quality of injection molding products. Salehi [4] used neural networks to detect the
mean and variance shift. Single-factor analysis of variance and correlation analysis
are statistical methods, and they need a large amount of data and complicated
calculation. Simple sensitivity analysis is easy to realize, but it need to know the
relationship between the machining quality and influence factors. Neural networks
also need a number of sample data. So the conventional methods above are not
suitable for real-time analysis and quality control.

However, machining quality of products need to be controlled in real-time. The
methods above are weak in real-time quality control. Therefore, sensitivity analysis
method based on LS-SVM is proposed to control the quality of products.

47.2 The Method of Sensitivity Analysis and Machining
Quality Control Based on LS-SVM

Quality of a product is often influenced by many factors, and the fluctuation of
quality is caused by some important factors. These fluctuations may reduce the
quality of products, so sensitivity analysis must be conducted and the quality
fluctuation must be controlled. The system block diagram is shown in Fig. 47.1.

47.2.1 Building Relationship Model Between Machining
Quality and Influence Factors

Assume that machining quality F affected by n factors. It can be represented as
F = f (x1, x2,…,xn), where F is machining quality, and x1 * xn are influence factors.

Experiential 
data

Historical 
data

Training samples and 
testing samples

Confirming machining quality and 
influence factors

Building the relationship model between 
machining quality and influence factors

1.Building the relationship model 

Contrast analysis of variation of 
influence factors

Calculating 
sensitivity

Calculating rate 
of contribution

Confirming important 
influence factors 

2.Sensitivity analysis between 
machining quality and influence factos

Evaluating fluctuation of 
machining quality

Controlling quality by controllable 
factors

Reducing fluctuation of machining 
quality

3.The control of machining quality

The method of sensitivity analysis and machining quality control based on LS-SVM

Analyzing fluctuation rule of 
machining quality

Fig. 47.1 The system block diagram of sensitivity analysis and machining quality control
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Training samples and test samples can be obtained by historical data, simulation
data, or experiential data. The j set sample can be represented as Fj, Xj = (x1j, x2j,…,
xnj), or the form (Xj, F j), j = 1, 2, …, m, where m is the number of samples.
Concrete steps of building relationship model between machining quality and
influence factors based on LS-SVM [5, 6] are shown in Fig. 47.2.

47.2.2 Sensitivity Analysis of Machining Quality Based
on the Relationship Model

When influence factors are in the standard state ðx�1; x�2; . . .; x�nÞ, the balance point
of machining quality could be represented as F� ¼ f ðx�1; x�2; . . .; x�nÞ. The standard
values of influence factors ðx�1; x�2; . . .; x�nÞ are theoretical design values or the
statistical average values. Sensitivity analysis is to acquire the deviation degree
between machining quality F and standard value F* [7]. After obtaining the rela-
tionship model F ¼ f ðx1; x2; . . .; xnÞ ¼ f ðXÞ ¼ wX þ b, the sensitivity analysis
can be conducted. Concrete steps of sensitivity analysis are shown in Fig. 47.3.

47.2.3 The Evaluation of Quality Loss and Quality Control
According to the Result of Sensitivity Analysis

The fluctuation of machining quality is often associated with the sensitivity factors.
Therefore, machining quality must be evaluated first.

Fig. 47.2 Concrete steps of building relationship model
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Assume that F is the machining quality of a product, F* is the balance point of
machining quality, and K is the coefficient of quality loss. So the quality loss
function [8] can be written as

L ¼ K½r2 þ ðl� F�Þ2�; ð47:1Þ

where r2 is the variance of F, and l is the mean value of F. They can be calculated

as: l ¼ 1
n

P
Fi and r2 ¼ 1

n�1

Pn
i¼1

ðFi � lÞ2.
According to Taylor expansion, F ¼ f ðx1; x2; . . .; xnÞ can be written as follows:

DF ¼ ð @f
@x1

Þjx1¼x�1
Dx1 þ ð @f

@x2
Þjx2¼x�2

Dx2 þ � � � þ ð
@xn

Þjxn¼x�n
Dxn: ð47:2Þ

It can be seen in Eq. (47.2). When one factor changes and the other factors stay
the same, the change of machining quality will follow the changes of influence
factors. Therefore, the fluctuation of quality can be compensated by controlling the
changes of controlled factors. Concrete processes can be seen in Fig. 47.4.

Quality fluctuation can be compensated by several factors. Assume that quality
fluctuation is caused by x1. According to Eq. (47.2), the change of machining

quality can be represented as DF ¼ ð@f=@x1Þjx1¼x�1
� Dx1. Quality fluctuation is

compensated by x2 * xp. The change of xi has the form Dxi ¼ �ð@f =@x1Þjx1¼x�1

.

Fig. 47.3 Concrete steps of sensitivity analysis

Fig. 47.4 Concrete processes of quality control
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ð@f =@xiÞjxi¼x�i
� Ai � Dx1, where i is from 2 to p, and Ai is the proportion that xi

compensates the fluctuation, and
Pp
i¼2

Ai ¼ 1. Dxi is substituted into Eq. (47.2), and

then quality variation is obtained

DF ¼ @f=@x1 � Dx1 þ
Xp
i¼2

Ai
@f=@xi � Dxi ¼ @f=@x1 � @f=@x1 �

Xp
i¼2

Ai

 !
� Dx1

¼ @f=@x1 � @f=@x1

� �
� Dx1 ¼ 0: ð47:3Þ

It can be seen that the quality fluctuation could be reduced by controlling several
controlled factors.

47.3 A Simulation Example

In order to verify the feasibility of the quality control method, a simulation
experiment was conducted.

47.3.1 Building Relationship Model Based on LS-SVM

Assume that machining quality and influence factors have the simulation rela-
tionship F ¼ 1þ ffiffiffiffiffi

x1
p þ 1

x2
þ x�1:5

3 , and x1 �Nð5; 1Þ, x2 �Nð6; 1Þ, x3 �Nð7; 1Þ.
The standard values of influence factors are ðx�1; x�2; x�3Þ ¼ ð5; 6; 7Þ. 100 sets of
simulation data are generated. 50 sets of data are regarded as training samples, and
the other data are regarded as test samples. It can be seen in Fig. 47.5a, b that the
true values are almost coincided with the predicted values, but BP-neural networks
has a bigger error. Because neural networks is suitable for large sample data and has
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Fig. 47.5 The result of building relationship model. a LS-SVM, b BP-neural networks, c error
comparision of BP-nn and LS-SVM
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overfitting problem, LS-SVM is better than BP-neural networks in establishing a
relationship model with small sample data. It can be seen in Fig. 47.5c that the
errors of LS-SVM are smaller than that of neural networks. The maximal error is
maximal error of LS-SVM is less than 5 × 10−3, so LS-SVM can be used to build
the relationship model in real time.

47.3.2 The Result of Sensitivity Analysis and the Effect
of Quality Control

After building the relationship model, the sensitivity and rate of contribution can be
calculated. It can be seen in Table 47.1. When influence factors ðx1; x2; x3Þ change
−2, −1, 1, 2 %, respectively, x1 has the large contribution to the change of
machining quality. So the sensitivity factor is x1. In order to reduce quality fluc-
tuation, the change of x1 must be controlled.

According to the analysis above, it can be seen that the sensitivity factor of
F ¼ 1þ ffiffiffiffiffi

x1
p þ 1

x2
þ x�1:5

3 is x1. Assume that the change of x1 has the form
x�1 þ 0:01x�1 sin t. The fluctuation of machining quality F is caused by x1, and x2 is
regarded as controlled factor. It can be seen in Table 47.1 that when influence factor
has a variation of one percent, the sensitivities of x1 and x2 are S1 = 1.114 and
S2 = −0.165, respectively. x2 is made to change in the form Dx2 ¼ �S1=S2 �
0:01x�2 sin t ¼ 6:75� 0:01x�2 sin t, so x2 could compensate the quality fluctuation
caused by x1. The result of control can be seen in Fig. 47.6a. The control of linear
rule and exponential rule can be seen in Fig. 47.6b, c, respectively.

It can be seen in Fig. 47.6 that the quality fluctuation can almost be eliminated.
Machining quality could not be completely stable, because Taylor expansion
ignores the higher order term.

Quality loss can be calculated according to Eq. (47.1). It can be seen in
Table 47.2 that the reduction of quality loss is more than 99.5 % after the control.

Table 47.1 calculated results of sensitivity and rate of contribution

−2 % Sensitivity Contribution
rate (%)

−1 % Sensitivity Contribution
rate (%)

X1 −0.0224 1.122 81.6 −0.0112 1.192 82.7

X2 0.0034 −0.170 12.4 0.0017 −0.168 11.7

X3 0.0017 −0.083 6.0 0.0008 −0.082 5.6

1 % Sensitivity Contribution
rate (%)

2 % Sensitivity Contribution
rate (%)

X1 0.0111 1.114 82.0 0.0222 1.110 82.1

X2 −0.0016 −0.165 11.4 −0.0033 −0.163 12.1

X3 −0.0008 −0.080 6.6 −0.0016 −0.079 5.8
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47.4 A Case Study

Globoidal cam is a kind of intermittent mechanism. In order to improve the
transmission accuracy, the quality of tanβ must be controlled. Tanβ is affected by l,
h, and C, where l is the distance between the roller and the center of divided plate,
h is the length of rollers, and C is the center distance between the divided plate and
cam. The standard values are l* = 44 mm, h* = 10 mm, and C* = 120 mm.

100 sets of trainings samples and testing samples were acquired to establish the
relationship model among tanβ and l, h, C. It can be seen in Fig. 47.7 that the true
values were in agreement with predicted values, and errors were less than 1 × 10−5.
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Table 47.2 The comparison of quality loss

Fluctuation Quality loss before
control (K)

Quality loss after
control (K)

Reduction of quality
loss (%)

Sine rule 6.25 × 10−5 2.59 × 10−7 99.59

Linear rule 1.64 × 10−6 6.67 × 10−10 99.96

Exponential rule 1.53 × 10−4 5.67 × 10−8 99.96
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Fig. 47.7 The relationship model of globoidal cam. a Comparision between true values and
predicted values, b errors between true values and predicted values
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It can be seen in Table 47.3 that the rate of contribution of C is 50 %, and the rate
of contribution of l was 40 %. So the sensitivity factors were C and l.

The quality fluctuation of tanβ was caused by l. l included sine, linear and
exponential rule, and had the form l ¼ l� þ 0:001=3 � l� � sin t þ 0:001=3 � l� � t
þ0:001=3 � l� � ð1� e�tÞ. Based on the method presented by this paper, the quality
fluctuation of tanβ could be reduced by controlling h and C. The result of quality
control was shown in Fig. 47.8 and Table 47.4.

The quality fluctuation of tanβ was almost reduced to zero by controlling h and
C. It shows that the method of quality control is valid and accurate.

Table 47.3 The sensitivity and rate of contribution of l, h, C

−0.2 % Sensitivity Contribution
rate (%)

−0.1 % Sensitivity Contribution
rate (%)

l −1.607 × 10−3 0.8033 40.6 −8.040 × 10−4 0.8040 43.0

h −0.366 × 10−3 0.1828 9.3 −1.828 × 10−4 0.1829 4.4

C 1.981 × 10−3 −0.9907 50.1 9.822 × 10−4 −0.9839 52.6

0.1 % Sensitivity Contribution
rate (%)

0.2 % Sensitivity Contribution
rate (%)

l 8.051 × 10−4 0.8051 40.8 % 1.611 × 10−3 0.8056 40.8

h 1.827 × 10−4 0.1827 9.2 % 0.366 × 10−3 0.1829 9.3

C −9.858 × 10−4 −0.9858 50.0 % −1.968 × 10−3−0.9839 49.9
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Table 47.4 The comparison of quality loss (tanβ)

Fluctuation Quality loss before
control

Quality loss after
control

Reduction of quality
loss

Quality
loss

1.148 × 10−7K 2.906 × 10−13K 99.99 %
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47.5 Conclusions

The present paper proposes a method of sensitivity analysis and quality control
based on LS-SVM. First, the relationship model between quality and influence
factors is built by LS-SVM. Then, the relationship model is used to conduct sen-
sitivity analysis and calculate the sensitivity and rate of contribution, and the factors
that have large influence on machining quality could be identified by the sensitivity
and rate of contribution. Finally, controlled factors are used to reduce the fluctua-
tion of machining quality. At the end of this paper showed an example about
globoidal cam. In the example, the relationship model among tanβ and l, h, C was
established, and the sensitivity and rate of contribution were calculated. The quality
fluctuation of tanβ was almost reduced to zero by controlling h and C. The result of
globoidal cam example shows that the method of sensitivity analysis and quality
control based on LS-SVM is valid and accurate.
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Chapter 48
High Order Modulation for Underwater
Acoustic Communication Based
on Chirp-Carrier

Fei Yuan, Wen-Cong Li, Ya-Qiong Cai and En Cheng

Abstract The advantages of Chirp Spread Spectrum make it suitable for the study
of underwater acoustic communication. Binary Orthogonal Keying modulation was
widely used, though, it has a low transmission rate, while QBOK may cause phase
ambiguity. Therefore, the π/4-DM-DQPSK high order modulation was introduced
to solve the problems. In this paper, the basic principles of π/4-DM-DQPSK
communication system was presented,and the system BER performance in AWGN,
pool multipath, Bellhop multipath, and ocean multipath was analyzed. It turns out
π/4-DM-DQPSK system has good BER performance in the simulation experiment.

Keywords Chirp spread spectrum � High order � Π/4-DM-DQPSK � Multipath

48.1 Introduction

Underwater acoustic (UWA) channel is one of the most complex wireless com-
munication channels because of the narrow bandwidth, high ambient noise,
extensive multipath, large transmission delay, random fluctuation and Doppler
frequency shift, and so on [1].

Chirp Spread Spectrum technology has the general advantages of overcoming
the multipath, anti-fading, low interception rate and high secure performance. Better
performance on anti-Doppler shift and anti-depth fading are its unique advantages
[2]. Chirp Spread Spectrum modulation methods can be divided into two categories,
which are Binary Orthogonal Keying (BOK) [3] and Direct Modulation (DM).

BOK was proposed in 1962 by M. Winkler. The Chirp signal has good matched
filtering and pulse compression characteristics, which means that the matched filter
will output pulse compression if signal matches. So the system has strong
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anti-interference ability and low complexity. However, BOK system can only carry
1 bit per symbol, which means it has a low data rate and a low bandwidth utilization
ratio. An improved BOK modulation method is called QBOK [4, 5]. The trans-
mitter sends 2 bits a time, mapping the bits with two kinds of frequency modula-
tions and two additional phases. Then the receiver demodulates the data based on
the polarity of the matching pulse. Two matched filters are needed for polarity
discrimination, which make the whole system more complicated and probably
cause phase ambiguity.

This article focuses on discussing the π/4-DM-DQPSK modulation [6, 7]. π/4-
DQPSK has better power amplifier performance than DQPSK by reducing fre-
quency hopping [8], and chirp carrier has better anti-frequency selective fading
performance than sinusoidal carrier by Spread Spectrum. π/4-DM-DQPSK solves
the problems of low data rate and phase ambiguity. It is especially useful for
occasions that require high data rate and have no special requirements for system
complexity.

48.2 π/4-DM-DQPSK Modulation System

Direct Modulation is able to combine the technologies of Chirp Spread Spectrum
and conventional modulation. Instead of using sinusoidal carriers, DM system uses
chirp signal as a carrier. Take BPSK as an example. Its DM waveform is shown in
Fig. 48.1.

Chirp signal is used to represent the modulated symbol in BOK, while Chirp
signal is only used to expand the spectrum of the modulated signal in DM. Since
DM system uses one-way Chirp signal, performance degradation caused by non-
orthogonal of different Chirp signals will not happen [9]. In order to fix problems
like low data rate and phase ambiguity, combining DM with M-ary differential
modulation is a feasible way. The following discussion focuses on π/4-DM-
DQPSK. The principle block diagram is shown in Fig. 48.2.

Fig. 48.1 DM-BPSK modulation waveform chart
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Suppose the modulated signal is

SkðtÞ ¼ cosðwt þ hkÞ ¼ cosðwtÞcosðhkÞ � sinðwtÞsinðhkÞ ð48:1Þ

The phase of the current symbol hk ¼ hk�1 þ Dhk, where hk�1 is the phase of the
previous symbol, Dhk is the value of hopping phase of the current symbol. Thus, it
can be obtained that

cosðhkÞ ¼ cosðhk�1 þ DhkÞ
¼ cosðhk�1ÞcosðDhkÞ � sinðhk�1ÞsinðDhkÞ

ð48:2Þ

sinðhkÞ ¼ sinðhk�1 þ DhkÞ
¼ sinðhk�1ÞcosðDhkÞ þ cosðhk�1ÞsinðDhkÞ

ð48:3Þ

Define the two-way output from differential encoding as Ik ¼ cosðhkÞ and
Qk ¼ sinðhkÞ. Table 48.1 illustrates the links between Dhk and them. It can be
learned that π/4-DQPSK can avoid 180° phase hopping occurred by zero crossing,
so that power amplifier performance of the system can be improved.

After π/4-DQPSK modulation, the modulated signal multiplies with LFM, which
actualized the chirp Spread Spectrum. The modulated signal accepted all kinds of
noise interference, which lead to amplitude distortion. In receiver, by passing
through the match filter, signal was compressed into a pulse, and its amplitude was
larger than that of the noise. Then the signal was two-way differential demodulated,
low-pass filtered, sampled, differential decoded, and parallel to serial conversion,

Fig. 48.2 Principle block diagram of π/4-DM-DQPSK

Table 48.1 The links
between the two-way output
and phase variable

Ik Qk Dhk
0 0 π/4

0 1 −π/4

1 0 3π/4

1 1 3π/4
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the restored data was finally obtained. Figure 48.3 shows the two-way output after
differential demodulation and low-pass filtering.

48.3 Simulation Analysis

48.3.1 AWGN

Figure 48.4 is a comparison of constellation of the receiver at different SNR.
According to the comparison, 4 approximate circles were formed with −1 + j,
−1 − j, 1 + j, 1 − j as the center after adding noise. With SNR increasing, deviated
points were less, the circles more concentrate, error smaller, which was consistent
with the theory. Adding Bellhop multipath condition (Parameters, see Sect. 48.3.2),
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a more decentralized constellation could be seen in comparison of AWGN in the
same SNR, which meant there was more error in Bellhop multipath.

The following analysis focuses on the π/4-DM-DQPSK system BER perfor-
mance in four kinds of channels, which are AWGN, pool multipath, Bellhop
multipath, and ocean multipath, by Matlab simulation. Here are the basic param-
eters setting of the multipath environments.

48.3.2 Bellhop Experiment

Shallow Bellhop model: The water depth was 80 m, the speed of sound 1500 m/s,
the sound source frequency 24 kHz, the number of paths 10, seabed reflection
coefficient 0.9, the horizontal distance between the transmitter and the receiver
600 m, receiver depth 25 m, the depth of the sound source 20 m.

48.3.3 Pool Experiment

Pool model: L ×W × H was about 22.89 × 5.18 × 1.92 m. It had tile wall, including
two area of different depth. The depth of the shallow area was about 1 m, accounting
for about 53 %. The depth of the deep area was about 2 m, accounting for about
47 %. In this non-anechoic pool, sound waves were effected by their reflex on the
water, the wall and the bottom. So multipath effects were more apparent here than
general shallow channel. Figure 48.5 is the scene of the laboratory pool.

48.3.4 Ocean Experiment

Ocean model: the model derived from the measured results of the sea in Xiamen
Wuyuan Bay. The selected test sites are located on both ends of the trestle, which

Fig. 48.5 The scene of the laboratory pool
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was shallow, with much clutter, and many coagulation piles under the bridge. The
parameters are set as: The water depth was 20 m, the distance between transmitting
transducer and the receiving transducer 220 m. The transmitter sent a Chirp signal
sweeping from 10 to 20 kHz, lasting for 5 ms (Fig. 48.6).

In Matlab simulation (suppose the system has achieved the synchronization),
several binary symbols were randomly generated. SNR was 0 dB, and signal duty
cycle 100 %. Figure 48.7 is the waveform and spectrogram of the transmitted
signal. After passing AWGN channel, the signals were then sent through shallow
Bellhop multipath, pool multipath, and ocean multipath channels. Figure 48.8
illustrates the impulse response models of the four channels and waveform and
spectrogram of the received signals. According to the figure, passing different kinds

Fig. 48.6 The scene of Xiamen Wuyuan Bay

Fig. 48.7 The transmitted signal
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of channels, the signal frequency spectrums had different levels of fading. The
largest fading happened in pool multipath channel where the multipath was the
most intensive. Table 48.2 and Fig. 48.9 show the image transmission (black and
white, 96 × 96) results of π/4-DM-DQPSK anti-multipath test. Figure 48.10
illustrates the system BER performance in AWGN, pool multipath, Bellhop mul-
tipath, and ocean multipath.

Fig. 48.8 Impulse response models and the received signal. a Bellhop. b Pool. c Ocean
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Gaussian white noise would not lead to fading, so the BER performance of π/4-
DM-DQPSK was close to that of π/4-DQPSK. According to the BER curve, the
BER performance of the system in multipath channel environment would decline.
The shallow Bellhop multipath and pool multipath had great influence on the
system, while ocean multipath had a little one.

Table 48.2 Results of π/4-DM-DQPSK anti-multipath test

Multipath model Delay-bandwidth product Communication rate (bps) BER (−5 dB)

Bellhop multipath 50 500 7:65� 10�3

Pool multipath 50 500 4:02� 10�3

Ocean multipath 50 500 2:85� 10�3

Fig. 48.10 BER curve of the
system in four environments

Fig. 48.9 Results of π/4-DM-DQPSK anti-multipath image transmission. a Bellhop multipath.
b Pool multipath. c Ocean multipath
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48.4 Conclusion

π/4-DM-DQPSK modulation communication scheme is introduced in this paper,
fixing the slow transmission rate and phase ambiguity in BOK system. The π/4-
DM-DQPSK system has considerable advantages on power amplifier performance
and anti-frequency selective fading performance. The simulation part analyzed the
system BER performance in several common multipath environments. In conclu-
sion, π/4-DM-DQPSK communication system still has good BER performance and
anti-frequency selective fading performance. However, M-ary differential modula-
tion brings high requirement of system complexity. On occasions that have no
special requirements for system complexity, it is dependable.
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Chapter 49
Switching Control of PWM Rectifier
Based on Interconnection and Damping
Assignment

Yu Gu and Haisheng Yu

Abstract To solve the limitation of single controller, the switching Hamiltonian
system of Three-phase PWM Rectifier is studied in this paper. First, controller of
PWM rectifier is designed by using interconnection and damping assignment
(IDA-PBC) method. It has been shown that a single IDA-PBC controller cannot
coordinate the contradiction between the speed of response and the overshoot of
output. When the value of damper injection is small, the system starts slow. While
the value of damper injection is too big, the system has output voltage overshoot.
Then, two different damping matrices are assigned and a tracking-error-driven
switching law is proposed to improve the dynamic and static characteristics of the
rectifier. The simulation results show that the proposed switching control can
overcome the limitation of a single controller based on IDA-PBC and have better
performance.

Keywords PWM rectifier � Switching control � Switching law

49.1 Introduction

With the development of power electronic converter technology, the PWM rectifier
is widely used in the power and electronics system. For it has many advanced
features such as input current sinusoidal, energy bidirectional flow, and unity power
factor. The port-controlled Hamiltonian (PCH) control method [1] is applied and
achieved certain results [2]. In recent years, switched hybrid Hamiltonian system [3]
increasingly attracts people's attention. Switching system is a special kind of hybrid
system between discrete system and continuous system. Subsystem and switching
law are the two important parts of switching control. In order to overcome the
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limitation of single controller, a plurality of controllers are switched that the
advantages of each controller are combined to achieve the required system
performance.

The PCH model of three-phase voltage-type PWM rectifier is established in this
paper. Then the switching control method is presented that the basic idea of
switching control is to assign two different damping matrices by using IDA-PBC,
and make the closed-loop systems with different IDA-PBC controllers have the
same Hamiltonian function to ensure stability under arbitrary switching law. At last,
the switching law based on error prediction is proposed.

49.2 The PCH Model of PWM Rectifier

The PCH model of system considering the energy dissipation is [4]

_x ¼ JðxÞ � RðxÞ½ � @H@x ðxÞ þ gðxÞu
y ¼ gTðxÞ @H@x ðxÞ

�
ð49:1Þ

where x 2 Rn, y 2 Rm, JðxÞ ¼ �JTðxÞ, JðxÞ reflects the internal interconnection.
RðxÞ ¼ RTðxÞ� 0, RðxÞ reflects the additional resistive structures in port. HðxÞ is
Hamiltonian function. gðxÞ is port input matrix, u is input voltage.

49.2.1 The Switching PCH Model of Rectifier

The switching PCH model of rectifier considering the energy dissipation is [5]

_x ¼ JkðtÞðxÞ � RkðtÞðxÞ
� � @HkðtÞ

@x ðxÞ þ gðxÞu
y ¼ gTðxÞ @HkðtÞ

@x ðxÞ

(
ð49:2Þ

where kðtÞ : Rþ ! K :¼ 1; 2; . . .; Nf g is switching law or switching path and
kðtÞ ¼ iði 2 KÞ show that the ist subsystem is working.

49.2.2 The Power PCH Model of Rectifier

The power circuit of three-phase voltage source PWM rectifier is shown in
Fig. 49.1.

Assumed that the input is a balanced three-phase supply that ea ¼ Um cosðxtÞ.
VT1�VT6 are ideal IGBT. r and L are resistance and inductance of AC side. C is the
DC side capacitance. RL is the DC side load.
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The power model of PWM rectifier in qd coordinate is given as follows [6]:

L dpdt ¼ �rpþ xLq� ldedudc þ e2d

L dqdt ¼ �rq� xLp� lqedudc

Ced
dudc
dt ¼ ldpþ lqq� ed

udc
RL

8>><
>>:

ð49:3Þ

where ld, lq is duty cycle function of rectifier in synchronous rotating qd coor-
dinate [7], p and q are active power and reactive power of rectifier, respectively,
u ¼ ½ ed eq �T ¼ ½ ffiffiffiffiffiffiffiffiffiffiffið3=2Þp

Um 0 �T.
The state variables are shown as follows:

x ¼ x1 x2 x3½ �T¼ p q edudc½ �T ð49:4Þ

The storage Hamiltonian function is given as follows:

HðxÞ ¼ 1
2
xTD�1x ¼ 1

2
ðLi2d + Li2q + Cu2dcÞ ð49:5Þ

where D ¼ e2ddiag 1=L 1=L 1=Cf g, (49.3) is transformed the format of (49.1),
the power PCH model is established.

Where

JðxÞ ¼
0 xe2d

L
�lde

2
d

LC
�xl2d
L 0

�lqe
2
d

LC
lde

2
d

LC
lqe

2
d

LC 0

2
664

3
775RðxÞ ¼

e2d
L2 r 0 0

0 e2d
L2 r 0

0 0 e2d
C2

1
RL

2
664

3
775 gðxÞ ¼

ed
L 0
0 ed

L
0 0

2
4

3
5

ð49:6Þ

ae

be

ce

L

L

L

r

r

r
LR

C

1VT 3VT
5VT

2VT6VT4VT

dcU

Fig. 49.1 Power circuit of
three-phase voltage source
PWM rectifier
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49.3 The Switching Control System Design

49.3.1 The PCH Controller of PWM Rectifier

There are two control objectives for the controller of PWM rectifier. One is to make
the output voltage of DC side reaches the desired value and keep constant, that
udc ¼ Vdc, Vdc is desired output voltage value. Another is let the power factor of
rectifier stay one when the system reaches the steady state, that p ¼ p0, q ¼ q0 ¼ 0,
p0 and q0 are active power and reactive power when the system reaches the steady
state, respectively.

According to the power conservation of grid and DC side, the active power of
steady state is

p0 ¼ ed
2

ed
r
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2d
r2

� 4V2
dc

rRL

s2
4

3
5 ð49:7Þ

According to PCH control principle [8], the controller l ¼ ld lq
� �T is

ld ¼ 1
e2dVdc

½e3d � rp0ed � L2CjaVdcq�
lq ¼ 1

e3dVdc
½�xLp0e2d þ jaL2CedVdcðp� p0Þ þ ra2e2dq� jap0L2Cedðudc � VdcÞ�

(

ð49:8Þ

where ja is interconnection parameter, ra2 is damping parameter.

49.3.2 The Switching Law

In this paper, the switching law based on error prediction is adopted [9].
The switching law based on error prediction is as follows:

kðtÞ ¼ Rðx; t; e; _e; TÞ ¼ Rd1ðxÞ; eðeþ _eTÞ� 0

Rd2ðxÞ; eðeþ _eTÞ\0

(
ð49:9Þ

where Rd1 ðxÞ is big damper matrix, Rd2 ðxÞ is small damper matrix. e is the
tracking error, T is an adjustable time parameter.

The basic principle of switching law is shown in Fig. 49.2 [10].① represents the
error curve changes with time t. ② represents the tangent of error curve at t0.
Assumed the error is e0 at t0, according to the current error change rate estimates the
error after T moment, and then judge e0 and e0 þ _e0T whether the same sign. If they
are same sign, indicates that the error not reach zero, which the output not reach the
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expected value. At this time the system controlled by the big damper controller, so
that the system has fast response. And once when the sign of e0ðe0 þ _e0TÞ changes,
then the system switch to the small damper controller ensure the steady state
characteristics.

49.3.3 The Switching Control System

According to (49.8), only need to change ra2 can change the damper matrix of
system, so the controller used in switching control is given as follows:

ld ¼ 1
e2dVdc

½e3d � rp0ed � L2CjaVdcq�
lq ¼ 1

e3dVdc
½�xLp0e2d þ jaL2CedVdcðp� p0Þ þ rðe; _eÞe2dq� jap0L2Cedðudc � VdcÞ�

(

ð49:10Þ

where

rðe; _eÞ ¼ r1; eðeþ _eTÞ� 0

r2; eðeþ _eTÞ\0

(
; e ¼ udc � Vdc

Set r1 to a big damper value and r2 to a small damper one.
According to the switching law, when eðeþ _eTÞ� 0, indicated that the output

does not reach the set value and the big damper controller works. Once
eðeþ _eTÞ\0, indicated that the output reach desired value and system switch to

Fig. 49.2 The switching law
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the small damper controller. When the load becomes small, the output voltage
reduced that less than set value, the system switch the controller to get a fast
response and then the small damper controller is switched to ensure the static
performance. Thus, when the switched condition is reached, the system switches
the controllers between big damper one and small one to ensure that the system has
good performance.

49.4 Simulation Results

Parameters of the simulation system: the peak of the AC voltage Um ¼ 80V, the
inductance of AC side L ¼ 15mH, the resistance r ¼ 1 X, the capacitance of DC
side C = 2200 μF, load RL ¼ 80 X, the expected value of the output voltage
Vdc ¼ 200V.

Simulation results are shown in Figs. 49.3, 49.4 and 49.5. The response curve of
different injected damper is shown in Fig. 49.3. The results in Fig. 49.4 show that
the curve of DC output voltage when the load resistance changes at 0.15 s
(RL ¼ 80 X ! 40X). Seen from Fig. 49.4, changes of udc is very small and it fastly
go into stable state under load disturbance when the switching control exists. The
dynamic performances are better than single IDA-PBC controller works. The
Fig. 49.5 shows that the power factor is equal to 1 when system to reach the stable
state. Figure 49.5 shows that the voltage and current of AC side when the load
resistance changes at 0.15 s (RL ¼ 80 X ! 40X). The voltage and current of grid
side are same phase when the system reaches the stable state.
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49.5 Conclusions

The switching control method based on interconnection and damping assignment of
the three-phase PWM rectifier is studied in this paper. The switching law based on
error prediction is proposed to realize the switching control of PWM rectifier.
Compared with single controllers, switching control has more static and dynamic
performances. The simulation results also show that the method has good
controllability.
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Chapter 50
Ultrasonic-Assisted Extraction of Puerarin
Optimized by Response Surface
Methodology

Xin Zheng, Juan Chen, Xiaolong Jiang and Qing Guo

Abstract Extraction of puerarin by ultrasound, optimization requires to determine
the technological parameters. In this paper, ultrasonic parameter is one of the
technological parameters. The ethanol volume ratio, the intensity of cavitation
ultrasonic power, and liquid–solid ratio were optimized by response surface
methodology. Modeling the optimization of technological parameters by Design-
expert software, thereby obtaining the global optimal parameters, three independent
variables were the ethanol volume ratio (A: 68 %), the liquid–solid ratio (B: 53:1),
and the intensity of cavitation power ultrasonic (5:1). Under these conditions,
extraction rate of puerarin was 7.09 %. The result shows that taking ultrasonic
parameters as optimized parameters, and optimizing ultrasonic-assisted extraction
of puerarin by response surface methodology could get better performance.

Keywords Puerarin � Ultrasonic extraction � Response surface methodology �
Technological parameters

50.1 Introduction

Radix puerariae has the active ingredients of daidzein, puerarin, etc., in which
puerarin is the main component [1]. Traditional extraction methods have cer-
tain drawbacks, however, ultrasonic-assisted extraction is an efficient physical
process, which has the advantage of no pollution and low energy consumption, and
is suitable for the extraction of thermal sensitive material. Therefore, it has been
applied in hundreds of Chinese medicine extractions such as extracting ginseng
saponins, cocos nucifera, carvone, limonene, etc. [2]. Furthermore, ultrasound
could sterilize, in the mean time, could avoid deterioration of extractant [3].

X. Zheng � J. Chen (&) � X. Jiang � Q. Guo
Beijing University of Chemical Technology,
15 Beisanhuan East Road, Beijing 100029, China
e-mail: Jchen@mail.buct.edu.cn

© Springer-Verlag Berlin Heidelberg 2015
Z. Deng and H. Li (eds.), Proceedings of the 2015 Chinese Intelligent
Automation Conference, Lecture Notes in Electrical Engineering 338,
DOI 10.1007/978-3-662-46466-3_50

499



Traditional orthogonal design methods could obtain relatively convincing result
by fewer experiments. However, through response surface methodology, the
extraction rate is higher. On the one hand, response surface methodology is a
statistical method that could solve multivariable problems. On the other hand, it is a
highly efficient methodology that is applicable to solve nonsmooth and nonlinear
objective functions as well as constraint function [4]. It could undertake a com-
prehensive study on the selected parameters with fewer experiments in a relatively
short period by seeking the best technological parameters [5].

Currently both in China and abroad, the response surface methodology had been
applied in optimizing mechanical design [6]. This application could be optimized to
extract botanical drug. The polysaccharides, crude polysaccharides, and pectin have
been successfully extracted [7]. This article aimed at optimizing technological
parameters that are used in extraction of puerarin from radix puerariae through
response surface methodology Box–Behnken.

50.2 Materials and Technological Optimizing Method

Experimental materials and reagent: Radix puerariae is purchased from National
Institute for the Control of Pharmaceutical and Biological. The entire reagents are
analytically pure; the water was deionized water.

Equipment: double-frequency composite transducer system, which is composed
of probe immersion and external slot extraction plant. UV-2102PC UV-VIS
spectrophotometer: Dominique (Shanghai) Instrument Co., Ltd. Analytical balance
Sartorius BP211-D: Sartorius Stedim Biotech GmbH. NV-1800 broken ultrasonic
device (27 kHz, 1800 W): Nicle Ultrasonic Co. Ltd. QHW-1 power ultrasonic
equipment (57 kHz, 800 W): Beijing University of Chemical Technology Plant
Chemical Physics Research Institute [8]. SHB-III water circulated type multiuse
vacuum pump: Zhengzhou Changcheng Co., Ltd.

50.2.1 Experimental: Ultrasonic Extracting Technological
Process

The radix puerariae was dried to constant weight, stored in a dry condition. In each
experiment the puerariae was accurately weighed using an analytical balance, and
then a certain proportion of ethanol was added at a certain liquid–solid ratio. After a
certain period, the concentration of puerarin was measured by spectrophotometry.

In this experiment, ethanol was used as extractant. Factors such as ethanol
volume ratio, liquid–solid ratio, and intensity of ultrasonic power were taken into
the single-factor test, in order to obtain the extraction rate.
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Based on Box–Benkhen experimental design and the result of single-factor test,
a three-level-three-factor BBD experiment was designed and analyzed by Design-
expert software. The influence factors and levels were shown in Table 50.1.

50.2.2 Analysis and Determination

50.2.2.1 Preparation of Standard Curve

In the experiment, 5.4 mg dried puerariae was diluted with 95 % ethanol to 25 mL,
and 216 mg/L control sample solvent was obtained. Puerarin standard has an
obvious maximum absorbance at 250 nm UV light. 0.1, 0.2. 0.4, 0.6, 0.8, 1.0 ml of
control samples were precisely weighed separately and diluted with 95 % ethanol to
10 ml. Absorbance was measured at 250 nm UV light. The following standard
curve and regression equation were obtained, in which X-axis represents the con-
centration of the sample, meanwhile Y-axis represent absorbance. Related coeffi-
cient r = 0.9998, linear range 2.16–21.6 mg/L.

L ¼ 0:0901c� 0:0025 ð50:1Þ

50.2.2.2 Determination of Puerarin Content

Total concentration C (mg/L) was obtained, according to formula (50.1) and the UV
absorbance data. The final experimental data extraction rate gð%Þ was obtained
based on the weight of material m(g) and total extractant volume v(L).

gð%Þ ¼ c� v=m
� �� 100 % ð50:2Þ

50.3 Results and Discussion

50.3.1 The Result of Single-Factor Test

Puerarin was extracted by dual frequency, in which conditions are the broken-down
wall frequency f1 = 20 kHz, intensity I1 = 895.7 W/cm2; ultrasonic cavitation

Table 50.1 The factors and levels that affect extraction rate

Analytical factors Coded Levels

Symbols −1 0 1

The ethanol volume ratio A 50 % 60 % 70 %

The liquid–solid ratio B 40 50 60

The intensity of ultrasonic power C 80 % 83.30 % 85.70 %
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frequency f2 = 28 kHz, intensity I2 = 10.19 W/cm2. Excluded the time-invariant and
ultrasonic frequency-invariant factors, single static factors were taken into con-
sideration. Ethanol volume ratio, liquid–solid ratio, and intensity of ultrasonic
power were taken as the optimizing conditions. Experiment as followed (Figs. 50.1
and 50.2).

Effect of ethanol volume ratio on extraction yield. Ultrasonic parameter condi-
tions have remained, puerarin was extracted by different ethanol volume ratio
(volume ratio is from 50 to 90 %). Figure 50.3 shows that the maximum absorbance
was obtained when the volume ratio of ethanol is 70 %. According to formula
(50.2), the maximal extraction rate is 0.812.

Effect of liquid–solid ratio on extraction yield. As shown in Fig. 50.2, absor-
bance declined with liquid–solid ratio increased (from 20:1 to 60:1). According to
the relationship between absorbance and extraction rate, maximum extraction rate
0.553 was shown at 50:1 absorbance.

Effect of intensity of ultrasonic power on extraction yield. As shown in Fig. 50.4,
the absorbance had maximum value 0.938 when the intensity of ultrasonic power is
5 s : 1 s.
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50.3.2 Box–Behnken Experiment Design and Result

In order to design three-factor-three-level experiment based on single-factor test, the
ethanol volume ratio, liquid–solid ratio, and intensity of ultrasonic power were
chosen as the factors in orthogonal design. The result was shown in Table 50.1.

According to orthogonal table L9(3
4), different experiments had been designed,

then different puerarin concentration had been obtained based on formula (50.1).
The results were shown in Table 50.2. Each factor has different influence on
extraction of puerarin. The best technological parameters are A3 B1 C1, that is,
liquid–solid ratio 40:1, ethanol volume ratio 70 %, intensity ultrasonic power 4:1.
Under these conditions, the extraction rate is 7.02 %.

Orthogonal design was not able to predict the best parameters globally. Com-
pared with orthogonal design, response surface methodology Box–Behnken could
comprehensively studied the selected parameters by the most cost-effective way,
which required a short period of time and fewer experiments. Based on the results
of single-factor test, took ethanol volume ratio, liquid–solid ratio, and intensity of
ultrasonic power as the factors as well. Experiment design was shown in
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Table 50.1. In Table 50.3, similar to the former experiment, the three independent
variables are ethanol volume ratio (A), liquid–solid ratio (B), and intensity of
ultrasonic power (C).

Table 50.2 Design and result
of the orthogonal experiment No A B C Extraction rate

(%)

1 −1 −1 −1 6.29

2 −1 0 0 5.68

3 1 1 1 5.53

4 1 0 1 6.15

5 0 0 1 5.81

6 0 1 -1 6.83

7 1 −1 1 6.64

8 1 0 −1 5.97

9 1 1 0 6.25

K1 17.5 19.08 19.09

K2 18.79 17.46 18.08

K3 18.86 18.61 17.98

R 1.36 1.62 1.11

The best
level

A3 B1 C1

Table 50.3 Design and result
of Box–Behnken No A B C Extraction rate (%)

1 0 0 0 6.03

2 0 1 −1 6.18

3 0 0 0 6.01

4 1 −1 0 6.87

5 1 1 0 6.27

6 0 −1 −1 6.58

7 −1 −1 0 5.81

8 0 −1 1 6.33

9 1 0 1 6.24

10 −1 0 −1 5.61

11 −1 0 1 5.84

12 0 0 0 5.98

13 −1 1 0 5.92

14 1 0 −1 6.45

15 0 1 1 6.22
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50.3.2.1 Analysis of Response Surface

For further investigating the best technological rage, predicting the best conditions
of three factors, intuitively observing the changes for extraction rate under two
interacted factors, the planar projection of response surface could reflect it. On the
basis of regression equation, the response surfaces figure and contour plot can
analyze the influence of the three factors on extraction rate. One single factor was
fixed, the others’ influence on extraction rate were obtained. The response surface
plots were shown as Figs. 50.5, 50.6, and 50.7. In Figs. 50.5a, 50.6a, and 50.7a, the
more response surface curves, the more obvious the interaction are; in Figs. 50.5b,
50.6b, and 50.7b, the more contour plots lines curve, the more they looked like
oval, the more obvious interaction are. The round shapes are exact contrary.

As shown in Figs. 50.5, 50.6, 50.7 and Table 50.4, the obvious influence order
(gradually reduced) of single factors are ethanol volume ratio, liquid–solid ratio,
intensity of ultrasonic power. The interaction order (gradually reduced) is ethanol
volume ratio and liquid–solid ratio, intensity of ultrasonic power and liquid–solid
ratio, ethanol volume ratio, and intensity of ultrasonic power. Comparatively

Fig. 50.5 Ethanol volume ratio and liquid–solid ratio on extraction rate. a Response surface,
b Plane projection Y = f(A, B)

Fig. 50.6 Liquid–solid ratio and intensity of ultrasonic power on extraction rate. a Response
surface, b plane projection Y = f(B, C)
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speaking, the intensity of ultrasonic power has remained 82.85 % (4.8 s :1 s), the
interaction between ethanol volume ratio and liquid–solid ratio’s had the most
obvious influence on extraction rate. So did the liquid–solid rate was 5:1 and the
ethanol volume ratio was 60 %.

Fig. 50.7 Ethanol volume ratio and intensity of ultrasonic power on extraction rate. a Response
surface, b Plane projection Y = f(A, C)

Table 50.4 Analysis of variance

Source Sum of
squares

df Mean
square

F value P value Significance

Model 1.46 9 0.16 53.83 0.0002 **

A 0.090 1 0.090 29.75 0.0028 **

B 0.055 1 0.055 18.25 0.0079 **

C 0.014 1 0.014 4.49 0.0875

AB 0.13 1 0.13 41.89 0.0013 **

BC 0.021 1 0.021 6.98 0.0459 *

AC 0.045 1 0.045 14.91 0.0118

A2 0.006 1 0.006 2.05 0.2120

B2 0.23 1 0.23 77.74 0.0003 **

C2 0.016 1 0.016 5.19 0.0717

Residual
error

0.015 5 0.003

Lack of fit 0.014 3 0.004 7.25 0.12 Not

Pure error 0.001 2 0.006

Cor total 1.47 14

Regression coefficient of decision 0.9898

Adjusted determination coefficient 0.9714

Note ** Extremely significance level (P < 0.01); * significance level (P < 0.05)
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50.3.2.2 Determine the Optimal Value and Regression Model
Validation Test

Based on the extraction conditions of response surface methodology, as shown in
Tables 50.3 and 50.4. The best result was obtained, when solved the partial
derivatives of three factors separately, in the meantime, the regression equation
equaled zero. The results were A = 0.8246, B = 0.3419, C = 0.9599.

The results could be converted to the best technological parameters: the ethanol
volume ratio was 68 %, the liquid–solid ratio was 53:1, and the intensity of
ultrasonic power was 5:1. In such circumstances, the extraction rate of puerarin was
experimentally tested and the average puerarin extraction rate was 7.09 %,
approaching the prediction of Design-expert software 7.13 %. The relative error
was less than 0.9 %, meaning that the actual application is suitable for response
surface. Compared with orthogonal design, which had the result of ethanol volume
ratio: 70 %, liquid–solid ratio: 40:1, and intensity of ultrasonic power: 4:1,
extraction rate: 7.02 %. It is obviously that response surface methodology has better
extraction rate.

50.4 Conclusions

The best optimizing parameters of puerarin extraction had been confirmed by
ultrasonic-assisted based on response surface methodology and single-factor test.
Taking ultrasonic factors as technological parameters were proposed, the influence
of intensity of ultrasonic power on extraction rate had been researched. The
regression model of extraction rate and parameters were built, by adopted surface
methodology optimizing technological parameters. The optimized parameters:
ethanol volume ratio was 68 %, liquid–solid ratio was 53:1, and intensity of
ultrasonic power was 5:1. The ethanol volume ratio has the maximal influence,
liquid–solid ratio came second, and the intensity of ultrasonic power had the
minimum influence. Experimented by these parameters, the extraction rate from
response surface methodology Box–Behken was 7.09 % and it had increased by
0.07 %, compared with that obtained from orthogonal design.
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Chapter 51
An Intelligent Active Defense Method
Against Trojan Based on Behavior
Sequence

Linbo Tao, Jianjing Shen and Peng Hu

Abstract For the question of lacking Trojans structure analyzing and relationship
research of behavior sequence combination in current plan of active defense, the
paper studies principles of traditional anti-virus and active defense, then it modu-
larizes the commonality of Trojans by analyzing their structure, generalizes
breakthrough methods and proposes two analyzing tactics. With the help of the two
tactics and module belonging of Trojan behavior sequence analyzing, the relevance
of message sequence and typical Trojans behavior sequences are studied. At last we
can effectively improve the ability of the active defense to identify Trojans through
experiments.

Keywords Active defense � Breakthrough method � Module � Behavior sequence

51.1 Introduction

The development of Internet brings convenience to users, it reduces our daily
official cost and communication cost, with these conveniences, the user’s privacy
data, government and commercial important data are greatly threatened. The only
thing we can do is to rely on anti-virus software and firewall which can help us
to resist malware [1] attack and illegal access. But sometimes the anti-virus soft-
ware and firewall cannot do correct judgment at every choice, many operating or
access seem like legal behaviors, these malware usually simulate normal execution
of legal software, which makes it difficult to distinguish between legal procedures
and illegal procedures. In all types of threatens, maybe Trojan virus is the most
harmful one, and the Trojans increase its weight in malware year by year.
Most anti-virus software identify them depending on signature before, so we must
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enlarge our signature library all the time, until the active defense system [2] was
invented, so current anti-virus software identify malware by signature [3] together
with active defense system, this method solve the hysteresis quality of anti-virus
software to some extent, so the active defense system really reverse the passive
situation of traditional anti-virus software in some ways, as the old saying goes
“While the priest climb a post, the devil climb ten,” attackers also find many ways
to bypass anti-virus software. Here we will do some works to summarize the
methods that attackers bypass anti-virus software, especially the active defense
system, so the first thing we must do is to introduce the working principles
and structure changes of the anti-virus software and Trojans, then we will propose a
behavior sequence analyzing method to help the anti-virus software work more
currently and intelligent.

51.2 The Working Principles of Anti-virus Software
and Their Breakthrough Methods

51.2.1 The Working Principles of Anti-virus Software

Early anti-virus software adopt the method to analyze virus is the mode scan-
ner + virus signature library, its principle is to analyze samples of virus, and then
extract their characteristics as virus signatures, add them to virus library. This
method is of so low efficiency, so it had been eliminated. In order to improve the
analyzing efficiency, engineers build to a simulation execution area [4] which can
simulate the analyzing procedure of security engineers, we call it virtual
machine module, and add it to the anti-virus software, it can extract virus signa-
ture automatically and improve the anti-virus ability of the anti-virus software
effectively. The advantage of this method is obviously that it is of—fast speed and
efficient, but its shortage is also obvious that it cannot identify new virus whose
virus signature is not in the virus signature library, so this method does not solve the
problem of hysteresis quality either. How to make machines more clever like
human, AI gives us many good ideas, enlightened ideas [5] are imported to anti-
virus analyzing, it can help the anti-virus software identify new virus whose virus
signature is not in the signature library.

Until now the anti-virus software is more and more like an expert system and to
some extent it has been an expert system. But it is not intelligent enough, it cannot
distinguish some behavior’s legality, so it has to ask user to judge the behavior, but
most users do not know how to judge, with the inquiry times increasing, many users
will be bored by the inquiries. So more AI techniques are imported to anti-virus
analyzing and the anti-virus software becoming more and more clever. But the AI
techniques maybe kill by mistake or leak kill some legal programs. All these
methods mainly help the anti-virus software build the signature library more
quickly, less identify new virus actively, so we call them passive defense. In order
to identify unknown Trojans more efficiently, security engineers find out that it
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must depend more on behaviors produced by program. After that more focus is
brought to behavior judgment, engineers build a rule set to tell anti-virus software
how to judge messages produced by API hook from Ring0, this improves the ability
of anti-virus software to identify unknown Trojans greatly. At the same time, AI
algorithms are applied in it which makes anti-virus software more humane. The
advantage of this method is that it can cope with unknown virus at most time, the
disadvantage is it is difficult to make the rule set. But it really helps us to deal with
virus from passive to active, so we call it active defense. Although the active
defense is not accurate enough now, it is really a milepost on our way to anti-virus.
In the following part we will discuss the methods to deal with Trojans, because it is
the most dangerous malware and we find out its principle of structure, so we have
the confidence to improve our active defense system.

51.2.2 Breakthrough Methods of Active Defense

According to the principle changes of the anti-virus software, especially
the applying of active defense system, old Trojan attacking mode has no chance to
live. In order to survive their Trojans, attackers have to change their Trojans form to
bypass the active defense system, and they really find some, and we summarize
them as the following five ways:

(1) Decomposition method
A complex Trojan is decomposed into small parts, each part execute some
certain functions. A main program is built to manage these functional parts,
and it does not produce dangerous behavior or these parts can call each other,
if one part is killed by anti-virus software, the other parts are still alive, so we
cannot kill them completely.

(2) Masquerading method
Sometimes a Trojan will masquerade itself as a legal file by legitimate signa-
ture or adding itself to the white list, or masquerade its icon as a frequently
used program, so user will usually ignore the dangerous warning and run the
program.

(3) The underlying method
A Trojan will be designed or compiled more underlying than anti-virus soft-
ware. So anti-virus software cannot discover it or kill it.

(4) The replacing method
A Trojan replaces its sensitive functions by some insensitive functions which
can escape the monitoring of active defense system, or replaces them
with some similar functions, or programs the functions by themselves.

(5) Customized version method
Different anti-virus software have different rules, in the case of finding out
conditions of targets, attackers can configure different versions of Trojans
against the special targets. So it can control the target chronically and steadily.

51 An Intelligent Active Defense Method Against Trojan … 511



51.2.3 The Commonness of Trojans

The development of anti-virus software makes changes of Trojans, from the early
structure of C/S, structure of B/S, and C/S or B/S with transfer. Trojans develop
their communication way from socket, Raw socket, even IOCP [6] technique which
can increase control scale greatly. The data transmission forms are from the
early TCP packets, developing into UDP, ICMP packets, or even HTTP packets
who can effectively hide socket link or data transfer, in favor of breaking through
firewalls and hiding connection. In order to break through the firewall’s examina-
tion to external links, most Trojans actively connect the control computer from the
internal network which we call it rebound Ports Trojan or even they use the
technique port reuse to bypass the firewall’s examination, the control end will bind
a certain domain, so the Trojans can easily connect them when the IP is changed.
Despite there are so many changes have been taken place on Trojans, their con-
nection, their data packets and so on, but the core structure of Trojans have not
changed. It must be a Trojan end to control target, a control end to send com-
mands and receive data. A complete Trojans usually consist of several modules,
including with communication module, function module, self-running mod-
ule, supplementary module.

Communication module is responsible for establishing connection channels for
instructions and data transmission; function module is responsible for file manage-
ment, remote shell, screen capturing, system modification functions; self-running
module is responsible for writing the registry or registered the Trojan as a ser-
vice which can achieve the automatic start-up; auxiliary module includes keyboard
recording, download executable files backstage, and other functions. A Trojan usu-
ally consists of all these modules or parts of them, each module corresponds to its
corresponding functions, function implementation can be seen as a series of attri-
butes of a module, i.e., a Trojan behavior [7] always corresponds to a series produced
by functions which are the realization of constitution behavior sequence. As shown
in Fig. 51.1.

51.3 Active Defense Method Based on Behavior Sequence

51.3.1 Behavioral Analysis Based on the Modular

The Fig. 51.1 shows that every Trojan attack is actually a series of corresponding
function module running, each function is often associated with the previous
or next function, they often have certain relatedness. Their steps are usually start-up
first, then the communication module will be called, a covert channel will
be established when information feedback to the controller, the Trojan will wait
for the next instruction, by parsing the control instruction, the Trojan will execute
further control, the specific call as shown in Fig. 51.2.
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Let us analyze the four modules of a Trojan, we set the Trojan as T, it is
composed by the four modules or parts of them, but the communication module and
function module are the essential modules. Then we set the attribute set of self-
running module as A (activation), the attribute set of communication module as
C (communication), the attribute set of function module as F (function), the attri-
bute set of supplementary module as S (supplementary), each set has a number
of elements, that is, the module execution mode sum. An element of set A will be
expressed as a, the other three elements of the sets are expressed as c, f, s, each
implementation of the Trojan, in fact is the calling for a series of API, which cor-
responds to the corresponding elements in the four sets, these elements constitute a
behavioral sequence.

Fig. 51.1 The modular structure of Trojan

Fig. 51.2 Module calling
graph
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The elements in set A only will be used in the first execution or system restarting.
Because its sensitivity is high, so they are the focus of the anti-virus soft-
ware monitoring. But most of the Trojans start-up successfully for its social
engineering, most attackers get through some form of camouflage to obtain the trust
of users, then users will add them into a white list [8] or cheat users execute their
program actively, that is, the main way attackers realize their self-running mod-
ule, regardless of the manner in which the implementation of a Trojan start-up,
the majority are still elements of set A, they will provide help to our analysis on
dangerous behavior.

After the successful start-up, a Trojan can simulate legal procedures in a variety
of forms, which makes anti-virus software difficult to discern its legitimacy. But
with the combination of their inherent characteristics of Trojans, we can find out
high asymmetry in their communication module, sent data will be much more than
received data, because Trojans’ purpose are to steal confidential data and achieve
long-term control, so most Trojans receive commands with short characters, after
their receiving the instructions, some Trojans will immediately send data, some will
send a small amount of data, then sleep a period of time and then continue to send
data, when we calculate the cumulative amount of sent data, we will find out its
much more than the cumulative amount of received data, although sometimes IP
address of the control ends will change often, their link is relatively fixed. Any
Trojan wants to control a target it must establish a channel of communication,
through this channel it can send and receive data, so communication module is the
base of Trojans. Another part, function module is the core part of Trojans, its
purpose is to search sensitive data, modify system settings, so these behav-
iors will call some sensitive API function, these functions integration are
more sensitive, the more sensitive API functions called the more easily discovered.
System APIs have no positive and negative differentiation, the key is to see the
caller’s purpose, the order of execution of these API functions and combina-
tion mode can greatly reflect the intention of the caller. Auxiliary module usually be
added according to attackers’ need, there are large individual difference, but the
running form is similar to the function module, by receiving instructions, then
executing function, so we can put the module as a weight adjustment reference.
Through the above analysis we can find, the communication module and the
function module are the core modules of Trojans, they are also the weak sessions of
anti-virus software defense, because of their flexible structure, wide function range,
great crossing with normal procedures. If the anti-virus software monitors
every sensitive API call strictly, it must bring low efficiency of the operation
system and poor user experience. So anti-virus software in this respect usu-
ally chooses some kind of strategy selection based on a compromise.
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51.3.2 Two Complementary Strategies

Based on the above analysis, two complementary strategies are proposed in this
paper.

Strategy one: In view of the asymmetry of sending and receiving data about
Trojans, we establish data statistics on monitoring procedures about their sending
and receiving data, and randomly extract sample on the sending and receiving of
packets, if there are a lot of the same address in the sending and receiving packets
address, and the ratio of sending amount with receiving amount increases gradually,
we will raise the risk weights of the procedure.

Here we may set sending amount as set ds, receiving amount as set dr, their ratio
as formula (51.1).

p ¼ ds=dr ð51:1Þ

Strategy Two: When a process triggered a sensitive API function, and element in
set A and set C or only element in set C before the process is called, then record the
order and frequency of these elements appearing sequence and find the file location
corresponding to the process, if the process or other process calls these sensitive
functions, and these corresponding files are stored in the same folder, then rise the
risk weights. After this, if the communication module and the functional mod-
ule alternately emerge, then rise the risk weights again.

According to the feature of windows system, any program will be files in the
system, so Trojans is also no exception, it will be a executing file or composed by
some types of files, the modules of Trojans will exist in these files, these modules
will execute as independent process or insert other process, but all these modules
will still obey the message passing mechanism, so the mutual calling of these
modules must have some relationship. Especially their calling sequence. Based on
the two strategies above, we can analyze the suspicious behavior sequence as
following.

First we start-up the message monitoring, if some behaviors are writing registry
or registered as service, then this behavior will regard as an element of set A, then
label the process who produce the message, and find the file who produce the
process, and then build a behavior sequence table which can record the behavior
sequences. If the elements of set C and set F constantly and alternately appear, we
will add up the values of ds and dr, and then calculate the value P, if there is no
element of set A, just elements of set C and set F appear constantly and alternately,
we also record them, because the communication module and function module are
the core of Trojans. Then we unify the dangerous weights calculating formula for
these two conditions as formula (51.2)

q ¼ e1n1 þ e2n2 þ e3n3 þ e4n4 ð51:2Þ
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the e1, e2, e3, e4 are weighting coefficient. n1, n2, n3, n4 are the appeared times of
elements in set A, set C, set F and set S, and 0\e1; e2; e3; e4\1, e4\e1\e2\e3, it
allows n1 ¼ 0, n4 ¼ 0 but it must be n2 � 2, n3 � 1, it means the elements of core
modules must appear, and value q increase as elements appearing times increasing.

The process satisfied with the above conditions will be tagged as the intensive
monitored program, combined with strategy one, we unify the calculating formula
of risk weights as formula (51.3)

q ¼ e1n1 þ e2n2 þ e3n3 þ e4n4 þ e
1
p ð51:3Þ

The value of n1, n2, n3, n4 are calculated on the basis of the appearance times of
messages according to set A, C, F, and S, the values of e1, e2, e3, e4 adjusted by the
experiment dynamically. The value of q is calculated according to the lower limit of
some typical Trojans behaviors corresponding to set A, C, F, and S, and calculated
by formula (51.3). In order to reduce the interception to normal procedures, we can
take q

2 as the lower limit of risk weights. If the value of risk weights is greater than q,
then we mark it as dangerous procedure and monitor it all the way. And then we
build a matrix Z which encoded by message sequences from our Trojan library

Z ¼

z11 : : : z1n
: :
: :
: :

zm1 : : : zmn

2

6
6
6
6
4

3

7
7
7
7
5

ð51:4Þ

Each column vector of matrix Z is signed as Zij 1� j� n, they are message
sequences generated by our Trojan library, these message sequences are corre-
sponding to a certain behavior sequences of Trojan, so these behavior sequences
construct a sequence space, each column represents a complete Trojan behavior,
then calculate the matrix rank of Z, we sign it as r, encode the message sequence of
the process whose risk weights is greater than q, add these message code as a
column vector to the last column of matrix Z, we call this new matrix Z1.

Z ¼

z11 : : : z1n z1nþ1

: : :
: : :
: : :

zm1 zmn zmnþ1

2

6
6
6
6
4

3

7
7
7
7
5

ð51:5Þ

Then we calculate the matrix rank of Z1, and sign it as r1, if

r1 ¼ r ð51:6Þ

It shows that the newly added sequences belong to the original sequence space,
so we can determine the behavior sequence should be a Trojan behavior. In order to
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enhance the robustness of the algorithm, swap any two elements of matrix Z1 in its
last column vector z1nþ1z2nþ1. . .znmþ1, according to the previous conditions n2 � 2,
n3 � 1, Holding the position of the previous three elements of the vector, then swap
two elements randomly in the remaining part of the vector, we name the new matrix
Z′1, calculate the matrix rank of Z′1, and sign it as r′1, if

r
0
1 ¼ r1 ¼ r ð51:7Þ

We can regard the behavior of the sequence as a dangerous behavior sequence,
then stop the processes that trigger the behavior sequence, and gives warning tips.

51.3.3 Experiments and Results Analysis

Operating System: Windows XP SP3 Professional; Development Tools: vs2008;
development language: c++; Trojan being tested: SEU_Peeper Remote Control
Version 1.2.

Avoidance strategies: using signature tool to signature the Trojan program into
the QQ program.

The contrast of test results before and after opening the data exception moni-
toring as Figs. 51.3 and 51.4.

Fig. 51.3 The renderings before opening the data exception monitoring
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51.4 Conclusion

Trojans are regarded as one of major threats to computers, attackers have done a lot
of work to bypass the detection of active defense, but the core mechanism of
Trojans have not changed. Based on the analysis of the structure changing and the
avoidance methods of Trojans, we propose two complementary strategies and an
analytical method based on behavior sequence which build a message matrix, then
we prove it through experiments that it really works efficiently in certain aspects to
discover new Trojan

References

1. Elisan CC (2012) Malware, rootkit and botnets a beginner’s guide. McGraw-Hill/Osborne
Media, NewYork

2. Jiang X (2010) Research on open source project feature code anti-virus and active defense
avoiding. Shanghai Jiao Tong University, Shanghai

3. Liu H, Wang Z, Guo Y (2012) An IPv6 proactive network defense model based on multi-
homing hopping. J Electron Inf Technol 34(7):1715–1720

4. Xun K, Liao X (2012) Research on proactive defense model based on virtualization technology.
Microelectron comput 29(12):189–192

5. Fang S, Chen S, Tang F (2010) Applied research of active defense technology in access control.
Comput Technol Dev 20(11):150–154

Fig. 51.4 The renderings after opening the data exception monitoring

518 L. Tao et al.



6. Lin M (2013) Based on Windows7 Trojan connection technology and viability studies,
Master’s thesis, Xi’an University of Electronic Science and Technology

7. Luo X, Wang K, Lianghua X (2009) On active defence technology based on behaviour
analyzing and its vulnerabilities. Comput Appl Softw 26(7):269–271

8. Wang F, Zhou D (2011) Design and implementation of active defense system based on white
list. Comput Eng Des 32(7):2241–2245

51 An Intelligent Active Defense Method Against Trojan … 519



Chapter 52
Modeling for Two-Cart
Mass-Spring-Damper System
with Uncertainties Based
on Mixed μ-Synthesis

Ya Wang, Baoyong Zhao and Yixin Yin

Abstract This paper provides a tutorial introduction and overview of design
techniques for a system with both parametric uncertainty and unmodeled uncer-
tainty, using mixed μ-synthesis. This paper also includes LFTs representation for
modeling and an example of two-cart mass-spring-damper system (MSDs) is used
to analyze its robust stability and performance, based on mixed μ-synthesis.

Keywords LFTs � Parametric uncertainty � Unmodeled uncertainty � Mixed
μ-synthesis

52.1 Introduction

In order to improve the robust stability of a system with both unmodeled and
parametric uncertainties. The mixed μ-synthesis was suggested by Doyle [1] who
proposed ‘D-G-K iteration’ procedures, and it was further developed by Fan et al.,
who considered the development of upper bound for uncertainties. Their research
led to the release of the μ-Tools toolbox [2] by Balas et al. in 1991. Subsequently, a
large body of work concentrated on the properties of the mixed μ problems [3] and
robust controller synthesis [4].

The purpose of this paper is to use mixed μ-synthesis for designing a controller,
and to offer a necessary analysis for robust stability of MSDs by comparing its
disturbance rejection response with the results of a conventional method. The
two-cart mass-spring-damper system [5] is used to illustrate robust analysis issues.
A different topology of the two-cart system is also presented in the reference [6].
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52.2 Notation

There are two main categories of uncertainties, namely unstructured uncertainties
and parametric uncertainties. Both uncertainties play an important role in stability
and performance of a system. This section describes in detail how certainties can be
represented in LFTs.

52.2.1 Structured Uncertainty

Consider using a single block D to represent unstructured uncertainties such as
unmodeled, high frequence dynamics. In the case of the two-cart mass-spring-damper
system, the unmodeled dynamic is referred to constant time-delay τ. Regularly, the
block D can be described by an unknown transfer function matrix in the linear,
time-invariant system.

In the μ-synthesis, a weighing function WunðsÞ is needed to cover the gain of
e�ss � 1. Figure 52.1 shows how a system with time-delay can be transformed into
LFTs. The time-delay WunðsÞ is represented by multiplicative error associated with
WunðsÞ and D(s) which must satisfy that WunðsÞ is chosen to have magnitude higher
than e�ss � 1k k1 and DðsÞk k1 � 1.

52.2.2 Parametric Uncertainty

Parametric uncertainty is related to inaccurate description of parameters (complex
or real) of a system. This means such uncertainties can be represented by variations
of certain system parameters within some legal ranges.

Suppose three uncertain parameters m, c, k, m are represented by m0 þ dm where
m0 is a nominal parameter value and δm is a possible variation over a certain range,
so does c and k. As a result, D is used to indicate a set of parametric uncertainties.

(s)G

e sτ−

(s)G

⊕
1se τ− −

(s)G

⊕
W (s)un (s)Δ

Fig. 52.1 Representation of constant time-delay in LFTs
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D ¼ diag dm; dc; dkð Þ ¼
dm 0 0
0 dc 0
0 0 dk

2
4

3
5 ð52:1Þ

52.2.3 Linear Fractional Transformations (LFTs)

Linear fractional transformations are a powerful and useful method to represent
model uncertainties and to use μ-synthesis for analyzing uncertain systems in
involving interconnections of constant matrix block and feedback blocks with
uncertain parameters and unmodeled dynamics.

Consider a matrix M with one input u and one output y, obviously

y ¼ Mu ð52:2Þ

If there are two inputs u1, u2, and two outputs y1, y1 to M, the relationship
between u1, u2 and y1, y1 is

y1 ¼M11u1þM12u2

y2 ¼M21u1þM22u2

(
ð52:3Þ

The representation of M in LFTs form is as followed in Fig. 52.2.
Relationship left between u1, y1 and D below

v1 ¼ M11 þM12D I�M22Dð Þ�1M21

h i
r1 ð52:4Þ

In addition, a cascade connection of LFTs is shown below Fig. 52.3.
Assume a new box P around M and G is drawn. Apparently, P is made up of

variables u;wD1; zD1ð Þ from M and variables y;wD2; zD2ð Þ from G.

11 12

21 22

M M

M M

Δ

Fig. 52.2 LFTs
representation of M

52 Modeling for Two-Cart Mass-Spring-Damper System … 523



The relationship between inputs and outputs can be easily calculated as

y
zD2
zD1

2
4

3
5 ¼

M11G22 M12 M11G21

M21G22 M22 M21G21

G12 0 G11

2
4

3
5 u

wD2

wD1

2
4

3
5 ð52:5Þ

52.3 Modeling

In this section, z1(t) and z2(t) are adopted to define the displacement of the mass m1

and the mass m2 respectively. The displacement of the mass m2 mixed with the
continuous-time white noise is as an input of the compensator and the output of the
compensator is as a control force with time delay applied to the mass m1, which in
return minimizes the displacement of the mass m2, while the stiffness k1 varying
within a certain range. The system includes a disturbance force f2(t) which is a
stationary colored stochastic signal acting on the mass m1 Fig. 52.4.

The state-space representation of the MSD system can be represented as below

z
:
tð Þ ¼ Az tð Þ þ Bf1 tð Þ þ Lf2 tð Þ

y tð Þ ¼ Cz tð Þ þ h tð Þ

(
ð52:6Þ

The state vector is defined as

zT tð Þ ¼ z1 tð Þz2 tð Þ_z1 tð Þ_z2 tð Þ½ � ð52:7Þ

11 12

21 22

M M

M M

2

1

uy

2z 2z

1w 1w

2w 2w

11 12

21 22

G G

G G

1z 1

Δ

Δ Δ

Δ

Δ

Δ

Fig. 52.3 A cascade connection of LFTs
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Thus

d
dt

_z1 tð Þ ¼ k1
m1

z2 tð Þ � k1
m1

z1 tð Þ þ b1
m1

_z2 tð Þ � b1
m1

_z1 tð Þ þ 1
m1

f1 tð Þ
d
dt

_z2 tð Þ ¼ � ðk1 þ k2Þ
m2

z2 tð Þ þ k1
m2

z1 tð Þ � ðb1 þ b2Þ
m2

_z2 tð Þ þ b1
m2

_z1 tð Þ þ 1
m2

f2 tð Þ

8>><
>>:

ð52:8Þ

Assuming the uncertain spring constant k1 varies between 0.25 and 1.75, k1 can
be represented using the equation k1 ¼ �k1 þ ~k1dk where �k1 is a nominal value and
the absolute value of δk is varying within one unit. Here �k1 ¼ 1 and ~k ¼ 0:75.

The basic idea of modeling in LFTs is to separate inputs and outputs and
indentify the relationship among them, according to Sect. 52.2.

Replace k1 in Eq. (52.8) with �k1 þ ~k1dk

d
dt

_z1 tð Þ ¼ k1
m1

z2 tð Þ � z1 tð Þð Þ þ
~k1
m1

dk z2 tð Þ � z1 tð Þð Þ þ b1
m1

_z2 tð Þ � b1
m1

_z1 tð Þ þ 1
m1

f1 tð Þ
d
dt

_z2 tð Þ ¼ �
�k1
m2

z2 tð Þ � z1 tð Þð Þ �
~k1
m2

dk z2 tð Þ � z1 tð Þð Þ � k2
m2

þ b1
m2

_z1 tð Þ � b1 þ b2ð Þ
m2

_z2 tð Þ þ 1
m2

f2 tð Þ

8>>><
>>>:

ð52:9Þ

wD and zD are used to represent dk z2 tð Þ � z1 tð Þð Þ and z2 tð Þ � z1 tð Þ respectively.
Thus, the MSD system is defined as follows:

_z1 tð Þ
_z2 tð Þ
d
dt _z1 tð Þ
d
dt _z1 tð Þ
zD

z2 tð Þ
z1 tð Þ

2
6666666664

3
7777777775
¼

0 0 1 0 0 0 0
0 0 0 1 0 0 0

� �k1
m1

�k1
m1

� b1
m1

b1
m1

~k1
m1

0 1
m1

�k1
m2

� �k1þk2
m2

b1
m2

� b1þb2
m2

� ~k1
m2

1
m2

0
�1 1 0 0 0 0 0
0 1 0 0 0 0 0
1 0 0 0 0 0 0

2
666666664

3
777777775

z1 tð Þ
z2 tð Þ
_z1 tð Þ
_z2 tð Þ
wD

f2 tð Þ
f1 tð Þ

2
666666664

3
777777775

ð52:10Þ

m1 m2

1k 2k

1b 2b

1(t)z 2 (t)z

1(t)f

2 (t)f

Fig. 52.4 Two-cart mass-spring-damper system (MSDs)
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The following parameters are fixed and known as in Fig. 52.5.

m1 ¼ m2 ¼ 1; k2 ¼ 0:15; b1 ¼ b2 ¼ 0:1; a ¼ 0:1 ð52:11Þ

It is known that there is a delay-time τ for the control force f1(t) to reach the mass
m1. In the μ-synthesis, the time-delay τ whose maximum of 0.05 s is treated as an
unmodeled dynamic. Wun sð Þ is set as

Wun sð Þ ¼ 2:5 s
sþ 40

ð52:12Þ

We define the control disturbance force f2(t) as a stationary colored stochastic
process and ξ(t) as a continuous-time white noise with zero mean and unit intensity.

f2 sð Þ ¼ 0:1
sþ 0:1

n sð Þ ð52:13Þ

In addition, we put the following weighing functions on the control force,
measurement noise, and z2(t)

Control weight:WuðsÞ ¼ 10ðsþ 10Þ
sþ 103

ð52:14Þ

Measurement noise weight:Wn ¼ 10�3 ð52:15Þ

Performanceweight:Wp sð Þ ¼ Ap
0:1

sþ 0:1

� �
ð52:16Þ

⊕

dist

⊕

noise

u

z

G(s)

k(s)

W (s)u

W (s)p

kδ
nW(s)dW

W (s)un (s)Δ

Fig. 52.5 The MSD system with weighting functions for mixed μ- synthesis
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Wu sð Þ is used to penalize the system that has large signals with high frequencies
and limits the bandwidth together with the unmodeled dynamic weight. In the
μ-synthesis, the nonnegative μ should be guaranteed under one unit and the larger μ
is, the system has better performance in robustness. Thus one should try to maxi-
mize Ap in Eq. (52.16) until the largest μ is just under one unit.

52.4 Simulation

Based on the conception, we examined the condition of Wun sð Þk k1 � e�ss � 1k k1
Fig. 52.6.

Apparently, the Wun sð Þ is chosen legally.
From Fig. 52.7, the displacement of the mass m1 fluctuates obviously with the

uncertain parameter k1 varying within a range, in other words, the parametric
uncertainty cannot be ignored. Next, by using the command dksyn to synthesize a
robust controller for open-loop interconnection and injecting the white noise into
filter, a comparison for the disturbance rejection performance between mixed μ
controller and conventional controller can be acquired. After 5 to 6 time D-G-K
iterations, the result of closed-loop robust performance is about 0.95, which means
that the uncertain system achieves desired performance. A comparison for distur-
bance rejection response in the worst case can be seen from Fig. 52.8. Obviously,
mixed μ controller performed better than that designed by the conventional method.

Fig. 52.6 Bode plots of
Wun sð Þ (green line) and
e�ss � 1 (blue line)
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Fig. 52.7 Plot of respective bode response from f1(t) and f2(t) to z2(t)

Fig. 52.8 Disturbance rejection response
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52.5 Conclusions

This paper is aimed at introducing linear fractional transformations (LFTs) to model
uncertain system subjected to both unmodeled and parametric uncertainties. With
the help of μ-tool of Matlab box, the results indicate that mixed μ controller per-
formed better than controller designed by conventional method. So our future work
is planning to combine multiple model adaptive control with mixed μ method.
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Chapter 53
The Design of Quality and Measurement
Control-Execution System Based
on IOT Bus

Qiaoshun Wu, Shenghui Kuang and Haibo Peng

Abstract This paper analyzes the critical factors of the process of manufacture on
the basis of four aspects: the material purchase, product sale, piecewise process, and
the unit of single product equipment. Furthermore, it gives a general analysis and
design of quality and measurement Control-Execution system based on the Internet
of things bus, and the business process model of quality and measurement, as well
as the model for system control and trace based on the Internet of things are mainly
discussed. The study of the system also supplies a beneficial reference for the
construction of similar information system of large-scale iron and steel enterprise.

Keyword Internet of things � Quality � Measurement � Control

53.1 Introduction

The iron and steel enterprise is a typical process production enterprise. It has a
feature of wide production area, complicit process, large product coverage, etc. [1].
The production process involves different kinds of raw materials, auxiliary mate-
rials, different grade and quality, various intermediate products and product; and it
has strong and interlocking continuity production technology whose production
activities include quality testing and measurement statistics of ore into the factory,
material resources, metallurgical processing products into finished products. There
are numerous measurement sites for inspection which have complex working
conditions, geographical dispersion. To significantly improve product quality and
reduce logistics cost, strictly quality and measurement control is necessary in the
production of each link and each working procedure. Therefore, it is a vital problem
to meet the needs of the market, customer’s order, and product design requirement
while manufacturing and timely inspection of product quality, real-time record of
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logistics supply and material consumption, deep development and utilization of
quality and measurement information resources, improving the level of compre-
hensive analysis, on the basis of material purchase, product sale, piecewise process,
and the unit of single product equipment in implementing the strategy of energy
conservation and emissions reduction. This paper, taking Kunming iron and steel as
an example, mainly discusses the key business elements of quality and measure-
ment control-execution system for large-scale iron and steel enterprise based on the
Internet of things. At the same time, the author gives an overall design of the
system.

53.2 System Requirements Analysis

The goal of design and development for quality and measurement control-execution
system based on Internet of things is to establish a controllable, reliable, and
scalable network system which can deeply fuse computing, communication, and
control while integrating statistics of materials and resources, as well as goods “in
process and products” quality inspection data.

Generally speaking, the characteristic of steel industry production process is
maximization, continuum, and automation [2]. On the basis of the corresponding
analysis of the control status of the enterprise, the technical basis, equipment
conditions, network environment, staff environment and software application, etc.,
this paper concludes that the system for the quality, measuring information pro-
cessing has the following distinctive features:

(1) The environment of production is extremely harsh, while production process
contains extremely complex processes of physics and chemistry. Materials and
intermediate products or the products in process mostly show flowing or high
temperature state, involving all kinds of mutations and uncertainty factors.

(2) The system scheduling function needs to provide the best control strategy to
quality of materials and measurement not just to improve the production
efficiency, improve product quality, and reduce production cost as the goal,
but also to save energy, reduce pollution, realize the goal of optimizing
control, and so on.

(3) In order to conduct a comprehensive control on the production process,
material measurement, and product quality, the model of quality and mea-
surement analysis and control must be fused into the various control models in
the main continuous production process on physical and chemical changes.

(4) It is difficult to dynamically change the established product path because of
many variable factors in each production unit. Meanwhile, the information
processing becomes difficult to handle for tremor of various factors in pro-
duction process, mutual influence between before and after processes, diffi-
culties in determining production time and random variation of material
supply, and product quality of each production unit. Therefore, the system
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requires a continuous online execution in the quality and measurement
process.

(5) The process in the iron and steel industry is from less to more. For example, a
furnace can be cast into many billets and a billet can be rolled into multiple
materials. Material keeps adding together in the process of smelting, so
information processing is on the rise.

53.2.1 Requirement Analysis of Quality Control
and Execution

The function of quality management and control for iron and steel enterprise is
explained from the perspective of total quality management. In the process of
implementation, due to the hierarchy and distribution of smelting as well as man-
ufacturing, quality inspection function also has a layered and distributed feature.
The system of quality management consists of six main functions: technology
standard database, quality design, quality inspection and process parameter
acquisition, quality judgment, quality analysis and optimization, and quality con-
trol. The quality control system mainly consists of the following functions:

(1) The process standard database, used to store production technology standard
data.

(2) Quality design, conducting quality design, based on the product quality
standards and contract while conducting technology parameters design based
on production process standards and adjusting quality design based on the
results of quality analysis and optimization.

(3) Quality inspection and process parameter acquisition.
(4) Quality judgment. Give a verdict according to the quality inspection results

combined with the technology standard and qualified parameters appointed in
contract.

(5) The quality analysis and optimization. Find out the harmful effects on product
quality according to the actual parameter analysis in production process
combination of experiences of the experts when quality problems arise.

(6) Quality control. Conducting quality adjustment and optimization in production
process and organization according to the analysis of influencing factors as
well as key quality characteristics.

53.2.2 Requirement Analysis of Measurement Control
and Execution

Measurement management is an important part of Manufacturing Execution System
(MES). The concentration measurement system combines with various kinds of
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metering station and measurement monitoring centre organically. Different kinds of
production data can be timely communicated and shared through the measurement
management system which runs in a private network, as well as business processing
and cooperation between multiple departments becomes more efficient, and also the
information system improves the measurement capacity and service level signifi-
cantly. To establish a remote centralized measurement system not only standardizes
metering process, prevents artificial error and cheat, reduces production costs,
improves working efficiency, but also realizes unattended centralized metering and
controlling, without interruption measurement, multiple measurement model, bal-
ance load work of weighing instruments, rapid analysis of measurement data, the
disposition of objection in metering, data mining and business tracing, reasonable
allocation of material resources, optimization of production organization, enterprise
quality strategy, production quality assurance. The centralized measurement system
mainly contains the following functions:

(1) Remote centralized measuring: the remote measurement system involves
business of material purchasing plan, material allocation plan, energy con-
sumption, verification for the materials coming in and out of the plant and so
on, it improves the logistics efficiency by using the perdition information of
the trucks or trains coming in and out of the plant, therefore, the logistics cycle
time becomes shorter than before.

(2) Measurement data acquisition: the remote unattended measurement system has
the function of automatic weight discrimination, it acquires and saves data
automatically when the instrument data become stable, which avoids artificial
error, prevents manual data input as well as copying or pasting, ensures the
safety, accuracy and reliability of measurement data and its transmission.

(3) Query measurement information statistics: Users obtain the integrated infor-
mation which contains original measurement data and computed data, these
data can provide convenience for production preparation, process control,
logistics scheduling. Such approach is in good for integration of purchase,
storage, production, quality inspection, sales, and financial settlement.

(4) Measurement information synchronization: the system has realized the syn-
chronous transmission in real time between metering data and production
process data, which has improved the control and execution efficiency in
production activities.

(5) The measurement process monitoring: the system provides whole process
supervision, which makes it easy to trace the measurement process when
dissent raised.

(6) Using IC card to realize closed-loop control of measurement process, it runs
through the entire logistics course which contains materials coming in the
plant, the first weighting, discharge cargo, the second weighting and the truck
coming out of the plant, and also it prevents repeated weighing.

(7) Storage Management: It achieves data acquiring automatically by using the
bar code and two-dimensional code technology in the process of product
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storage, transfer, warehousing, inventory, and improves the logistics effi-
ciency, realizes the consistency of logistics flow, and information flow.

53.3 Business Process Model of Quality and Measurement

The quality monitoring model assures that products that customers received meets
all quality items in the contract through the whole process of comprehensive quality
inspection and measurement data statistics of raw materials, semi products, finished
products, and ensures that each phase quality can be controlled in the technology
requirements range of manufacturing process through the online test inspection of
manufacturing technology, equipment, material, energy, and manual operation. In
order to control the bad influences and improve the weak stage in producing, it is
important to find quality problems in working and make full use of the feedback
information of product quality parameter, trace back to the product defect problems.
The model provides the solutions and means to further improve the overall quality
of products through the analysis of various quality factors to reveal the main
contradiction; it also ensures the stability and improvement of product quality
through a series of quality assurance measures [3].

53.3.1 Core Businesses Flow of Quality Control

Workflow of quality control mainly includes the following functions: synthesis of
raw materials, semi-finished products, finished products, and commodity quality
inspection in manufacturing process; synthesis of the testing of the equipment and
energy consumption online in manufacturing process; comprehensive quality
tracking; analysis of factors for the quality of products; development and implement
of quality control measures.

In the above aspects, testing and inspection in the manufacturing process on raw
materials, semi products, finished products, and commodity is the most direct
measure of quality control. The collected data from testing and inspection directly
reflects the quality status in the product manufacturing process. However, this is a
kind of post and passive quality control mode; it plays a role of stuck effect. The
online detection in the manufacturing process immediately reflects quality problems
and realizes prompt control because of its online dynamic testing, although it is a
kind of indirect quality control methods; on the other hand, even if indirectly, if it
indeed captured the effect of product quality of key parameters, it can control
parameters of industry technology, equipment, material, and energy consumption.
Therefore, it is the most effective means of implementing quality control. Quality
tracking has important significance for finding quality problems while it is an “after
to track”, especially when quality is not usually an important factor of the original
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investigation. The two parts of the implementation of the overall situation from the
perspective of quality products to develop and factors of quality of product analysis
and quality control measures, further analyzes the main factors affecting the product
quality, develops and implements a series of quality control measures to stabilize,
improves and enhances the overall quality level of the product. The quality control
process model is shown in Fig. 53.1.

53.3.2 Core Businesses Flow of Measurement Control

The metering control workflow mainly includes the following functions: synthesis
of raw materials, auxiliary materials, materials resources, energy metering; remote
concentration measurement in manufacturing process; comprehensive measurement
information and production process; measurement data tracing back; the guidance
of the measurement controlling on the phases of production, sales, production
scheduling, supply, warehousing and other logistics links.

The measuring and monitoring models connects the metering and monitoring
centre and various kinds of material measurement points by remote concentrated
metering management system. It makes various measurement information between
different departments and business processing data sharing and communicating
timely, and improve the overall efficiency and service level in the material mea-
surement stage, and forms a new measurement and management system with
modern, intelligence, unmanned. The remote concentrated measurement model
standardizes the metering flow, prevents human error, and reduces the cost for
enterprise, achieves unattended and centralized management without interruption
measurement, as well as variety of measurement model, well balanced work of
weigher, and has the feature of traceability and rapid analysis. The metering control
process model is shown in Fig. 53.2.

Fig. 53.1 The work flow of quality control
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53.4 Model Design of Quality Control and Trace

In the process of quality control, the material tracing is often carried out by col-
lecting quality data from quality inspection station under the normal production
process and using Statistical Process, Control (SPC) method, while combining with
the enterprise’s production standards to establish a series of control standard
through the analysis of quality data. These standards are dynamic and progressive
because incoming materials and products in every stage of production process may
be different. The initial data that is used to establish SPC criteria in the system from
quality is from historical data of measurement system, but the renewal and increase
of these standards is completed in the system quality determination [4]. After the
establishment of SPC standard, the same process state can be effectively monitored
to achieve the purpose of quality control and traceability.

In this system, there are different types of data of products or final products in the
production process before or after the steel production such as chemical test date of
steel products, mechanical test date and the field test data, and so on. The method of
mathematical statistics to analyze these quality data mostly uses normal
distribution.

For the random variables X deferred to normal distribution: X �N l; r2ð Þ, its
probability density function is:

f xð Þ ¼ 1ffiffiffiffiffiffi
2p

p
r
e�

x�lð Þ2
2r2 ; �1\x\þ1 ð53:1Þ

In the above mathematics formula, μ is the mean value of X as well as σ is
standard deviation of X, while the random variables X is related to the quality data
to be analyzed [5].

For the test data obeying the normal distribution, we can analyze it by using
normal distribution formula and the corresponding chart, and the results can
backtrack to the control of production process of Manufacturing Executive System.

Fig. 53.2 The work flow of measure control
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Combined with the design target of this system, we can see that this process is
finished online to achieve the most rapid information feedback on MES level or
PCS level. Quality control process model is shown in Fig. 53.3.

53.5 Model Design of Measurement Control and Trace

In the process of measurement and control, the material tracing comes from mea-
surement data which is collected under normal production process from the
metering station. Statistical Process Control is an integration of modern production
techniques and management science [6]. In general, SPC is mainly used to control
quality in the production process, but in this system, due to the continuity of the
steel production process (for example: from smelting to rolling, hot delivery, and
hot charging process) as well as the features of the technological process, mea-
surement control should coordinate with quality control to ensure product quality
and certain yield in the production process. Based on the principle and method of
SPC, combining with the production of the enterprise standards and the analysis of
quality date, a series of control standard is established. This analysis phase is
finished under the constraints of measurement data.

The system, according to the established SPC standards, combines the yield with
quality and implements different scheduling. Then it realizes online monitoring of
production status of quality standard according to the measurement data in each
process section. In this process, the schedule of next batch products can be adjusted
while backtracking and quality and measurement data of incoming can be provided
for the next process section forward to realize the measurement control and
traceability. The measurement control process model is shown in Fig. 53.4.

Fig. 53.3 The quality control and trace model
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53.6 Summary

The system, based on the enterprise information backbone network, the production
process industrial ethernet, and wireless sensor network to establish the Internet
things, which connects measuring, testing, testing equipment, integrates all the key
test and measuring parts into a network platform; it also establishes a control system
which integrates process control layer and the integration of Enterprise Resource
Planning (ERP) layer, sets all the quality testing station and metering station with
related technology and business of all the quality measurement management
department and production unit as well as takes the real-time database and relational

Fig. 53.4 The measurement control and trace model
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database as the core on the base of quality monitoring model and statistical model
of measurement. In the process of production control and implementation, the
system can realize real-time acquisition and statistical analysis of inspection,
measurement data, and measuring equipment running status parameters. It can also
realize dynamic centralized and unified management of logistics scheduling and
product quality control, metering production equipment unit with PLC and DCS
data collection and integration control to upload data and receive instruction from
management system quality control system automatically while automatically
sending data to the production control system, and automatically receiving online
data from control system. Therefore, it achieves the synchronization of production
flow, logistics, information flow, which provides beneficial reference for the con-
struction of large-scale integrated iron and steel enterprise’s quality control exe-
cution system.
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Chapter 54
Network Time-Delay Prediction Based
on Non-gaussian FARIMA Model

Chunyan Hu, Yang Song, Jie Yang and Xiaohua Wang

Abstract Large time delay often occurs unexpectedly in data transmission via
Internet. As a kind of typical non-Gaussian stochastic process cannot be described
by traditional prediction models with Gaussian innovation. In this paper, FARIMA
model with standard symmetrical α stable distribution is adopted to model the
transmission time-delay in Internet, and the method for estimating the model
parameters is presented. Numerical results show that the approach proposed in this
paper is more accurate than the general FARIMA model with Gaussian innovation
in modeling Internet time-delay.

Keywords Symmetrical α stable distribution � Burst � Delay prediction

54.1 Introduction

Network control systems (NCSs) are feedback control systems wherein the control
loops are closed through a real-time network, which entail advantages of sharing
resource, remote operation, ease of system diagnosis and maintenance, increasing
system flexibility and reliability and so on [1]. Consequently, NCSs have been
applied in board areas such as industrial control, remote surgery and unmanned
aerial vehicles [2]. However, network time-delay can greatly degrade the perfor-
mance of NCSs, such as increasing the rise time and adjustment time, reducing
stable region of the control system and even destabilizing the control system.
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On the research of Internet time-delay, the early employed models are Bernoulli
model [3], Markov chain model [4] and Auto Regressive moving Average model
[5]. These models are relatively mature and widely used in optimal control and
stability analysis, and they are of short-range dependence. However, abundant
literatures indicate that Internet delay has the features of self-similarity, long-range
dependence and burst [6–8], which means that the aforementioned models are not
suitable for modeling Internet time-delay. Furthermore, for modelling and calcu-
lation complexity, Support Vector Machine [9] and Neural Network Model [10] are
also not suitable for time-delay estimation of real-time network. Noting that
FARIMA (Fractional Autoregressive Integrated Moving Average) model has the
ability to describe short-range dependence and long-range dependence simulta-
neously, and recently it has been introduced to model Internet delay [11]. However,
the innovation of FARIMA model is Gaussian with no ability to describe non-
Gaussian characteristic, so Internet time-delay prediction based on FARIMA model
cannot reflect the burst of delay.

In this paper FARIMA model and α stable distribution are combined into the
Internet time-delay model, for α stable distribution can describe the non-Gaussian
distribution with heavy tail. Numerical results show that the approach proposed in
this paper is more accurate than the general FARIMA model with Gaussian
innovation in modeling Internet time-delay.

54.2 FARIMA Model Based on Symmetric α Stable
Distribution

FARIMAmodel with Gaussian innovation is generally written as FARIMA (p, d, q),
where d is the level of differencing, p is the autoregression order, q is the moving
average order. By the following formula:

U z�1� �
1� z�1� �d

Xt ¼ Hðz�1Þet ð54:1Þ

where d 2 �0:5; 0:5ð Þ, et is white Gaussian noise with zero mean and variance r2.
U z�1ð Þ ¼ 1� /1z

�1 � � � � � /pz
�p, H z�1ð Þ ¼ 1� h1z�1 � � � � � hqz�q

The fractional differencing operator 1� z�1ð Þd¼ P1
k¼0 g d; kð Þ �z�1ð Þk

where g d; kð Þ ¼ C d þ 1ð Þ=C k þ 1ð ÞC d � k þ 1ð Þ, Cð�Þ is the Gamma function.
Noting that for time-delay sequence with a long-range dependence, its Hurst

parameter: 0:5\H\1 [12]. For FARIMA (p, d, q) model, d ¼ H � 0:5, so
0\d\0:5.

α stable distribution is used to describe the non-Gaussian distribution with heavy
tail characteristics. It is generally represented by the characteristic function:
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u tð Þ ¼ exp ju tð Þ � c tj ja 1þ jbsgn tð Þx t; að Þ½ �f g ð54:2Þ

where j is an imaginary unit, u is the real value, c� 0, �1� b� 1,

x t; að Þ ¼ tan ap
2 ; a 6¼ 1

2
p log tj j; a ¼ 1 ;

�
sgn

1; t[ 0
0; t ¼ 0
�1 t\0

8<
: and 0� a� 2:

Four parameters a, b, c, u can completely determine the characteristic function of
the stable distribution. The parameters have the following meanings:

Characteristic exponent a can measure the thickness of tail of PDF with the
stable distribution. a is smaller, the tail of the PDF is thicker, the burst of random
variables is stronger. a = 2 corresponds to a Gaussian distribution. u is the location
parameter, which means the coordinate position of stable distribution. β, which
affects the skewness of distribution, is a symmetry parameter. When β = 0, the
distribution is symmetrical to u. Dispersion coefficient γ indicates the dispersion
degree of stable distribution, which is similar to the variance of the Gaussian
distribution.

α stable distribution with b ¼ 0, c ¼ 1, u ¼ 0, which is called the standard
symmetrical α stable distribution, has only one parameter α.

FARIMA model based on standard symmetric α stable distribution regard
standard SαS distribution instead of white Gaussian noise as the model innovation,
which is written as FARIMA (α, p, d, q).

The level of differencing d ¼ H � 1=a, 0\d\1� 1=a, so 1\a\2.
FARIMA (α, p, d, q) model can be expressed as:

Up Bð Þ 1� Bð ÞdXt ¼ Hq Bð Þnt ð54:3Þ

where B is the backshift operator, nt is a sequence of i.i.d. SαS random variables.
UpðBÞ ¼ 1� /1B� � � � � /PB

P, HqðBÞ ¼ 1� h1B� � � � � hqBq.
Time sequence Xt can be written as: Xt ¼

P1
j¼0 cjnt�j, where the coefficient cj

satisfies:
P1

j¼0 cjz
j ¼ H zð Þ 1� zð Þ�d=UðzÞ

For FARIMA (α, 0, d, 0), the coefficient cj ¼ b jð Þ can be obtained by the
Gamma function [12]:

b 0ð Þ ¼ 1; b jð Þ ¼ C jþ dð Þ=C dð ÞC jþ 1ð Þ; j ¼ 1; 2; . . . ð54:4Þ
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54.3 Parameter Estimation of FARIMA (α, p, d, q) Model

Stable parameter α is obtained by calculating reference estimators va and vb. If
known estimators va and vb, do look-up table to determine the stable parameter â of
the FARIMA (α, p, d, q) model, referring to table detailed in [13]. Estimators va and
vb are obtained through fractiles of the random sequence:

v̂a ¼ bX0:95 � bX0:05

� �. bX0:75 � bX0:05

� �
ð54:5Þ

v̂b ¼ bX0:95 þ bX0:05 � 2bX0:5

� �. bX0:95 � bX0:05

� �
ð54:6Þ

where bXf is the fractile estimation of a random sequence. Therefore, to calculate va
and vb, do solve bXf firstly:

Commanding that Fð�Þ is a distribution function, its f fractile Xf satisfies
F Xf
� � ¼ f , where 0\f\1.
For a random sample X1;X2; . . .;Xn, its order statistics are the sample values

placed in ascending order, represented by X1;X2; . . .;Xn.
Let Xð1Þ;Xð2Þ; . . .;XðnÞ are a random sample which obey F(x) distribution, its

order statistics are Xð1Þ;Xð2Þ; . . .;XðnÞ. Assuming that 0� i�N and 2i� 1ð Þ=2N
� f � 2iþ 1ð Þ=2N, so bXf ¼ X ið Þ þ X iþ1ð Þ � X ið Þ

� � f�qðiÞ
q iþ1ð Þ�q ið Þ, where q ið Þ ¼ 2i� 1ð Þ=

2Nð Þ. when i ¼ 0 and i ¼ N, bXf respectively equals X 1ð Þ and X Nð Þ.
For FARIMA (α, p, d, q) model, its level of differencing d ¼ H � 1=a, where

H is the Hurst parameter of the delay sequence. There are many approaches to
estimate Hurst parameter, such as R/S analysis, periodogram, variance clustering
method, wavelet analysis method. The simulation part of this paper uses periodo-
gram to estimate the Hurst parameter of the delay data.

For FARIMA (α, p, d, q), after getting fractional differential data, one don’t
directly use ARMA model to predict data, because the innovation is the SαS dis-
tribution, not a Gaussian distribution. And ARMA model with SαS distribution is
presented in [14], but fixed-order and parameters estimation of which are complex.
And in many references, one likes AR process with infinite variance and non-
Gaussian distribution instead of ARMA model with SαS distribution. The principle
is that any ARMA or MA process can be represented by high-order AR process,
and the parameter estimation of AR model is relatively simple and especially it
satisfys the high real-time requirement of network control system [15]. Parameter
estimation of Non-Gaussian AR model consists of two parts: the order identification
and coefficients fitting.

The order of non-Gaussian AR model is determined by the rank of third-order
cumulant matrix which is converted by order identification of non-Gaussian AR
model [16]. Firstly construct a third-order cumulant matrix sample, the method
shows in [17]. Then do singular value decomposition [SVD] of the third-order
cumulant matrix. Finally, by comparing two adjacent singular values, select the
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largest singular value by the comparison with the next singular value, and the
corresponding order of the singular value is the order of non-Gaussian AR model.
The normalized ratio method and normalized singular value method are also used to
calculate the effective rank of the cumulative matrix.

Non-Gaussian AR model coefficients can be obtained by the generalized Yule-
Walker (GYW) equation. The general form of Yule-Walker equation is as follows:

C � @ ¼ P ð54:7Þ

where @ ¼ ½@1@2 � � � @P�T are the known parameters,

P ¼ k 1ð Þk 2ð Þ � � � k pð Þ½ �T ð54:8Þ

P ¼
k 0ð Þ k �1ð Þ . . . k 1� pð Þ
k 1ð Þ k 0ð Þ . . . k 2� pð Þ
..
. ..

. . .
. ..

.

k p� 1ð Þ k p� 2ð Þ . . . k 0ð Þ

2
6664

3
7775 ð54:9Þ

The elements k kð Þ k ¼ 1� p; 2� p; . . .pð Þ of covariance matrix C and vector
P are the coefficient of the sequence X nþ ið Þ and X nð Þ, and k 0ð Þ ¼ 1. If C has full
rank, solve (54.9) to obtain value of parameter @. To construct C and P, firstly
estimate the coefficient of covariance k kð Þ according to data observed.

The coefficients of covariance of two joint SαS distributed random variables
X and Y a[ 1ð Þ are:

kxy ¼ E XYp�1
� ��

E Yj jpð Þ; 1� p\a ð54:10Þ

This paper uses fractional lower order moment (FLOM) estimation method. For
an ergodic process X, the coefficient of covariance of the sequence X nþ ið Þ and X
(n) can be solved by the following formula:

k̂FLOM kð Þ ¼
XN
i¼1

Xi sgn Xiþkð Þð Þ
,XN

i¼1

Xiþkj j ð54:11Þ

By (54.11), get the covariance matrix C and the elements k kð Þ of vector P.
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54.4 Internet Delay Prediction Based on FARIMA
(α, p, d, q) Model

54.4.1 Parameters Estimation

All algorithms are programmed in MATLAB. Experimental data is a set of network
delay sequence collected through the program. The length of the delay sequence is
2100; the former 2000 data are used for FARIMA (α, p, d, q) model to predict and
the latter 100 data are used to compare with the predicted results.

The stable parameter and the level of differencing estimation: the delay data are
written as X, its histogram is shown in Fig. 54.1. Calculate v̂a and v̂b of X and then
get the stable parameter a ¼ 1:924. Use periodogram to calculate Hurst parameter
H1 ¼ 0:973. d ¼ H1 � 1=a ¼ 0:453. After X finishing the difference scores, get a
new sequence Y, which H is 0.563. It is obvious that the long-range dependence of
delay data has significant attenuation through the score difference.

Parameters estimation of Non-Gaussian AR model: according to the afore-
mentioned method, the order of the non-Gaussian AR model p = 16. AR modeling
function in MATLAB toolbox is based on Gaussian process, so in this paper, firstly
solve the GYW equation to get the coefficients of non-Gaussian AR model, then
directly calculate the predicted value via the model formula. Finally, do d-order
anti- score difference of Y to get final predicted results (Table 54.1).

54.4.2 The Results of Time-Delay Prediction

To prove the effect of FARIMA (α, p, d, q) model, use FARIMA (p, d, q) model to
predict with the same set of data. Predicted results of two models and the original
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delay X are shown in Fig. 54.2. Simulation results show that FARIMA (α, p, d, q)
model is more exact to reflect the fluctuations and burst of network delay than
FARIMA (p, d, q) model with Gaussian white noise.

The auto-correlation function (ACF) can reflect the basic characteristics of time
series, it is used to reflect the prediction accuracy of two models, shown in
Fig. 54.3. It can be seen that ACF of predicted sequence of FARIMA (α, p, d, q)
model is closer to ACF of original delay than that of FARIMA (p, d, q) model.

Table 54.1 The Simulation experiments data

Stable
parameters a

H before
differential

Differential
order d

H after
differential

Non-Gaussian AR
model order p

1.924 0.973 0.453 0.563 16
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In order to further proof that FARIMA (α, p, d, q) model has more accurate
prediction. Table 54.2 shows 4 groups of experimental data, each experimental data
respectively use FARIMA (α, p, d, q) model and FARIMA (p, d, q) model to
forecast. Comparing the each set of experimental data, the predicted error, the mean
and variance of ACF difference of FARIMA (α, p, d, q) model is smaller than that
of the Gaussian FARIMA (p, d, q) model. The result demonstrates that FARIMA
(α, p, d, q) has better prediction.

54.5 Conclusions

In order to overcome the burst and self-similarity of Internet delay, this paper
presents FARIMA (α, p, d, q) for Internet delay prediction. The model can reflect
heavy tail characteristics of the network delay. This paper separately establish
FARIMA (p, d, q) model and FARIMA (α, p, d, q) model to predict the delay via
delay data measured, the results show that the prediction of FARIMA (α, p, d, q)
model are more exact than that of FARIMA (p, d, q) model. The research method
provides a new perspective for the Internet network predictive control.
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Chapter 55
Leak Detection Research of Water Supply
Pipeline Based on HHT

Fei Yuan, Zhangting Zhong, Yaqiong Cai and En Cheng

Abstract In this paper, the leak detection problem of water supply pipeline, the
main sound source and its generating mechanism were studied. The authors use the
power spectrum and the Hilbert Huang transform analysis of the vibration fre-
quency characteristics of acoustic signal, and use them for leak detection. Design a
set of water supply pipeline leak detection and alarm system based on MATLAB
GUI and sensor, acquisition card and other peripheral equipment combined with the
hardware and software, and realize the water supply pipeline leak detection. Val-
idate and analyze the proposed scheme by collecting a large number of acoustic
signals of different leakages through the experiment. The system is verified with
more than 96 % accurate rate, and has a certain practical application value.

Keywords Pipeline leakage � Feature extraction � Leak detection

55.1 Introduction

As we all known, water is the source of life while fresh water resources which can
be utilized by the human is more precious. Water shortage degree of China has been
on the world’s top 15, which may lead to the fresh water resources crisis [1]. The
breakage of the drinking water pipeline makes this phenomenon more serious.

In a foreign country, relatively advanced pipeline leak detection instrument
integrated signal detection, processing, transmission, application of microcomputer
technology and other related to the leak detection system was widely used [2]. This
kind of leak detection equipment was used by the water companies with actual
strength in China though, it is expensive and issues such as maintenance support are
difficult to handle.
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In the domestic, Changchun University of Science and Technology [3] studied
the velocity, attenuation and frequency characteristics of acoustic signal were
analyzed in detail; Jilin University [4] designed a communication prototype based
on DSP and used for leak detection; Harbin Industrial University [5] had put
forward a leakage point positioning system based on acoustic wave; Due to water
pipeline leak detection and location system technology now is still in research stage,
the leak detection method combined traditional artificial listening inspection
method with abroad related leak detection positioning instrument was widely used
in Chinese water company [6]. This method was poor anti-interference. Generally,
the method was implemented at night in order to achieve a good detection effect
which will result in costing a lot of manpower and material resources.

In this paper, a complete set of pipeline leak detection and alarm system based
on MATLAB GUI monitoring system were puts forward. The authors use the
Hilbert-Huang transform to obtain the frequency characteristic of leakage acoustic
signal, which can be used to detect leaking, and then send leakage alarm.

55.2 Leaking Sound and Its Generating Mechanism

Leakage signal is one of the acoustic emission signals, which is a kind of phe-
nomenon on the state of pressure. Because pressure difference exists between
pipeline inside and outside, when the high pressure water sprayed outward from
leakage point, spewing water, leakage point as well as surrounding soil would have
friction, which will cause different frequencies of vibration. In Fig. 55.1, because of
the different conditions of vibration, it usually contains three kinds of sound source:
(1) the vibration sound [7]; (2) the rushing sound [8]; (3) the friction sound.

The above analysis shows that water pipeline leakage signal is a mixture of a
variety of different voices and frequencies, which can use Eq. (55.1) to indicate:

s tð Þ ¼
Xn
i¼1

ai cos witð Þ ð55:1Þ

ai is the amplitude of the ith frequency components wi. n is the number of frequency
components.

Fig. 55.1 Main sound source
of pipeline leak
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Leakage signal s(t) would spread from the leak point to the surrounding media at
a certain speed V, which could calculate the spread time τ to any given point A, that
is: s ¼ rA=V , where rA is the distance from leakage point to point A. Then the
leakage signal spread to the arbitrary point A of the medium is:

sA t; rAð Þ ¼
Xn
i¼1

ai cos wi t � rA
V

� �� �
ð55:2Þ

Leakage signal would be affected by the absorption or decay, and the decay is
associated with propagation distance rA. So Eq. (55.2) can be changed:

sA t; rAð Þ ¼
Xn
i¼1

aie
�arA cos wi t � rA

V

� �� �
ð55:3Þ

α is attenuation factor of the surrounding medium for the leakage signal.
In practical applications, the signals received by sensor included leakage signal

and random interference noise. So the vibration signal model of point A can be
written as follow:

xA tð Þ ¼ sA t; rAð Þ þ nA tð Þ ð55:4Þ

xA tð Þ is the signal received by the sensor of point A; sA t; rAð Þ is the leakage signal
defined in Eq. (55.2); nA tð Þ is the random interference noise signal of point A.

55.3 Scheme Design and Experiment Scenario

A design scheme of the pipeline leakage detection and alarm system was presented
in: frame diagram of overall scheme, introduction of each module.

In Fig. 55.2, the scheme could be divided into four parts: sensor, signal con-
ditioner, collection unit and upper monitor unit.

In this experiment, a signal produced by adjustable tap was regarded as leakage
signal. The pipe diameter was 20 mm. The pressure is regular pressure. LC0155

Fig. 55.2 Detection scheme
of pipeline leak
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sensors were placed far from leaking 10 cm. The close tap signal was first collected
as noise, and was adjusted in three sizes as leakage signals. Each state collected 120
groups, sampling rate was 10 kHz, and single sampling time was 2 s (Table 55.1).

55.3.1 Time-Frequency Characteristics of Leakage
Acoustic Signal

Plenty of studies showed that frequency of plastic leakage pipeline is mainly in
5–100 Hz while in metal pipeline is in 200–2500 Hz [9]. And as shown by Eqs. (55.2,
55.1), Eq. (55.4), leakage signal is combined many signals, so it belongs to time-
varying non-stationary random signal. In this paper, Hilbert-Huang Transform
(HHT) was used in time and frequency domain analysis for the collecting signals.

Empirical Mode Decomposition (EMD) and Hilbert transform were included in
HHT. The EMD decomposed nonlinear and non-stationary signal from high fre-
quency to low frequency into multiple IMF (Eq. (55.5)):

X tð Þ ¼
Xn
i¼1

ci tð Þ þ rn tð Þ ð55:5Þ

rn is residual function shown the average trend of signal. IMF c1; c2; . . .cn contains
different elements of signal from high frequency to low frequency.

The Hilbert transform for each component IMF in Eq. (55.5) is obtained by:

ci
K
tð Þ ¼ 1

p

Zþ1

�1

ci sð Þ
t � s

ds ð55:6Þ

Table 55.1 Statistical table of experimental equipment used

Device name Function

LC0155 piezoelectric acceleration
sensor

Converts vibration into electrical signals

LC0201-5 signal conditioner Provide constant current source

MCC USB-1608GX-2AO acquisition
card

Collect signal, A/D transform

The oscilloscope Signal display, debug equipment

Personal computer Receive, display, process, analyze the collecting
signal

Cable Connect device, transmit data
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Construct analytic function zi tð Þ ¼ ci tð Þ þ j ci
K
tð Þ ¼ ai tð Þejui tð Þ, hence the ampli-

tude function ai tð Þ and phase function ui tð Þ were obtained, and then the instanta-

neous frequency fi tð Þ ¼ 1
2pwi tð Þ ¼ 1

2p
dui tð Þ
dt was found. Thus,

X tð Þ ¼ Re
Xn
i¼1

ai tð ÞejuiðtÞ
" #

¼ Re
Xn
i¼1

aiðtÞej
R

wi tð Þdt
" #

ð55:7Þ

rn tð Þ was ignored. “Re” meant real component. Signal amplitude was expressed as a
function of time and frequency in Eq. (55.7). This kind of signal amplitude function
shown in time domain is called as the Hilbert time domain spectrum, short for
Hilbert spectrum, shown as H w; tð Þ. Its mathematical expression is:

H w; tð Þ ¼ Re
Xn
i¼1

ai tð Þej
R

wi tð Þdt
" #

ð55:8Þ

Thus Hilbert marginal spectrum was defined as:

HðwÞ ¼
ZT

0

H w; tð Þdt ð55:9Þ

T is the period of signal. The Hilbert marginal spectrum is a measure of contribution
of amplitude of each frequency within the scope of entire time.

55.4 Result Analysis

Tap state was divided into four kinds, corresponding to four kinds of leaks. The
authors regard closed tap state as the background noise, a small amount of leakage
as leaked 1, medium leak as leakage 2, a large number of leaks as leakage 3.

55.4.1 Test Standard Analysis

Figures 55.3, 55.4, 55.5 and 55.6, 4 kinds of leakages in time domain compared.
The amplitude and energy of the noise are feeble. The amplitude and energy depend
on the opening size. That means the larger of the leakage sizes are, the greater of
signals’ strength are.

Power density spectrum curve of the signals are shown below (Fig. 55.7):
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(1) Frequency’s peak of background noise appears around 200 Hz, which is
caused by vibrations of pipeline mainly while high pressure water flows in
tube.

(2) Comparing Figs. 55.8, 55.9 and 55.10, leak size has little impact on the
frequency component of leakage signal. The main frequency components are
focused on the range of 500 Hz–1.1 kHz. But it has a great influence on the
energy.

While use HHT introduced in the third chapter to analyze, signals were
decomposed into IMF by using EMD in Eq. (55.5), then got signal marginal
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spectrum using Eq. (55.9). The frequency features of the signals could be observed
below (Fig. 55.11).

(1) The frequency resolution of the marginal spectrum was much better than
power spectrum (Figs. 55.7, 55.8, 55.9 and 55.10). But peak was close to 0 Hz
in the marginal spectrum, which was caused by the end effect of the EMD
decomposition. This is one of the limitations of the EMD decomposition;

(2) From the marginal spectrum (Figs. 55.12, 55.13 and 55.14) of leakage signals,
the signal frequency components were similar, the larger peak all appeared
around 500 Hz–1 kHz. But the energy of different frequency components were
distinct;
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The amplitude of leakage signal in 500 Hz–1 kHz was greater than 10−5 while
the amplitude of the background noise in this frequency band was below 10−5.

55.4.2 Scheme Performance Analysis

MATLAB GUI was used as development tool for monitoring unit. The scheme
includes the following three modules: (1) signal acquisition module; (2) signal
analysis module; (3) leakage identification module.

The monitor unit based on MATLAB GUI was showed in the Fig. 55.15.

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
-85

-80

-75

-70

-65

-60

-55

Frequency (kHz)

P
ow

er
/fr

eq
ue

nc
y 

(d
B

/H
z)

The PSD of leak signalFig. 55.10 Power spectrum
of leakage 3

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
0

0.5

1

1.5

2

2.5

3

3.5
x 10-5

frequency(Hz)

m
ag

ni
tu

de

Marginal Spectrum of noise signalFig. 55.11 Marginal
spectrum of background
noise

55 Leak Detection Research of Water Supply Pipeline … 559



Data collected by the acquisition card could be sent into this system for ana-
lyzing. In the monitor screen, the time domain waveform of signal and HHT
marginal spectrum can be shown.

Through the time-frequency analysis of 4 kinds of signals above, it was known
that leak signals’ frequency focused on 500 Hz–1 kHz, and amplitude was greater
than 10−5 within this frequency band. So the leak detection standards could be
made: setting the range of 500 Hz–1 kHz as detecting frequency band, and 10−5 as
amplitude detection threshold. When the frequency was within this band range and
the amplitude of the signal was greater than the threshold, the pipe was regarded as
leaking, and the system would alarm.
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According to the above testing standards, the performance of leak detection and
alarm scheme rose in this paper were validated by collecting pipeline signals in
experiment. The authors collected 120 samples of noise and leakage 1 respectively,
and the test results are shown in Table 55.2.

The performance in Table 55.1 confirmed: the system had a good availability;
the leakage detection according to the leakage acoustic signal spectrum and fre-
quency amplitude characteristics had very high leakage detection accuracy.
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Fig. 55.15 Interface of monitoring
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55.5 Summary and Prospect

Water supply pipeline leakage always has been very serious problems, causing large
economic loss and severe waste of resources. It is of great significance to improve the
water supply pipeline monitoring by advanced detection methods. In this paper,
analyzed the time domain and frequency domain characteristics of 4 kinds of signals;
The pipeline leak detection and alarm platform based on MATLAB GUI was set up,
and the water pipeline leak detection system was realized. After many experiments, it
was confirmed with accuracy more than 96 %.
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Chapter 56
Mechanism Design of Virtual Power Plant
for the Future Smart Grid

Weihui Shao, Weisheng Xu, Zhiyu Xu and Ning Wang

Abstract Virtual power plant (VPP) can respond to the real-time electricity price
and implement management of controllable power plants and the distributed energy
resource (DER) coordinately in future Smart Grid. Thus the mechanism of virtual
power plant in future Smart Grid is designed in this paper. The model formulations
are presented and the MS-VND algorithm is used to optimize the objects of both
commercial VPP (CVPP) and technical VPP (TVPP). Simulations are conducted on
IEEE-30 standard test system and the performance of the solutions is computa-
tionally compared and analyzed.

Keywords Smart grid � Virtual power plant �Mechanism design �Multi-objective

56.1 Introduction

Distributed energy resources (DERs) including distributed generation (DG), energy
storage systems, and electric vehicles are widely used to cope with the increasingly
prominent energy shortage and environmental pollution problems. DERs are reli-
able, economical, flexible, and environmental friendly. Despite the advantages,
there are still many unsolved problems [1]. First, DERs are usually small capacity,
large quantities, and unevenly distributed which makes it difficult for the inde-
pendent system operator (ISO) to manage. Second, arbitrarily connecting to the
Grid brings a lot of security risks such as power flow changing, line blocking, and
voltage flicker.

Virtual power plant was proposed to solve all these problems. The concept of
virtual power plant was first proposed by Dr. Shimon Awerbuch in 1997 which
can be divided into commercial VPP and technical VPP according to different
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emphases [2]. The purpose of VVP is to achieve the optimal operation of DERs
through advanced control, metering, and communication technologies [3]. In [4–6],
it is pointed out that DERs of the VPP must contain at least one controlled power
plant and the proposed models are built to describe the mechanism of the VPP. The
difference is that [4, 5] used the linear programming method while the accelerated
particle swarm optimization is proposed in [6].

In the future Smart Grid, both sides of the generation and demand participate in
the real-time electricity market, and their activities are responsive to the electricity
price. In this scenario, a flexible mechanism based on the existing ones is imper-
atively needed for VPP to respond to the electricity price and manage the DERs,
which is designed and modeled in this paper.

56.2 The Proposed Model

At tk, ISO predicts the demand PLk
i during the period of T based on historical load

demand and calculates the output xkj when only the controllable power plants work.
Assume j is a thermal power plant, the cost of j is presented as

pkj ¼ aj � xkj � T
� �2

þ bj � xkj � T
� �

þ cj ð56:1Þ

According to pkj , the reference price is

hk ¼
X
j

pkj

,X
j

xkj � T
� �

ð56:2Þ

DER i predicts the generating capacity during the period of T as PGk
imin; PG

k
imax

� �
based on the forecasted renewable energy, formulates a bidding strategy according
to hk and responses to ISO. The bidding strategy is expressed in the form of linear
function. The gains of contribution are presented as

uk
i PGk

i � T
� � ¼ mk

i � PGk
i � T

� �þ nki ð56:3Þ

The average bidding price of DER i is

kki PGk
i � T

� � ¼ mk
i þ nki

�
PGk

i � T
� � ð56:4Þ

In the formula above, mk
i , n

k
i are the bidding parameters of DER i. The bidding

strategy can be divided into four categories because of the monotonicity of kki :

a � hk � kki PGk
imax � T

� �� hk � kki PGk
imin � T

� �� b � hk ð56:5Þ
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a � hk � kki PGk
imax � T

� �� hk; a � hk � kki PGk
imin � T

� �� hk ð56:6Þ

hk � kki PGk
imax � T

� �� b � hk; hk � kki PGk
imin � T

� �� b � hk ð56:7Þ

a � hk � kki PGk
imin � T

� �� hk � kki PGk
imax � T

� �� b � hk ð56:8Þ

a; b are scale factors and 0\a� 1; b� 1. In (56.5) is shown that the average
bidding price decreases as the output power increases. (56.6) represents the strategy
that the average bidding price is always lower than the reference price, while (56.7)
represents the opposite situation. Equation (56.8) shows that the average bidding
price increases as the output power decreases.

ISO determines the optimization goals and sends the bidding results to DERs.
Controllable power plants supply power in collaboration with DERs. A commercial
VPP (CVPP) is only concerned with the business benefits. In this paper, the opti-
mization goals of a CVPP is the composition of the controllable generation mar-
ginal cost and the bidding cost which is presented as CostCVPP.

CostCVPP ¼
X
j

pkj þ
X
i

uk
i PGk

i � T
� � ð56:9Þ

A technical VPP (TVPP) concerns the management of the power system such as
the security, reliability and the energy efficiency. The optimization objective of a
TVPP in this paper is simply expressed as the active power loss which can reflect
the energy efficiency of the power system.

CostTVPP ¼ 1
2

X
Ui � Ui0ð Þ2

	
Rii0 ð56:10Þ

The multi-objective optimization base on CostCVPP and CostTVPP is also con-
sidered. Multi-objective analysis is based on the fuzzy theory. Design the fuzzy
membership degree as

F Costið Þ ¼ Costi � Costið Þmin

Costið Þmax� Costið Þmin
; i ¼ CVPP/TVPP ð56:11Þ

Costi can infinitely approach the optimal value when F(Costi) is approaching to 0.
The multi-objective cost function is presented in two forms

Costmulti1 ¼ F CostCVPPð Þ; F CostTVPPð Þð Þmax ð56:12Þ

Costmulti2 ¼ x1 � F CostCVPPð Þ þ x2 � F CostTVPPð Þ ð56:13Þ

Equation (56.12) ensures both objects have better performance. In (56.13),
x1; x2 are weight parameters which can set the priority of the objects.
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56.3 The MS-VND Algorithms

The Multi Start Variable Neighborhood Descent algorithm (MS-VND) is used in
this paper based on the proposed model. The flowchart of the algorithm is shown in
Fig. 56.1. Integer coding is used to characterize the percentage of the output power
of DERs. Nstartpoint groups of initial solutions are randomly generated. Variable
Neighborhood Descent (VND) is the core of the algorithm. It is a kind of Variable

Fig. 56.1 Flowchart of the MS-VND algorithm
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Neighborhood Search (VNS), originally proposed by Mladenovic and Hansen [7].
The major task is to design a series of neighborhood search operators with different
radius and optimize the descending order. All the neighborhood searches belong to
greedy search mode.

In Fig. 56.1, k is presented the maximum search number in each neighborhood.
The termination condition of neighborhood j is that the current solution cannot be
improved after Kmax jð Þ times search. Kmax jð Þ changes adaptively with the radius of
neighborhood j. It steps to the next neighborhood after finishing the search in j until
looping through all neighborhoods. It includes translation operator, increment
(minus) operator, and mutation operator in this paper. The descending order is
determined by the radii of the neighborhoods to ensure the depth and breadth of the
search.

56.4 Simulation and Analysis

The IEEE-30 standard test system is used to simulate the power system of a
residential region (Fig. 56.2).

Set the period T as 1 h. Assume that the balance node of test system (node 1)
is a 500 MW controllable power plant. The generation cost parameters set as

Fig. 56.2 IEEE-30 standard test system
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a = 0.03 $ (MW h)−2, b = 3 $ (MW h)−1, c = 10 [8]. 21 of the 30 nodes are DER
nodes while the others are just loads. The active power loads PL shown in
Table 56.1 subject to normal distribution with the parameters of l ¼ 10; r ¼ 2.
Power factor of the residential load is always close to 1, as a result the reactive
power loads QL is relatively small.

The generating capacity of DERs subject to normal distribution with the
parameters of lmin ¼ 3; lmax ¼ 6; rmin ¼ 0:5; rmax ¼ 1. By power flow calcula-
tion, it requires 325.279 MW of output power when the controllable power plant is
the only supplying. The cost is 4160 $ and the reference price is 12.79 3 $
(MW h)−1. The generating capacity and the bidding strategy of each DER are
shown in Table 56.2.

10 groups of startpoints and 8 neighborhood search operators are setted in the
MS-VND algorithm in this paper.

Table 56.1 Active and reactive power of 30 loads

Load PL/MW QL/Mvar Load PL/MW QL/Mvar Load PL/MW QL/Mvar

1 10.87 1.82 11 10.36 2.00 21 13.6 3.23

2 8.99 0.40 12 12.53 1.07 22 9.77 2.40

3 10.20 1.75 13 9.50 2.93 23 9.36 2.22

4 12.39 2.12 14 9.59 2.63 24 11.64 2.45

5 10.24 2.03 15 5.60 2.13 25 10.98 1.92

6 7.93 1.48 16 8.45 1.96 26 11.53 1.21

7 8.29 0.97 17 7.21 3.18 27 11.56 2.29

8 9.66 1.67 18 9.23 2.46 28 7.04 0.70

9 9.62 3.76 19 11.05 2.00 29 11.08 1.44

10 8.27 1.26 20 13.05 2.11 30 9.82 2.85

Table 56.2 Capacity of generating and bidding strategy of DERs

DER Capacity/MW m=$ MW hð Þ�1 n/$ DER Capacity/MW m=$ MW hð Þ�1 n/$

2 [2.93, 7.03] 17.21 −17.67 18 [2.46, 6.03] 15.47 −8.96

3 [2.91, 6.18] 20.01 −27.18 19 [3.12, 5.38] 8.70 22.24

4 [2.75,5.81] 4.65 30.31 21 [3.00, 4.34] 30.14 −61.56

5 [2.57, 5.43] 14.24 −3.10 22 [3.41,5.83] 8.47 25.45

8 [2.24, 5.64] 16.41 −13.28 23 [2.70, 6.87] 15.65 −15.31

11 [2.19, 6.03] 11.39 9.78 25 [3.93, 7.81] 16.57 −17.16

13 [3.39, 6.30] 22.33 −41.25 26 [3.54, 6.52] 9.43 20.59

14 [1.95, 5.30] 15.82 −11.62 28 [3.09, 6.34] 13.39 −2.71

15 [3.15, 5.00] 17.92 −26.03 29 [3.01, 6.46] 8.54 20.37

16 [3.03, 6.04] 14.09 −7.32 30 [2.53, 6.11] 12.38 6.45

17 [3.23, 6.16] 8.84 14.29
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Five simulations have been conducted, respectively, on the single objective and
multi-objective situations. The results of all the simulations are shown in
Table 56.3.

Simulation 0 (SL0) is the situation that DERs are offline. In this case, CostCVPP is
4160 $ and CostTVPP equals 25.869 MW. Simulation 1 (SL1) individually opti-
mized CostCVPP. In this case, CostCVPP is 3153 $, which is 24.20 % less than SL0.
Simulation 2 (SL2) individually optimized CostTVPP. In this case, CostTVPP is
8.912 MW, which is 65.55 % less than SL0.

Table 56.3 Results of the simulations

DER SL1/MW SL2/MW SL3/MW SL4/MW DER SL1/MW SL2/MW SL3/MW SL4/MW

2 2.93 7.03 6.01 4.78 18 6.03 6.03 6.03 6.03

3 2.91 6.18 5.23 2.91 19 5.38 5.38 5.38 5.38

4 5.81 5.81 5.81 5.81 21 3.00 4.34 3.00 3.00

5 5.43 5.43 5.43 5.43 22 5.83 5.83 5.83 5.83

8 2.24 5.64 5.57 5.64 23 6.87 6.87 6.87 6.87

11 6.03 6.03 6.03 6.03 25 7.81 7.81 7.81 7.81

13 3.39 6.30 3.83 3.39 26 6.52 6.52 6.52 6.52

14 5.30 5.30 5.30 5.30 28 6.34 6.34 6.34 6.34

15 3.15 5.00 4.70 5.00 29 6.46 6.46 6.46 6.46

16 6.04 6.04 6.04 6.04 30 6.11 6.11 6.11 6.11

17 6.16 6.16 6.16 6.16

Fig. 56.3 Comparison of simulations 3 and 4
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Simulation 3 (SL3) and Simulation 4 (SL4) are the multi-objective simulations.
SL3 optimized Costmulti1 and SL4 optimized Costmulti 2. The comparison of SL3 and
SL4 is shown in Fig. 56.3. It is obvious that SL3 and SL4 both have better
performance than SL0. The operating costs of SL3 and SL4 are similar to SL1
while the active power losses are much less. The operating costs of SL3 and SL4
are less compared to SL2. The results of SL3 and SL4 are almost the same. SL3
ensures both objects have good performance while the result of SL4 is more
polarized.

56.5 Conclusion

This paper designs the mechanism of virtual power plant in the future Smart Grid.
The model formulations of the mechanism are presented and the MS-VND algo-
rithm is used to optimize the objects of the model. The result of simulations shows
that both the operating costs and the active power losses can be reduced by
rationally planning of VPP. A satisfactory solution can be found between the
objects of businesses benefits and system management using the proposed model
and algorithm.

Acknowledgments This paper is supported by Research Fund for the Doctoral Program of
Higher Education of China (Grant No. 20130072110045) and National Natural Science Foun-
dation of China (Grant No. 71401125).

References

1. Wei Z, Yu S, Sun G et al (2013) Concept and development of virtual power plant. Autom Electr
Power Syst 37(13):1–9 (in Chinese)

2. FENIX (2012) Flexible electricity network to integrate expected “energy solution”. http://www.
fenix-project.org/

3. Asmus P (2010) Microgrids, virtual power plants and our distributed energy future. Electricity J
23(10):72–82

4. Kuzle I, Zdrilic M, Pandzic H (2011) Virtual power plant dispatch optimization using linear
programming. In: The 10th international conference on environment and electrical engineering
Rome, Italy, pp 1–4

5. Zdrilic M, Pandzic H, Kuzle I (2011) The mixed-integer linear optimization model of virtual
power plant optimization. In: The 8th international conference on the European energy market
Zagreb, Croatia, pp 467–471

6. Hropko D, Ivanecky J, Turcek J (2012) Optimal dispatch of renewable energy sources included
in virtual power plant using accelerated particle swarm optimization. ELEKTRO Rajeck
Teplice, Slovakia, pp 196–200

7. Mladenovi´c N, Hansen P (1997) Variable neighborhood search. Comput Oper Res 24
(11):1097–1100

8. Syothert A, Macleod I (2000) Competitive bidding as a control problem. IEEE Trans Power
Syst 15(1):88–94

570 W. Shao et al.

http://www.fenix-project.org/
http://www.fenix-project.org/


Chapter 57
Study on Improved DC Bus
Series-Connection of Microconverter
System

Hong Li, Jun Wang, Zhang Sun, Ming Li and Chaorun Feng

Abstract The research on improved series-connection DC bus of microconverter
system is explained in this paper. The disturbance observer is used for maximum
power point tracking in each individual microconverter. And the Z-source boost
converter topology is used in the paper, the overall output efficiency of the system is
improved effectively. In this paper, the algorithm of the series-connection micro-
converter is improved. First of all, the ripple voltage compensation link is joined to
reduce the harmonics of DC bus. Next, the PI control and the compensation of
repetitive controller for quasi PR control technology are, respectively, used for
voltage outer loop and current loop. Both the frequency gain of the system can be
improved, and the repetitive distortion of the system can be eliminated, and the
accuracy is improved. Finally, Matlab/Simulink software is used for building a
simulation model in the system, and the relevant simulation is progressed, the
results indicate that the improved control algorithm can be used to achieve good
control effect.

Keywords DC bus � Series-connection � Z-source � Microconverter � The com-
pensation of quasi PR control of repetitive controller

57.1 Introduction

In the twenty-first century, tightening of the global energy situation, solar photo-
voltaic power generation with huge development of prospects has become one of
the new energy technologies of the large-scale development. Currently, how to
improve the utilizing efficiency of solar energy, and maximize the output efficiency
of photovoltaic power generation system must be considered during the design.
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The functions of PV modules are combined by traditional and centralized photo-
voltaic inverter and the output power is realized by the converter and the inverter
[1].

Because of the large distribution of photovoltaic modules, the factor of illumi-
nation and temperature are different in each module, the maximum power point
voltage differ, making it impossible to track the maximum power point [2]. In order
to track the maximum power point of PV systems and improve output efficiency,
microconverter of DC bus series-connection has become the best solution at present
to solve these two problems [3, 4]. The DC bus voltage is obtained by multiple
microconverter modules in series, the withstand voltage of each microconverter is
low. The required breakdown voltage capability of devices is not high. The cost of
system device is reduced and the flexibility of the design is improved. At present,
the study of microinverter is developed rapidly in countries [5], the research of
microconverter of DC bus series-connection is still relatively small.

57.2 System Topology

57.2.1 DC Bus Topologies Series System

The system topology of series-connection DC bus of microconverter is shown in
Fig. 57.1, the DC bus series-connection structure not only has many advantages of
parallel DC bus structure, but also has the following distinct advantages: the ratio of
input and output of the converter can be reduced. Both nonisolated topology and
isolated topology can be used. The system can be optimized easily and the output
efficiency can also be improved. The level of output voltage is low, so you can use
the switch device with low voltage. The accuracy of system can be improved easily
by synchronous rectification technology, and the system cost can be reduced greatly
while it is easy to constitute a high-capacity system.

Fig. 57.1 The topology
structure of series-connection
DC bus
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57.2.2 Topology of Signal Microconverter System

The Z-source boost converter is used in this system of microconverter [6], the
topology of single microinverter system is shown in Fig. 57.2. The advantages of
Z-source boost converter output voltage is greatly improved compared to Boost,
and the efficiency of circuit is higher. In this system, the disturbance observer
method is used to the track of MPPT [7], and the adjusting of duty cycle D is the
most critical. The working voltage of photovoltaic cells and the completion of the
maximum power tracking can be indirectly regulated by changing D in the situa-
tions of power balance. Due to the introduction of the Z-source boost converter
circuit, MPPT loop, DC voltage loop, and net current loop can be controlled
independently, making the system more stable.

57.3 Algorithm

57.3.1 The Algorithm of the Compensation of Repetitive
Controller for Quasi PR Control

The advantages of quasi PR control [8] algorithm and repetitive control algorithm
[9] are combined, an algorithm of the compensation of repetitive controller for
quasi PR control is proposed in this paper. The quasi PR control and repetitive
control algorithms in parallel are presented in this system. The frequency gain of the
system can be increased, while the repetitive distortion of the system can be
eliminated. The structure of the system of the compensation of quasi PR control of
repetitive controller is shown in Fig. 57.3. The dotted line shown in Fig. 57.3,
respectively, are the repetitive controller and quasi PR controller.

The error of output voltage as the input of the compensation of repetitive con-
troller for quasi PR control. The output of the repetitive controller is a correction
amount. The command control signal after correction is acquired by adding the
correction amount to the command voltages. The relationship among repetitive
control deviation, the amount of disturbance, and the quantification inferred from
Fig. 57.3 can be elaborated by formula (57.1). Transfer function of the quasi-control

Fig. 57.2 Topology of single
microinverter system
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compensation PR can be elaborated by formula (57.2). The simulation models of
the compensation of repetitive controller for quasi PR control can be built by
formulas (57.1) and (57.2).

E zð Þ ¼ 1� P zð Þð Þ zN � Q zð Þð Þ
zN � Q zð Þ � zkkrS zð Þð ÞRðzÞ þ

Q zð Þ � zN

zN � Q zð Þ � zkkrS zð ÞP zð Þð ÞD zð Þ ð57:1Þ

GPR sð Þ ¼ KP þ 2Krxcs
s2 þ 2xcsþ x2

0
ð57:2Þ

57.4 The Control Strategy of Series-Connection DC Bus
of Microconverter

The topology of the DC bus in series is expressed in this paper, and the control
strategy is shown in Fig. 57.4. The system consists of four photovoltaic modules in
series, and each photovoltaic modules power is 250 W. The modules are used
MPPT algorithm and Z-source boost converter to achieve the trace of the maximum
power point. And a diode and resistor are added to the output terminal of each
module to prevent heat spot effect. When any submodule fails, other modules can
still work normally. When the four PV modules in series, the total power of the
system is 1 kW, then through the rectifier and inverter to become single-phase AC
power for grid connected. In this paper, closed double-loop control method of outer
voltage loop and inner current loop are utilized. The PI control strategy is applied to
the outer voltage loop, and ensured the DC bus voltage stabilized at 400 V by
adding ripple voltage compensation. PLL control and quasi PR control strategy are
applied to the current loop. The decoupling transfer of energy is realized from DC
to AC by phase-shifted SPWM controlling inverter.

Fig. 57.3 The structure of the quasi PR compensation control of repetitive controller
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Assuming the photovoltaic system inverters before the total power is Pin,
inverter output power is Po, grid voltage is Vac, grid current is Iac, according to this
structure can be obtained:

Pin ¼ P1 þ P2 þ P3 þ P4 ð57:3Þ

Po ¼ 1� cos2h
2

� Vac � Iac ð57:4Þ

57.5 Simulation Result Analysis

The topology structure and control strategy of the system simulation model
is built by Matlab/Simulink software; the simulation parameters and technical
indicators are shown in Table 57.1.

The process of experiment: first of all, the photovoltaic power generation mod-
ule is simulated, setting hair 250 W active power of each system, in order to
simulate illumination changes, the maximum frequency tracking performance test
systems. When 0.05, 0.1, 1 s were sent 205, 106, 205 W active, in 0.15 s stabilized
hair 250 W active power system simulation results shown in Figs. 57.5, 57.6, 57.7,
57.8, 57.9, 57.10, and 57.11.

Figure 57.5 shows that the output power of single module photovoltaic and the
output power is stable at 250 W, which is consistent with the theory, and are
waveforms with low harmonic, high accuracy. The result verifies the excellent

Fig. 57.4 DC bus series-connection control strategy block diagram of microinverter
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performance of the source Z boost converter. Figure 57.6 is the DC bus voltage and
the figure shows that the voltage is modulated after the simulated illumination
changing, eventually stabilize at 400 V, the DC bus voltage with high accu-
racy, which verifies the excellent performance of the compensation of quasi PR
control of repetitive controller.

Table 57.1 Microconverter
of DC bus series-connection
of parameters and technical
indicators

Circuit parameters Parameter values

Input DC voltage 37.3 V

Output AC voltage Uo = 220 V

DC bus voltage 400 V

Output rating Po = 1000 W

Grid filter inductor 4 mH

Output efficiency 93.9 %

Grid frequency 50 ± 0.2 Hz

THD <5 %
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Fig. 57.5 Single PV module output power
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Figure 57.7 is the output power of four photovoltaic modules DC bus in series
before inverter, after the modulation of the simulation of illumination changing, the
power eventually stabilized at 1 kW, and the harmonic content is less, the series-
connection DC bus is proved to achieve the real-time series of the power, and the
effect is remarkable. Figure 57.8 is the final output power of the inverter in series to
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Fig. 57.7 Series-connection PV module before inverter output power
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Fig. 57.8 Series-connection PV module after inverter output power
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the system. By comparison of the two figures shows that the prior inverter power is
1 kW and the later inverter power is 939 W, and the entire inverter efficiency is very
high. Figure 57.9 is the grid current waveform and the reduced 20-fold of the
grid voltage waveform, figure can be analyzed by the grid voltage and current to get
the same frequency and phase to achieve control, voltage, and current size are
consistent with the theoretical value and the grid current can be real-time illumi-
nation changed according to real-time tracking, and the harmonic content is less,
and the system can realize effective grid. Figure 57.10 is the grid voltage and
current local amplification waveform. Figure 57.11 is the analysis of the grid
current harmonics, from the THD of grid current figure is 3.45 %, and reached the
requirements of grid current THD <5 % in the national standard, and achieved the
excellent grid of overall system.
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57.6 Conclusions

An improved control strategy of the series-connection DC bus of microconverter is
presented in this paper, the feasibility and efficient of the control strategy is verified
by the test result. The algorithm of quasi PR control compensation repetitive
controller is proposed in this paper. Both the frequency gain of the system can be
improved, and the repetitive distortion of the system can be eliminated by two
algorithms in parallel complementary; the accuracy and stability of the improved
algorithm is verified by the test result. The inverter efficiency of this system is
93.9 %, the DC bus voltage stability in 400 V, the grid current THD is 3.45 %, the
grid operation of unity power factor is realized, and be able to track the maximum
power point rapidly. The system of the series DC bus of microconverter has sta-
bility, high efficiency, high precision, and strong practicability.
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Chapter 58
Operational Reliability Analysis
for the Rolling Bearing of Bogie
in Urban Rail Train

Ting Yun, Yong Qin, Limin Jia, Jianlong Ding and Shaohuang Pang

Abstract Rolling bearings of bogie in city rail train play an important role in
operation safety. The operation reliability PHM for rolling bearings of bogie is
designed, based on a general idea including data acquisition, covariate selection and
calculation, model hypothesis testing and parameter estimation. Aiming at the
problem of complexity and difficulty of parameter estimation of multi-parameter
WPHM, constriction factor PSO algorithm is modified to realize faster convergence
of the parameter estimation. Finally the numerical example shows that this method
is reasonable and efficient.

Keywords Rolling bearings � Operation reliability � PHM � PSO � Parameter
estimation

58.1 Introduction

Reliability of rolling bearings of bogie directly affects the overall performance of
the train and its immediate failure will bring huge losses of life and property.
Traditional reliability research did not consider the influence of the running state on
reliability, and also ignored the difference between the individual and overall
reliability [1]. Therefore, it has important theoretical and practical significance to
explore the relationship between running status and reliability and realize real-time
reliability evaluation of rolling bearings.

Proportional Hazards Model (PHM) [2] establishes the connection between the
equipment running status covariates and reliability statistics, so as to continuously
update reliability index, and provide the basis for the decision-making of preventive
maintenance. Accordingly, the main aim of this thesis is to design the PHM for
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rolling bearings of bogie based on a general idea including data acquisition,
covariate selection and calculation, model hypothesis testing and parameter esti-
mation according to PHM theory.

58.2 Rolling Operational Reliability Assessment Model

58.2.1 Proportional Hazard Models

According to Cox PHM theory, considering the stress in operation process of
equipment such as temperature, pressure. The relationship between failure rate [3]
and operating status is built. The model is defined as follows:

hðt;XÞ ¼ h0 tð ÞecX ð58:1Þ

where: h(t, X)—failure rate; h0(t)—the basic failure rate relate to time; X—
Covariate, reflect the running status of equipment; γ—The regression parameters,
said the covariate X’s effects on the equipment failure rate. According to the
relationship between the reliability and failure rate, reliability function R(t; X) with
time t is expressed as follow:

Rðt;XÞ ¼ e
�
Rt
0

h t;Xð Þdt
ð58:2Þ

58.2.2 Rolling Operational Reliability Model Based on PHM

The commonly used reliability distribution including exponential distribution,
weibull distribution, binomial distribution, normal distribution, lognormal distri-
bution and poisson distribution, etc. [4]. Rolling bearing life obeys the Weibull
distribution of two parameters [5], its failure density function is:

f tð Þ ¼ m=gðt=gÞm�1 exp �ðt=gÞm½ � ð58:3Þ

where: m—Shape parameter; η—Scale parameter, or features of life; Let Z ¼
ðZ1. . .ZpÞ denote the covariate of bearing, running state, h0(t) said the Weibull
failure rate function, then the Weibull proportional hazards model (WPHM) of
rolling bearing reliability can be expressed as:

h t; Zð Þ ¼ m=g t=gð Þm�1exp cZð Þ ð58:4Þ
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Operation reliability of rolling bearing at the time t can be expressed as:

R t; Zð Þ ¼ exp �
Z t

0

m=gðt=gÞm�1 exp cZð Þdt
2
4

3
5 ð58:5Þ

58.3 Parameter Estimation

58.3.1 MLE Method

The PHM is more suitable for larger sample size, and MLE has good statistical
properties and better approximate distribution, thus with censored data in the
sample case, by the MLE method is used to estimate the parameters in the model

In order to accurate estimation of parameters in the PHM model, the charac-
teristic data of rolling bearing should be collected in specific operation condition.
These data include the bearing life time, censored or not, failure characteristics, let
ðt1; t2; . . .tnÞ and ðm; g; cÞ be time data be parameters separately, then we can get the
MLE function:

L hð Þ ¼
Y
i2N

f ti; hð ÞdiR ti; hð Þ1�di ¼
YD
i¼1

h ti; hð Þ
YN
j¼1

R tj; h
� � ð58:6Þ

where f(ti, θ)—fault probability function; R(ti, θ)—reliability function; h(ti, θ)—
failure rate function; D, N—Failure set and sample se, D is the number of failure, N
—D is censored data set; δi—failure or not, δi = 1 indicates failure.

58.3.2 Parameter Estimation Based on PSO

The calculation efficiency of operation reliability of rolling bearings of bogie of
urban rail train is needed to satisfy real-time and rapid, and high accuracy and
stability of the model results is also required to provide the scientific basis for the
maintenance decision-making. But in the process of MLE parameter estimation, the
computation speed is slow because of the general requirements of transcendental
equations, especially for the PHM with more parameters. In order to make this
research more practical, this section proposes a modified constriction factor particle
swarm optimization algorithm (MCFPSO) to estimate parameter of PHM [6].

58 Operational Reliability Analysis for the Rolling Bearing … 583



58.3.2.1 MCFPSO

The standard PSO algorithm (SPSO) is a new evolutionary algorithm based on
colony [7]. Because of the poor convergence of standard particle swarm algorithm,
Clerc uses constriction factor to establishes a connection among the coefficients, to
ensure the convergence of algorithm from algorithm mathematical angle, thus the
constriction particle swarm optimization (CPSO) algorithm is put forward [8].

Because the speed update formula of SPSO and CFPSO is composed of particle-
self speed (V1 in Fig. 58.1), speed to Pbest (V2 in Fig. 58.1) and speed to Gbest
(V3 in Fig. 58.1). Based on the SPSO algorithm, the random speed operator (V4 in
Fig. 58.1) from local optima to global optima is added into speed update formula of
CFPSO, V4 will allow the particles to converge to the optimal solution faster, so as
to realize faster convergence of the algorithm.

The speed update formulas of MCFPSO algorithm can be described as follows:

vin k þ 1ð Þ ¼ v vin kð Þ þ c1rand1 pbestin kð Þ � xin kð Þð Þ þ c2rand2 Gbestin kð Þ � xin kð Þð Þð
þ rand3 Gbestin kð Þ � pbestin kð Þð Þ

ð58:7Þ

rand3—random numbers in [0, 1];

58.3.2.2 Parameter Estimation Algorithm Based on PSO

As the rolling bearing life data acquisition is difficult, and the quantity is limited,
the gap between the fitting function and the true value of should not be used as the
objective function [9], the MLE function can be adopted as the object function.
PHM parameters estimation with PSO algorithm can be attributed to the following
optimization problems:

min f b; g; c1; c2ð Þ ¼ �ln L t; z;b; g; c1; c2ð Þ

s:t:
b[ 0;

g[ 0;

(
ð58:8Þ

Pbest Gbest

Common
v1

v2 v3

v4

Fig. 58.1 Particle velocity updating of MCFPSO algorithm
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The initial position of the particle can be described as:

X1 ¼ bT ; gT ; cT1 ; c
T
2

� � ð58:9Þ

where:

b ¼ b1; b2; b3; . . .bN½ �; g ¼ g1; g2; g3; . . .gN½ �;
c1 ¼ c11; c12; c13; . . .c1N½ �; c2 ¼ c21; c22; c23; . . .c2N½ �

N is the number of particles. The initial velocity of particles is described as:

V1 ¼ VT
b ;V

T
g ;V

T
r1 ;V

T
r2

h i
ð58:10Þ

(1) k = 1: calculate the objective function with the randomly generated initial

position X1; f1 ¼ f 11 ; f
2
1 ; . . .f

N
1

� �T
. let Pbest1 ¼ X1, search Pbest1j meeting

f 1j ¼ min f 11 ; f
1
2 ; . . .f

1
N

� �
, and Pbest1j ¼ Gbest1j .

(2) K = 2: update the velocity of particles according to three kinds of velocity
update formula above respectively

vkþ1
j ¼ w vkj þ c1rand1 Pbestkj � xkj

� �
þ c2rand2 Gbestkj � xkj

� �� �
vkþ1
j ¼ v vkj þ c1rand1 Pbestkj � xkj

� �
þ c2rand2 Gbestkj � xkj

� �� �
vkþ1
j ¼ v vkj þ c1rand1 Pbestkj � xkj

� �
þ c2rand2 Gbestkj � xkj

� �
þ rand3 Gbestkj � Pbestkj

� �� �

8>>><
>>>:

ð58:11Þ

Calculate V2, update the position of particles according to xkþ1
j ¼ xkj þ vkþ1

j , then
we get X2, judge:P

f k � f k�1
� �2\e andCount

P
f k � f k�1
� �2\e

�
�Nc

� �
(ε is accuracy of

convergence; Nc is the minimum test iterations) or K�Nmax. If the answer is yes,
Gbest1j is got

(3) If the answer is no, K = K+1, according to the formula:

Pbestkj ¼
Pbestk�1

j ; f Pbestk�1
j

� �
\f Xk

j

� �
Xk
j ; f Pbestk�1

j

� �
� f Xk

j

� �
8<
: ð58:12Þ
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Search Pbestkj (the local optima of particle j in iteration k), calculate:

Gbestk ¼ Pbestkj f Pbestkj
� �

¼ min f Pbestkj
� �h i���n o

Gbestk is the global optima in iteration k, do not stop the iteration until Gbestk

meets the following condition:

X
f k � f k�1
� �2

\e and Count
X

f k � f k�1
� �2

\e
� �

�Nc orK �Nmax:

58.4 Numerical Example

In this paper, failure life data and censored data is collected on the same type of
bearing test-bed, and take vibration test on each rolling bearing at its failure time or
at the end of the observation period. In engineering practice, the various failure
modes of bearing can be reflected by the vibration signal, and characteristic com-
ponents is often accompanied in the vibration signal, bearing vibration time domain
statistical indicators such as kurtosis, square root, the peak factor and so on is
widely applied in the condition monitoring and fault diagnosis based on vibration.
Based on literature research, kurtosis and square root are selected as covariate in
PHM; the WPHM of rolling bearings of bogie is expressed as:

h t; Zð Þ ¼ b=g t=gð Þb�1exp c1Z1 þ c2Z2ð Þ ð58:13Þ

where: β and η are the shape and scale parameters of Weibull respectively;
Z1- Kurtosis; Z2-root-mean-square value; γ1, γ2- the regression coefficient vector,
said kurtosis and root-mean-square value impact on the rolling bearing failure rate.

58.4.1 Parameter Estimation Using MLE

MLE is used to estimate parameters in this paper. According to the lifetime
vibration data of rolling bearing and MLE, and use Nelder-Mead simplex of Matlab
to search with 0 point as the initial, the number of iteration is 446 times in total and
the optimizing performance trajectory is shown in Fig. 58.2. The parameter of
WPHM is shown in Table 58.1.
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58.4.2 Compare Parameter Estimation Results of PSO
Algorithm

The calculation efficiency of algorithm is mean to obtain right solution by less
iteration number, PSO, CFPSO and MCFPSO are used for parameter estimation.
Parameter settings is shown in Table 58.2:

Where Nmax is maximum number of iterations, Nc is the minimum test iterations,
ε is convergence error; c1, c2, ω is coefficient of velocity updating formula, popsize
is population size, dim size is dimension or the number of independent variables. In
order to assess the superiority of three algorithms, the same initial population
position and speed is selected. In this paper, Compile PSO algorithm using Matlab
software and the estimation results of parameters is shown in Table 58.3.

Table 58.3 shows: In terms of the solution quality, MCFPSO, CFPSO and the
maximum likelihood can get the optimal solution, better than the results of SPSO
algorithm; in terms of the number of iterations, MCFPSO is better than the other
three algorithms, the number of iterations accounted for 30.3, 16.12 and 34.98 % of
the other three algorithms; respectively, CFPSO algorithm has the largest number of
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Fig. 58.2 Optimizing performance trajectory of three kinds of PSO algorithm

Table 58.1 Parameter
estimation results of PHM
using Nelder-Mead simplex
algorithm

Parameter β η γ1 γ2 Min

Estimates 3.67 221.87 0.062 3.8 67.7497

Table 58.2 Parameter settings of three kinds of PSO algorithm

Parameter Nmax Nc ε c1 c2 ω popsize dim size

Settings 5000 200 1E-10 2.05 2.05 0.1 20 4
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iteration. The comparison of optimization performance of three kinds of PSO
algorithm and Nelder Mead—simplex algorithm is shown in Fig. 1.4:

From Fig. 58.2, it can be concluded that MCFPSO has fewer iteration times,
faster convergence speed,and higher calculation accuracy than the other three
algorithms. According to the parameter estimated, the WPHM of rolling bearings of
bogie of urban rail train is:

h t; Zð Þ ¼ 3:67=221:87 t=221:87ð Þ2:67 exp 0:062 Z1 þ 3:8 Z2ð Þ ð58:14Þ

According to WPHM, the operating reliability curve and failure rate curve of the
rolling bearing are drawed as follows.

As shown in Fig. 58.3a, the failure rate showed an increasing trend along with
the running time of rolling bearing going. Much more break points appears in
operation reliability curve of rolling bearing in Fig. 58.3b, The reason for this is that
Kurtosis and Root-Mean-Square is not dependent on time, their increasing or
decreasing both will bring the reliability rise and fall.

Table 58.3 Parameter estimation result, optimal value and iteration of three kinds of PSO
algorithm

Parameter β η γ1 γ2 Min Iteration(–Nc)

SPSO 1.82 65.3 −0.09 −3.4 76.64 515

CFPSO 3.699 221.87 0.062 3.8 67.7497 968

MCFPSO 3.699 221.87 0.062 3.8 67.7497 156

Nelder-Mead simplex 3.699 221.87 0.062 3.8 67.7497 446
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58.5 Conclusion

This paper studies the reliability modeling method based on equipment condition
and realizes reliability evaluation of rolling bearing of bogie based on vibration
signal feature, and therefore reliability evaluation can be updated based on condi-
tion monitoring data of rolling bearing. The detailed analysis of the maximum
likelihood parameters on PHM is conducted and CFPSO algorithm which has
higher accuracy, higher computation efficiency for the parameter estimation of
PHM is put forward. This research shows that if continuous degradation data can be
obtained, the reliability curve of the whole life cycle of rolling bearings will be got
by using this method, and the technical support and maintenance decision can be
provided for CBM.
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Chapter 59
Design of Quadrotor’s Autonomous Flight
Control System Based on BeagleBone
Black

Pei-pei Ni, Qiang Lyu, Guo-sheng Wang, Kui-feng Su and Feng Guo

Abstract A problem of quadrotor’s autonomous flight control system based on
BeagleBone Black (BBB) high-performance embedded computer is investigated in
this paper. BBB is chosen as the main control computer equipped with Wi-Fi
receiver, GPS, and camera, while STMS320F28335 is used as the attitude control
processer equipped with IMU, optical flow sensor, and infrared range finder. The
software system is made up of a cascaded (inner-outer loop) attitude control based
on optical flow sensor and ground station control system based on robot operating
system (ROS) network. This system enhances quadrotor’s ability of performing
complex tasks and enables it autonomy. Indoor hovering tests prove that attitude
control algorithm has a stable performance.

Keywords Quadrotor � Autonomous flight � BeagleBone black (BBB) � Robot
operating system ROS

59.1 Introduction

Quadrotors are vertical take-off and landing (VTOL) four rotor helicopters with
small size, light weight. Because of these characteristics, the quadrotor can operate
in military and civilian fields, for instance, search and rescue, inspection, and
exploration [1]. Many scholars keep studying on it and have made a lot of out-
standing academic achievement. Research hotspots about quadrotor include attitude
control algorithm [2], outdoor waypoints setting and route planning [3], indoor
simultaneous localization and mapping (SLAM) [4], and Multi-UAV cooperative
flight.
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In order to realize quadrotor’s autonomous flight, it should be equipped with a
low-cost, light weight, and high-performance onboard microcomputer. BeagleBone
Black, with the advantage of rich peripherals, low power consumption, and small
size, can process data with strong capability. In this paper, BBB is chosen as the
main control computer, while STMS320F28335 is adopted as the attitude processer.
Flight data packaged in MAVLink protocol are transferred between attitude pro-
cesser and main processer via serial ports. Image is captured by the front camera
and sent to Ground control PC through ROS network. PC processes image to figure
out the control instructions and then operates quadrotor.

59.2 System Hardware

BeagleBone Black, a true open hardware, has 1G Hz high-speed processing
capability with the Sitara™ ARM® Cortex-A8 processor. Users can quickly
develop this community-supported embedded computer with just a single USB
cable. Besides, the USB port improves its versatility, compatibility, and data
transmission rate. The USB devices, like Camera, GPS, and Wi-Fi receiver, can be
fixed in the BBB via the USB hub. As the main control computer, it is responsible
for building ROS network which contains topics.

As the attitude processor, STMS320F28335 collects attitude information from
MTI-G high accuracy IMU [5], translational velocity from PX4FLOW optical flow
sensor, and altitude from SHARP GP2Y0A02YK0F infrared range finder so as to
figure out PWM to drive the four brushless motors according to the control algo-
rithms. Attitude processor connects main control computer via serial port. All
messages are packaged in MAVLink protocol (Table 59.1).

MTI-G contains three-axis gyroscope, three-axis accelerometer, and magne-
tometer. Its angular resolution is 0.05°. The max update rate can reach 120 Hz.
MTI-G is connected to serial communications interface B (SCI-B). Pitch, roll, yaw,
and their angular rate are chosen as input data.

SHARP GP2Y0A02YK0F consists of position sensitive detector, infrared
emitting diode, and signal processing circuit. Its measurement range is 10–150 cm
and accuracy is 0.3 mm. It is connected to A/D converter (ADC).

PX4FLOW [6] is an optical flow smart camera. It can detect quadrotor’s
translational velocity and send data in MAVLink protocol via SCI-A. Optical flow
is estimated on an ARM Cortex M4 microcontroller in real-time at 250 Hz update
rate. Angular rate compensation with a gyroscope and distance scaling using an
ultrasonic sensor are performed onboard.

Wireless Router sets up a wireless network and assigns IP address to BBB and
PC. BBB runs ROS core to construct the ROS network. Topics containing flight

Table 59.1 MAVLink protocol

Packet
start sign

Payload
length

Packet
sequence

System
ID

Component
ID

Message
ID

Data Checksum
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data or image will be published in the ROS network. Ground station PC subscribes
these topics and sends control command to BBB. The whole hardware construction
is shown as Fig. 59.1.

59.3 Attitude Control Algorithm

Attitude estimation based on the Inertial Measurement Unit usually makes certain
errors. Besides, GPS has disadvantages as low accuracy and environment limita-
tion. So the quadrotor drifts a lot while hovering. A method based on optical flow
sensor for hovering calibration is provided. The optical flow sensor is mounted in
the bottom of the quadrotor aircraft. Attitude estimation is compensated to correct
hovering with the horizontal velocity, which is detected by the optical flow infor-
mation. A cascaded (inner-outer loop) structure is often adopted [7]. Figure 59.2 is
the controller structure for quadrotor hovering control with the controller parame-
ters, which is roughly tuned in the experiments.

vx and vy are horizontal velocity in x-direction and y-direction, measured by
optical flow sensor, respectively. vx is proportional to pitch error basex and vy to roll
error basey, besides, vx; vy 2 �1:0; 1:0ð Þ m/s. The expected horizontal velocity is
0 m/s. PI controller is chosen as the out loop controller. vx and vy are input, basex
and basey are output, then the real attitude angular are

TMS320F28335

SCIB

A/D converter

eCAP

PWMElectronic speed  
controller

Remote control IMU

Infrared range finder Optical flow 
sensorSCIA

SCIC

4×rotor

GPS

UATR1USB

USB hub

BeagleBone Black

WIFI Ground control 
PC

camera

Fig. 59.1 Description of the control system hardware construction
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Pitch ¼ pitchþ basex
Roll ¼ roll þ basey
Yaw ¼ yawþ 0

8
<

:
; ð59:1Þ

where pitch, roll, and yaw are measured by magnetometer.
Since the expected attitude angular are all 0°, we take the calibrated pitch, roll,

and yaw as input and use PID controller as the inner loop controller. The control
output can be drawn as

ux ¼ kpx � Pitchþ kix �
Pn

0
Pitchþ kdxP

uy ¼ kpy � Rollþ kiy �
Pn

0
Rollþ kdy � vR

uz ¼ kpz � Yawþ kiz �
Pn

0
Yawþ kdz � vY

8
>>>>>><

>>>>>>:

; ð59:2Þ

where vP, vR and vY are the angular rate measured by MTI-G.
Altitude control also uses PID controller, the altitude control output is

uh ¼ kph � Highþ kih �
Xn

0

Highþ kdh � ðHighn � Highn�1Þ; ð59:3Þ
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Fig. 59.2 Controller structure for hovering control
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where High is the altitude measured by infrared range finder. Then the four duty
cycles are

CMPA1 ¼ 4000þ ux � uz þ uh
CMPA2 ¼ 4000þ uy þ uz þ uh
CMPA3 ¼ 4000� ux � uz þ uh
CMPA4 ¼ 4000� ux � uz þ uh

8
>><

>>:

; ð59:4Þ

where 4000 is the trim value Ttrim during hovering.

59.4 Ground Station Control System

Ground station PC uses the ROS network to perform the control, because topics and
nodes are good tools to have a discrete control. The nodes are processes that
execute a special task [8]. The running nodes in BBB package different message
into topics. Topics are published in the ROS network and subscribed by PC. PC
analyses attitude information, GPS information and image, then gives orders to
control quadrotor. Nodes are as follows:

(a) “/linker”
This node is design for realizing the connection between attitude processer and
main control computer. Its function contains serial port activation, messages
packaging and parsing in MAVLink protocol (including heartbeat, attitude,
optical flow and control order), and message transmission to ROS network.

(b) “/cam_cap”
This node is used to capture images from front camera and convert video from
YUYV format to ROS format.

(c) “/GPS_cap”
In outdoor environment, this node reads GPS information from USB GPS
device. The GPS information can be used for outdoor waypoints setting and
route planning or moving vehicle tracking.

(d) “/flight”
The three nodes above are run by BBB, while this node is executed by PC. It
accomplishes indoor environment recognition and flight control. Indoor
environment can be divided into three parts; corridors, stairways, and rooms.
Image processing algorithms can extract and analyze environmental features.
Canny edge detection algorithm is good for environment outline extraction.
For example, ordinary corridor’s outline consists of four straight lines. Their
extension lines intersect at one point called vanish point. This vanish point can
guide quadrotor to fly along the corridor.

Figure 59.3 is the description of the ground station control system. The circles
represent nodes and blocks represent topics
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59.5 Hovering Control Test

Figure 59.4 is the description of quadrotor’s hovering track. We can conclude that
quadrotor can hover within a circular area with a radius of 12 cm. Figures 59.5, 59.6
and 59.7 are pitch, roll, and yaw control effects, respectively. We can conclude that
attitude can be stable within ± 5° and quadrotor can hover stably. Figure 8 is
altitude curve. In the take-off stage, about 8 cm overshoot happened when it reaches
the maximum altitude; altitude stables at 50 cm or so, the maximum error is less
than 10 cm; from take-off to landing, the altitude control had a good performance
(Figs. 59.8 and 59.9).

Ground station control system

Wi-Fi Attitude processorSerial port

MAVLink

IMU

PX4FLOW

Main control 
computer

PC

/linker/flight

/attitude

/control

/camera /cam_cap

/speed

/GPS_cap/GPS

Fig. 59.3 Description of the ground station control system

Fig. 59.4 Description of
quadrotor’s hovering track
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Fig. 59.5 Pitch control curve

Fig. 59.6 Roll control curve

Fig. 59.7 Yaw control curve
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59.6 Conclusion

In this paper, we combine BeagleBone Black with STMS320F28335, and select
MTI-G IMU, PX4FLOW optical flow sensor, and SHARP GP2Y0A02YK0F
infrared range finder to design quadrotors’ autonomous flight control system. This
system consists of a cascaded (inner-outer loop) attitude control based on optical
flow sensor and ground station control system based on ROS network. This system
enhances quadrotor’s ability of performing complex tasks and enables it autonomy.
Indoor hovering experiment shows that the attitude control algorithm is very
effective in eliminating the long-term drift.

Fig. 59.8 Altitude control
curve

Fig. 59.9 Picture of
quadrotor indoor flying
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