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Chapter 1
Variable Thrust Angle Constant Thrust
Collision Avoidance Maneuver

Yongqiang Qi and Yong Ma

Abstract In this paper, variable thrust angle (VTA) constant thrust collision
avoidance maneuver is studied. For in-plane motion, robust controllers satisfying
the requirements can be designed by solving this optimization problem. For out-
plane motion, a new algorithm of constant thrust fitting is proposed through impulse
compensation and fuel consumption under theoretical continuous thrust and the
actual constant thrust is calculated. Finally, illustrative example is provided to show
the effectiveness of the proposed control design method.

Keywords Collision avoidance maneuver � Constant thrust � Variable thrust
angle � Linear matrix inequality � Robust controller

1.1 Introduction

During the last few decades, the problem of collision avoidance maneuver has been
extensively studied and many results have been reported [1–3]. In addition, the
variable thrust angle (VTA) constant thrust maneuver, until recent years, has been
the least studied [4, 5]. In our previous studies [6], constant thrust control for
collision avoidance maneuver was studied based on C-W equations and analytical
solutions. However, the traditional open-loop control method used in our previous
studies is not applicable although they are often utilized during the long-distance
navigation process. To overcome this problem, robust closed-loop variable thrust
angle control laws for constant collision avoidance maneuver to enhance orbital
control accuracy is proposed in this paper. It is found that the fuel consumption of
constant thrust is less than that of the theoretical continuous using the method
proposed in this paper.

Y. Qi (&) � Y. Ma
College of Sciences, China University of Mining and Technology (CUMT), Xvzhou, China
e-mail: qiyongqiang3@163.com
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The purpose of this paper is to study VTA constant thrust collision avoidance
maneuver; in other words, to design robust closed-loop variable thrust angle control
laws for in-plane motion. For in-plane motion, robust control laws for constant
thrust variable thrust angle, which satisfy the requirements can be designed by
solving the convex optimization problem. Then, for out-plane motion, a new
algorithm of constant thrust fitting is proposed using the impulse compensation
method. Finally, optimal fuel consumption can be obtained by comparing the
theoretical continuous thrust and the actual constant thrust, and then the actual
working times of the thrusters can be computed using time series analysis method.
An illustrative example is provided to show the effectiveness of the proposed
control design method.

1.2 The Robust Variable Thrust Angle Control Laws
for In-Plane Motion

The relative motion coordinate system can be established as follows: first, the target
spacecraft is assumed as a rigid body and in a circular orbit, and the relative motion
can be described by Clohessy-Wiltshire equations. Then, the centroid of the target
spacecraft OT is selected as the origin of coordinate; the x-axis is opposite to the
target spacecraft motion, the y-axis is from the center of the earth to the target
spacecraft, and the z-axis is determined by the right-handed rule. Then the collision
avoidance process can be divided into in-plane motion and out-plane motion based
on the relative motion dynamic model as follows, with the relative motion dynamic
model of the in-plane motion:

€x� 2x _y ¼ Fx þ gx
m

€yþ 2x _x� 3x2y ¼ Fy þ gy
m

(
ð1:1Þ

where x represents the angular velocity of the target spacecraft. Fx;Fy represent the
vacuum thrust of the chaser and gx; gy represent the sum of the perturbation and
nonlinear factors in the x-axis and in the y-axis, respectively. m represents the mass
of the chaser at the beginning of the collision avoidance maneuver. Suppose there
are six thrusters installed on the chaser as shown in Fig. 1.1.

Suppose the actual constant thrusts of the chaser are Fx;Fy;Fz, the maximum

thrusts are F
_

x;F
_

y;F
_

z, and the theoretical continuous thrusts are F�
x ;F

�
y ;F

�
z . The

range of the thrust angle in the x-axis hx is defined as shown in Fig. 1.2.
The goal of the collision avoidance maneuver is to design a proper controller for

the chaser, such that the chaser can be asymptotically maneuvered to the target
position. Define the state error vector xeðtÞ ¼ xðtÞ � xtðtÞ, and its state equation can
be obtained as
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Fig. 1.1 The thrusters of the
chaser

Fig. 1.2 Variable thrust
angle thrusters
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_xeðtÞ ¼ ðA1 þ DAÞxeðtÞ þ ðB1 þ DBÞuðtÞ
uðtÞ ¼ KxeðtÞ

�
ð1:2Þ

Lyapunov function is defined as follows:

V ¼ xTe ðtÞPxeðtÞ ð1:3Þ

where P is a positive definite symmetric matrix. According to the system stability
theory, the necessary and sufficient conditions for robust stability of the system are
(1.2) as follow:

ATPþ PA\ 0 ð1:4Þ

Then a multiobjective controller design strategy is proposed by translating a mul-
tiobjective controller design problem into a convex optimization problem, and the
control input constraints can be met simultaneously. Assuming the initial conditions
satisfy the following inequality, where q is a given positive constant.

xTð0ÞPxð0Þ\ q ð1:5Þ

Theorem 1.1 If there exist a corresponding dimension of the matrix L, a sym-
metric positive definite matrix X and two parameters e1 [ 0; e2 [ 0, then the suf-
ficient condition for robust stability exists in a state feedback controller K which
can meet the following conditions simultaneously.

R X L
X �e1 0
LT 0 �e2

0
@

1
A\0; qI xTð0Þ

xð0Þ X

� �
\0; ð1:6Þ

where R ¼ XAT
0 þ A0X þ LTB0 þ B0Lþ e1a2I þ e2b

2I, then the theoretical state
feedback controller K can be calculated as follows:

K ¼ LX�1 ¼ K11 K12 K13 K14

K21 K22 K23 K24

� �
ð1:7Þ

Then the following results can be obtained.

Lx
Nx

F̂x cos hx þ Ly
Ny

F̂y sin hy ¼ k11xeðtÞ þ k12yeðtÞ þ k13DVx þ k14DVy

Lx
Nx

F̂x sin hx þ Ly
Ny

F̂y cos hy ¼ k21xeðtÞ þ k22yeðtÞ þ k23DVx þ k24DVy

8>><
>>: ð1:8Þ

Then the thrust angle control laws hx; hy which satisfy the robust stability of the in-
plane motion can be obtained from Eq. (1.8).
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1.3 Constant Thrust Control Laws for the Out-Plane
Motion

The relative motion dynamic model of the out-plane motion is

€zþ x2z ¼ Fz þ gz
m

ð1:9Þ

For the out-plane motion, a new algorithm of constant thrust fitting is proposed by
using the impulse compensationmethod as follows. Suppose the thrusters in the z-axis
can provide different sizes of constant thrust to meet different thrust requirements.

Case I: if the theoretical working time of z-axis thruster in the ith thrust arc
t�z ¼ 0, then the actual constant thrust of the chaser in the z-axis is Fz ¼ F�

z ¼ 0.
Case II: if the working time of z-axis in the ith thrust arc DT\t�z\Ti ¼ MiDT ,

then the constant thrust fitting should be discussed in several subcategories.
Case III: if the theoretical working time of z-axis thruster in the ith thrust arc

t�z ¼ DT\Ti and t�z can be any one of Mi shortest switching time interval in the ith
thrust arc. Without loss of generality, suppose that t�z is the first shortest switching
time interval and the impulse error in the z-axis in the ith thrust arc DIzi can be
calculated as follows:

Step 1: Choose the size of the constant thrust in Case I. There are Nz þ 1 thrust
levels can be selected and the level of the constant thrust in Case I can be calculated
as follows:

Lz ¼
Nz

R TiþDT
Ti

F�
z ðtÞ

�� ��dt
F̂zDT

" #
ð1:10Þ

Step 2: Calculate the impulse error.

DIzi ¼ sgnðF�
z ðtÞÞ

ZTiiþDT

Ti

F�
x ðtÞ

�� ��dt � LzF̂zDT
Nz

�������
������� ð1:11Þ

Step 3: Determine the value of the impulse compensation threshold. Suppose
that the value of the impulse compensation threshold is a positive constant c[ 0.

(1) if the impulse error DIzi satisfies the following condition:

ZTiiþDT

Ti

F�
x ðtÞ

�� ��dt � F̂zDT
Nz

Nz
R TiþDT
Ti

F�
z ðtÞ

�� ��
F̂zDT

" #�������
�������� c ð1:12Þ

1 Variable Thrust Angle Constant Thrust … 5



the actual constant thrust of the chaser in the z-axis can be calculated as
follows:

Fz ¼ sgnðF�
z ðtÞÞ

F̂zDT
Nz

Nz
R TþDTi
Ti

F̂�
z ðtÞ

�� ��dt
F̂zDT

" #
ð1:13Þ

then the chaser will not carry out impulse compensation.
(2) if the impulse error DIzi satisfies the following condition:

c\
ZTiiþDT

Ti

F�
x ðtÞ

�� ��dt � F̂zDT
Nz

Nz
R TiþDT
Ti

F�
z ðtÞ

�� ��
F̂zDT

" #�������
�������� F̂zDT ð1:14Þ

then the chaser should carry out impulse compensation and the size of the
constant thrust impulse compensation of the chaser in the z-axis can be
calculated as follows:

D~Ixi ¼ F5DT ¼ F̂zDT
Nz

; ðF�
z ðtÞ\0Þ; D~Ixi ¼ F6DT ¼ � F̂zDT

Nz
; ðF�

z ðtÞ[ 0Þ
ð1:15Þ

1.4 Simulation Example

The height of target spacecraft is assumed to be 356 km in a circular orbit, then the
mean angular velocity is x ¼ 0:0654� 10�3 rad=s and the uncertainty parameters
is assumed as Dx ¼ �1� 10�3 rad=s. The initial mass of the chaser is assumed to
be 200 kg at the beginning of collision avoidance maneuver. The size of thrusts is
assumed to be ±1,000 N in three axes and the shortest switching time is DT ¼ 1 s.
The initial position and velocity of the chaser are assumed to be (1000, −300, and
200 m) and (−10, 3, and −2 m/s). Suppose the thrusters in three axes can provide 10
different sizes of constant thrust. Suppose the value of the impulse compensation
threshold is a positive constant c ¼ 300 Ns.

Figure 1.3 shows the change in x, y, and z and the theoretical thrust Fx;Fy;Fz

during collision avoidance maneuver.
The results in Fig. 1.4 show the change of Vx;Vy;Vz and the thrust angles hx; hy

during collision avoidance maneuver.
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Fig. 1.4 The change in velocity and the thrust angles

Fig. 1.5 The trajectory of the
chaser during collision
avoidance
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The result in Fig. 1.5 shows the trajectory of chaser during active collision
avoidance maneuver. It can be seen that with the switch control, the chaser can get
to the 30 target positions smoothly.
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Chapter 2
Robust Control for Constant Thrust
Rendezvous

Yongqiang Qi and Minghui Ou

Abstract In this paper, a robust orbit design approach under constant thrust is
proposed based on the relative motion dynamic model. First, the design problem is
cast into a convex optimization problem by introducing a Lyapunov function
subject to linear matrix inequalities. Next, the robust controllers satisfying the
requirements can be designed by solving this optimization problem. At last, the
proposed method has the advantage of saving fuel is proved and the actual constant
thrust switch control laws are obtained through the isochronous interpolation
method, an illustrative example is provided to show the effectiveness of the pro-
posed control design method.

Keywords Rendezvous � Constant thrust � Linear matrix inequality � Robust
controller

2.1 Introduction

New challenges arise from the International Space Station (ISS) and the numerous
formation flight projects [1, 2]. The close range rendezvous phase is usually divided
into two subphases: a preparatory phase leading to the final approach corridor and a
final approach phase leading to the mating conditions. The objectives of the close
range rendezvous phase are the reduction of the range to the target and the
achievement of conditions allowing the acquisition of the final approach corridor
[3]. This means that at the end of this phase the chaser is, concerning position,
velocity, attitude, and angular rates, ready to start the final approach on the proper
approach axis within the constraints of the safety corridor [4, 5].

The rendezvous problem has been extensively studied as an optimal control
problem [3, 6]. Both impulsive thrust and the continuous thrust assumptions have

Y. Qi (&) � M. Ou
College of Sciences, China University of Mining and Technology, Beijing, China
e-mail: qiyongqiang3@163.com

© Springer-Verlag Berlin Heidelberg 2015
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been exploited through the Pontryagin’s maximum principle, respectively. In actual
practice, maneuver during rendezvous and docking operations cannot normally be
considered as continuous thrust or impulsive maneuver. In our previous study,
constant thrust fuel-optimal control for spacecraft rendezvous was studied
according to the C-W equations and the analytical solutions. But the traditional
open-loop control method used in our previous studies is not applicable while they
are often utilized during the long-distance navigation process. To overcome this
problem, a robust closed-loop control law for constant thrust rendezvous to enhance
the orbital control accuracy is proposed in this paper. And the fuel consumption of
constant thrust is less than that of the continuous thrust by using the method
proposed in this paper.

2.2 Multiobjective Robust Controller Design

The relative motion coordinate system can be established as follows: first, the target
spacecraft is assumed as a rigid body and in a circular orbit, and the relative motion
can be described by Clohessy-Wiltshire equations. Then, the centroid of the target
spacecraft OT is selected as the origin of coordinate, the x-axis is opposite to the
target spacecraft motion, the y-axis is from the center of the earth to the target
spacecraft, and the z-axis is determined by the right-handed rule.

€x� 2x _y ¼ Fx þ gx
m

€yþ 2x _x� 3x2y ¼ Fy þ gy
m

€zþ x2z ¼ Fz þ gz
m

8><
>: ð2:1Þ

where x represents the angular velocity. Fx;Fy;Fz represent the vacuum thrust of
the chaser, gx; gy; gz represent the sum of the perturbation and nonlinear factors in
the three axes, respectively. m represents the mass of the chaser at the beginning of

the rendezvous. Suppose that the maximum thrusts are F
_

x;F
_

y;F
_

z and the theoretical
thrusts are F�

x ;F
�
y ;F

�
z . The range of the thrust angle in the x-axis hx is defined as

shown in Fig. 2.1.
The goal of the rendezvous maneuver is to design a proper controller for the

chaser, such that the chaser can be asymptotically maneuvered to the target posi-
tion. Define the state error vector xeðtÞ ¼ xðtÞ � xtðtÞ, and its state equation can be
obtained as

_xeðtÞ ¼ ðA1 þ DAÞxeðtÞ þ ðB1 þ DBÞuðtÞ
uðtÞ ¼ KxeðtÞ

�
ð2:2Þ
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Lyapunov function is defined as follows:

V ¼ xTe ðtÞPxeðtÞ ð2:3Þ

where P is a positive definite symmetric matrix. According to the system stability
theory, the necessary and sufficient conditions for robust stability of the system
(2.3) are as follow:

ATPþ PA\0 ð2:4Þ

Then a multiobjective controller design strategy is proposed by translating a
multiobjective controller design problem into a convex optimization problem. And
the control input constraints can be met simultaneously. Assuming the initial
conditions satisfy the following inequality, where q is a given positive constant.

xTð0ÞPxð0Þ\q ð2:5Þ

Theorem 2.1 If there exist a corresponding dimension of the matrix L, a symmetric
positive definite matrix X, and two parameters e1 [ 0; e2 [ 0, then the sufficient
condition for robust stability is there exist a state feedback controller K which can
meet the following conditions simultaneously.

R X L
X �e1 0
LT 0 �e2

0
@

1
A\ 0; qI xTð0Þ

xð0Þ X

� �
\ 0; ð2:6Þ

where R ¼ XAT
0 þ A0X þ LTB0 þ B0Lþ e1a2I þ e2b

2I, then the theoretical state
feedback controller K can be calculated as follows:

Fig. 2.1 Variable thrust
angle thrusters
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K ¼ LX�1 ¼ K11 K12 K13 K14

K21 K22 K23 K24

� �
ð2:7Þ

Then the following results can be obtained.

Lx
Nx

F̂x cos hx þ Ly
Ny

F̂y sin hy ¼ k11xeðtÞ þ k12yeðtÞ þ k13DVx þ k14DVy

Lx
Nx

F̂x sin hx þ Ly
Ny

F̂y cos hy ¼ k21xeðtÞ þ k22yeðtÞ þ k23DVx þ k24DVy

8>><
>>: ð2:8Þ

Then the thrust angle control lows hx; hy which satisfy the robust stability of the in
plane motion can be obtained from Eq. (2.8).

2.3 Compare Fuel Consumption and Calculate
the Control Law

Constant thrust fitting is proposed by using the impulse compensation method as
follow. Suppose that the thrusters in the z-axis can provide different sizes of con-
stant thrust to meet different thrust requirements. If the theoretical working time of
z-axis thruster in the ith thrust arc t�z ¼ DT\Ti and t�z can be any one of Mi shortest
switching time interval in the ith thrust arc. Without loss of generality, suppose that
t�z is the first shortest switching time interval and the impulse error in the z-axis in
the ith thrust arc DIzi can be calculated as follows:

There are Nz þ 1 thrust levels that can be selected and the level of the constant
thrust can be calculated as follows:

Lz ¼
Nz
R TiþDT
Ti

F�
z ðtÞ

�� ��dt
F̂zDT

" #
ð2:9Þ

Calculate the impulse error.

DIzi ¼ sgnðF�
z ðtÞÞ

ZTiiþDT

Ti

F�
x ðtÞ

�� ��dt � LzF̂zDT
Nz

�������
������� ð2:10Þ

Determine the value of the impulse compensation threshold. Suppose that the
value of the impulse compensation threshold is a positive constant c[ 0, if the
impulse error DIzi satisfies the following condition,

12 Y. Qi and M. Ou



ZTiiþDT

Ti

F�
x tð Þ�� ��dt � F̂zDT

Nz

Nz
R TiþDT
Ti

F�
z tð Þ�� ��

F̂zDT

" #�������
�������� c ð2:11Þ

the actual constant thrust of the chaser in the z-axis can be calculated as follows:

Fz ¼ sgnðF�
z ðtÞÞ

F̂zDT
Nz

Nz
R TþDTi
Ti

F̂�
z ðtÞ

�� ��dt
F̂zDT

" #
ð2:12Þ

then the chaser will not carry out impulse compensation. The fuel savings in the x-
axis in the ith thrust arc can be calculated as follows:

DPzi ¼
XM1

j¼0

ZTiþðjþ1ÞDT

TiþjDT

p0Nz F�
z ðtÞ

�� ��
F̂z

� sgnðF�
z ðtÞÞp0

Nz
R Tþðjþ1ÞDT
TiþjDT F̂�

z ðtÞ
�� ��dt

F̂zDT

" #( )
dt

ð2:13Þ

Then the total number of the accelerating time intervals and the decelerating time
intervals is M1 � m1 and the number of zero-thrust time intervals is M1 �M1 þ m1.
The position of the three types of time intervals is decided by the curve of the
theoretical continuous thrust.

At last, the switch control laws for the rendezvous maneuver can be given in
three axes. For convenience, let us take the time intervals in the ith thrust arc in the
x-axis for example:

Szi ¼ Ti þ jDT ; sgnðF�
z ðtÞÞ

F̂zDT
Nz

Nz
R Tþðjþ1ÞDT
TiþjDT F̂�

z ðtÞ
�� ��dt

F̂zDT

" # !( )
ð2:14Þ

2.4 Simulation Example

The height of target spacecraft is assumed to be 356 km in a circular orbit, then the
mean angular velocity is x ¼ 0:0654� 10�3 rad/s and the uncertainty parameters
is assumed as Dx ¼ �1� 10�3 rad/s. The initial mass of the chaser is assumed to
be 300 kg at the beginning of rendezvouse maneuver. The size of thrusts are
assumed to be �3,000 N in three axes and the shortest switching time is DT ¼ 1 s.
The initial position and velocity of the chaser are assumed to be (2000, 100,
−500 m) and (−20, 10, 5 m/s). Suppose that the thrusters in three axes can provide

2 Robust Control for Constant Thrust Rendezvous 13



10 different sizes of constant thrust. Suppose that the value of the impulse com-
pensation threshold is a positive constant c ¼ 300 Ns.

Figure 2.2 shows the change of x, y, and z during rendezvous maneuver.
The results in Fig. 2.3 show the change of Vx;Vy;Vz during rendezvous

maneuver.
The results in Fig. 2.4 show the change of Fx;Fy;Fz during rendezvouse

maneuver.
The results in Fig. 2.5 show the change of Fz during rendezvous maneuver.

Fig. 2.2 The change of
position during rendezvous
maneuver

Fig. 2.3 The change of
velocity during rendezvous
maneuver

Fig. 2.4 The change of thrust
during rendezvous maneuver
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The result in Fig. 2.6 shows the trajectory of chaser during rendezvous
maneuver. It shows that with the switch control control, the chaser can get to the 27
target positions smoothly. The solid lines represent the curves caused by theoretical
thrust and the dotted lines represent the curves caused by constant thrust.

The fuel savings in the x-axis in the ith thrust arc can be calculated as follows:

DPzi ¼
X27
i¼1

X3
j¼1

ZTiþj

Ti

F�
z ðtÞ

�� ��
30

� 10sgnðF�
z ðtÞÞ

Nz
RTþj

Ti

F̂�
z ðtÞ

�� ��dt
300

2
6664

3
7775

8>>><
>>>:

9>>>=
>>>;
dt ¼ 19:9158g

ð2:15Þ

At last, the switch control laws for the ith thrust arc in the z-axis for example:

Szi ¼ f1;000 m;�10 m/s; ð1 s; 1;800 NÞ; . . .ð77 s;�300 NÞ; . . .g ð2:16Þ

Acknowledgments This work was supported by the NSFC 61304088 and 2013QNA37.

Fig. 2.5 The constant thrust fitting of Fx during rendezvous maneuver

Fig. 2.6 The trajectory of the chaser during rendezvouse maneuver
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Chapter 3
Dissipativity Analysis and Synthesis
of Singular Systems via Delta Operator
Method

Chun-ming Qi, Xin-zhuang Dong and Lin Liu

Abstract This paper investigates the problems of dissipativity analysis and
synthesis for singular systems through delta operator method. First, a sufficient
condition is obtained such that a singular delta operator system is admissible and
strictly dissipative. Then the existence condition and explicit expression of a state
feedback strictly dissipative controller are presented. A numerical example is also
provided to demonstrate the effectiveness of the theoretical results.

Keywords Singular delta operator systems � Admissibility � Strict dissipativity �
State feedback � Linear matrix inequality

3.1 Introduction

During the past decades, much attention has been paid to singular systems as they
can describe many practical systems such as economic systems, electrical networks,
highly interconnected large-scale systems, etc. [1]. Many achievements have been
made in singular system theory in recent years [1–5, 8–10, 15]. Dissipativity theory
is an important part in control theory which has made a positive effect on studying
stability and other properties of control systems [12, 13]. There have been some
valuable results on dissipativity analysis and dissipative control for singular systems
[2, 8, 9]. For example, a necessary and sufficient condition was obtained to ensure
an uncertain singular discrete system admissible and strict dissipative [2]. The
existence condition and explicit expression of a state feedback strictly dissipative
controller were also given in [2]. The results of robust dissipativity analysis and
some design method of a robust dissipative controller were presented for singular
continuous systems with affine uncertainty in [8, 9], respectively.
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College of Automation Engineering, Qingdao University, Qingdao 266071, China
e-mail: xzdong@hotmail.com

© Springer-Verlag Berlin Heidelberg 2015
Z. Deng and H. Li (eds.), Proceedings of the 2015 Chinese Intelligent
Automation Conference, Lecture Notes in Electrical Engineering 337,
DOI 10.1007/978-3-662-46463-2_3

17



In control theory, most research results adopt the standard shift operator in the
study of discrete systems. But there exists a problem that the dynamic response of a
discrete system does not converge smoothly to its continuous counterpart when the
sampling period tends to zero [11], which is called the numerical ill-condition. In
order to avoid the above problem, a delta operator method was proposed in [6]. It
was shown that the delta operator requires smaller word length when implementing
fixed-point digital control processors than the shift operator does [7]. The delta
operator method is also significantly less sensitive than the shift operator method at
high sampling rates [14]. Furthermore, the delta operator model can provide a
theoretically unified formulation of normal continuous and discrete systems. Most
recently, the delta operator method has been introduced to study singular systems
and some valuable results have been derived. Dong [3] and Dong et al. [4] studied
the problem of admissibility analysis for singular systems via delta operator
method. Dong et al. [4] and Mao et al. [10] considered the problem of admissible
control for singular delta operator systems. But until now there is no result on
dissipativity analysis and control for singular delta operator systems.

In this paper, we consider the problems of dissipativity analysis and synthesis for
singular delta operator systems. A sufficient condition is obtained such that a sin-
gular delta operator system is admissible and strictly dissipative. Based on the
above result, the existence condition and explicit expression of a state feedback
strictly dissipative controller are presented. A numerical example is also provided to
demonstrate the effectiveness of the theoretical results.

Throughout this paper, the following notations are adopted: d is the delta
operator defined by dxðtÞ ¼ _xðtÞ when h ¼ 0 and dxðtÞ ¼ h�1ðxðt þ hÞ � xðtÞÞ
when h 6¼ 0, where h is the sampling period. Matrix P[ 0 (or P\0, respectively)
means that P is symmetric and positive definite (or negative definite, respectively).
Dintða; rÞ is the interior of the region in the complex plane with the center at (a, 0)
and the radius r. kðA;BÞ ¼ fz detðzA� BÞ ¼ 0gj .

3.2 Preliminaries

Consider the following singular delta operator system:

Edx(tk) ¼ Ax(tk)þ B1w(tk)

z(tk) ¼ Cx(tk)þ D1w(tk)
ð3:1Þ

where xðtkÞ 2 Rn is the state, wðtkÞ 2 Rp is the disturbance input, zðtkÞ 2 Rq is the
controlled output, tk means the time t ¼ kh, and h[ 0 is the sampling period.
E 2 Rn�n and rankðEÞ ¼ r\n, A;B1;C;D1 are known real matrices with appro-
priate dimensions.
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Consider the following system:

EdxðtkÞ ¼ AxðtkÞ ð3:2Þ

Definition 3.1 [3] The system (3.2) is said to be regular if detðgE � AÞ is not
identically zero. The system (3.2) is said to be causal if �ðdetðgE � AÞÞ ¼ rankðEÞ.
The system (3.2) is said to be stable if kðE;AÞ � Dintð�1=h; 1=hÞ. The system (3.2)
is said to be admissible if it is regular, causal, and stable.

Lemma 3.1 [3] The system (3.2) is admissible if and only if there exist matrices
P > 0 and F satisfying hATPAþ ATPE þ ETPAþ FGTAþ ATGFT\0, where G is
any matrix of full column rank and satisfies ETG ¼ 0.

The energy supply function of the system (3.1) is defined by
E(w, z, T) = \z, Qz[ T + 2 \z, Sw[ T + \w, Rw[ T , where T is a nonneg-
ative integer; Q, S, and R are known real matrices with Q and R symmetric.
\u; v[ T is defined as \u; v[ T ¼ PT

k¼0 uðtkÞTvðtkÞ.
Definition 3.2 [2] The system (3.1) is said to be strictly (Q, S, R) dissipative if for
some scalar α > 0 and under zero initial state x(0) = 0, the following inequality
holds

Eðw; z; TÞ� a\w;w[ T ; 8T � 0 ð3:3Þ

In order to include H1 performance (where Q ¼ �I; S ¼ 0;R ¼ c2I) and pas-
sivity (where Q ¼ 0; S ¼ I;R ¼ 0) as special cases of the above strict (Q, S, R)
dissipativity, we make the following assumption:

Assumption 3.1 Q� 0.

3.3 Dissipativity Analysis

The purpose of this section is to present some conditions for the system (3.1) to be
admissible (when wðtkÞ ¼ 0) and strictly dissipative (when wðtkÞ 6¼ 0). The dis-
sipativity analysis result is given in the following theorem:

Theorem 3.1 Let the matrices Q, S, and R be given with Q and R symmetric and
Assumption 3.1 holds. Then the system (3.1) is admissible and strictly ðQ; S;RÞ
dissipative if there exist matrices P > 0 and F satisfying

R11 RT
21 CTQT

1
R21 R22 DT

1Q
T
1

Q1C Q1D1 �I

2
4

3
5\ 0 ð3:4Þ
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where Q1 is any matrix satisfying QT
1Q1 ¼ �Q, G is any matrix of full column rank

and satisfies ETG ¼ 0, R11 ¼ hATPAþ ATPE þ ETPAþ FGTAþ ATGFT ,
R21 ¼ hBT

1PAþ BT
1PE þ BT

1GF
T � STC; R22 ¼ hBT

1PB1 � DT
1S� STD1 � R:

Proof Assume that the inequality (3.4) holds. From (3.4) it is easy to obtain

hATPAþ ATPE þ ETPAþ FGTAþ ATGFT\0 ð3:5Þ

Then from Lemma 3.1 we have that the system (3.1) is admissible.
From ETG ¼ 0 we have

0 ¼ 2dxðtkÞTETGFTxðtkÞ ¼ xðtkÞT wðtkÞT
� �

X1
xðtkÞ
wðtkÞ

� �

where

X1 ¼ ATGFT þ FGTA FGTB1

BT
1GF

T 0

� �

Let VðxðtkÞÞ ¼ ðxðtkÞÞTETPExðtkÞ and then we can derive VðxðtkÞÞ� 0 for any
k� 0 from P > 0. Then we have

J ¼ dVðxðtkÞÞ � zðtkÞTQzðtkÞ � 2zðtkÞTSwðtkÞ � wðtkÞTRwðtkÞ
¼ ðEdxðtkÞÞTPExðtkÞ þ xðtkÞTETPEdxðtkÞ þ hðEdxðtkÞÞTPEdxðtkÞ
� zðtkÞTQzðtkÞ � 2zðtkÞTSwðtkÞ � wðtkÞTRwðtkÞ

¼ xðtkÞT wðtkÞT
� �

X2
xðtkÞ
wðtkÞ

� �

¼ xðtkÞT wðtkÞT
� �ðX1 þ X2Þ

xðtkÞ
wðtkÞ

� �

where

X2 ¼ ETPAþ ATPE þ hATPA� CTQC ETPB1 þ hATPB1 � CTS� CTQD1

BT
1PE þ hBT

1PA� STC � DT
1QC R22 � DT

1QD1

� �

When (3.4) holds, from Schur complement we have that (3.4) is equivalent to
X1 þ X2\0 which means J\0. In this case, a sufficiently small scalar a[ 0 can
always be found such that J þ awðtkÞTwðtkÞ� 0. Sum the above inequality up from
0 to T, and notice that h[ 0; xð0Þ ¼ 0, VðxðtTÞÞ� 0, we can obtain

h�1VðxðtTÞÞ � Eðw; z; TÞ þ a\w;w[ T � 0
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Therefore from the above inequality and Definition 3.2 we have that the system
(3.1) is strictly ðQ; S;RÞ dissipative. This completes the proof.

3.4 Dissipative Control

Consider the following singular delta operator system with control input

EdxðtkÞ ¼ AxðtkÞ þ B1wðtkÞ þ B2uðtkÞ
zðtkÞ ¼ CxðtkÞ þ D1wðtkÞ þ D2uðtkÞ

ð3:6Þ

where uðtkÞ 2 Rm is the control input, B2;D2 are known real matrices with
appropriate dimensions, the other notations are the same as those in (3.1).

The purpose of this section is to design a state feedback controller

uðtkÞ ¼ KxðtkÞ ð3:7Þ

for the system (3.6), such that the resulting closed-loop system

EdxðtkÞ ¼ AcxðtkÞ þ B1wðtkÞ
zðtkÞ ¼ CcxðtkÞ þ D1wðtkÞ

ð3:8Þ

is admissible and strictly ðQ; S;RÞ dissipative, and in this case the controller (3.7) is
said to be a strictly dissipative controller for the system (3.6), where K is the
controller gain matrix to be designed and Ac ¼ Aþ B2K;Cc ¼ C þ D2K.

The dissipativity synthesis result is given in the following theorem.

Theorem 3.2 Let the matrices Q, S, and R be given with Q and R symmetric and
Assumption 3.1 hold. Then there exists a state feedback strictly dissipative con-
troller (3.7) for the system (3.6) if there exist matrices P[ 0;F and a scalar e� 0
satisfying

R11 �WTZ�1W RT
21 CTQT

1
R21 R22 DT

1Q
T
1

Q1C Q1D1 �I

2
4

3
5\0 ð3:9Þ

where Q1;G;R11;R21;R22 are the same as those in Theorem 3.1, and
M ¼ R22 � DT

1QD1;N ¼ hBT
1PB2 � STD2 � DT

2QD1; L ¼ R21 � DT
1QC; Z ¼ hBT

2

PB2 � DT
2QD2 � NTM�1N þ eI[ 0; W ¼ hBT

2PAþ BT
2PE � BT

2GF
T � DT

2QC�
NTM�1L. In this case, the gain matrix K of the controller (3.7) can be designed as

K ¼ �Z�1W ð3:10Þ
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Proof Assume that the inequality (3.9) holds. From Theorem 3.1, we have that
system (3.8) is admissible and strictly ðQ; S;RÞ dissipative, if there exist matrices
P[ 0 and F satisfying the following inequality:

P11 PT
21 CT

c Q
T
1

P21 R22 DT
1Q

T
1

Q1Cc Q1D1 �I

2
4

3
5\0 ð3:11Þ

where P11;P21 are obtained from R11;R21 by replacing the matrices A, C with
Ac;Cc, respectively.

From Schur complement, the inequality (3.11) is equivalent to

P11 PT
21

P21 R22

� �
� CT

c
DT

1

� �
Q Cc D1½ 	\0 ð3:12Þ

Again by Schur complement, we know that (3.12) is equivalent to M\0 and

H ¼ P11 � CT
c QCc � ðPT

21 � CT
c QD1ÞM�1ðP21 � DT

1QCcÞ\0 ð3:13Þ

The inequality (3.13) is also the same as

H ¼ H1 þWTK þ KTW þ KTðZ � eIÞK\0 ð3:14Þ

where H1 ¼ R11 � CTQC � LTM�1L.
Similarly, from Schur complement, we can obtain that the inequality (3.9) is

equivalent to H1 �WTZ�1W\0, which together with e� 0 and (3.10) gives

H�H1 þWTK þ KTW þ KTZK

¼ H1 �WTZ�1W þ ðKT þWTZ�1ÞZðK þ Z�1WÞ ¼ H1 �WTZ�1W\0

Then the inequality (3.14) (i.e. (3.11)) holds. Thus from Theorem 3.1 we have
that the closed-loop system (3.8) is admissible and strictly ðQ; S;RÞ dissipative and
the controller (3.7) is indeed a strictly dissipative controller of the system (3.6). This
completes the proof.

3.5 Example

Consider the system (3.6) with the following parameter matrices

E ¼ 1 0
2 0

� �
; A ¼ �1 0

1 7

� �
; B1 ¼ �0:4

1

� �
; B2 ¼ �2

�1

� �
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C ¼ �2 1½ 	;D1 ¼ 1; D2 ¼ �6; h ¼ 0:1

Let Q ¼ �1; S ¼ 0:4;R ¼ 2 and G ¼ �2 1½ 	T . First we solve the inequality
(3.4) and cannot find a feasible solution. Thus from Theorem 3.1 we know that the
above system is not admissible and strictly dissipative. Next we want to design a
state feedback strictly dissipative controller for the above system. Select

P ¼ 1 �0:01
�0:01 0:02

� �
; F ¼ 0:1

�1

� �
; e ¼ 0

and then we can obtain that the inequality (3.9) indeed holds from

�5:839 0:8871 0:5614 �2
2:8871 �1:5647 �1:1832 1
0:5614 �1:1832 �2:7812 1
�2 1 1 �1

2
664

3
775\0

Then by Theorem 3.2, there exists a strictly dissipative controller (3.7) for the
system (3.1) and it can be designed as uðtkÞ ¼ �0:2816 0:1763½ 	xðtkÞ.

3.6 Conclusion

In this paper, the problems of dissipativity analysis and synthesis have been con-
sidered for singular systems via delta operator method. A sufficient condition about
dissipativity analysis has been presented for singular delta operator systems. Based
on the above result, the existence condition and design method of a state feedback
strictly dissipative controller have also been derived. An example is also provided
to illustrate the effectiveness of the obtained results.
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Chapter 4
Intelligent Welding Robot Path Planning

Xue Wu Wang, Ying Pan Shi, Rui Yu and Xing Sheng Gu

Abstract Spot welding robots are now widely used in manufacturing industry, and
usually many welding joints have to be traversed in welding process. The path
planning for welding robot is based on engineering experiments where teaching and
playback were applied in most cases. It usually takes the engineer much time to
obtain desired welding path, and sometimes, it is difficult to find an optimal path for
spot welding robot especially when the number of welding joints is huge. Hence,
welding robot path planning has become one key technology in this field. Intelli-
gent optimization algorithm is beneficial for realizing effective welding robot path
planning. To this end, particle swarm optimization (PSO) algorithm was improved
first. Then, the improved PSO algorithm was applied for path planning of welding
robot, and the simulation results show the effectiveness of the method.

Keywords Welding robot � Path planning � Particle swarm optimization � Genetic
algorithm

4.1 Introduction

Welding is an important part in industrial manufacturing, and welding robots are
widely used in automotive, aerospace, machinery, and processing industries. With
the extensive application of welding robots, more and more researches on welding
robot technology have been conducted. Spot welding robot path planning is ben-
eficial to welding process, especially when many welding joints existed. A rea-
sonable welding path for welding robot can shorten the overall time, improve
production efficiency, and reduce production costs. Otherwise, it would be time
consuming when the welding path is not reasonable. The development of intelligent
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algorithm provides effective methods for solving path planning of welding robot
problem. Currently, GA and PSO algorithms are effective methods used to solve the
problem of robot path planning [1, 2].

The particle swarm optimization (PSO) algorithm is simple to implement and has
less parameters [3]; hence, it has been widely used for solving both continuous
optimization and discrete optimization problems in recent years, such as drilling
sequence optimization for PCB circuit boards and traveling salesman problem (TSP)
[1, 4]. Genetic algorithm (GA) was presented in the early 1960 by John Holland in
the University of Michigan. It is a heuristic searching algorithm that mimics the
process of natural selection. As a global optimization algorithm, GA simulates
natural genetic selection in biological evolution and natural selection probability [5].
The idea of GA originated from Darwin’s evolution theory and Mendelian inheri-
tance, which simulates the mechanisms of biological evolution to construct an
algorithm’s iterative process. It is already used in solving the multiple welding joints
optimization problems [2, 6]. In this paper, hybrid PSO is presented in Sect. 4.2 first.
Then, improved PSO algorithms are presented to solve welding robot path planning
problem in Sect. 4.3. At last, the conclusion is given in Sect. 4.4.

4.2 Hybrid Particle Swarm Optimization

4.2.1 GA-PSO

The diversity of particles in PSO can be improved after GA was combined due to its
mutation characteristic, then the global search capability of PSO will be improved
too. In Ref. [7], GA was used to initialize the particles in PSO to solve the design of
a diesel engine combustion chamber, and the simulation results showed its effec-
tiveness. However, GA is easy to fall into local optimum for large dimensional
problem. The selection and crossover operations in GA were improved to ensure
the diversity of particles, and a good result was obtained for the global optimization
of multimodal functions [8]. In Ref. [9], the iteration of particles is updated based
on probability operation of GA to realize discrete PSO application. In Ref. [10], a
hybrid GA-PSO based on clustering algorithm was proposed to optimize the
scheduling problem in the computer industry. Based on the above researches, a
double global optimum GA-PSO algorithm is proposed to solve welding robot path
planning problem in this paper.

In the particle iteration, each particle is updated based on the personal best
(pbest) and global best particle (gbest). Then the ultimate solution converges to
optimal or suboptimal because the particles are always updated based on pbest and
gbest. But when the pbest and gbest fell into local optimal solution, the particle
cannot jump out of the local optimal solutions either.

Double global optimum GA-PSO algorithm has two global optimal solutions:
one is the best particle of PSO (gbest) and the other is from GA (GAbest). GA is
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used to search another global optimal solution, which is used for particle update.
Hence, the update of particles will be influenced by three parameters: pbest, gbest,
and GAbest. It will increase the diversity of particles and enhance the ability to find
the optimal solution because gbest and GAbest are not relevant.

The Eqs. (4.1) and (4.2) is the particle update equation for improved GA-PSO.
Compared with the basic PSO, GAbest from GA is added in the Eq. (4.1). Thus, the
particles are always updated according to the gbest, and GAbest. Mutation operator
in GA will help the algorithm obtain global optimal solution, because it can help
particle jump out of local optimal solution greatly.

viðt þ 1Þ ¼ wvi tð Þ þ c1r1 pi tð Þ � xi tð Þð Þ
þ c2r2ðpg tð Þ � xi tð ÞÞ

ð4:1Þ

xi t þ 1ð Þ ¼ xi tð Þ þ viðt þ 1Þ ð4:2Þ

4.2.2 Partition PSO

The basic discrete PSO has a good ability to find optimal solution for small-scale
problems. But usually there are a lot of welding joints in the welding task, and it is
hard to get the optimal solution using basic discrete PSO. Hence, the partition-PSO
will be used to solve large-scale welding joints path planning problem here.

For N-dimensional welding path optimization problem, the number of the pos-
sible solutions is N � 1ð Þ!=2, when N = 20, there will be more than 1016 possible
solutions. For larger scale, the number will grow explosively. If the N-dimensional
problem is divided into several small-scale problems, which are described as

n1; n2; . . .nk , the number of the possible solutions will be n1�1ð Þ!
2 þ n2�1ð Þ!

2 þ � � � þ
nk�1ð Þ!
2 , the search space will be reduced greatly. Hence, partitioning is an effective

way for large welding joints path planning problem.
Partitioning principle for particles is based on the distance between different

particles. Particle Xi ¼ ðxi1; xi2; . . .xiDÞ will be divided into k zones as Xi ¼
xi11 ; xi12 ; . . .½ �; xi21 ; xi22 ; . . .½ �; . . .; xik1 ; xik2 ; . . .½ �ð Þ according to the partition principle.

The first step of partition is to find the boundary points, and define k reference
points from the boundary points. In order to ensure that the welding joint can get a
reasonable allocation, these k reference points should be defined as decentralized as
possible. Based on the above operation, all the elements in particle i can be divided
into k zones. Then, PSO algorithm is used to obtain optimal welding joints
sequence for different zones separately. In order to ensure the global optimal, the
distance between adjacent areas in the zones should be shortest; it means that the
last element in a zone and the first element in the next zone should be the nearest.
Figure 4.1 is the schematic of partition-PSO algorithm.
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4.3 Welding Path Optimization

4.3.1 Definition of Welding Robot Path Planning

Welding joints sequence planning is an important issue of welding robot produc-
tion, and how to find an optimal path to go through all the welding joints is the most
concern. In general, there are many solutions for welding joints sequence planning,
and one optimal path will be selected based on certain criteria. Hence, welding
robot path planning problem can be described as obtaining a reasonable welding
joints sequence for welding robot under some criteria. The criteria may be the
shortest path, the least time consuming, the minimum welding deformation, or the
minimum energy consumption, and so on. Therefore, the robot path planning is a
constrained optimization problem. In this paper, the shortest path is used as the
criterion to optimize the welding path for verifying the effectiveness of the opti-
mization algorithms.

Considering a welding joints welding task C ¼ ðc1; c2; . . .cNÞ, the distance
between two welding joints can be described as dðci; cjÞ� 0, where ci; cj 2 C(1 ≤ i,
j ≤ N), ci stands for a welding joint. The task in this paper is to find the best welding
joints sequence p ¼ fc1; c2; . . .cN ; g to make sure the total path length of the
welding robot is minimal.

f ðpÞ ¼
XN�1

i¼1

d ci; ciþ1ð Þ þ d cN ; c1ð Þ ð4:3Þ

where f pð Þ denotes the distance when the welding path is p.

Fig. 4.1 Schematic of partition-PSO algorithm, a welding joints distribution, b result of partition-
PSO algorithm
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4.3.2 2D Welding Path Planning

Above algorithms are used for a two-dimensional path planning problem where 40
welding joints exist. Figure 4.2a shows the comparison of the convergence curves
of GA, PSO, partition-PSO, and GA-PSO. It can be seen that the curve based on
GA-PSO converges much faster than any other algorithm. Figure 4.2b is the path
planning result of GA-SPO algorithm. The optimization results and convergence
speeds of various algorithms are given in the Table 4.1. The search capability of
basic PSO is better than basic GA in both best solution and convergence speed. The
40 welding joints are not a large-scale optimization problem; hence, basic PSO has
a good effect, and the result of PSO is very close to the true optimal solution.
Because the partition PSO is a local optimum algorithm designed to solve the large-
scale problems, the result of partition PSO is worse than the basic PSO. GA-PSO
combines the advantages of GA and PSO, so it converges faster than the basic PSO.

4.3.3 3D Welding Path Planning

Figure 4.3a is a car door with 115 welding joints, and Fig. 4.3b is the 3D coor-
dinates of the welding joints. Figure 4.3c is the convergence curve comparison of

Table 4.1 Path planning
results of four algorithms Optimal solution

(cm)
Convergence
speed

GA 494.5505 500

PSO 451.0650 140

Partition PSO 477.6789 120

GA-PSO 450.9147 20
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Fig. 4.2 Simulation results display, a comparison of convergence curves, b path planning result
of GA-PSO
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GA, PSO, partition PSO, and GA-PSO. Figure 4.3d shows the path optimized based
on GA-PSO. Table 4.2 shows the comparison of path planning results, and GA-
PSO is better than other three algorithms. 115 welding joints is a large-scale path
planning problem, the shortcoming of prematurity of GA is completely revealed.
The optimal solution of GA is the worst among all the algorithms, and the con-
vergence speed is the slowest as well. PSO is also easy to fall into local optimum
when it comes to more welding joints, but it is still better than GA. Partition PSO
shows its advantage when there are many welding joints, all the welding joints are
divided into four zones to search optimal path in this case, which increase its
optimization capability greatly. GA-PSO remains its good characteristic, the
diversity of particles are greatly increased after the optimal solution of GA was used
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Fig. 4.3 Simulation results display, a welding joints of a door, b 3D coordinates of the welding
joints, c comparison of convergence rate curves, d path planning result of GA-PSO

Table 4.2 Path planning results of four algorithms

Optimal solution (cm) Convergence
speed

GA 744.1097 2,000

PSO 512.4208 1,400

Partition PSO 479.8333 220

GA-PSO 467.0721 50
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as another global optimal position. Hence, its global search capability is greatly
improved, and the best result was obtained based on GA-PSO.

4.3.4 Performance Comparison

Although GA and PSO are global convergence intelligent algorithms, both of them
have the drawback of prematurity, which means they are easy to fall into local
optimum, especially in a large search space. They can be used to solve small-scale
path planning in a welding task. Partition PSO divides large search space into
several small ones, and simplifies the complexity problem. However, when the
partition is established, the exchange of two zones is limited to the two connection
points, and points inside of each zone are separated. Hence, the partition PSO is a
local convergence intelligent algorithm, the advantage of partition PSO can be
shown in more welding joints path planning. The GA-PSO proposed in this article
is a combination of GA and PSO, the diversity of particles is greatly increased, and
the global search capability is improved as well. It is suitable for both small welding
joints case and more welding joints case. Besides, after effective mutation operator
was applied in the partition PSO algorithm to make the algorithm jump out of local
optimal solutions, the better optimization results were obtained [11].

4.4 Conclusion

For improving traditional path planning effects, intelligent algorithms are used to
realize effective path planning. Besides GA and PSO, the partition PSO and GA-
PSO are proposed and compared. Simulation results show that when the number of
welding joints increases to a certain level, partition PSO shows advantage over
basic PSO. However, for the path planning of few welding joints, the superiority is
not reflected. The hybrid GA-PSO proposed in this paper combines the advantages
of both GA and PSO, and the diversity of particles in PSO is greatly increased.
Hence, the global search capability of PSO has been greatly enhanced. Simulation
results show that the result of GA-PSO is the best among all the algorithms, and it is
not affected by the number of welding joints. In future research work, other criteria,
such as the least time consuming, the minimum deformation, and the minimum
energy consumption will be considered in path optimization.

Acknowledgments The authors appreciate the support of Shanghai Natural Science Foundation
(14ZR1409900), Key Program for the Fundamental Research of Shanghai Committee of Science
and Technology (12JC1403400), and National Major Scientific Instruments Equipment Devel-
opment Project (2012YQ15000105).

4 Intelligent Welding Robot Path Planning 31



References

1. Adam A, Abidin AFZ, Ibrahim Z et al (2010) A particle swarm optimization approach to
robotic drill route optimization. In: 2010 fourth Asia international conference on mathematical/
analytical modelling and computer simulation, pp 60–64

2. Kim KY, Kim DW, Nnaji BO (2002) Robot arc welding task sequencing using genetic
algorithms. IIE Trans 34(10):865–880

3. Eberhart RC, Shi Y (2001) Particle swarm optimization: developments, applications and
resources. In: Proceedings of the 2001 congress on evolutionary computation, vol 1, pp 81–86

4. Huilian FAN (2010) Discrete particle swarm optimization for TSP based on neighborhood.
J Comput Inform Syst 6(10):3407–3414

5. Holland JH (1992) Genetic algorithms. Sci Am 267(1):66–72
6. Lim SS, Kim JS, Park JH (2013) Multi-objective genetic algorithm for high-density robotic

workcell. In: 2013 44th international symposium on robotics (ISR), pp 1–3
7. Jeong S, Hasegawa S, Shimoyama K et al (2009) Development and investigation of efficient

GA/PSO-hybrid algorithm applicable to real-world design optimization. IEEE Comput Intell
Mag 4(3):36–44

8. Kao YT, Zahara E (2008) A hybrid genetic algorithm and particle swarm optimization for
multimodal functions. Appl Soft Comput 8(2):849–857

9. Huang HC (2012) FPGA-based hybrid GA-PSO algorithm and its application to global path
planning for mobile robots. Przeglad Elektrotechniczny 88(7B):281–284

10. Kuo RJ, Lin LM (2010) Application of a hybrid of genetic algorithm and particle swarm
optimization algorithm for order clustering. Decis Support Syst 49(4):451–462

11. Wang XW, Shi YP, Gu XS, Ding DY (2014) Partition mutation PSO for welding robot path
optimization. The proceedings of 2014 international conference on robotic welding,
intelligence and automation (RWIA’2014), Shanghai, P. R. China, pp 100–108, 10.25–10.27

32 X.W. Wang et al.



Chapter 5
The Design and Implementation
of a Somatosensory Tactile Actuator
and the Dynamic Calibration System
for Its Output Frequencies

Hui Wang, Bowei Li, Aiguo Song and Quanjun Song

Abstract In this study, based on the characteristics of magnetic steel, we developed
a somatosensory tactile actuator which could generate constant low-frequency
vibration stimulation. Moreover, based on the relationship between input stresses
and output voltages of polyvinylidene fluoride (PVDF) membrane working as
a piezoelectric film sensor, a dynamic calibration system for stimulator’s output
frequencies was designed later. We could get the actual excitation frequency of
actuator based on spectral analysis of the output voltage of PVDF membrane. And so
the output frequency of controller could be collected according to the frequency
calibration curves ultimately. Experimental results showed that the errors between
the expected output frequencies of controller and the actual measured frequencies
of the actuator were quite small. The calibration table was given according to the
fitting curve in the end. It can be looked forward that the developed actuator would
lay a good hardware foundation for carrying out BCI experimental study based on
steady-state somatosensory evoked potentials (SSSEPs) next.

Keywords Stimulation � Tactile vibration � Polyvinylidene fluoride � Piezoelectric
film sensor � Dynamic calibration

5.1 Introduction

Neuroscience research has found that when the body is subject to a periodic external
stimulation of constant frequency, the brain will produce continuous response of
neural electrophysiological signals of the same frequency with the external stimulus

H. Wang (&) � B. Li � A. Song
School of Instrument Science and Engineering, Southeast University, Nanjing 210096, China
e-mail: wanghui@iim.cas.cn

H. Wang � Q. Song
Institute of Intelligent Machines, Hefei Institutes of Physical Science, Chinese Academy
of Sciences, Hefei 230031, China

© Springer-Verlag Berlin Heidelberg 2015
Z. Deng and H. Li (eds.), Proceedings of the 2015 Chinese Intelligent
Automation Conference, Lecture Notes in Electrical Engineering 337,
DOI 10.1007/978-3-662-46463-2_5

33



or with its harmonics. The strength of that response can be indicated by the obtained
voltage signal measured on the scalp or the surface of the skin, and that is called
steady-state evoked potential (SSEP). SSEP is generated from the primary/sec-
ondary sensory cortex of brain areas corresponding to specific patterns of the
stimulation, and steady-state somatosensory evoked potentials (SSSEP) can be
observed in somatosensory cortex after steady-state vibration stimulation [1–3].

In the study of somatosensory evoked potentials (SEP), current pulses are
commonly used to stimulate cutaneous nerves of fingers and toes or the sensory
fibers in the hybrid neural limb stem to achieve the purpose of somatosensory
stimulation. Commonly, that electrical stimulation has high requirements for per-
formance parameters of equipment; moreover, the devices are complicated,
expensive, and with poor flexibility, so that electrical stimulation has limitations in
application. In addition, there are certain traumas and dangers to subjects (if applied
electrical stimulation is too strong, the subjects could produce cramps). By contrast,
applying certain vibratory stimulation can equally be applicable to SEP studies, and
that is noninvasive or low-invasive, easy to be controlled and has higher safety
factor, so a large number of subjects accept it. Therefore, somatosensory stimulus
technology based on the vibration tactile has been widely approved and accepted.
SSSEP is a recently developing brain–computer interface (BCI) paradigm where the
brain response to tactile stimulation of a specific frequency is used [4]. The SSSEP
amplitude modulation caused by selective attention to the outside vibration exci-
tation of constant frequency is increasingly becoming hot at home and abroad in the
field of BCI technology [5–8].

This study developed a portable, flexible, and noninvasive “magnet-style”
somatosensory tactile actuator with high-performance price ratio, which can pro-
duce haptic vibration stimulation of adjustable low frequency that people can feel
precisely. Effective implementation of the somatosensory tactile stimulus would
provide prior basis for SSSEP researches or clinical applications. The project will
help to develop new ways of human–computer exchange in order to achieve the
control of external devices, and it also has great actual significance on the com-
bination of BCI technology and neural engineering.

5.2 Design Principle of Somatosensory Tactile Actuator

The stimulus system utilizes the characteristics of magnetic steel that “the same
polarity brings repulsion and the different polarity brings attraction” to produce the
desired vibration. The whole apparatus includes one square magnetic steel, one
circular magnetic steel, a stepper motor, one shaft housing, one sleeve, a knock-out
pin, and a soleplate. When the stepper motor turns around at a certain rotate speed,
the magnetic steel fixed to the output shaft of the motor which can rotate with it and
the magnetic steel placed in the sleeve which can move up and down have alter-
nating effects of attraction and exclusion based on the characteristics of magnetic
steel. So the knock-out pin is driven up and down, and then the mechanical
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vibratory stimulation of constant frequency is produced. It should be mentioned out
that, the output shaft of the motor and the square magnetic steel are connected by
the shaft housing.

The knock-out pin is one part of the device that can generate vibration, and it
transmits the vibration to the tested finger through the top of the knock-out pin. The
designed circular magnetic steel is connected firmly to the knock-out pin. Copper is
used as the work material for the knock-out pin in order to prevent other substances
from affecting the magnetism and the magnetic force-direction, and there is a M3
screw thread near the bottom of the knock-out pin so that the circular magnetic steel
can be easily set and fixed with the knock-out pin through a screw cap. The upper
part of the knock-out pin is smooth, so it can reduce friction between the knock-out
pin and the cover of sleeve during the vibration; therefore, it can not only prevent
jamming but also reduce vibration noise.

To prevent the permeable material from influencing the work, the main part of
the system is aluminum. The whole mechanical system is placed on one aluminum
base plate, to ensure stability when the motor is rotating. The other aluminum plate
is also fixed on the aluminum base plate vertically so that the output shaft of the
stepper motor embed in the sleeve will not hit the wall of the sleeve. Below the
aluminum base plate, there is glued plastic foam, which can significantly reduce the
noise produced during the system operation. Figure 5.1 is the whole mechanical
physical map.

The host computer sends commands through a wireless transmitting module;
after the wireless receiving module connected to slave computer receives the
command sent by the host computer, it produces pulse signal of certain frequency
according to the command, and the motor driving module drives the motor to rotate
in accordance with the set frequency. Then the square magnetic steel fixed to the
output shaft of the motor which can rotate with it and the circular magnetic steel
placed in the sleeve which can move up and down have alternating effects of
attraction and exclusion based on the characteristics of magnetic steel. Those effects
result in the knock-out pin up and down, producing mechanical vibration stimu-
lation of constant frequency.

Figure 5.2 is the control system flowchart. Upper computer software of the
system realizes the function of port configuration, connection, and disconnection

Fig. 5.1 The whole physical
map of the somatosensory
tactile actuator
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with the wireless signal transmitter, the frequency settings of the actuator, startup
and shutdown of actuator, and so on. Specifically, PC software comprises the serial
communication procedures, after the algorithm design of frequency calculation, it
can establish a stable and reliable connection with the launch pad and send the
stimulus frequency data that the operator set which is precise to the launch pad, then
the launch pad sends the data out. The wireless communication procedures enable
the lower computer to receive PC command accurately, and the lower computer
comprises drive programs of actuator to ensure the accurate control of the actuator.
After the wireless single chip microcomputer receives the data from the launch pad,
it generates the pulse signal of certain frequency according to the received command,
then the stepper motor driver controls speed based on the pulse frequency, and so the
square magnetic steel fixed to the output shaft of the motor rotates with it.

5.3 Calibration of a Somatosensory Tactile Actuator
Based on PVDF Sensor

Polyvinylidene fluoride (PVDF) is a kind of organic polymer material, composed of
many CH2=CF2 (monomer partial fluorine ethylene). So far, PVDF material is
found to be the high polymer material with the highest piezoelectric properties and
it is the new type of flexible organic sensitive material.

Figure 5.3 shows the piezoelectric properties of microunit of PVDF. When the
piezoelectric thin film is under stresses, the relationship between output charges and
external forces is as follows:

qi ¼ dijrj ð5:1Þ

where, qi stands for the output charges of the film per unit area, σj stands for the
confined stresses of the film per unit area, and dij stands for the piezoelectric strain
constant.

Fig. 5.2 The flowchart of control system
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As a new type of piezoelectric macromolecule polymer material, PVDF has
many advantages [9, 10] such as: high piezoelectric voltage constant, light weight,
low density, good flexibility, wide frequency response, low acoustic impedance,
high sensitivity, good stability, ease of processing, and installation. When it is
processed into thin film and is used as a sensor, the effect of vibration response to
the system is very small; therefore, the PVDF sensors have been widely used in the
field of vibration control and structural modal test of beam [11, 12]. The basic
principle of measurement based on PVDF piezoelectric film is: When the PVDF
film is put some stresses on, PVDF microunit can produce induction charge caused
by extrusion, and when the applied stress changes periodically, the measured
charges produced by PVDF piezoelectric film will also be periodical.

The frequency calibration experiment based on PVDF film was carried out on
the tactile actuator. We glued the PVDF film onto the top of the knock-out pin.
When the knock-out pin began to start vibration up and down with certain fre-
quency, it exerted force on the PVDF film, the PVDF film would produce a periodic
charge signal. Then through the charge amplifier, this charge signal was changed
into voltage signal, and then was conditioning amplified. After the acquisition by
PC, based on the Fourier transform of the collected data, we could obtain actual
operating tactile actuator excitation frequency which was the maximum amplitude
of the frequency domain. In this way, mechanical vibration signal could be con-
verted into frequency signal through the PVDF film.

In the calibration experiment, a 10-mm wide and 30-mm long PVDF film was
used. Two metal electrodes were completely covered on the surface of piezoelectric
PVDF films, using 2 mm × 6 mm of copper as the pins. The physical diagram of
calibration system is shown in Fig. 5.4.

The host computer changed the output frequency of controller which ranged
from 0 to 25 Hz. We did four operations, two of which were forward and another
two of which were backward, and so a series of calibration points were got. After
fitting these calibration points, a frequency calibration curve of somatosensory
tactile actuator frequency calibration curve could be obtained.

Figure 5.5 showed the characteristic curves of the frequencies controlled by the
tactile actuator tested both in forward and backward operations.

x

z

y1σ

2σ

3σ

Fig. 5.3 The piezoelectric
properties of microunit of
PVDF

5 The Design and Implementation of a Somatosensory Tactile … 37



Based on the least square principle, we got the equation of fitting curve:

y ¼ 0:9935xþ 0:0748 ð5:2Þ

where, x stands for the actual measured frequencies of the actuator, and y stands for
the expected output frequencies of controller.

Fig. 5.4 The physical diagram of calibration system

Fig. 5.5 Forward and backward stroke curve ranging from 0 to 25 Hz
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The calculation formula for nonlinear error is:

dL ¼ DLmax

UFS
� 100% ð5:3Þ

where, δL stands for nonlinear error, UFS stands for full scale, and ΔLmax stands for
the maximum deviation of ideal curve and the actual curve.

The calculation formula for repeatability error is:

dR ¼ DR
UFS

� 100% ð5:4Þ

where, δR stands for repeatability error, UFS stands for full scale, and ΔR stands for
the max deviation between the co-rotating stroke curves.

Based on the above formulae, we could figure out that the nonlinear error is
0.61 % and the repeatability error is 0.26 %.

In this system, the uncertainties of nonlinear error and repeatability error are
independent of each other, so we can get the synthetic standard uncertainty for the
calibration system:

uc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u21 þ u22

q
ð5:5Þ

where, u1 stands for the uncertainties of nonlinear error and u2 stands for the
uncertainties of repeatability error.

The precision of actuator can be assessed according to the comprehensive error,
the calculating formula is:

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2L þ d2R

q
ð5:6Þ

Its value is equal to the total uncertainty of the system. Based on the above
formula, we can get the synthetic standard uncertainty of this measurement is
0.66 %.

The frequency calibration table for the somatosensory tactile actuator was given
in Table 5.1 according to the fitting curve. In the table, “OF” stands for the expected
output frequencies of controller and “MF” stands for the actual measured fre-
quencies of the actuator.

Table 5.1 Frequency calibration table for the somatosensory tactile actuator

OF/Hz 1 2 3 4 5 6 7 8 9

MF/Hz 0.931 1.938 2.944 3.951 4.957 5.964 6.971 7.977 8.984

OF/Hz 10 11 12 13 14 15 16 17 18

MF/Hz 9.990 10.997 12.003 13.010 14.016 15.023 16.029 17.036 18.043

OF/Hz 19 20 21 22 23 24 25 – –

MF/Hz 19.049 20.056 21.062 22.069 23.075 24.082 25.088 – –
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5.4 Conclusion

In the background of the development of a somatosensory tactile actuator which
could produce some constant low-frequency vibration, combining with the cali-
bration of output frequency parameters in demand, we put forward a design scheme
of automatic test system for stimulator’s output frequency dynamic calibration
based on PVDF membrane, and gave the detailed design of the calibration system.
According to the relationship between the output voltages and the input stresses of
the PVDF film, dynamic mechanical vibration signals were transformed into
electrical signals using the PVDF film. We intended to obtain actual operating
frequency of the stimulator according to frequency spectrum of output voltage after
FFT transform, and finally correct the output frequency of controller according to
the frequency calibration curve. Experimental results showed that the errors
between the expected output frequencies of controller and the actual measured
frequencies of the actuator were quite small, and we gave the calibration table
according to the fitting curve in the end. The actuator developed in this research
would lay a good hardware foundation for carrying out BCI experimental study
based on SSSEPs next.
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Chapter 6
A Visual Feedback Control Framework
Oriented to Lung Branching Pattern
Formation Simulation

Hui Xu, Mingzhu Sun, Jianda Han and Xin Zhao

Abstract Mathematical modeling based on reaction-diffusion partial differential
equations, is a well-known way to study the mechanism of lung branching pattern
formation. However, model parameter identification is one of the key problems in
the research, which is both labor-intensive and of low efficiency. To work out this
problem, a visual feedback control framework is proposed in this paper. The
framework based on automatic control theory is built, by means of pattern feature
feedback, to identify model parameters. The results suggest that this framework is
effective and feasible.

Keywords Visual feedback control framework �Lung branching pattern formation �
Model parameter identification � Pattern feature extraction
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6.1 Introduction

In humans and most other vertebrates, the lung is known as the essential respiratory
organ. Scientists from stem cell biology, molecular biology, biochemistry, theo-
retical modeling, and other disciplines have attempted to understand the mecha-
nisms of lung pattern formation for years [1–3]. Yet it is still a long-standing work.

A well-established paradigm in the theoretical study of lung branching pattern
formation is mathematical modeling based on reaction-diffusion theory proposed by
Turing [4]. Following the work of Turing, Gierer and Meinhardt put forward an
Activator-Inhibitor model [5], which has also been utilized for many other bio-
logical processes [6–9]. In order to investigate the mechanism of lung development
in the modeling study, a suitable model with applicable parameters need to be
chosen, which is capable of reproducing key characteristics of lung [10, 11].
Because different model parameter values lead to different simulation patterns, the
determination of model parameters becomes quite important after the model is
selected. However, such a model comprises many parameters, and most parameter
values need to be estimated from a wide range. Hence, model parameter identifi-
cation is a critical problem in the modeling study of lung pattern formation.

In biological research, researchers manually select the simulation approximate to
the actual biological pattern by trying large quantities of parameter combinations
[10–14]. In this way, the problem of model parameter identification is settled.
However, several obvious disadvantages of this manual selection method, such
as labor-intensive, low-efficiency, and lack of quantitative evaluation criteria can
be seen.

Oriented to simulation of lung branching pattern formation based on reaction-
diffusion partial differential equations, we provide a visual feedback control
framework in this paper. Instead of manual work, this framework can automatically
search out the simulation result that conforms to the target pattern and realize model
parameter identification.

6.2 Visual Feedback Control Framework

The visual feedback control framework, as shown in Fig. 6.1, consists of three
modules: visual simulation module, pattern feature extraction module, and model
parameter identification module. The visual simulation module is equivalent to the
actuator in this feedback control system, in which we present and output the
numerical simulations of the lung branching model as images based on visualiza-
tion; the pattern feature extraction module is equivalent to the sensor, in which we
extract and quantify the features of lung pattern simulation to compare with the
reference input; the model parameter identification module is equivalent to the
controller to realize model parameter correcting.
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The operating procedures of this framework are listed in detail as follows:
Step 1: Input the information about the target pattern and initialize the model

parameters.
Step 2: Numerically solve reaction-diffusion partial differential equations in the

mathematical model with the parameter values, and represent the solutions
by a two-dimensional image as the simulated lung pattern output.

Step 3: Extract and quantitatively describe features of the simulated pattern by a
series of image processing, then take the features as a feedback.

Step 4: Adjust the model parameters by utilizing the pattern feature deviation
between the target pattern and the simulation. If the deviation drops to
zero or this framework reaches its maximum running time limit, then this
framework would stop running and output the simulation result with the
corresponding model parameters. Otherwise go to Step 2.

6.3 Methods of Visual Feedback Control Framework

6.3.1 Visual Simulation Module

In this framework, we use a reaction-diffusion model postulating 4 variables and 14
parameters [11]. The model is defined as:

@A
@t

¼ cA2S
H

� lAþ qAY þ DAr2A

@H
@t

¼ cA2S� vH þ qHY þ DHr2H

@S
@t

¼ c0 � cS� eYSþ DSr2S

@Y
@t

¼ dA� eY þ Y2

1þ f Y2

ð6:1Þ

information input model
parameter

identification
module

model
parameters visual

simulation

module

pattern features

  lung pattern 

simulation output

pattern feature 
extraction

module

Fig. 6.1 Visual feedback control framework
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where A, H, and S, are respectively, the activator BMP-4, the inhibitor MGP, and
the substrate chemical ALK1-TGF-b complex, and Y is a marker variable of cell
differentiation (Y ¼ 1 means the cell is differentiated).

In this model, it is assumed that differentiated cells Y produce the activator A at
rate qA and the inhibitorH at rate qH , with taking up substrate S at rate e. The activator
A is in a process degraded at rate l and diffusing at rate DA requiring S and inhibited
byH. Similarly, the inhibitorH is also produced by A, degraded at rate v, and diffuses
at rateDH . Substrate S, is supplied at rate c0, degrades at rate c, and diffuses at rateDS.
Lastly, Y also can degrade at rate e and increase in the presence of A.

Here, we set model parameters d, qH and e in the equations above, the adjustable
parameters need to be identified according to the lung branching pattern features
selected to quantitatively characterize. More detail on the selection of the identified
parameters will be reported in the following section (see Sect. 6.3.2).

Initial conditions of model are given by setting A ¼ 0:001, H ¼ 0:01, S ¼ 1,
Y ¼ 0, uniformly distributed in space. The constant parameter values used are:
c ¼ 0:002, l ¼ 0:16, qA ¼ 0:03, DA ¼ 0:02, v ¼ 0:04, DH ¼ 0:3, c0 ¼ 0:02,
c ¼ 0:02, DS ¼ 0:06, e ¼ 0:1, f ¼ 10.

We perform numerical simulation of model on a 200 × 200 grid, with no-flux
boundary conditions, using two-step Runge-Kutta methods. We directly save the
solution of the variable Y as the two-dimensional simulation of lung branching
pattern. The simulation is stopped and outputted when the growth of lung branching
pattern reaches a certain degree. In order to improve the simulation efficiency, we
present a parallel computing technique based on Graphics Processing Unit (GPU)
and Compute Unified Device Architecture (CUDA) programming.

6.3.2 Pattern Feature Extraction Module

In this paper, based on the growth characteristics, the lung branching pattern is
roughly divided into four categories: alternating side branching pattern, zygomor-
phic side branching pattern, tip branching pattern, and hybrid branching pattern (see
Fig. 6.2). Alternating side branching pattern and zygomorphic side branching pattern
are formed by monopodial branching in which lateral branches grow on both sides
from a long straight main stem, and secondary lateral branches grow out in the same
way taking lateral branches as main stem, and so on. The distinction between the two
patterns is the symmetry of the side branching growth. Tip branching pattern and
hybrid branching pattern are formed by dichotomous branching in which the main
stem bifurcates into two equally sized branches from its apex, and likewise, each
branch can split into two daughter branches. Hybrid branching pattern can be
considered as a kind of tip branching pattern with side branching growing out. In
view of this, for hybrid branching pattern, we further distinguish whether side
branches grow on either or both the main stem and dichotomous branches.
Figure 6.2d shows the simulation picture of hybrid branching pattern with side
branches growing on both main stem and dichotomous branches.
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Besides pattern category information, we use the width of main stem and the
spacing between two adjacent branches as the extracted pattern features, by con-
sidering the growth morphology of lung branching pattern and biological concerns
on the study of lung development. These extracted pattern features are used to
describe lung branching pattern. Various branching patterns may have different
definitions of the spacing between two adjacent branches with different measure
methods (see Fig. 6.2). In Fig. 6.2, w and s are given as the width of main stem and
the spacing between two adjacent branches. In addition, further analysis indicates
that the change in the values of parameters d; qH and e in the model influences a
change in the pattern features and pattern category information. Thus, d; qH and e
are chosen to be the identified parameters.

To sum up, pattern feature extraction, as shown in Fig. 6.3, proceeds along two
stages: pattern discrimination and feature extraction. We set an unknown branching
pattern as the input object of pattern feature extraction. In the first stage, we judge
whether the unknown pattern is formed by monopodial branching or dichotomous
branching. If its branch growth is entirely monopodial, we further confirm whether
the pattern belongs to alternating side branching pattern or zygomorphic side
branching pattern based on the symmetry of the side branching growth. If its branch
growth is dichotomous, then we judge whether the pattern has side branches or not.
If so, the pattern belongs to hybrid branching pattern, and we should further identify
which kind of hybrid branching the pattern belongs to by determining the growth of
these side branches. Otherwise, the pattern belongs to tip branching pattern. In the
second stage, by knowing the category of the pattern, we extract and quantify the
corresponding features by a series of image processing methods such as skeleton
extraction and pixel scan.

6.3.3 Model Parameter Identification Module

In this framework, we optimize model parameters by using differential evolution
(DE) algorithm, which is an efficient heuristic approach for global optimization in
high-dimensional space based on a stochastic and parallel direct search method [15].

Fig. 6.2 Four different lung branching patterns with labeling corresponding extracted features:
a alternating side branching pattern; b zygomorphic side branching pattern; c tip branching pattern;
d hybrid branching pattern
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We define the cost function as:

F ¼ dx;y þ
Xn

i

ui ai � �aið Þ2 ð6:2Þ

where the Kronecker delta is dx;y ¼ 0; x ¼ y;1; x 6¼ yf g, with x and y representing
the current simulation and the target pattern, n is given as the number of the
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Fig. 6.3 The flowchart of pattern feature extraction
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quantitatively described pattern features, and ai is the ith quantitatively described
feature value of the current simulation, with �ai and ui, respectively, corresponding
to the standard feature value and the feature weight value.

The initial extent of the adjustable parameters is: d 2 0:0050; 0:0200½ �,
qH 2 0:000005; 0:000150½ �, e 2 0:030; 1:200½ �.

6.4 Results

6.4.1 Simulation of Lung Branching Pattern Set
as the Target Pattern

We set different categories of simulation patterns as the target pattern to test this
framework. The feature information about each target pattern with the known
model parameters, is extracted as the reference input of the visual feedback control
framework. Four examples are presented in this section, respectively, for setting
alternating side branching pattern, zygomorphic side branching pattern, tip
branching pattern, and hybrid branching pattern as the target pattern. These target
patterns are shown in the first row of Fig. 6.4, while the corresponding result
patterns, obtained through framework processing, are shown in the second row of
Fig. 6.4. Their pattern feature information and model parameter values are reported
in Table 6.1.

Fig. 6.4 The target patterns and the corresponding result patterns of the framework, in the case of
different categories of simulation patterns set as the target pattern. The first row shows the target
patterns, while the second row shows the corresponding result patterns
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In the example of alternating side branching pattern as the target pattern, with
their shared pattern category and feature information, the result pattern is similar to
the target pattern from the point of view of the growth morphology, and the dif-
ference between their model parameter values is tiny (see Fig. 6.4a1, a2, and
Table 6.1, rows 3 and 4). In the examples of zygomorphic side branching pattern
and tip branching pattern as the target patterns, besides their corresponding target
patterns and result patterns have pattern category and feature information in com-
mon, both result patterns are almost the same as their suitable target patterns, and
there is little difference between the model parameters of their target patterns and
result patterns (see Fig. 6.4b1, b2, c1, c2, and Table 6.1, rows 5, 6, 7, and 8). For
instance, in hybrid branching pattern as the target pattern, the result pattern and
target pattern belong to one branching pattern category, while there is still a feature
distinction between the target pattern and the result pattern; however, the result
pattern is very close to the target pattern; furthermore, both model parameter values
are near (see Fig. 6.4d1, d2, and Table 6.1, rows 9 and 10).

Fig. 6.5 The target patterns
and the corresponding result
patterns of the framework, in
the case of actual lung
branching patterns, are set as
the target pattern. The first
row shows the target patterns,
while the second row shows
the corresponding result
patterns
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6.4.2 Actual Lung Branching Pattern Set
as the Target Pattern

In order to test this framework further, different categories of actual lung branching
patterns are chosen as the target pattern. Two examples are presented as follow, in
which both the target patterns are acquired from the literature [11]. The first
example sets the actual lung pattern that belongs to alternating side branching
pattern as the target pattern in this framework (see Fig. 6.5a1), while the second
example sets the actual lung pattern that belongs to tip branching pattern as the
target pattern (see Fig. 6.5b1). The corresponding result patterns are obtained
through visual feedback control framework processing (see Fig. 6.5a2, b2). The two
examples demonstrate that the proposed framework can find the simulation pattern
approximate to the actual lung pattern.

6.5 Conclusion and Future Work

With the basic principle of feedback control system, the visual feedback control
framework is proposed to solve the problem of model parameter identification in
the modeling study of lung. The results of this framework show that the method
presented in this paper is reasonably feasible and practically significant. Compared
with the manual model parameter selection in biological research, this framework
greatly reduces the staff workload, standardizes the selection criteria, and improves
the overall efficiency. Furthermore, we believe that the design principle of the visual
feedback control framework is not limited to the study of lung development as it
can be easily generalized to other types of biological pattern formation.

In our ongoing work, we are improving and refining our algorithms of the
proposed framework. We also plan to extend our framework to three-dimensional
simulation of lung pattern formation. We will increase the number of the adjustable
model parameters and the extracted features of lung branching pattern, which may
lead to form some new growth patterns of the lung. These studies may make our
framework more closely integrated with biological research and contribute to better
understanding of the biophysical mechanisms of lung pattern formation.
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Chapter 7
Path Following and Obstacle Avoidance
Control Based on Different Fuzzy Grains

Yifei Kong, Chaoyi Chen, Yuequan Yang and Zhiqiang Cao

Abstract This paper presented a hierarchical fuzzy path following control scheme
based on different fuzzy grain size in a class of unknown environment with static
obstacles. By employing fine-grained fuzzy division and design of fuzzy rule table
for the rotation angle and speed of a robot, a more accurate path following control
was achieved, while more effective fuzzy obstacle avoidance was realized with
coarse-grained fuzzy division strategy. The proposed controller was a two-leveled
architecture in which the higher level was the decision-making of the sub-task
switching of path following or obstacle avoidance, while the lower level was
motion control of path following and fuzzy obstacle avoidance. Finally, the sim-
ulation experiments were carried out to demonstrate the feasibility and effectiveness
of the proposed scheme.

Keywords Robot � Fuzzy control � Path following � Obstacle avoidance

7.1 Introduction

With the continuous development of intelligent robotics research, mobile robot
control problem attracts increasing attention, and has become a hotspot in this area.
Based on kinematic model with pole method, a path tracking control method [1]
was proposed by making the path following error below an adjustable threshold
limit to achieve more precise path following control. With backstepping method, an
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underwater robots tracking control [2] was provided in the presence of disturbances
to overcome the problem of defining the initial conditions. As for the problem of
multi-wheeled robot path following, using linearization method to achieve the robot
kinematics model, a lateral position tracking control scheme and longitudinal path
following with using classical correction [3] are given. A nonlinear feedback
control scheme [4] was proposed with a hydrodynamic parameter identification
scheme based on the integral form of a closed-loop control.

Fuzzy control is a method to imitate the way humans think, through the
establishment of mathematical models and rule bases. Fuzzy control was applied to
many robot jobs combined with a variety of algorithms [5, 6] in complex and
unknown environment. Using genetic algorithms to optimize the width and central
value of the parameter membership function, an offline self-optimization scheme [7]
was obtained. For the security and path match issue of robot soccer, a fuzzy control
method [8] was combined to improve the accuracy of path planning to modify
potential field function, the angle of potential field force, and timely adjustment
potential field repulsion. For local minima problems in artificial potential field
method, the repulsion gain coefficient [9] was given to describe the importance of
obstacles around the robot. Based on the adjacent angle between the robot and the
fellowship, three types of fuzzy controllers [10] were employed to achieve local
coordination between robots. An adaptive fuzzy neural network [11] was employed
to realize the real-time online adjustment of the pre-aiming direction of the mobile
robot based on output perturbation angle.

For expected path following circumference type path, this paper presents a
hierarchical fuzzy control program based on different fuzzy grain sizes. The upper
level focuses on the behavior decision, while the lower level completes a fuzzy
control of action. By employing fine grain fuzzy division for rotation angle and
speed of a robot, a more accurate desired path following can be achieved. Consid-
ering the urgency requirement of obstacle avoidance, an effective obstacle avoidance
strategy with coarse-grained fuzzy division is proposed.

7.2 Problem Description

Located in the global coordinate system XOY, suppose that the pose coordinates of
a robot R at the tn time is x tnð Þ; y tnð Þ;w tnð Þð Þ; v! is speed with forward direction of
the robot R, and w is the angle between v! and X ax. At the same time, assume the
first i discrete points of the expected following path is PdðiÞ ¼ ½xi; yi; fi�T , where fi
is the angle between the desired direction of movement (i.e., tangential direction t
the point PdðiÞ), i ¼ 1; 2. . .n, n is the number of discrete points. So, the expected
following path can be expressed as a sequence of discrete points
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Pd 1ð Þ;Pd 2ð Þ. . .Pd nð Þf g. And assuming the sensor detection range of the robot is
[0, D], D is the maximum detection distance of sensors. To achieve the control of
expected path following, the relationship between robot R and the expected
following path of the circumference is shown in Fig. 7.1.

Assume that the discrete-time kinematic model of the robot R is

x tnþ1ð Þ ¼ x tnð Þ þ Tv tnð Þ cosw tnð Þ
y tnþ1ð Þ ¼ y tnð Þ þ Tv tnð Þ sinw tnð Þ
w tnþ1ð Þ ¼w tnð Þ þ Dw tnð Þ

8
><

>:
ð7:1Þ

where T is the sampling period, v represents the linear velocity, Dw represents the
deflection angle. Dw is defined as Du when the robot was on the expected following
path, and Dw is defined as Dh when avoiding an obstacle.

7.3 Fuzzy Control Scheme

As different accuracies are required for different behaviors during the path fol-
lowing movement of the robot, two different fuzzy grain sizes are designed to make
fuzzy partition and fuzzy rules. To achieve more accurate path following when the
robot moves onto the expected path, fine grain size strategy is employed in the
fuzzy partition and the design of the fuzzy rules. But when there is obstacle
avoidance in some instances, the primary task of robot is to avoid round static
obstacles effectively; with relatively lower requirement of accuracy, fuzzy coarse-
grained scheme is utilized. In this paper, two-level hierarchical fuzzy control
scheme is proposed.

Fig. 7.1 Relationship
between robot R and the
expected following path

7 Path Following and Obstacle Avoidance Control Based … 57



7.3.1 Fine Grains with Fuzzy Path Following

Here, the first discussion is on fine-grained control strategy in the scenario that
robot R moves from outside of the desired path to a nearest discrete point PdðiÞ.
Assume the distance between the robot R and a discrete point PdðiÞ is d at tn, the
angle between the direction of robot R and the tangential direction at PdðiÞ is u, and
the direction of movement of robot R at PdðiÞ is tangential direction of PdðiÞ.
Moreover, Du is defined as the deflection angle at tn when R arrives at PdðiÞ
smoothly and finally to follow the desired direction shown in Fig. 7.2.

Now fine-grained fuzzy partition and fuzzy rules design of d and u to achieve
the control value of v and Du. Assume the robot R moves to a discrete point PdðiÞ
with its desired speed direction. Suppose the basic domain of d is ½0;D�, using
fuzzy set VN, QN, N, QF, and VF. The basic domain of u is ½0�; 180��, with the
fuzzy set VS, S, N, B, and VB. In this paper, the basic domain of speed v for the
robot R is [0, 0.3], and the basic domain of deflection Du is ½0�; 90��, with the fuzzy
set VS, S, N, B, and VB. The membership functions of d, u, v, Du are shown in
Fig. 7.3, respectively.

According to d and u, to design the fuzzy rule table to control the speed v and
the deflection angle Du of the robot R, shown in Tables 7.1 and 7.2. Using
Mamdani inference method and height defuzzification method, the solution of
defuzzification of the speed v and the deflection angle Du are as follows:

v ¼
X

k;i

½uku xð Þ ^ uid yð Þuv�=
X

k;i

½uku xð Þ ^ uid yð Þ� ð7:2Þ

Du ¼
X

k;i

½uku xð Þ ^ uid yð Þ�uDu=
X

k;i

½uku xð Þ ^ uid yð Þ� ð7:3Þ

Fig. 7.2 The angle of u and
Du
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where uku xð Þ is the membership degree of u, uid yð Þ is the membership degree of d,
uv is a membership function corresponding to the peak value of v, and uDu is a
membership function corresponding to the peak value of Du. The range set of k is
{VS, S, N, B, VB}, the set of i is {VN, QN, N, QF, VF}.

Here to observe fine-grained control performance with d ¼ 1:2 and u ¼ 100�,
where the fuzzy rules are triggered as follows. When d is QN and u is N, v is S and
Du is N. When d is QN and u is B, v is VS and the Du is B. When d is N and u is
N, v is S and Du is B. When d is N and u is B, v is S and Du is B. Its Mamdani
inference processes are shown from Figs. 7.4, 7.5, 7.6 and 7.7.

According to the Mamdani reasoning, four fuzzy rules have been triggered in d
and u after taking small are 0.77, 0.23, 0.2, and 0.2. Peak values of memberships of
v are 0.75, 0.4, 0.75, and 0.75. The value of u membership function corresponding
peaks are 45, 70, 45, and 70. According to formulas (7.2) and (7.3), the speed of
robot R is 0.7 and Du is 52�.

Table 7.1 The fuzzy rule of
speed v d VN QN N QF VF

u

VS S S N B VB

S S S N N B

N VS S S N N

B VS VS S S N

VB VB VS VS S N

Table 7.2 The fuzzy rule of
deflection Du d VN QN N QF VF

u

VS VS VS VS VS VS

S S N S S S

N VS N N S S

B N B B N N

VB B VB B B N

Fig. 7.3 The membership functions of d, u, v, and Du
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7.3.2 Fuzzy Obstacle Avoidance Control
of Coarse Grains Size

Here only consider the case of circular obstacles. Using the method of [12], the
centroid and radius of a static circular obstacle Obs can easily be computed.
Assume the angle h is positive when the movement direction of robot R is at the
right of the line between the centroid and the obstacle Obs. Otherwise, the h is
negative. The distance between robot R and obstacle Obs is taken as s. And define
the output angle Dh positive in clockwise direction, while Dh is negative in
counterclockwise. Robot R is first required to be capable of feasible and effective
avoidance in the process of global path following. The basic idea of obstacle
avoidance is that robot R turns right with angle Dh when the centroid of Obs is
detected on the left side of movement direction of robot R, and conversely, robot
R turns left with the angle Dh, shown in Fig. 7.8. The dashed line in Fig. 7.8 is the
unfeasible region for the robot with its angle b. If jhj\b=2 at tn, the movement of

Fig. 7.4 The first trigger fuzzy rules corresponding membership

Fig. 7.5 The second trigger fuzzy rules corresponding membership

Fig. 7.6 The third trigger fuzzy rules corresponding membership

Fig. 7.7 The fourth trigger fuzzy rules corresponding membership
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robot R is within unfeasible region. Therefore, design appropriate Dh fuzzy rule so
that robot R moves outside the unfeasible region at tnþ1, that is, hþ Dhj j[ b

2.
At the same time, R moves in the direction away from the center of the obstacle

when the centroid of the obstacle is at the inside of at a path circular trajectory. In
this paper, assume the basic domain of s is [0, D], using fuzzy set N, M, and F. The
basic domain of h is ½�90�; 90�� with fuzzy set L, Z, and R. The basic domain of Dh
is ½�90�; 90�� with fuzzy set L, Z, and R. The basic domain of v is ½0; Vmax� with
fuzzy set S, N, and B. The membership functions of s, h, Dh, and v are shown in
Fig. 7.9. Here, two nested fuzzy controllers are designed to realize the coarse
grained obstacle avoidance control. The upper layer is to determine output
deflection angle Dh according to the value of s and h, while the second one is to
obtain the speed control of R through s and Dh.

The fuzzy rule tables of the deflection angle Dh and the speed v are shown in
Tables 7.3 and 7.4, respectively.

Similarly, according to reasoning and height defuzzification method, by Mam-
dani inference, Dh and v can be obtained as follows:

Dh ¼
X

m;n

½umh ðxÞ ^ uns ðyÞ�uDh=
X

m;n

½umh ðxÞ ^ uns ðyÞ� ð7:4Þ

v ¼
X

m;n

½umDhðxÞ ^ uns ðyÞ�uv=
X

m;n

½umDhðxÞ ^ uns ðyÞ� ð7:5Þ

Fig. 7.8 The obstacle avoidance mode of robot R

Fig. 7.9 Membership functions of s, h, Dh and v, respectively
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where umh xð Þ is the membership of h, uns yð Þ is the membership of s, umDhðxÞ is the
membership of Dh, uDh is the peak of membership function of Dh, and uv is the
peak of membership function of v. The ranges of m is {L, Z, R}, the ranges of n is
{N, M, F}.

7.4 Simulations

In this paper, we use a robot simulation platform All-user based on VC++ to design
two fuzzy controllers, respectively, to achieve the circumference type desired path
following and obstacle avoidance. Assume the radius of robot R is 0.2, and its
maximum speed is 0.3.

Experiment 1: Expected path following is the dual semicircle path set, which
includes the first clockwise and the second counterclockwise one with the center
(16, 16) and (32, 16), respectively, and the radius 6, shown in Fig. 7.10. As the
starting position of robot R is (2.7, 22.1), there are Obs4, Obs5, and Obs6 obstacles
on the desired path. When the obstacle Obs4 was detected, the robot turned right

Table 7.3 Fuzzy rules of
deflection angle Dh h L Z R

s

N L R L

M Z R Z

F Z R Z

Table 7.4 Fuzzy rules of
speed v h L Z R

s

N S S S

M N S N

F B N B

Fig. 7.10 Path following
control in dual semi-
circumference path with
obstacles
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and moved 69 steps to avoid Obs4 effectively. When the distance between robot
and corresponding discrete points was 4, robot R turned right and moved 40 steps to
reach the desired path accurately and then path following continued. When Obs5
was detected, robot R turned left, then moved 36 steps while it turned left and
moved 49 steps to avoid Obs6.

7.5 Conclusions

This paper proposed a hierarchical fuzzy path following control scheme with dif-
ferent fuzzy partition granularity. By employing fine-grain fuzzy division for the
rotation angle and speed of a robot, more accurate path following control was
achieved; and obstacle avoidance was realized with coarse grain fuzzy division
strategy. The high level was the behavioral decision-making, to determine the robot
to follow the desired path or obstacle avoidance, the lower level can achieve fuzzy
desired path following and obstacle avoidance, which was based on different grain
sizes.

Acknowldgments This work is partially supported by the National Natural Science Foundation
of China under Grants 61175111 and 61273352.

References

1. Aicardi M, Cassalino G, Aguiar A, Encarnacao P, Pacsoal A (2001) A planer path following
controller for underactuated marine vehicles. In: IEEE mediterranean conference on control
and automation, pp 456-465

2. Do KD, Pan J (2003) State and output-feedback robust path-following controllers for actuated
ships using Serret-Frenet. Ocean Eng 31(5–6):587–613

3. Liu Z, Ding Y, Jiang Y (2011) Following control of four-wheeled mobile robot. J Cent South
Univ (Sci Technol) 42(5):1348–1353 (in Chinese)

4. Yan Z, Chi D, Zhou J, Zhao Z (2012) NGPC-based path following control of UUV.
J Huazhong Univ Sic Technol (Nat Sci Ed) 40(5):122–124 (in Chinese)

5. Vadakkepat P, Miin OC, Peng X, Lee TH (2004) Fuzzy behavior based control of mobile
robots. IEEE Trans Fuzzy Syst 12(4):559–564

6. Cai C, Yang C (2007) A fuzzy-based collision avoidance approach for multi-robot systems.
IEEE Int Conf Robot Bio 3:451–459

7. Wang J, Xiao L (2009) Collision prevention planning of a multi-robot system based on the
fuzzy control. Ind Control Appl 28(1):451–459 (in Chinese)

8. Su W, Meng R, Chong C (2010) A study on soccer robot path planning with fuzzy artificial
potential field. Int Conf Comput Control Ind Eng 1:386–390

9. Cui GQ, Wang Z, Li CS, Ren K (2011) Fuzzy controller for path planning research of mobile
robot. IEEE Int Conf Syst Sci Eng Des Manuf Inf 2:319–322

7 Path Following and Obstacle Avoidance Control Based … 63



10. Yuan Y, Jiao J, Cao Z, Zhou C (2011) Fuzzy control coordination based hunting of multiple of
multiple autonomous robots. J Huazhong Univ Sci Technol (Nat Sci Ed) 39(II):328–331 (in
Chinese)

11. Qian X, Song A (2012) Path planning for mobile robot based on adaptive fuzzy neural
network. J SE Univ (Nat Sci Ed) 42(4):637–642 (in Chinese)

12. Yang Y, Han F, Cao Z, Tan M, Jin L (2013) Laser sensor based dynamic fitting strategy for
obstacle avoidance control and simulation. J Syst Simul 25(4):704–708 (in Chinese)

64 Y. Kong et al.



Chapter 8
Artificial Immune System Used in Rotating
Machinery Fault Diagnosis

Linhui Zhao, Lihua Zhou, Yaping Dai and Zhongjian Dai

Abstract The concept and application of artificial immune system (AIS) is
summarized together with the introduction of common Fault Diagnosis in Rotation
Machinery. By analysis, the current status of artificial immune system which used
in rotation machinery, comments for the achievements and challenge questions are
given out in this paper. Furthermore, the expectation and prospect about AIS used
in fault diagnosis are discussed also in conclusion.

Keywords Artificial immune system � Fault diagnosis � Rotation machinery

Rotating machinery is essential equipment of the petrochemical, metallurgy, electric
power, aerospace and other industries; once a failure occurs, it will cause huge
economic losses and security problems [1]. Fault diagnosis is an important means
of modern automated production to increase system reliability and safety [2], in the
last decades of development, the field has achieved fruitful results [3–5]. Common
rotating machinery fault diagnosis method includes:

(1) Diagnosis methods based on probability and statistics time series: Literature
[6] analyzes the probability of a dimensionless parameter characteristic dis-
tribution in the time domain and selects distinct characteristic parameters used
for fault diagnosis of rotating machinery.

(2) Signal processing method based on wavelet transform and fractal geometry:
Literature [7] proposed a multiscale slope characteristic extraction method
based on multiresolution wavelet analysis.

(3) Intelligent diagnosis method based on artificial neural network: Literature [8]
using a neural network, using large datasets of 606 different scenarios for
training and testing system, solves the rotating machinery mechanical failure
classification problem.
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In addition to the above-mentioned intelligent methods, there are fault diagnosis
method based on fuzzy logic inference, fault diagnosis method based on fuzzy
neural network, pattern recognition method based on Bayesian decision rule, fault
diagnosis approach based on expert system and intelligent fusion fault diagnosis
methods [9]. However, these methods have varying degrees of drawbacks, such as:
rule-based approach requires a lot of prior knowledge, but prior knowledge is very
difficult to obtain [10]; the difficulties of signal processing based method is it needs
to collect samples of the actual fault, for the cases that the experimental study and
site circumstances are very different, it will affect the reliability of diagnosis [11];
due to the model structure and physical meaning are not clear, neural networks
based method need enough training data to learn failure mode; when new failures
occur, it needs to retrain the entire network [12] and so on.

AIS is a biological immune system simulation, with a powerful information
processing capability, it is an computing paradigm inspired by biological theory,
draws on some features, principles, and models of the immune system for judgment
and decision-making of complex problems [13]. Over the past decade researchers
have proposed artificial immune network model, artificial immune system appli-
cation framework model, the general immune algorithm, negative selection algo-
rithm, clonal selection algorithm, and immune learning algorithm. Compared with
the other methods of rotating machinery fault diagnosis, AIS has advantages of
providing noise tolerance, unsupervised learning, self-organization, articulate
knowledge, forgetting forget seldom-used knowledge, content accessible memory,
etc. Therefore, AIS method overcomes some shortcomings in common rotating
machinery fault diagnosis methods, and does not require extensive prior knowl-
edge, does not need a complete list of abnormal samples, can be keep learning
online, and establish multilayers diagnosis mechanism. Obviously, AIS method
provides us more new ideas for rotating machinery fault diagnosis.

This paper first gives a brief introduction about rotating machinery fault, then
analyzes a variety of artificial immune algorithms applied in the rotating machinery
fault diagnosis, provides an overview of the research status, and summarizes the
research results appear stages; in the last, this paper discusses the development
direction of artificial immune system in rotating machinery fault diagnosis.

8.1 Introduction of Rotating Machinery Fault

Rotating machinery is one of the most critical parts of all kinds of mechanical
equipment, motor is still the most important kind of rotating machinery [14].
Misuse and dynamic loads being the main reasons for the wear of the motor [15].
Induction motor failure can be divided into stator fault which is caused by short
circuit or open circuit of the phase windings, rotor/end ring fault, gap irregular, and
bearing and gear failure [16–19].

With the development of the structure of the rotating machinery, the requirement
of diagnostic accuracy for concurrent fault is increasing, such as rolling bearings,
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gearboxes, and compressors [20]. Early detection and accurate diagnosis of motor
failure is the key to obtain safe and reliable operation in the motor drive system,
early fault detection and diagnosis can quickly repair the motor and shorten the
motor drive system downtime [21]. Accurate diagnosis of rolling bearing failure is
often directly affect the accuracy, reliability, and host life [22]. With the rapid
development of Prognostics and Health Management Technology (PHM), a variety
of diagnostic and predictive techniques have been developed for complex dynamic
systems, designed to improve the reliability and safety of the system [23]. In recent
years, the study of online motor fault diagnosis is heating up, for the online fault
diagnosis plays a crucial role in providing fault tolerance for drive system in the
critical field [24].

8.2 Research Status of AIS in Rotating Machinery
Fault Diagnosis

At present, the main algorithms and models of AIS are negative selection algorithm
(NSA), clonal selection algorithm, and immune network model. Among them, the
negative selection algorithm has the unique characteristics that it does not require a
lot of priori knowledge, and it can use a small amount of normal samples to detect
unlimited abnormal samples, so it has become the core technology in AIS [25].

8.2.1 Negative Selection Algorithm

Biological immune system has a very complex defense mechanism; it can detect
foreign substances and produce antibodies to attack antigens. This capability is
mainly implemented by two types of lymphocytes: B cells and T cells. T cells must
pass through a negative selection procedure carried out in the thymus; only those
that do not match the self-proteins are released, to prevent immune system from
attacking our body, this process is the use of negative selection mechanism.

Literature [26] designs T module and B module, builds the immune system
framework, T module uses real-valued vector negative selection algorithm to gen-
erate an abnormal detector, B module responses to the actual state of the system to
form the alarm module, and feedback them to T module. This reference uses fixed
radius detectors and the number of detectors increased exponentially with the size of
the normal space [27]; in the fault space, the coverage and the overlap of detectors
are difficult to equalize, limiting the application of such negative algorithm.

Literature [28] based on variable radius detector and immune memory cells, the
center and radius variation is stored to memory cells, when a new detector is
generated, its position is dynamically adjusted so that the coverage is improved.
This document uses variable radius detectors, effectively reducing the overlap
between the detectors.
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Literature [22] uses real-valued matching negative selection algorithm to produce
typical fault samples, as the input of radial basis function neural network for rolling
bearings’ fault diagnosis.

NSA does not require a lot of prior knowledge; it is able to distinguish abnormal
state and normal state based on a small amount of normal samples, solving the
engineering problem of hard to get a complete list of exceptions. When the new
failure occurs, NSA does not require retraining to detect the new failure, it only
needs increasing the detectors or redistribution. NSA also has a memory function,
for those failures occurred before, NSA can diagnose them through memory
detectors very quickly. But the NSA is not able to identify the fault types, the initial
generation of detectors consumes a large quantity of time. And it is also need to be
further improved in the other aspects, such as sample represent and detector
represent.

8.2.2 Clonal Selection Algorithm

Clonal selection algorithm (CSA) is inspired by genetic programming and immune
theory. It has continuing learning and memory function, and has been successfully
applied to engineering problems such as character recognition, multi-objective
optimization and traveling salesman problem. Literature [23] used the expression to
describe antibody, use the clone selection algorithm to design classifier, its effec-
tiveness has been verified on a different speed rotating machinery. Literature [24]
uses clonal selection algorithm and genetic algorithm to optimize the structure of
RBF neural network and the selection probability based on density and fitness
improves the convergence performance of neural network.

CSA has good optimization and memory ability; it can find the approximate
optimal solution in the global scope, but also to keep multiple local optima.
Compared with the genetic algorithm, CSA has no “crossover” part, so the con-
vergence rate is faster. However, affinity, proliferation copy operator and mutation
operator of CSA lacks a unified paradigm.

8.2.3 Artificial Immune Network

Jerne proposed the immune network hypothesis in 1974, creating a unique type of
network theory, after that a variety of different types of artificial immune network
(AIN) appeared, successfully applied to fault diagnosis. In Literature [15], initial
individuals are formed by the B cells network which is generated by the original
data, clone individuals are generated by clone and mutation, and B cells are formed
by the initial individuals and clone individuals. B cells produce inhibition when
antibodies recognize each other, so it avoids using antibody’s unlimited growth by
immune network theory and reduce data redundancy. Literature [29] proposed an
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immune network model based on improved fault diagnosis algorithm. It can
adaptively adjust the rule of pruning and threshold of antibody’s affinity according
to the matching relationship between the group of antibodies and the group of
antigens, and overcomes the shortcomings of the AiNet network does not recognize
the new failure.

AIN researches how systems maintain immune stable in a dynamic environment,
mutual restraint relations among antibody groups and among antibody–antigen
groups. AIN avoids infinite antibody population growth, reduces data redundancy
to ensure proper diagnosis and diagnostic time, maintenance homeostasis in fault
diagnosis system. So far, AIN has developed various theories, but relative to the
natural immune system, immune network mechanism is not perfect; reasonable
selection of pruning threshold, affinity thresholds, and other parameters need to be
further studied.

8.3 Research Achievements of AIS in RMFD

AIS in RMFD is in the development stage, aiming at the slowly varying, inter-
mittent, composite, and other characteristics of rotating mechanical failure, experts
and scholars at home and abroad made various of improvements in artificial
immune system, and made a series of valuable achievements. Research achieve-
ments in the existing stage focused on the following aspects.

8.3.1 Dimensionless Indexes as the Detector Sample
to Improve Diagnostic Results

In the RMFD using vibration signal, the time domain vibration waveform is the
simplest and most direct form of expression. In the time domain, the dimensionless
index is sensitive to failure, but vulnerable to variation load, speed, and other con-
ditions. Dimensionless index is not sensitive to disturbance, but it is difficult to search
for the relationship among fault characteristics [30]. Literature [18] build dimen-
sionless immune detectors offline, each detector diagnostic results is transformed into
a distribution of confidence, solving the overlap phenomenon in the dimensionless
parameter ranges, in order to achieve the goal of online fault diagnosis.

8.3.2 Negative Selection Detect Faults Species

Basic NSA can only distinguish abnormal state from the normal state, but cannot
really identify the fault types, so it cannot meet the requirements of the actual
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project. Aiming at this problem, some scholars have developed a variety of negative
selection algorithms which can recognize the fault types. Literature [31] trains
multiple detectors; each detector corresponds to a particular fault, so the fault types
can be obtained according to the activated detector. Literature [32] divides the fault
diagnosis procedure into two layers, the first layer only conducts fault detection,
and the second layer decided the fault types.

8.3.3 CSA Optimize the Detector

The initial detector of negative selection algorithm is randomly generated, which is
often inefficient, therefore negative selection is often combined with CSA, using the
optimization characteristics of CSA to improve the coverage of the detector,
reducing the number of detectors. For example, literature [33] uses CSA to online
updates detectors, effectively improve the coverage of abnormal space while
maintaining a low number of detectors.

8.3.4 CSA for Parameter Optimization in Other Fault
Diagnosis Methods

CSA has advantages of good global search ability and fast convergence speed, it is
often used to optimize parameters. SVM has become one of the most popular
classification methods in software calculation, however, SVM classification accu-
racy depends on the kernel and the penalty parameter. Literature [34] uses a three-
phase motor current, builds feature vectors based on Park’s vector method, and then
uses AIS to regulate SVM’s kernel and penalty parameter, use SVM classification
to recognize broken rotor bar and stator short-circuit fault. Literature [15] uses
artificial immune system to define a data clustering algorithm, selects the RBF
center number and location of the hidden layer neural network adaptively.

8.4 Development Direction of AIS in RMFD

AIS provides new ideas, new methods for RMFD; however, it needs to fit engi-
neering needs in practical application of rotating machinery fault diagnosis.
Rotating machinery fault diagnosis applied in AIS also has the following problems
which are worth studying.
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8.4.1 Issue of NSA to Balance Real-Time Performance
and Coverage

In the negative selection algorithm, normal mode and abnormal mode of rotating
machine are detected by detectors, whose detection accuracy depends on the cov-
erage of non-self-space; the higher the coverage ratio, the higher the accuracy. But
the greater the number of detectors, real-time performance becomes worse too. So,
how to overcome the contradictions between real-time performance and coverage is
a topic worthy of further study.

8.4.2 The Initial Detector Efficiency of the NSA Needs
to Be Improved

After the initial negative selection of the detector selected, fault diagnosis can be
carried through a process of negative selection. Because the initial detection is
randomly generated, the more the number of detectors, the negative selection
process is longer. How to develop more efficient rules of initial detector is one of
the challenging issues of negative selection algorithm.

8.4.3 Immune Algorithm and Immune Principle Need
Further Development

Although various immune algorithms and models in fault diagnosis of rotating
machinery applications get some good results, but they are still somewhat rough for
the construction of AIS, a lot of complex mechanisms of the biological immune
system have not been described and applied in the AIS, which will affect the
effectiveness improvement of artificial immune algorithm, as principle studies, it is
also the basic problem.

8.4.4 Immune Algorithm Complementary
with Other Algorithms

Although CSA has been applied in optimization and conjunction with SVM and
neural networks intelligent method, but theoretical system, experimental validation
and other aspects of combining artificial immune algorithm with other algorithms
have great and expandable study space. In the actual operating environment, there
will be some complex, vague, intermittent nature, and other mechanical fault of
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rotating machinery. AIS can be combined with a fuzzy system, dimming the fixed
parameters of artificial immune systems, such as the radius of the detector, the
number of clones, and improving the capability of artificial immune system
response to fault diagnosis, so we can achieve the correct diagnosis of rotating
machinery composite failure and intermittent faults.

8.5 Summary and Conclusion

In this paper, the application of artificial immune system in rotating machinery fault
diagnosis is reviewed. It introduces the present research situation of negative
selection algorithm, clone selection algorithm, and artificial immune network in the
rotating machinery fault diagnosis. Furthermore, the classifications of the existing
research results are also introduced.

In general, the application of artificial immune system in rotating machinery
fault diagnosis is still in the stage of development, focusing on the negative
selection algorithm, clone selection algorithm and artificial immune network, so we
think we should conduct in-depth research in the following areas: (1) The mech-
anism of the natural immune system combined with the actual production should be
fully studied to develop more effective fault diagnosis algorithm; (2) Mathematical
theory of artificial immune algorithm analysis also needs further research. If a kind
of general-purpose computing paradigm is proposed, it will be more convenient for
rotating machinery fault diagnosis; (3) For using negative selection algorithm to
specific fault diagnosis of rotating machinery efficiency, a kind of method that can
improve the efficiency of initial detector generation rule should be further resear-
ched; (4) Considering artificial immune system combined with fuzzy system, fixed
parameters of the radius of the detector and cloning individual numbers in the
artificial immune system can be blurred to improve the human immune system’s
ability of dealing with uncertainty problems in fault diagnosis and achieve the
correct diagnosis of rotating machinery composite fault and Intermittent fault.

Based on the above analysis, artificial immune method will get more extensive
application in fault diagnosis of rotating machinery.
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Chapter 9
The Application of a Parameter Adaptive
Iterative Learning Control on Three-Axis
Angular Vibration Turntable

Ruoxuan Luan and Zhen Chen

Abstract Angular vibration turntable is an important device in the performance
test of inertial device. First, the mathematical model of the three-axis angular
vibration turntable is established in this paper; second, the iterative learning control
algorithm based on the mathematical model is designed; and considering the sit-
uations of parameter uncertainty and parameter time-varying, in order to improve
the precision during the period of tracking periodic anticipant input, the method of
parameter adaptive is introduced based on the traditional PID iterative learning
control; third, the convergence analysis of the adaptive parameter iterative learning
control algorithm is carried out; finally, the experiments are carried out on the three-
axis angular vibration turntable in order to verify the control algorithm proposed in
this paper. The results of the experiments show that the parameter adaptive iterative
learning control, compared to traditional PID control, can improve the precision of
the system during tracking the periodic input, and the design is of benefit to
reducing the periodic disturbance too.

Keywords Three-axis angular vibration turntable � Iterative learning control �
Parameter adaptive � System disturbance � Robustness

9.1 Introduction

With the rapid development of science and technology, the requirements on the
maneuverability of aircraft and weapons in the aviation, spaceflight field are
increasingly higher. Accordingly, the requirements on the frequency response
bandwidth of inertial navigation devices are even higher [1]. As the test device for
the inertial components, the angular vibration turntable requests higher performance
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index than the device under test. Therefore, it also faces the challenge of moving in
the direction of high frequency response and high acceleration [2].

The traditional PID control algorithm has a history of over 50 years and is still
the most widely used industrial control algorithm [3]. But the PID controller has
simple structure, when the controlled object is of higher order, parameter time-
varying and nonlinear; it is unable to provide favorable control performance. With
the development of the control theory, a variety of new control methods arise in
recent years, including iterative learning control, adaptive control, intelligent con-
trol system, variable structure control, and so on. Iterative learning control (ILC) is
a control theory that could completely track the desired trajectory, it is essentially a
feed forward control, which belongs to a branch of intelligent control [4]. When the
turntable is in vibration mode, it is given a periodic signal so that it has certain
periodic tracking error. When the controlled object contains uncertain parameters or
time-varying parameters, there is a big defect [5, 6]. Therefore, parameters adaptive
iterative learning control (AILC) is introduced in this paper.

9.2 Mathematical Models of the System

Modeling of turntable is mainly modeling of dc motor.
We can get the system transfer function from Fig. 9.1

XðsÞ ¼ 1=Ke

TmTes2 þ Tmsþ 1
UaðsÞ � Ra=KtKe

TmTes2 þ Tmsþ 1
TLðsÞ ð9:1Þ

where Ke is the potential coefficient, Kt is the torque coefficient, thus E ¼ Kex,
Te ¼ KtIa; the mechanical and electrical time constant is Tm ¼ JRa=KtKe, the
electrical time constant is Te ¼ L=Ra; XðsÞ is the Laplace transform of the angular
velocity x, UaðsÞ is the Laplace transform of the input voltage Ua, TLðsÞ is the
Laplace transform for motor disturbance torque TL.

In the practical control process, the motor inductance is often ignored, and then
the Eq. (9.1) can be simplified as the following form:

XðsÞ ¼ 1=Ke

Tmsþ 1
UaðsÞ � Tm=J

Tmsþ 1
TLðsÞ ð9:2Þ
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Fig. 9.1 Dynamic structure of the dc motor

76 R. Luan and Z. Chen



The output voltage is proportional to the amount of input control, that is
u ¼ KuUa. Laplace inverse transformation is made for the Eq. (9.2):

Tm _xþ x ¼ 1
KuKe

u� Tm
J
TL ð9:3Þ

In this paper, TL is simplified as viscous friction Tf , thus TL ¼ Tf ¼ rx, where
r[ 0 is the viscous friction coefficient. Substituting Eq. (9.3) into (9.2), we can
get:

_x ¼ 1
KuKtTm

u� ðr
J
þ 1
Tm

Þx ð9:4Þ

9.3 The Design of Parameter Adaptive Iterative Learning
Control Law

The form of the parameter adaptive iterative learning control law proposed in this
paper is as follows:

ukþ1ðtÞ ¼ ukðtÞ þ KPekþ1ðtÞ þ KD _ekþ1ðtÞ ð9:5Þ

where KP is the proportional parameter, KD is the differential parameter, ekðtÞ is the
tracking error of the kth cycles. Without loss of generality, considering the non-
linear system:

_x tð Þ ¼ g t; xð Þ þ Bu tð Þ
y ¼ Cx

(
ð9:6Þ

where x ¼ x h½ �T , the output equation is y ¼ h.
Make the following assumptions about the system described by Eq. (9.6) [7]: the

nonlinear function g t; xð Þ satisfies the global Lipschitz condition, so there exists a
Lipschitz constant M[ 0, which makes g t; x1ð Þ � g t; x2ð Þk k�M x1 � x2k k.
Theorem 9.1 If the system described by Eqs. (9.5) and (9.6) satisfies the following
conditions: (1) I � KDCBk k\1, (2) xkð0Þ ¼ x0; ðk ¼ 0; 1; 2 � � �Þ, then the output
error sequences DykðtÞf g and the control input error sequences DukðtÞf g converge
to zero, where DykðtÞ ¼ yd � yk, DukðtÞ ¼ ud � uk, thus: lim

k!1
yd � ykð Þ ¼ 0,

lim
k!1

ud � ukð Þ ¼ 0.

Proof let f1 t; xð Þ ¼ g t; xdð Þ � g1 t; xd � xð Þ, DxkðtÞ ¼ xd � xk , 8x 2 Rn, it can be
obtained:
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D _xk ¼ g1 t; xdð Þ þ BDuk
Dyk ¼ CDxk
Dukþ1 ¼ Duk � KPDyk � KDD _yk

8
><

>:
ð9:7Þ

Then it can be obtained from Eq. (9.7):

Dukþ1 ¼ I � KDCBð ÞDuk � KPCDxk � KDCg1 t;Dxkð Þ ð9:8Þ
So we have:

Dukþ1k k ¼ I � KDCBð ÞDuk � KPCDxk � KDCg1 t;Dxkð Þk k
� I � KDCBð ÞDukk k þ KPCDxkk k þ KDCg1 t;Dxkð Þk k
� I � KDCBk k Dukk k þ KPCk k þM KDCk kð Þ Dxkk k
� I � KDCBk k I � KDCBk k Duk�1k k þ gk�1½ � þ gk

� I � KDCBk kkþ1 Du0k k þ
Xk

i¼0

I � KDCBk kk�igi

ð9:9Þ

where gi ¼ KPCk k þM KDCk kð Þ Dxik k, i ¼ 0; 1; . . .; k.
It can be seen from Eq. (9.9): under the condition of I � KDCBk k\1, when

k ! 1, there is Dukþ1k k ! 0. And Dykþ1k k ! 0 can be proved with similar
method. So, if only KD is chosen appropriately that makes I � KDCBk k\1, there is
lim
k!1

yd � ykð Þ ¼ 0 and lim
k!1

ud � ukð Þ ¼ 0.

The parameter adaptive adjusting method is designed as follows:

KP ¼
KP0; k ¼ 1

KP0eiðkÞ
eiðkÞ þ ekðtÞ ; k[ 1

; KD ¼
KD0; k ¼ 1

KD0eiðkÞ
eiðkÞ þ ekðtÞ ; k[ 1

:

8
><

>:

8
><

>:
ð9:10Þ

where eiðkÞ is the cumulative error of the kth cycles, KP0 is the initial value of
proportional parameter, KD0 is the initial value of differential parameter, which can
be chosen according to the actual situation.

9.4 Experimental Results and Analysis

In order to verify the effectiveness of the AILC control algorithm proposed in this
paper, the experiments are carried out on a three-axis angular vibration turntable.

9.4.1 Experiment 1

Considering the two cases of AILC and ILC: (1) in the case of AILC, the parameters
are chosen as KP0 ¼ 0:5, KD0 ¼ 0:001; (2) in the case of ILC, in order to facilitate
comparison, the parameters are chosen as KP ¼ KP0 ¼ 0:5, KD ¼ KD0 ¼ 0:001.
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Let the three-axis angular vibration turntable do sinusoidal vibration with an
amplitude of 0:1� and frequency of 10 Hz. The experimental result curves of the
two cases are as follows (the ordinate shows the angle value whose unit is (�), the
abscissa shows time and the sampling frequency of the data is 100 Hz):

It can be seen from Figs. 9.2 and 9.3, AILC can make the three-axis angular
vibration turntable track the target curve faster. In the case of AILC, the turntable
needs 1.9 s to track the target curve while ILC needs 2.8 s. The convergence speed
of the system is greatly improved through parameter adaptive adjusting. When the
system is stable, the steady-state error of AILC is 0:0002� while ILC is 0:0003�.
Therefore, under the control of AILC control algorithm proposed in this paper, the
three-axis angular vibration turntable has better tracking performance and strong
robustness to the uncertain disturbance (Table 9.1).

Fig. 9.2 The tracking curve

Fig. 9.3 The error curve
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9.4.2 Experiment 2

Choose different parameter values, and compare the experimental results.
The curves of the experimental results are as follows:
As shown in Figs. 9.4, 9.5, and 9.6, the convergence time (s) and steady-state

maximum error (�) of different parameters are shown in Table 9.2:

Table 9.1 The three groups of parameter values

KP0 KD0

Parameter 1 0.5 0.001

Parameter 2 0.55 0.001

Parameter 3 0.5 0.002

Fig. 9.4 Parameter 1

Fig. 9.5 Parameter 2
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It can be seen from Experiment 2, AILC can achieve better control effect by
adjusting the values of KP0 and KD0. And the control effects of the three groups of
parameter values are all better than that of ILC.

In summary, the parameter adaptive iterative learning control law proposed in
this paper has better control effect and stronger robustness, compared with
parameter fixed iterative learning control law.

9.5 Conclusions

In this paper, a parameter adaptive iterative learning control algorithm is proposed
and experiments are carried out on a three-axis angular vibration turntable to verify
the effectiveness of the control algorithm.

The results of the experiments indicate that the parameter adaptive iterative
learning control law proposed in this paper improves the tracking performance of
the three-axis angular vibration turntable obviously, compared with the parameter
fixed iterative learning control law. The turntable can track the target signal faster
and has a stronger robustness to the uncertain disturbance. It can be seen that the
parameter adaptive iterative learning control can be used in angular vibration
turntable control. Since the convergence time of the system is relatively long, the
parameter adaptive iterative learning control can be combined with other control
methods in the practical application in the future, in order to make the system have
faster convergence time without sacrificing the accuracy.

Fig. 9.6 Parameter 3

Table 9.2 Convergence time
and Steady-state error Convergence time Steady-state error

Parameter 1 1.9 0.0002

Parameter 2 2.0 0.0003

Parameter 3 2.2 0.0005
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Chapter 10
Position Control of Interior Permanent
Synchronous Motor Based on Improved
Shakeless Fuzzy Controller

Mingling Shao, Haisheng Yu, Zihan Wang, Hongchao Xie
and Shuai Zhao

Abstract The intelligent control method and maximum torque per ampere
(MTPA) principle are used to develop the modeling and position control of interior
permanent magnet synchronous motor (IPMSM) in this paper. As the conventional
fuzzy controller adopts fixed output scaling factor and it has the problem of output
shaking, the steady-state accuracy of conventional fuzzy controller is not high. In
order to improve the dynamic response characteristics for a high-precision position
servo system of IPMSM, a new scheme based on single neuron control online
adjusting the output scaling factor of shakeless fuzzy controller is proposed. Then
the improved shakeless fuzzy controller is applied to the IPMSM servo system as a
position controller, which can realize accurate position control. The simulation
results show that the proposed scheme exhibits good position control and load
torque disturbances attenuation performances.

Keywords Permanent magnet synchronous motor �Maximum torque per ampere �
Fuzzy controller � Single neuron control

10.1 Introduction

Recently, interior permanent magnet synchronous motor (IPMSM) drives play a
vitally important role in motion-control applications [1]. This is mainly due to their
compact size, high efficiency, high power density, large torque to inertia ratio, and
low rotor losses [2]. It has been known that IPMSM is a multivariable and strong
coupled nonlinear system [3]. In recent years, many intelligent control techniques,
such as fuzzy control [4], neural networks control, and other control methods have
been developed and applied to the position control of servo motor drives to obtain
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high operating performance. The fuzzy logic and neural networks are capable of
approximating any continuous nonlinear functions to arbitrary accuracy [5]. Aiming
at the parameters of the shakeless fuzzy controller, the single neuron control is
introduced to adjust the output scaling factor online. Then, in order to verify the
performance of the proposed algorithm controller, the IPMSM position servo
system using the improved shakeless fuzzy controller in MTPA is simulated. The
simulations show that the proposed algorithm controller has faster position response
and better anti-interference ability.

The remainder of the paper is organized as follows. In Sect. 10.2, the model of
IPMSM drive is described. The control principle and positions design are described
in Sect. 10.3. Then the stability of the system is analyzed in Sect. 10.4. In
Sect. 10.5, the simulation results are given. Finally, some conclusions are presented.

10.2 Model of IPMSM Drive

The system model of the IPMSM model can be described in a synchronously
rotating d � q reference frame as [6]

Ld
did
dt

¼ �Rsid þ npxLqiq þ ud

Lq
diq
dt

¼ �Rsiq � npxLdid � npxUþ uq

J
dx
dt

¼ s� sL ¼ np Ld � Lq
� �

idiq þ Uiq
� �� sL

dh
dt

¼ x

8>>>>>>>>>><
>>>>>>>>>>:

ð10:1Þ

where U is the rotor flux linking the stator, np is the number of pole pairs, J is the
moment of inertia, Rs is the stator resistance, Ld and Lq are d—axes and q—axes
stator inductances, respectively, x and h are mechanical angular speed and position
of rotor, s and sL are electromagnetic and load torque respectively.

10.3 Control Principle of the IPMSM Servo System

The simulation model is built according to the structure shown in Fig. 10.1. Here,
MTPA control strategy is adopted and it is a kind of torque optimization control
strategy. PI algorithms are applied to the two current-loops and speed-loop,
respectively. However, the general shakeless fuzzy controller adopting fixed
parameters is difficult to adapt to the control performance of the system. Therefore,
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with the purpose to solve this problem, on the basis of shakeless fuzzy controller,
the method using single neuron control adjusting the output scaling factor online is
proposed. Further, the new controller is adopted as the position controller.

10.3.1 Position-Loop Controller Design

A improved shakeless fuzzy controller based on single neuron control to adjust the
output scaling factor is designed in this section.

The output of shakeless fuzzy controller can be described as follows: [7]

x� kð Þ ¼ f e kð Þ;De kð Þð Þ � Ku � e kð Þ þ 1
Ti

Zkþ1ð ÞT

kT

e kð Þds ð10:2Þ

Ku ¼ Ku0 þ Kuc ð10:3Þ

where e kð Þ ¼ h� kð Þ � h kð Þ is defined as the position error of IPMSM servo system,
h� kð Þ is the reference position, h kð Þ is the actual position. And Ke and Kec are the
input scaling factors, Ku is the whole output scaling factor, Ku0 is the output scaling
factor of fuzzy controller, Kuc the output of single neuron control, Ti is the integral
time constant, f e kð Þ;De kð Þð Þ is the output of fuzzy logic inference system in fuzzy
controller [8].

When e kð Þ is almost equal to zero, f e kð Þ;De kð Þð Þ � Ku � e kð Þ is also tending to
zero, avoiding steady-state shaking problem. The Ku is adjusted by the output of
single neuron control. The adjustment of weight coefficient for single neuron
control is realized by the Hebb learning rule [8].

10.3.2 Speed-Loop Controller Design

The electromagnetic torque s� is obtained through the PI controller using speed
error. Speed-loop controller C1 is

s� ¼ Kp1Dxþ Ki1

Z t

0

Dxdt ð10:4Þ

where Dx ¼ x� � x, Kp1 and Ki1 are proportional and integral coefficients.
To get maximum torque output, the maximum torque per ampere (MTPA)

principle is used in IPMSM position servo system [9]. Define is ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
i2d þ i2q

q
,

id ¼ �is sin b, iq ¼ is cos b, under this situation, Eq. (10.1) can be reconstructed as
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s ¼ np Uis cos b� 1
2

Ld � Lq
� �

i2s sinð2bÞ
� �

ð10:5Þ

to satisfy the MTPA principle, the following conditions need to be satisfied ds
db ¼ 0,

d2
s

db2 \0, adopting the MTPA principle, we have s ¼ s�, iq ¼ i�q and id ¼ i�d , we can

obtain

i�d i�d �
U

Ld � Lq

	 
3

¼ s�

np Ld � Lq
� �

" #2

; i�q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ui�d þ Ld � Lq

� �
i�d
� �2

Ld � Lq

s
ð10:6Þ

10.3.3 d—Axes and q—Axes Current-Loop Design

The d—axes current-loop controller C2 is

u�d ¼ Kp2Did þ Ki2

Z t

0

Diddt ð10:7Þ

where Did ¼ i�d � id , Kp2 and Ki2 are proportional and integral coefficients.
The q—axes current-loop controller C3 is

u�q ¼ Kp3Diq þ Ki3

Z t

0

Diqdt ð10:8Þ

where Diq ¼ i�q � iq, Kp3 and Ki3 are proportional and integral coefficients.
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10.4 Stability Analysis of Position Servo Control System

Lyapunov stability theorem is used to analyze the stability of position system.
The discrete Lyapunov function is selected as V kð Þ ¼ 1

2 e
2 kð Þ[ 0, where e kð Þ is

the defined position error of IPMSM servo system. The Lyapunov’s convergence
criterion must be satisfied such that V kð ÞDV kð Þ\0, where DV kð Þ ¼ V kð Þ �
V k � 1ð Þ is the change in the Lyapunov function.

The stability condition is satisfied when DV kð Þ\0. The DV kð Þ is given by

DV kð Þ ¼ 1
2

e2 kð Þ � e2 k � 1ð Þ� � ð10:9Þ

fuzzy equation for the IPMSM position control is calculated by

W� kð Þ ¼ W� k � 1ð Þ � E k � 1ð Þ � R ð10:10Þ

where “�” is synthetic operator, W� kð Þ and E kð Þ are fuzzy variables of x� kð Þ and
e kð Þ, respectively. By using (10.2) and (10.10), we can obtain

x� kð Þ ¼DD W� kð Þ ^ E kð Þ½ � � Rf g

¼ f e kð Þ;De kð Þð Þ � Ku � e kð Þ þ 1
Ti

Zkþ1ð ÞT

kT

e kð Þds
ð10:11Þ

hence, the position error e kð Þ is stated as

e kð Þ ¼
DD W� kð Þ ^ E kð Þ½ � � Rf g � 1

Ti

R kþ1ð ÞT
kT e kð Þds

h i
f e kð Þ;De kð Þð Þ � Ku

ð10:12Þ

where DD is the solution of fuzzy operator.
The solution of fuzzy operator DD is choose as

DD W� kð Þ ^ E kð Þ½ � � Rf g ¼ f e kð Þ;De kð Þð Þ � Ku � 14 e k � 1ð Þ þ 1
Ti

Zkþ1ð ÞT

kT

e kð Þds

under such a condition, e kð Þ can be rewritten as the following equation

e kð Þ ¼ � 1
4
e k � 1ð Þ ð10:13Þ

the term DV kð Þ can be expressed as DV kð Þ ¼ � 15
32 e

2 k � 1ð Þ\0, so V kð Þ is positive
definite, DV kð Þ is negative definite.

Applying Lyapunov stability theorem, the IPMSM position system is stable.
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10.5 Simulation Results

To test the performance of improved shakeless fuzzy controller, simulations of IPMSM
system have been performed by using MATLAB/Simulink. The parameters are given:
Rs ¼ 2:875X, Ld ¼ 0:0045H, Lq ¼ 0:0085H, U ¼ 0:175Wb, J¼ 0:025 kgm2,
np ¼ 4. In Figs. 10.2, 10.3 and 10.4, at t ¼ 0 s, the rotor given position is 16 rad, the
given load torque is 1Nm, and at t ¼ 0:6 s, the load torque is 2Nm.

The position response curve based on the improved shakeless fuzzy controller
and based on the shakeless fuzzy controller is given in Fig. 10.2. From Fig. 10.2, it
can be seen that IPMSM based on the improved shakeless fuzzy controller has
advantages of faster response time than that based on the shakeless fuzzy controller.
Figures 10.3 and 10.4 illustrate the speed response curve, stator current response
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curve, and based on the improved shakeless fuzzy controller, respectively. Obvi-
ously, when load torque mutations, speed of the motor is almost not influenced by
external disturbances.

10.6 Conclusions

In this paper, IPMSM position control system is a complex system that has the
characteristics of nonlinearity, strong coupling, and multivariable. The conventional
shaklelss fuzzy controller cannot adapt to the continuous change of process as its
fixed parameters. To improve the performance of the IPMSM system, the improved
shakeless fuzzy controller based on the single neuron control is designed. Then
IPMSM position system using the proposed controller in MTPA controller is
simulated by MATLAB/Simulink. The simulation results show that the proposed
algorithm ensures a high degree of position precision and a high degree of dynamic
response characteristics than the conventional fuzzy controller.
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Chapter 11
Modeling and Stability Analysis
for Networked Hierarchical Control
of Islanded Microgrid

Lizhen Wu, Xusheng Yang, Hu Zhou and Xiaohong Hao

Abstract The microgrids (MGs) are key elements for integrating distributed
energy resources as well as distributed energy-storage systems. In this paper, a
network-based hierarchical control scheme is proposed for the enhancement of
frequency, voltage quality in MGs. The primary control includes the droop method
and the virtual impedance loops, in order to share active and reactive power.
The secondary control restores the frequency and amplitude deviations produced
by the primary control. And the tertiary control regulates the power flow between
the grid and the Microgrid. Also, a distributed networked control system is used in
order to implement a distributed secondary control (DSC) thus avoiding the use of a
microGrid central control (MGCC). The frequency and voltage of the MGs not
only ensures reactive proposed approach, but also able to restore power sharing.
The modeling and stability analyses of the hierarchical control system are derived.
Real-time simulation results from hierarchical-controlled MGs are provided to show
the feasibility of the proposed approach.

Keywords Distributed generation (DG) � Network-based hierarchical control �
Microgrids (MGs) � Distributed secondary control (DSC)

11.1 Introduction

Recently, microgrids have been emerging as a framework for testing future smart
grid issues in small scale. MGs are local grids that comprise different technologies
such as power electronics converters; distributed generations, energy-storage
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systems, and telecommunications which can operate connected to the traditional
centralized grid, but also could operate autonomously in islanded mode [1].

However, apart from these obvious benefits of MGs, their introduction into the
traditional distribution network raises many new challenges; with one of the most
important being the frequency and voltage participation in islanded operation mode.
Control strategies have an important role to provide global stability in MGs. This
problem has been investigated in recent years. In order to enhance the reliability and
performances of the droop-controlled voltage source inverters (VSIs), virtual
impedance control algorithms have developed providing the inverters with hot-
swap operation, harmonic power sharing, and robustness for large-line power
impedance variations [2–4]. Droop control is a kind of cooperative control that
allows parallel connection of VSIs sharing active and reactive powers. It can be
seen as a primary power control of a synchronous machine. However, droop control
still has several drawbacks such as poor harmonic current sharing and high
dependence on the power line impedances. In order to improve these drawbacks, a
hierarchical control concept from the traditional power system has been introduced
for MGs in [5–7]. The first level of this hierarchy is primary control which is strictly
local and deals with the inner voltage and current control loops and droop control of
the individual DGs, in order to adjust the frequency and amplitude according to
active and reactive power of the units. Secondary control is conceived to com-
pensate frequency and voltage deviations produced inside the MG by the virtual
inertias and output virtual impedances of primary control. Tertiary control is
responsible for global optimization of the MG and managing power flow between
MGs and the distribution network of the main grid [7]. In all of these literatures, a
central secondary control (CSC) has been used in order to manage the MG. The
centralized control strategy has an inherent drawback of the single point of failure,
i.e., all DGs measure signals of interest and send them to a common single MG
central controller (MGCC), an MGCC failure terminates the secondary control
action for all units [8].

In this paper, a networked hierarchical control for multiple parallel VSI system
was developed. A new approach of distributed secondary control (DSC) strategy is
proposed to implement it in a distributed way along the local control with com-
munication systems. This kind of distributed control strategies are also named as
networked control systems (NCS). A simple networked control scheme based on
the industrial network for the DSC of MGs is presented. This way, every DG has its
own local secondary control which can produce appropriate control signal for the
primary control level by using the measurements of other DGs in each sample time.

This paper is organized as follows: Sect. 11.2 provides a networked hierarchical
control structure for the MGs. The DSC of islanded MGs and its modeling and
small-signal stability analysis are presented in Sect. 11.3. Section 11.4 provides
simulation results of an islanded MG evaluating the proposed algorithm for DSC.
Section 11.5 concludes this paper and outlines future research directions.
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11.2 Networked Hierarchical Control Structure of MGs

MGs for standalone and grid-connected applications have been considered in the
past as separate approaches. Nevertheless, nowadays, it is necessary to conceive
flexible MGs that are able to operate in both grid-connected and islanded modes.
Thus, the study of topologies, architectures, planning, and configurations of MGs
are necessary [9]. This paper deals with the hierarchical control of MGs consisting
of the same three control levels as presented in large power systems. Such a kind of
system is supposed to operate over large synchronous machines with high inertias
and inductive networks. However, in power electronic-based MGs, there are no
inertias and the nature of the networks is mainly resistive. Consequently, there are
important differences between both systems that we have to take into account when
designing their control schemes. This three-level hierarchical control is organized as
follows. The primary control deals with the inner control of the DG units, adding
virtual inertias and controlling their output impedances. The secondary control is
conceived to restore the frequency and amplitude deviations produced inside the
MG by the virtual inertias and output virtual impedances. The tertiary control
regulates the power flow between the grid and the MG at the point of common
coupling (PCC). In this paper, we use networked control system (NCS) for MGs.
From the NCS perspective, DSC requires that every DG obtains the global average
of the parameters of interest, i.e., frequency, voltage, and active and/or reactive
power, in order to derive the local control signals. The provision of global averages
is the task of underlying communication infrastructure. Several communication
technologies have been introduced for NCSs, both wired and wireless [10].
Figure 11.1 illustrates the architecture of networked hierarchical control for
islanded MG.

As shown, secondary control is locally embedded in each DG unit, similar to
primary control; however, the local secondary control requires an underlying
communication network to operate properly. In turn, the local secondary controllers
operate on these parameters, regulating the frequency and voltage of the system and
sharing power between the units.

11.3 Distributed Secondary Control of Islanded MGs

Conventional CSC is only responsible for restoring frequency and voltage inside
the whole MG using common measurements of the system. However, DSC using
the proposed communication algorithm is able to not only control frequency and
voltage but also share power between units in the MG.
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11.3.1 Frequency/Voltage Control and Power Sharing

In the distributed strategy, each DG has its own local secondary control to regulate
the frequency. In this sense, each unit measures its frequency at each sampling
instant, averaging the received information from other units and then sending its
average �fMG to the other units through the communication network. The averaged
data are compared with the nominal frequency of f �MG and sent to the secondary
controller of DGi to restore the frequency as follows:

dfs ¼ kpfðf �MG � �fMGÞ þ kif

Z
ðf �MG � �fMGÞdt ð11:1Þ

where kpf and kif are the control parameters of the PI compensator of unit i, and δfs
is the secondary control signal sent to the primary control level in order to remove
the frequency deviations.

Similar approach can be used as in the distributed frequency control one, in
which each inverter will measure the voltage error, and tries to compensate the
voltage deviation caused by the Q-V droop. In this secondary voltage control
strategy, after calculating the average value of voltage �EMG that is based on the
information exchanged over the communication network, every local secondary
controller measures the voltage error and compares it with the voltage reference
E�
MG. In the next step, the local secondary controller sends control signal δEs to the
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Communications
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Primary
control

Secondary
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control
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control

Secondary
control

DG1 DGNDG0

Secondary
control

Communication   Network
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Fig. 11.1 The architecture of networked hierarchical control for islanded MGs
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primary level of control as a set point to compensate for the voltage deviation. The
voltage restoration control loop of DGi can be expressed as follows:

dEs ¼ kpEðE�
MG � �EMGÞ þ kiE

Z
ðE�

MG � �EMGÞdt ð11:2Þ

With kpE and kiE are the PI controller parameters of the voltage secondary control.
In a low R/X MG, reactive power is difficult to be precisely shared between units
using Q-V droop control, since voltage is not common in the whole system as
opposed to frequency. A solution is to implement a distributed average power
sharing in the secondary loop, where the averaging is performed through the
communication network. The averaging power process is done in each DG, so that
finally, as the information is common, all of them will have the same reference.
Therefore, the reactive power sharing can be expressed as

dQs ¼ kpQðQi � �QMGÞ þ kiQ

Z
ðQi � �QMGÞdt ð11:3Þ

where kpQ and kiQ are the PI controller parameters, Qi is the locally calculated
reactive power (which can be active power in the case of high-resistive-line MGs),
�QMG is the average power obtained through the communication network, and δQs is
the control signal produced by the secondary control in each sample instant and
afterward sent to the primary loop.

11.3.2 Modeling and Small-Signal Stability Analysis

Figure 11.2 shows the equivalent circuit of n inverters connected to an AC bus. It is
assumed that the output impedance of the inverters is mainly inductive (θ = 90°). In
order to analyze the stability of the system and to adjust the parameters of DSC, a
small-signal model has been developed. In this situation, the active power and
reactive power injected into the bus by every inverter are expressed as the following
equations [11]:

Pi ¼ EiV sin/i

Xi
; Qi ¼ EiV cos/i � V2

Xi
ð11:4Þ

where Ei and V are the amplitudes of the ith inverter output voltage and the
common bus voltage, /i is the power angle of the inverter, and Xi is the magnitude
of the output reactance for the ith inverter. From the above equations, it can be seen
that if the phase difference between Ei and V is small enough, the active power is
strongly influenced by power angle /i, and the reactive power flow depends on the
voltage amplitude difference. Consequently, the frequency and the amplitude of the
inverter output voltage can be expressed by the droops control method as [11].
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xi ¼ x� � kpPi

Ei ¼ E� � kqQi

(
ð11:5Þ

where ω∗and E∗are the output voltage frequency and amplitude references, and kp
and kq are the droop frequency and amplitude coefficients. As aforementioned, the
outputs of secondary control obtained through (11.1–11.3) are added to the droops
to shift the droop lines in order to restore the frequency and voltage of the system
and to share the power between the units. Therefore, (11.5) are updated as,

xi ¼x� � kppi þ dxs

Ei ¼E� � kqQi þ dEs þ dQs

(
ð11:6Þ

So a small-signal model is obtained by linearizing (11.4–11.6) at operating
points Pie, Qie, Eie, Ve, and /ie as follows:

DxiðsÞ ¼Dx�ðsÞ � kpDpiðsÞ þ DxsðsÞ
DEiðSÞ ¼DE�ðsÞ � kqDQiðsÞ þ DEsðSÞ þ DQsðsÞ

(
ð11:7Þ

D/i ¼
Z

Dxidt ð11:8Þ

DpiðsÞ ¼ GD/iðsÞ ð11:9Þ

DQiðsÞ ¼ HDEiðsÞ þ FDVðsÞ ð11:10Þ

where

G ¼ EieVe cos/ie

Xi
; H ¼ 2Eie � Ve cos/ie

Xi
; F ¼ �Eie cos/ie

Xi
ð11:11Þ
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Figure 11.2 show the small-signal representation of frequency and voltage
control and reactive power sharing control model. The dynamics of the system
around the operating point may be expressed in state-space form as follows:

_xðtÞ ¼ AxðtÞ ð11:12Þ

The frequency control model, x ¼ ½x1; x2; x3; x4�T and A is

A ¼

� 1
sp

0 0 G

� kp
sp

� 1þkpf
s 1 0

0 � kif
s 0 0

� kp
sp

� kpf
s 1 0

2
66664

3
77775

ð11:13Þ

To realize the droop functions, it is necessary to employ low-pass filters (LPFs) in
order to calculate the active and reactive power from the instantaneous power. The
state variables x1, x2, x3, and x4 are assigned to the output of LPF, PLL, PI con-
troller, and the integral term of the power angle, respectively.

For voltage control, x ¼ ½x1; x2�T and A is

A ¼
1þ kpE þ kqH
spð1þ kpEÞ

H
1þ kpE

kqkiE
spð1þ kpEÞ � kiE

1þ kpE

2
664

3
775 ð11:14Þ

where x1 and x2 are chosen as the state variable of LPF and PI controller. Note that
in the related analysis, the communication delay and packet losses were assumed to
be negligible.

11.4 Simulation Results

For the calculation of plant parameters (G, H, and F), we can choose Eie = 1 per
unit, Ve = 1 per unit, and ϕie = 0. Moreover, we assume Xi = 0.001 per unit. Other
needed parameters can be found in reference [12].

Figure 11.3 shows the trajectory of the low-frequency eigenvalues of both the
frequency and voltage models as a function of the secondary control parameters.
From the figure we can see that as the proportional terms of PI controllers are
increased, the eigenvalues of the system move toward an unstable region, making
the system more oscillatory and eventually leading to instability. However, the
integral term parameter has no significant effect on the dynamics of the system.
Similar analysis can be performed for the other parameters of the presented model.
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11.5 Conclusions

In this paper, the evaluation of the hierarchical control is presented and discussed.
A new approach of distributed secondary control based on network for islanded
MGs has been proposed. The primary control includes the droop method and the
virtual impedance loops, in order to share active and reactive power. The secondary
control restores the frequency and amplitude deviations produced by the primary
control. The modeling, controller design, and stability analysis for the microgrids
consist of a number of voltage source inverters (VSIs) operating in parallel are
derived. Simulation results show the good performance of the MG system using the
proposed DSC method. Finally, an impact analysis of communications in frequency
and active power control in hierarchic multi-MG structures, considering both packet
delays and losses is the next work to be done.

Acknowledgments This work was supported by the National Natural Science Foundation of
China (No. 51467009), Science and Technology Foundation of STATE GRID Corporation of
China, The project of Lanzhou science and technology plan (2014-1-162).
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Chapter 12
Variable Thrust Angle Constant
Thrust Rendezvous

Yongqiang Qi and Ding Lv

Abstract In this paper, variable thrust angle (VTA) constant thrust rendezvous is
studied. In particular, the rendezvous process is divided into in-plane motion and
out-plane motion based on the relative motion dynamic model. For the in-plane
motion, the calculation of thrust angle control lows is cast into a convex optimization
problem by introducing a Lyapunov function subject to linear matrix inequalities.
For the out-plane motion, a new algorithm of constant thrust fitting is proposed
through the impulse compensation. The illustrative example is provided to show the
effectiveness of the proposed control design method.

Keywords Rendezvous � Constant thrust � Variable thrust angle � Robust
controller

12.1 Introduction

The problem of rendezvous has been studied and many results have been reported.
For example, the optimal impulsive control method for rendezvous is studied in [1];
adaptive control theory is applied to the rendezvous problem in [2]; an annealing
algorithm method for rendezvous orbital control is proposed in [3]; maneuvers
during rendezvous operations cannot normally be considered as continuous thrust
maneuver or impulsive maneuver [4–6]. In addition, the variable thrust angle
(VTA) constant thrust maneuver, until recent years, has been the least studied.

The purpose of this paper is to study VTA constant thrust rendezvous, in other
words, to design robust closed-loop VTA control laws for the in-plane motion, and
to calculate and compare the fuel consumption under the theoretical continuous
thrust and the actual constant thrust. First of all, for in-plane motion, the robust
control laws for constant thrust VTA satisfying the requirements can be designed by
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solving the convex optimization problem. Then, for out-plane motion, a new
algorithm of constant thrust fitting is proposed by using the impulse compensation
method. Finally, the optimal fuel consumption can be obtained by comparing the
theoretical thrust and the actual constant thrust, and then the actual working times of
the thrusters can be computed using time series analysis method. An illustrative
example shows the effectiveness of the proposed control design method.

12.2 The Robust Variable Thrust Angle Control Laws
for In-plane Motion

The relative motion coordinate system can be established as follows: first, the target
spacecraft is assumed as a rigid body and in a circular orbit, and the relative motion
can be described by Clohessy-Wiltshire equations. Then, the centroid of the target
spacecraft OT is selected as the origin of coordinate, the x-axis is opposite to the
target spacecraft motion, the y-axis is from the center of the earth to the target
spacecraft, the z-axis is determined by the right-handed rule. Then the collision
avoidance process can be divided into in-plane motion and out-plane motion based
on the relative motion dynamic model as follows, where the relative motion
dynamic model of the in-plane motion is:

x
::�2x _y ¼ Fxþgx

m
:: þ 2x _x� 3x2y ¼ Fy þ gy

m

(
ð12:1Þ

where x represents the angular velocity of the target spacecraft. Fx;Fy represent the
vacuum thrust of the chaser and gx; gy represent the sum of the perturbation and
nonlinear factors in the x-axis and in the y-axis, respectively. m represents the mass
of the chaser at the beginning of the collision avoidance maneuver.

Suppose the actual constant thrusts of the chaser are Fx;Fy;Fz, the maximum

thrusts are F
_

x;F
_

y;F
_

z , and the theoretical continuous thrusts are F�
x ;F

�
y ;F

�
z .The

range of the thrust angle in the x-axis hx is defined as shown in Figs. 12.1.
The goal of the collision avoidance maneuver is to design a proper controller for

the chaser, such that the chaser can be asymptotically maneuvered to the target
position. Define the state error vector xeðtÞ ¼ xðtÞ � xtðtÞ, and its state equation can
be obtained as

_xeðtÞ ¼ ðA1 þ DAÞxeðtÞ þ ðB1 þ DBÞuðtÞ
uðtÞ ¼ KxeðtÞ

�
ð12:2Þ
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Lyapunov function is defined as follows:

V ¼ xTe ðtÞPxeðtÞ ð12:3Þ

where P is a positive definite symmetric matrix. According to the system stability
theory, the necessary and sufficient conditions for robust stability of the system
(12.2) are as follow:

ATPþ PA\0 ð12:4Þ

Then a multi-objective controller design strategy is proposed by translating a
multi-objective controller design problem into a convex optimization problem.
And the control input constraints can be met simultaneously. Assuming the initial
conditions satisfy the following inequality, where q is a given positive constant.

xTð0ÞPxð0Þ\q ð12:5Þ

Theorem 12.1 If there exist a corresponding dimension of the matrix L, a symmetric
positive definite matrix X and two parameters e1 [ 0; e2 [ 0, then for sufficient
condition for robust stability there exist a state feedback controller K which can meet
the following conditions simultaneously:

R X L
X �e1 0
LT 0 �e2

0
@

1
A\0; qI xTð0Þ

xð0Þ X

� �
\0; ð12:6Þ

where R ¼ XAT
0 þ A0X þ LTB0 þ B0Lþ e1a2I þ e2b

2I, then the theoretical state
feedback controller K can be calculated as follows:

Fig. 12.1 Variable thrust angle thrusters
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K ¼ LX�1 ¼ K11 K12 K13 K14

K21 K22 K23 K24

� �
ð12:7Þ

Then the following results can be obtained:

Lx
Nx

F̂x cos hx þ Ly
Ny

F̂y sin hy ¼ k11xeðtÞ þ k12yeðtÞ þ k13DVx þ k14DVy

Lx
Nx

F̂x sin hx þ Ly
Ny

F̂y cos hy ¼ k21xeðtÞ þ k22yeðtÞ þ k23DVx þ k24DVy

8>><
>>: ð12:8Þ

Then the thrust angle control lows hx; hy which satisfy the robust stability of the in
plane motion can be obtained from Eq. (12.8).

12.3 Compare Fuel Consumption for the Out-plane
and Calculate the Control Law

The relative motion dynamic model of the out-plane motion:

z
::þx2z ¼ Fz þ gz

m
ð12:9Þ

For the out-plane motion, a new algorithm of constant thrust fitting is proposed
using the impulse compensation method as follows. Suppose the thrusters in the
z-axis can provide different sizes of constant thrust to meet different thrust
requirements.

Constant thrust fitting is proposed by using the impulse compensation method as
follows. Suppose the thrusters in the z-axis can provide different sizes of constant
thrust to meet different thrust requirements. If the theoretical working time of z-axis
thruster in the ith thrust arc t�z ¼ DT\Ti and t�z can be any one of Mi shortest
switching time interval in the ith thrust arc. Without loss of generality, suppose t�z is
the first shortest switching time interval and the impulse error in the z-axis in the ith
thrust arc DIzi can be calculated as follows:

There are Nz þ 1 thrust levels that can be selected and the level of the constant
thrust can be calculated as follows:

Lz ¼
Nz
R TiþDT
Ti

F�
z ðtÞ

�� ��dt
F̂zDT

" #
ð12:10Þ
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Calculate the impulse error.

DIzi ¼ sgn F�
z tð Þ� � ZTiiþDT

Ti

F�
x tð Þ�� ��dt� LzF̂zDT

Nz

������
������ ð12:11Þ

Determine the value of the impulse compensation threshold. Suppose the value of
the impulse compensation threshold is a positive constant c[ 0, if the impulse
error DIzi satisfies the following condition:

ZTiiþDT

Ti

F�
x ðtÞ

�� ��dt � F̂zDT
Nz

Nz
R TiþDT
Ti

F�
z ðtÞ

�� ��
F̂zDT

" #������
������� c ð12:12Þ

the actual constant thrust of the chaser in the z-axis can be calculated as follows:

Fz ¼ sgnðF�
z ðtÞÞ

F̂zDT
Nz

Nz
R TþDTi
Ti

F̂�
z ðtÞ

�� ��dt
F̂zDT

" #
ð12:13Þ

then the chaser will not carry out impulse compensation. Suppose

ZTiþM1DT

Ti

F�
z ðtÞNz

F̂zDT
dt�

ZTiþM1DT

T1þðm1þ1ÞDT

fsgnðF
�
zðtÞÞ

DT

Nz
R Tiþðjþ1ÞDT
TiþjDT F�zðtÞdt

�� ��
F̂zDT

" #
gdt

�������
�������

2
64

3
75

¼ m2

ð12:14Þ

Furthermore, if the impulse error DIzi satisfies the following condition:

½
ZTiþM1DT

Ti

F�
z ðtÞdt�

ZTiþM1DT

T1þðm1þ1ÞDT

fsgnðF�zðtÞÞ
F̂z
Nz

Nz
R Tiþðjþ1ÞDT
TiþjDT F�zðtÞdt

�� ��
F̂zDT

" #
gdt

�������
��������\c

ð12:15Þ

if the impulse error DIzi satisfies the following condition:

½
ZTiþM1DT

Ti

F�
z ðtÞdt�

ZTiþM1DT

T1þðm1þ1ÞDT

fsgnðF�zðtÞÞ
F̂z
Nz

Nz
R Tiþðjþ1ÞDT
TiþjDT F�zðtÞdt

�� ��
F̂zDT

" #
gdt

�������
��������[ c

ð12:16Þ
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then the chaser should carry out impulse compensation and the size of the constant
thrust impulse compensation in the z-axis can be calculated as follows:

DIzi ¼F5m2DT ¼ m2F̂zDT
Nz

; ðF�
z ðtÞ\0Þ

DIzi ¼F6m2DT ¼ �m2F̂zDT
Nz

; ðF�
z ðtÞ[ 0Þ

ð12:17Þ

the actual constant thrust of the chaser in the x-axis can be calculated as follows.
The fuel savings in the x-axis in the ith thrust arc can be calculated as follows:

DPzi ¼
XM1

j¼0

ZTiþðjþ1ÞDT

TiþjDT

p0Nz F�
z ðtÞ

�� ��
F̂z

� sgnðF�
z ðtÞÞp0

Nz
R Tþðjþ1ÞDT
TiþjDT F̂�

z ðtÞ
�� ��dt

F̂zDT

" #( )
dt

ð12:18Þ

Finally, the switch control laws for the rendezvous maneuver can be given in three
axes. For convenience, let us take the time intervals in the ith thrust arc in the x-axis
for example:

Szi ¼ Ti þ jDT ; sgnðF�
z ðtÞÞ

F̂zDT
Nz

Nz
R Tþðjþ1ÞDT
TiþjDT F̂�

z ðtÞ
�� ��dt

F̂zDT

" # !( )
ð12:19Þ

12.4 Simulation Example

The height of target spacecraft is assumed to be 356 km in a circular orbit, then the
mean angular velocity is x ¼ 0:0654� 10�3rad=s and the uncertainty parameters
is assumed as Dx ¼ �1� 10�3rad=s. The initial mass of the chaser is assumed to
be 180 kg at the beginning of rendezvous maneuver. The size of thrusts are
assumed to be �1;200N in three axes and the shortest switching time is DT ¼ 1s
The initial position and velocity of the chaser are assumed to be (1000, 500,
−200 m) and (−10; −5; 2 m/s).

Figure 12.2 shows the change in x, y, z and Vx;Vy;Vz during rendezvous
maneuver.

The results in Fig. 12.3 show the change in Fx;Fy;Fz during rendezvous
maneuver.

The result in Fig. 12.4 shows the trajectory of chaser and the change of the thrust
angles during rendezvous maneuver. It shows that with the switch control control,
the chaser can get to the 20 target positions smoothly.
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Fig. 12.4 The change in the trajectory of the chaser and thrust angles

Fig. 12.3 The change of thrust during rendezvous maneuver

Fig. 12.2 The change of position and velocity during rendezvous maneuver
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The switch control laws can be given according to the sizes and the directions of
the thrust of the chaser. Taking the switch control law in the z-axis as an example:

Szi ¼ fðDT ;�600Þ; . . .; ð27DT ;�100Þ; . . .; ð30DT ; 0Þg ð12:20Þ
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Chapter 13
Robust Control Method Applied
in Constant Thrust Rendezvous Under
Thrust Failure

Yongqiang Qi

Abstract A robust constant thrust rendezvous approach under thrust failure is
proposed based on the relative motion dynamic model. A new algorithm of constant
thrust fitting is proposed through the impulse compensation and the fuel con-
sumption under the theoretical continuous thrust and the actual constant thrust is
calculated and compared. At last, the proposed method has the advantage of saving
fuel is proven and the constant thrust switch control laws are obtained through the
isochronous interpolation method; an illustrative example is provided to show the
effectiveness of the proposed control design method.

Keywords Rendezvous � Constant thrust � Robust controller

13.1 Introduction

Spacecraft rendezvous has been studied during the last few decades. Rendezvous
based on both impulsive thrust and the continuous thrust assumptions have been
extensively researched [1–5]. Although there have been many results in this field,
the rendezvous orbital control problem has not been fully investigated and still
remains challenging. Zhang proposed a robust adaptive integrated translation and
rotation finite-time control of a rigid spacecraft with actuator misalignment and
unknown mass property [2]. Ebrahimi studied the optimal sliding-mode guidance
with terminal velocity constraint for fixed-interval propulsive maneuvers [3]. Hall
proposed minimum-time orbital phasing maneuvers [4]. In actual practice,
however, the thrusts of the spacecraft can be constant thrusts; therefore, maneuver
during rendezvous and docking operations cannot normally be considered as a
continuous thrust maneuver or impulsive maneuver.
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In our previous study [6], a constant thrust spacecraft rendezvous was studied
according to the C-W equations and the analytical solutions. But the traditional
open-loop control method used in our previous studies are not applicable, while
they are often utilized during the long-distance navigation process. To overcome
this problem, a robust closed-loop control laws for constant thrust rendezvous to
enhance the orbital control accuracy is proposed in this paper. And the fuel con-
sumption of constant thrust is less than that of the continuous thrust by using the
method proposed in this paper.

13.2 The Calculation of the Theoretical Continuous Thrust

The relative motion coordinate system can be established as follows: First, the
target spacecraft is assumed as a rigid body and in a circular orbit, and the relative
motion can be described by Clohessy-Wiltshire equations. Then, the centroid of the
target spacecraft OT is selected as the origin of coordinate, the x-axis is opposite to
the target spacecraft motion, the y-axis is from the center of the earth to the target
spacecraft, and the z-axis is determined by the right-handed rule. In this paper,
thrust failure in the y-axis as follows,

€x� 2x _y ¼ Fxþgx
m

€yþ 2x _x� 3x2y ¼ gy
m

€zþ x2z ¼ Fzþgz
m

8><
>: ð13:1Þ

where x represents the angular velocity. Fx;Fz represent the vacuum thrust of the
chaser, gx; gy; gz represent the sum of the perturbation and nonlinear factors in the
three axes, respectively. m represents the mass of the chaser at the beginning of the
rendezvouse. Suppose that the maximum thrusts are F

_

x;F
_

z and the theoretical
thrusts are F�

x ;F
�
y ;F

�
z . The goal of the rendezvouse maneuver is to design a proper

controller for the chaser, such that the chaser can be asymptotically maneuvered to
the target position. Define the state error vector xeðtÞ ¼ xðtÞ � xtðtÞ, and its state
equation can be obtained as

_xeðtÞ ¼ ðA1 þ DAÞxeðtÞ þ ðB1 þ DBÞuðtÞ
uðtÞ ¼ KxeðtÞ

�
ð13:2Þ

Lyapunov function is defined as follows:

V ¼ xTe ðtÞPxeðtÞ ð13:3Þ

where P is a positive definite symmetric matrix. According to the system stability
theory, the necessary and sufficient conditions for robust stability of the system
(13.3) as follows:
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ATPþ PA\0 ð13:4Þ

Then a multiobjective controller design strategy is proposed by translating a
multiobjective controller design problem into a convex optimization problem. And
the control input constraints can be met simultaneously. Assuming the initial
conditions satisfy the following inequality, where q is a given positive constant.

xTð0ÞPxð0Þ\q ð13:5Þ

Theorem 13.1 If there exist a corresponding dimension of the matrix L, a sym-
metric positive definite matrix X and two parameters e1 [ 0; e2 [ 0, then the suf-
ficient condition for robust stability is there exist a state feedback controller K
which can meet the following conditions simultaneously.

R X L
X �e1 0
LT 0 �e2

0
@

1
A\0; qI xTð0Þ

xð0Þ X

� �
\0; ð13:6Þ

where R ¼ XAT
0 þ A0X þ LTB0 þ B0Lþ e1a2I þ e2b

2I, then the theoretical state
feedback controller K can be calculated as follows:

K ¼ LX�1 ¼ K11 K12 K13 K14

K21 K22 K23 K24

� �
ð13:7Þ

Then the following results can be obtained.

Lx
Nx

F̂x cos hx ¼ k11xeðtÞ þ k12yeðtÞ þ k13DVx þ k14DVy

Lx
Nx

F̂x sin hx ¼ k21xeðtÞ þ k22yeðtÞ þ k23DVx þ k24DVy

8>><
>>: ð13:8Þ

Then the thrust angle control lows hx; hy which satisfy the robust stability of the
in-plane motion can be obtained from Eq. (13.9).

13.3 Compare Fuel Consumption for the Out-plane
and Calculate the Control Law

According to the layout of chaser’s thrusters as shown in Fig. 13.1, the actual
constant thrust and the theoretical thrust satisfy the following conditions:
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Fx ¼ F1 þ F3; ðFx [ 0Þ;Fx ¼ F5 þ F7; ðFx\0Þ
Fz ¼ F9; ðFz\0Þ;Fz ¼ F10; ðFz\0Þ

�
ð13:9Þ

The relative motion dynamic model of the out-plane motion:

€zþ x2z ¼ Fz þ gz
m

ð13:10Þ

For the out-plane motion, a new algorithm of constant thrust fitting is proposed
by using the impulse compensation method as follows. Suppose that the thrusters in
the z-axis can provide different sizes of constant thrust to meet different thrust
requirements.

Constant thrust fitting is proposed by using the impulse compensation method as
follows. Suppose that the thrusters in the z-axis can provide different sizes of
constant thrust to meet different thrust requirements. If the theoretical working time
of z-axis thruster in the ith thrust arc t�z ¼ DT\Ti and t�z can be any one of Mi

shortest switching time interval in the ith thrust arc. Without loss of generality,
suppose that t�z is the first shortest switching time interval and the impulse error in
the z-axis in the ith thrust arc DIzi can be calculated as follows:

The chaser’s thrusters in the x-axis can supply high, middle, and low thrust
levels to be selected as follows, and the level of the constant thrust in case I can be
calculated as follows:

jF̂x

3
; j ¼ 0; 1; 2; 3 ; j ¼ 3

R TiþDT
Ti

F�
z ðtÞ

�� ��dt
F̂zDT

" #
ð13:11Þ

Fig. 13.1 The change of position and velocity during rendezvouse maneuver
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Calculate the impulse error.

DIzi ¼ sgnðF�
z ðtÞÞ

Z TiiþDT

Ti

F�
x ðtÞ

�� ��dt � jF̂zDT
3

����
���� ð13:12Þ

Determine the value of the impulse compensation threshold. Suppose that the
value of the impulse compensation threshold is a positive constant c[ 0, if the
impulse error DIzi satisfies the following condition,

ZTiiþDT

Ti

F�
x ðtÞ

�� ��dt � F̂zDT
3

3
R TiþDT
Ti

F�
z ðtÞ

�� ��dt
F̂zDT

" #�������
�������� c ð13:13Þ

the actual constant thrust of the chaser in the z-axis can be calculated as follows:

Fz ¼ sgnðF�
z ðtÞÞ

F̂zDT
3

3
R TþDTi
Ti

F̂�
z ðtÞ

�� ��dt
F̂zDT

" #
ð13:14Þ

then the chaser will not carry out impulse compensation. Suppose that

½
ZTiþM1DT

Ti

F�
z ðtÞNz

F̂zDT
dt�

ZTiþM1DT

T1þðm1þ1ÞDT

fsgnðF
�
z ðtÞÞ

DT

3
R Tiþðjþ1ÞDT
TiþjDT F�

z ðtÞdt
�� ��

F̂zDT

" #
gdt

�������
�������� ¼ m2

ð13:15Þ

Furthermore, if the impulse error DIzi satisfies the following condition,

ZTiþM1DT

Ti

F�
z ðtÞdt�

ZTiþM1DT

T1þðm1þ1ÞDT

fsgnðF�
z ðtÞÞ

F̂z

3

3
R Tiþðjþ1ÞDT
TiþjDT F�

z ðtÞdt
�� ��

F̂zDT

" #
gdt

�������
��������\c

ð13:16Þ

if the impulse error DIzi satisfies the following condition,

ZTiþM1DT

Ti

F�
z ðtÞdt �

ZTiþM1DT

T1þðm1þ1ÞDT

fsgnðF�
z ðtÞÞ

F̂z

3

3
R Tiþðjþ1ÞDT
TiþjDT F�

z ðtÞdt
�� ��

F̂zDT

" #
gdt

�������
��������[ c

ð13:17Þ

then the chaser should carry out impulse compensation and the size of the constant
thrust impulse compensation in the z-axis can be calculated as follows:
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DIzi ¼F5m2DT ¼ m2F̂zDT
3

; ðF�
z ðtÞ\0Þ

DIzi ¼F6m2DT ¼ �m2F̂zDT
3

; ðF�
z ðtÞ[ 0Þ

ð13:18Þ

the actual constant thrust of the chaser in the x-axis can be calculated as follows.
The fuel savings in the x-axis in the ith thrust arc can be calculated as follows:

DPzi ¼
XM1

j¼0

ZTiþðjþ1ÞDT

TiþjDT

(
3p0 F�

z ðtÞ
�� ��
F̂z

� sgnðF�
z ðtÞÞp0

3
R Tþðjþ1ÞDT
TiþjDT F̂�

z ðtÞ
�� ��dt

F̂zDT

" #)
dt

ð13:19Þ

At last, the switch control laws for the rendezvous maneuver can be given in
three axes. For convenience, let us take the time intervals in the ith thrust arc in the
x-axis for example:

Szi ¼ Ti þ jDT ; sgnðF�
z ðtÞÞ

F̂zDT
3

3
R Tþðjþ1ÞDT
TiþjDT F̂�

z ðtÞ
�� ��dt

F̂z

" # !( )
ð13:20Þ

13.4 Simulation Example

The height of target spacecraft is assumed to be 356 km in a circular orbit, then the
mean angular velocity is x ¼ 0:0654� 10�3 rad=s and the uncertainty parameters is
assumed as Dx ¼ �1� 10�3 rad=s. The initial mass of the chaser is assumed to be
180 kg at the beginning of rendezvouse maneuver. The size of thrusts are assumed to
be �1200N in three axes and the shortest switching time is DT ¼ 3 s. The initial
position and velocity of the chaser are assumed to be (1000, 500, −200 m) and (−10;
−5; 2 m/s).

Figure 13.1 show the change of x, y, z, and Vx;Vy;Vz during rendezvouse
maneuver.

The results in Fig. 13.2 show the change of Fx;Fz during rendezvouse maneuver.
The result in Fig. 13.3 shows the trajectory of chaser during rendezvous

maneuver. It can be seen that with the switch control, the chaser can get to the 20
target positions smoothly.

The switch control laws can be given according to the sizes and the directions of
the thrust of the chaser. Taking the switch control law in the z-axis as an example:

Szi ¼ fðDT ; 1200Þ; . . .; ð29DT ; 0Þ; . . .; ð30DT ; 600Þg ð13:21Þ
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Chapter 14
Stabilization of Underactuated Surface
Vessel Based on Backstepping Control
Method

Chuang Zhang and Chen Guo

Abstract To address the problem of stabilization of underactuated surface vessels
with parameter uncertainties and external disturbances, a stabilization control based
on backstepping control method is designed, First, the conditions can make the
system globally stable and prove the correctness of existing conditions using dif-
feomorphism transformation. Then the original stabilization problem can be
changed into an equal new one, and backstepping method is used to construct the
controller of the stabilization function. The controller has global asymptotic sta-
bility. Eventually, simulations of the stabilization control for the underactuated
surface vessel with disturbances or without disturbances are performed. Results
validate the effectiveness of the proposed method.

Keywords Underactuated surface vessels � Stabilization control � Backstepping �
Global asymptotic stabilization

14.1 Introduction

Control of underactuated systems has been one of the active research areas because
of its intrinsic nonlinear nature and practical applications [1]. As a typical example
of underactuated systems, control of an underactuated ship has attracted much
attention recently. The main difficulty with control of underactuated ships is that
they are not actuated in the sway axis. This configuration is by far the most
common among surface ships. Furthermore, unlike underactuated systems with
non-integrable constraints, the surface vessels under consideration are a class of
underactuated systems with non-integrable dynamics and are not transformed into a
driftness system [2]. Nevertheless, the stabilization controller for underactuated
surface vessel is more difficult owing to the conclusion of general non-integrity
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system that cannot be applied to the underactuated system directly [3]. On the
condition of parameter identification of ship’s model being not accurate, to achieve
stabilization control has important practical significance to underactuated surface
vessel.

This paper proposes the stabilization controller based on backstepping for un-
deractuated surface vessel. Diffeomorphism transformation is implemented in order
to construct a new system. Additionally, the stabilization controller is designed
according to backstepping for the system, and thereby ensure that the system is
global asymptotic stabilization.

14.2 System Model

The underactuated surface vessel can be described by the following model [4].

_x ¼ u cosðwÞ � v sinðwÞ
_y ¼ u sinðwÞ þ v cosðwÞ
_w ¼ r
m11 _u ¼ m22vr � d11uþ su
m22 _v ¼ �m11ur � d22v
m33 _r ¼ ðm11 � m22Þuv� d33r þ sr

8>>>>>><
>>>>>>:

ð14:1Þ

where (x, y) represents inertial position and ψ is course in geodetic coordinate
system, u, v, r describe surge, sway, and yaw rate of ship motion in the body fixed
coordinate frame. d11, d22, d33, m11, m22, m33 denote the hydrodynamic damping
and ship inertia including added mass in surge, sway, and yaw. The available
controls are the surge force τu and the yaw control moment τr. However, we do not
have available control in the sway direction, thus the problem of controlling the
ship in three degrees of freedom is an underactuated control problem.

Alternation of control input is defined as

su ¼m22

m11
vr � d11

m11
uþ 1

m11
s1

sr ¼m11 � m22

m33
uv� d33

m33
r þ 1

m33
s3

8>><
>>: ð14:2Þ

Assume A and B are given as follows: A = m11/m22, B = d22/m22. Then by (14.1) and
(14.2), we obtain

_u ¼ su
_v ¼ �Auv� Bv

_r ¼ sr

8><
>: ð14:3Þ
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According to coordinate transformation Z2 = z2 + v/b. Then (z1, Z2) can be trans-
formed as

_z1 ¼ uþ Z2r � v
B
r

_Z2 ¼ �A
B
ur � z1r

8><
>: ð14:4Þ

Then τα is selected as B/A(z1 + α) − r(Z2 − v/B) − τuA/B, Virtual control input α is
adhibited, then

_z1 ¼ � B
A z1 � B

A aþ Z2r � v
B r

Z2 ¼ ar
_z3 ¼ r
_v ¼ �Bvþ Bðz1 þ aÞr
_a ¼ sa
_r ¼ sr

8>>>>>><
>>>>>>:

ð14:5Þ

The same original system as the new system can prove stable after the diffeo-
morphism transform.

f1ðt; x1Þ þ Gðt; xÞx2 ¼
� B

A z1 � B
A a� Z2r � v

B r

�Bvþ Bðz1 þ aÞr

� �
f2ðt; x2; uÞ ¼ ½ ar r sa sr �T

8<
: ð14:6Þ

Theorem For given two cascaded subsystems Σ1 and Σ2, the conditions of global
asymptotic stabilization are as follows [5]:

1. f1(t, x1) is global asymptotic stabilization.
2. G(t, x) satisfy the following condition:

Gðt; xÞk k2 � h1 x2k k2þh2ð x2k k2Þ x1k k2 ð14:7Þ

3. The existence of a control law u in order to make Σ2 stabilization.

Proof System can be rewritten as

_x1 ¼ f1ðt; x1Þ ¼ �B 0
0 � B

A

� �
x1 ¼ Ax1 ð14:8Þ
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As subsystem x1 is linear time invariant system and the matrix is nonsingular,
A + AT is negative. f1(t, x1) is global asymptotic stabilization. From Eq. (14.6),
G(t, x) can be chosen as

Gðt; xÞ ¼ G1ðt; x1Þ þ G2ðt; xÞ

¼ 0 0 0 � v
B

0 0 0 Bz1

� �
þ r 0 � B

A 0

0 0 Br 0

� �
ð14:9Þ

where G1ðt; x1Þk k2 �maxðB; 1=BÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z21 þ v2

p
¼ maxðB; 1=BÞ x1k k2¼ h1 x1k k2

Thus Gðt; xÞk k2 � G1ðt; x1Þk k2 þ G2ðt; xÞk k2 meet condition 2 in Theorem.
The control law u must be designed in order to make subsystem Σ2 stable.

Suppose α and r are virtual control input, from Eq. (14.6), it can be chosen as

y1 ¼ Z2 y2 ¼ a y3 ¼ z3
u1 ¼ r _r ¼ sr u2 ¼ sa

�
ð14:10Þ

In order to realize the desired exponential convergence to zero in Z3, feedback
control input u1 = −k3Z3 of linear should be chosen. As discussed earlier, the
feedback control law u2 should be designed on the basis of backstepping.

A nonnegative control Lyapunov function is chosen to analyze the stability of
system, this function is formed as

V1ðy1Þ ¼ 1
2
y21 ð14:11Þ

y2 is virtual control input of y1. In this paper, we assume that y2 = k1y1/k3y3. The
derivative of V1 along the trajectory of system is

_V1ðy1Þ ¼ y1 _y1 ¼ �k3y1y2y3 ¼ �k1y
2
1; k1 � 0 ð14:12Þ

If you want to meet the system y2 is stable. Define a new variable ζ1, meanwhile
ζ1 = y2 − Ψ1(y1, y3) is Deviation between y2 and virtual control input Ψ1(y1, y3). The
Lyapunov function can be chosen as

V2ðy1; y2Þ ¼ 1
2
f21 þ V1ðy1Þ ð14:13Þ

Then, it follows that

_V2ðy1; y2Þ ¼ f1 _f1 þ _V1ðy1Þ
¼ �k1y

2
1 þ f1ðu2 þ k1ðf1 þW1ðy1; y3ÞÞ � k1y1=y3 � k3y1y3Þ ð14:14Þ

120 C. Zhang and C. Guo



To prove the stability, control law should be defined as

_V2ðy1; y2Þ ¼ �k1y
2
1 � k2f

2
1 � 0; k2 � 0 ð14:15Þ

Therefore, we can write y1 and ζ approaches 0 when t approach ∞.
If you want to meet the first order linear system which is stable, then define a

new variable ζ2, meanwhile ζ2 = u1 − Ψ2(y3) is deviation between u1 and virtual
control input Ψ2(y3). The Lyapunov function can be chosen as

V3ðrÞ ¼ 1
2
f22 þ V2ðy1; y2Þ ð14:16Þ

Then, it follows that

_V3ðrÞ ¼ f2 _f2 þ _V2 ¼ f2ðsr þ k3rÞ � k1y
2
1 � k2f

2
1 ð14:17Þ

For a control law τr, where

sr ¼ �k3r � k4f2 ¼ �k3r � k4ðr þ k3y3Þ ð14:18Þ

Therefore, we can write _V3ðrÞ\0, which completes the proof.

14.3 Simulation Results

To evaluate performance of proposed method, the computer simulation has been
used. Consider an underactuated surface vessel with model parameters as
m11 = 200 kg, m22 = 250 kg, m33 = 80 kg m2, d11 = 70 kg s−1, d22 = 100 kg s−1 and
d33 = 50 kg m2 s−1. Choice of initial condition for the vessel system: [x0, y0, Ψ0, u0,
v0, r0]

T = [5 m, 5 m, π/4 rad, 0 m/s, 0 m/s, 0.5 rad/s]T.

14.3.1 Simulation Results in No Flow Conditions

The control parameters are taken as k1 = 0.8, k2 = 1, k3 = 0.4, k4 = 1.55 and the
simulation time is set to 50 s.

Figure 14.1 displays the course of ship trajectory tracking under the proposed
backstepping law. It is clearly seen that the ship follows the reference trajectory
with high accuracy. Figure 14.2 shows the response of yaw angle and angular
velocity of the surface vessel. System state average index of underactuated surface
vessel can be converged to zero by controller designed by backstepping method,
and better convergence curve. Figure 14.3 shows intermediate variables can be
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converged within 15 s and controller is stabilized to the origin. Curve convergence
rate of y3 is smaller than y1 and y2 due to controller is designed, but time of
convergence is longer.
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14.3.2 Simulation Results in Flow Conditions

The disturbance torque is caused by the flow of the external wind and wave as [6].
The control parameters are taken as k1 = 0.8, k2 = 1, k3 = 0.4, k4 = 1.55 and the

simulation time is set at 50 s.
Figure 14.4 displays the forces applied to the vessel. If stabilized at the origin, it

should provide negative thrust and torque because the initial position is positive.
When underactuated surface vessel is disturbed, the control force and torque
vibrates in the vicinity of the equilibrium point. Figure 14.5 shows the longitudinal
velocity and rate of heading. Figure 14.6 shows the strong robustness and stability
in the vicinity of the origin for the underactuated surface ship in the presence of
disturbances, nevertheless ship trajectory tracking is unideal. Figure 14.7 shows the
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anti-jamming ability of y3 is poor, furthermore, the amplitude of vibration is slightly
larger than the other variables. Because the disturbances are positive, y3 vibrates in
the vicinity of 0.08.

14.4 Conclusion

In this paper, we proposed the new approach to stabilization of underactuated
surface vessel based on backstepping control. Robustness and high performance
can be achieved with the proposed scheme. Simulation results are included to
demonstrate that the maneuvering motion of underactuated surface vessel is sta-
bilized to the origin of the suggested approach, and is applied to engineering
systems of underactuated vessel.
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Chapter 15
BMI Optimization Based on Improved
Path-Following Method in Control

Jian Chen and Chong Lin

Abstract This paper deals with the optimization of the bilinear matrix inequality
problems by using an improved path-following method. First, the existing path-
following method is depicted in detail, including its implementation and limit.
Then, based on a new linearization method, an improved path-following method is
given. In order to enhance the ability of global optimization, a wide range of
perturbation steps is added. Both methods are implemented on static output feed-
back control problems. Finally, a numerical example is presented to show that the
convergence and optimization ability of the improved path-following method are
better than the existing one.

Keywords Bilinear matrix inequalities � Control problem � Path-following
method � Convergence

15.1 Introduction

The bilinear matrix inequality (BMI) problems are not convex optimization prob-
lems due to the bilinear terms in the constraint [1] and, therefore, can have multiple
local solutions. BMI problems are proved to be NP-hard [2]. In recent years,
considerable research effort has been devoted to the development of algorithms to
solve BMI problems. Branch and bound method [3, 4] is a global optimization
algorithm for solving BMIs, which is an implicit enumeration. Based on some
branching rules and bounding approaches, the local minima is decided in order to
obtain the global minimum. But the combination explosion problem is common in
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solving high-order BMI problems. Another simple global optimization algorithm is
random search method [5]. In this method, the probability to find a solution as well
as the number of random trials can be evaluated. The drawback is that the proba-
bility that the algorithm fails is not equal to zero for a finite number of iterations and
the computation complex is still high. The rank minimization approach [1], also a
global optimization method, is based on the semidefinite programming relaxation
approach to indefinite quadratic programming. But the convergence rate is slow and
sometimes it cannot find the global optimum. As global methods have so many
difficulties, most of the algorithms formed in the literature that claim the applica-
bility to control-related problems of practical size are local search algorithms. Most
of the existing local approaches are computationally fast but, depending on the
initial condition, may not converge to the global optimum. The simplest local
approach makes use of the fact that by fixing some of the variables, the BMI
problem becomes convex in the remaining variables, and vice versa, and iterates
between them [6–9]. This method is not guaranteed to converge to a local solution.
Another local approach is the so-called over-bounding method [10], which splits
two variables in BMI terms into different LMI ones, and the nonpositive quadratic
terms are successively replaced by their upper bounds. Over-bounding method can
reduce the conservatism arising from seeking a common LMI solution in the past
results. But sometimes it has the defect of low convergence rate. Path-following
method (PFM) was proposed in [11]. As a step-by-step method, implying lineari-
zation approach at its key step, it has shown a significant advantage [12–14].
However, the linearization method of this method leads to nonconvergence when
the perturbation is too wide, or the rate of convergence is very slow when the
perturbation is too small.

The main purpose of this paper is to provide an improvement on the path-
following method. The result is based on a new linearization method. By solving
the problem of static output feedback control, the detailed steps of the method is
presented. A numerical example is given to show the effectiveness of our method.

This paper is organized as follows. Section 15.2 describes the existing path-
following method steps and the improved path-following method in detail.
Section 15.3 applies this algorithm to the numerical examples, and compares results
with the existing path-following method. Finally, Sect. 15.4 conclude the work with
some comments.

15.2 Problem Formulation and Path-Following Method

15.2.1 Problem Formulation

Consider the problem of static output feedback (SOF) design for the linear fol-
lowing time-invariant dynamical system:
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_x ¼ Axþ Bu
y ¼ Cx;

�
ð15:1Þ

The SOF stabilization problem is to find a SOF controller u ¼ Fy, such that the
closed-loop system given by

_x ¼ ðAþ BFCÞx ð15:2Þ

is stable. As is known, the closed-loop system (15.2) is stable if and only if there
exists a P ¼ PT [ 0 such that

PðAþ BFCÞ þ ðAþ BFCÞTP\0 ð15:3Þ

As mentioned in [8], if

PðAþ BFCÞ þ ðAþ BFCÞTP� aP\0 ð15:4Þ

holds for some negative number a, the closed-loop system matrix Aþ BFC has its
eigenvalues on the strict left-hand side of the line a in the complex s-plane. If a� 0
satisfying (15.4) can be found, the SOF stabilization problem is solved. So, the SOF
optimization problem in control is

OP1 min a

subject to PðAþ BFCÞ þ ðAþ BFCÞT � aP\ 0:

15.2.2 PFM

In order to solve optimization problem OP1, the PFM developed in [11] can be
adopted. The method consists of three steps.

Step1: Initialization step. At initial, this step is to search suboptimal values of
F0, P0, and a0 by computing OP1 as follows.

(1) Select an initial value M such that Aþ BM is Hurwitz;
(2) Solve the optimization problem OP2 with respect to P.

OP2 min a

subject to PðAþ BMÞ þ ðAþ BMÞTP� aP\0
(3) For fixed P, solve OP1 with respect to a and F.

If a� 0; F is the stabilising SOF gain, stop. Else, set k = 1, i = 1, and let a0 ¼ a,
F0 = F, Ac = A + BF0C.
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Step 2: Perturbation step. The BMI (15.4) is then linearized around (Fk;Pk; ak)
by means of perturbations DF, DP and Da. Set b ¼ b0. The LMI problem to be
solved in this step is

OP3 min a

subject to Pk þ DP[ 0

bPk DP

DP bPk

 !
[ 0

ðPk þ DPÞAc þ AT
c ðPk þ DPÞ þ PkBDFC þ ðBDFCÞTPk\aPk

Step 3: Update step. Let Fk ¼ Fk þ DF;Pk ¼ Pk þ DP; ak ¼ ak þ Da. For fixed
Fk , compute new Pk by solving OP1, and then compute new Fk and ak by
solving OP1. Let Ac ¼ Aþ BFkC.

If a� 0; stop. Else if the relative improvement in a is larger than a preset value, let
k ¼ k þ 1; go to Step 2.

15.3 Main Result

In this section, the new linearization method and IPFM is given as follows.
Write DF ¼ F � Fk , DP ¼ P� Pk and Ac ¼ Aþ BFkC, where Fk and Pk are

fixed matrices. The left side of inequality (15.3) is expanded around ðFk;PkÞ as
follows:

PðAþ BFCÞ þ ðAþ BFCÞTP
¼PkðAc þ BDFCÞ þ ðAc þ BDFCÞTPk þ DPAc þ AT

cDP

þ DPBDFC þ ðBDFCÞTDP
� PkðAc þ BDFCÞ þ ðAc þ BDFCÞTPk þ DPAc þ AT

cDP

þ 1
2
ðDPþ BDFCÞTðDPþ BDFCÞ

¼ bðDF;DPÞ:

Then, by applying Schur complement, bðDF;DPÞ\0 is equivalent to the fol-
lowing LMI condition:

ðPk þ DPÞAc þ AT
c ðPk þ DPÞ þ PkBDFC þ ðBDFCÞTPk �

BDFC þ DP �2I

� �
\0 ð15:5Þ
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The algorithm for improved path-following method consists of five steps.

Step 1: Initialization step. This step is the same as the initialization step in PFM.
Step 2: Small range of perturbation step. The BMI (15.4) is then linearized around
(Fk;Pk; ak) by means of perturbations DF, DP and Da. Set b ¼ b0. The LMI
problem to be solved in this step is

OP4 min a

subject to Pk þ DP[ 0

bPk DP

DP bPk

� �
[ 0

ðPk þ DPÞAc þ AT
c ðPk þ DPÞ þ PkBDFC þ ðBDFCÞTPk � aPk �

BDFC þ DP �2I

 !
\0

Step 3: Update step. Let Fk ¼ Fk þ DF;Pk ¼ Pk þ DP; ak ¼ ak þ Da. For fixed
Fk , compute new Pk by solving OP1, and then compute new Fk and ak by
solving OP1. Let Ac ¼ Aþ BFkC.
If a� 0; stop. Else if jak � ak�1j\e1, a prescribed tolerance, set j = 1, let
b ¼ b� 2Z, F0 ¼ Fk;P0 ¼ Pk; a0 ¼ ak; Else let k ¼ k þ 1 go to Step 2.
Step 4: Wide range of perturbation step. Solve OP4 with replacement of k by j.
Step 5: Update step. Let Fj ¼ Fj þ DF;Pj ¼ Pj þ DP; aj ¼ aj þ Da. For fixed
Fj, compute new Pj by solving OP1, and then compute new Fj and aj by solving
OP1.
Let Ac ¼ Aþ BFjC:
If a� 0; stop. Else, if the difference aj � aj�1\� e2, let F0 ¼ Fj;P0 ¼ Pj;

a0 ¼ aj, i ¼ iþ 1; set k ¼ 1, go to step 2; Else, if the difference
aj � aj�1 [ � e2, and j < 3, let j = j + 1 and b ¼ b� 2, and then go to step 4;
Else, if the difference aj � aj�1 [ � e2, and j ≥ 3, stop. The system may not be
stable via output feedback.

15.4 Numerical Example

An example concerning the SOF control problem is given in this section.

Example 15.1 Consider the SOF stabilization problem of system (15.1) with the
following parameter matrices [6]:
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A ¼

�4 �2 �8 5 �1 �8 4

�9 �7 �6 �3 �2 2 6

�7 �3 7 5 2 10 �1

�6 �3 8 1 2 3 �7

0 �5 6 �3 �4 6 1

2 8 �4 6 �9 �2 �4

5 8 3 1 9 �6 3

0
BBBBBBBBBBB@

1
CCCCCCCCCCCA
;

B ¼ �3:9 2 0:1 �2:5 �1 2:5 �1

0:5 0:5 �1 �0:5 1 2 �0:05

� �T

;

C ¼ 3 6 �5 �2 �1 �7 5

�1 �4 �7 �1 �6 �5 �3

� �
:

In this example, two different initialization methods are used in the first step,
which aims to test whether IPFM is sensitive to the initial value. The first initial-
ization method is shown in our algorithms, which is very simple, but the initial
value is not good enough. The second one in [6] is to optimize the initial value by
iteration. It is more complex but a better initial value can be obtained.

Using the initialization method in our algorithms, we obtain the initial value

F01 ¼ 0:4890 0:1910
0:4440 1:4200

� �

and a01 ¼ 49:8330. After four iterations of small range of perturbation and three
iterations of large range of perturbation of IPFM, a SOF gain is found as

F ¼ 0:5663 3:5617
�0:0314 1:3763

� �
;

a ¼ �1:7580, and the eigenvalues of the closed-loop system are −20.9826
± j25.8332, −0.9704 ± j12.6477, −0.9618 ± j0.0784 and −5.0692. But the existing
path-following method (PFM) cannot find a stabilizing solution.

Using the initialization step in [6], the initial value is obtained

F02 ¼ �0:8871 4:9310
�0:6576 0:9867

� �

and a02 ¼ 0:00079717. After two iterations of small range of perturbation and 0
iterations of large range of perturbation, a SOF gain F is found as
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F ¼ �0:8664 4:7886
�0:6107 0:8197

� �
;

a ¼ �1:0250, and the eigenvalues of the closed-loop system are
−6.6636 ± j35.4503, −0.8788 ± j12.6648, −0.5967 and −4.8248 ± j6.2698. In this
case, the PFM can also find a solution as

F ¼ �0:7647 4:5271
�0:5021 0:6122

� �
;

and a ¼ �2:7612.
Table 15.1 shows the comparison of convergence between IPFM and PFM. Let

b ¼ 0:2, both of them are convergent; when the value increases to 0.5, IPFM is still
convergent, but PFM will not converge.

The results indicate that IPFM is able to quickly obtain the stable SOF gain
under the two initial value. However, PFM can solve the SOF problem under the
initial value F02 and cannot solve it under the initial value F01. It shows IPFM is not
sensitive to the initial values. This is owing to the newly wide range of perturbation
step introduced, IPFM has the ability to escape from local optimum.

15.5 Conclusion

In this paper, we have given the improved path-following method. Compared with
the existing path-following method, our method is to linearize the BMIs by use of a
new linearization approach, which improved convergence to a great extent. Then,
by means of adding a wide range of perturbation step, IPFM is able to escape from
local optimum. A numerical example is presented to show that the convergence and
optimization ability of IPFM are better than PFM.

Acknowledgments This work was supported in part by the National Natural Science Foundation
of China (61174033, 61473160) and in part by the Natural Science Foundation of Shandong
Province, China (ZR2011FM006).

Table 15.1 The comparison of convergence between IPFM and PFM (Example 1)

Method Initial value b ¼ 0:2 b ¼ 0:5

IPFM a01 ¼ 49:8330

F01 ¼ 0:4890 0:1910
0:4440 1:4200

� � a ¼ �1:7580

F ¼ 0:5663 3:5617
�0:0314 1:3763

� � a ¼ �0:0479

F ¼ 21:7030 57:3726
23:0029 60:7208

� �

PFM a ¼ 10:1310

F ¼ 5:5164 �0:3290
�0:3591 5:5478

� � a ¼ 51:0277

F ¼ 1:0eþ 006� 5:7511 �2:3282
3:2026 �1:2965

� �
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Chapter 16
H-Infinity Quantized Feedback Control
for Networked Control Systems
with Periodic Scheduling Protocol

Chuan Zhou, Hui Lu and Ronghao Wang

Abstract A novel simultaneous design scheme of H-infinity quantized feedback
controller and periodic scheduling protocol for a class of networked control systems
(NCSs) with bit rate constraints and time delay is proposed in this paper.
A mid-tread uniform quantizers is used and the quantization error is treated as a
model uncertainty by utilizing sector-bounded method. Next NCSs is modeled as a
discrete-time switched system with parameter uncertainties. The procedures for
H-infinity controller design under the static periodic scheduling protocol are given
to maintain the asymptotic stability and robust performance of the closed-loop
NCSs. Finally a simulation example is given to illustrate effectiveness of the
proposed method.

Keywords Networked control systems � Periodic scheduling

16.1 Introduction

Networked control systems (NCSs) have attracted increasing attention in the recent
years. However, the introduction of the networked communication channel in
control system brings many challenges for the analysis and design of NCSs, such as
network-induced delay, packet dropout quantization effect, etc. Consequently, the
resource scheduling of networked systems with limited bandwidth have been
extensively investigated by many researchers. We refer the reader to [1–3] for the
case of nodes scheduling, and [4, 5] for the case of sampling period scheduling.
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The quantized control is considered as an alternative that has significance on the
achievable performance of the networked systems because of networked digital
communication channel. In the quantized control systems, the logarithmic static
quantizer and the time-variant quantizer have been extensively studied. Nicola
investigates design problem of design quantized state-feedback controllers and
quantized state estimator, hybrid output-feedback controllers for networked systems
by logarithmic quantizers [6]. In [7], the state-feedback and the output-feedback
control problem are considered for NCSs involving in signal quantization. In [8],
the problems of analysis and synthesis for quantized feedback networked control
systems with two time-variant quantizers are addressed, considering the effect of
nonideal network environment. The H1 controller is designed by using Riccati
equation that the systems maintain the asymptotic stability and have good robust
performance in [9]. For NCSs with bandwidth-limited, the more control signals
need to be scheduled, the few bits are assigned to each signal which leads to the
reduction of the quantization precision and vice versa. However, to the authors’ best
knowledge, taking both scheduling and quantized control into consideration
simultaneously have not received enough attention. Therefore, the problem on
co-design of the quantized scheduling strategy and feedback control is the moti-
vation of this paper.

16.2 Problem Description

The structure of networked control system is shown in Fig. 16.1, and the plant to be
controlled is described by the linear time-invariant system model:

_x tð Þ ¼ Apx tð Þ þ Bpû tð Þ þ Hpw tð Þ
y tð Þ ¼ Cx tð Þ

(
ð16:1Þ

where xðtÞ 2 Rn, ûðtÞ 2 Rm and y tð Þ 2 Rl are the state, control input and controlled
output. wðtÞ 2 Rd is disturbance input and wðtÞ 2 L2½0;1Þ. Ap, Bp, Hp and C are
constant matrices of appropriate dimensions.

Assumption 16.1 The sensors are time-driven with sampling period h, and con-
trollers and actuators are event driven.

Assumption 16.2 sk ¼ ssck þ scak is constant, and 0\sk\h.

Assumption 16.3 At each sampling period, at most R bits can be sent through the
network with a limited bandwidth.
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Therefore the discrete time representation of system (16.1) is as follows:

x k þ 1ð Þ ¼ Ax kð Þ þ B0û kð Þ þ B1û k � 1ð Þ þ Hw kð Þ
y kð Þ ¼ Cx kð Þ

(
ð16:2Þ

where A ¼ eAph, B0 ¼
Rh�sk

0
eAptBpdt, B1 ¼

Rh
h�sk

eAptBpdt, H ¼ Rh
0
eAptHpdt.

Considering Assumption 3, the mid-tread uniform quantizers Qxð�Þ and Quð�Þ
used in this paper are as follows:

QðvÞ ¼
L; if v[ L

� L; if v\� L

v=d þ 1=2b c � d; otherwise

8><
>: ð16:3Þ

QðvÞ uniquely associates to a real scalar v 2 R, and a nearest neighbor in the set
of reconstruction levels:

n � d; n ¼ 0;�1;�2; . . .;�ð2p�1 � 1Þ� �
where d ¼ L

�ð2p�1 � 1Þ represents the sensitivity and L represents the quantization
range of the quantizer, and p 2 N is the number of bits used to reconstruct the
quantization precision.

Fig. 16.1 The structure of networked control system

16 H-Infinity Quantized Feedback Control … 137



By utilizing the sector bound method to deal with quantization error as follows:
QxiðxiðkÞÞ ¼ ð1þ DxiÞxiðkÞ, QujðujðkÞÞ ¼ ð1þ DujÞujðkÞ , Dxij j � 1 and Duj

�� ��� 1.
Considering Assumption 3, introduce the quantization precision vector PðkÞ ¼

p1ðkÞ; p2ðkÞ; . . .; pnðkÞ; pnþ1ðkÞ; . . .; pnþmðkÞ½ �T2 Rnþm where piðkÞði ¼ 1; 2; . . .; nÞ
denotes the number of bits sent through network that the ith state variable can
obtain. pnþjðkÞðj ¼ 1; 2; . . .;mÞ describes the number of bits sent through network
that the jth control input can obtain. The condition

Pnþm
l¼1 plðkÞ�R must be satisfied

by Assumption 3.
The scheduling vector dðkÞ ¼ ½d1ðkÞ; d2ðkÞ; . . .; dnðkÞ�T is introduced, and

diðkÞ ¼ 1 when piðkÞ 6¼ 0ði ¼ 1; 2; . . .; nÞ, which implies the ith state variable can
be transmitted through network after being quantized. diðkÞ ¼ 0 when piðkÞ ¼ 0,
which implies the ith state variable can not be transmitted through network due to
limited bandwidth and be maintained the last value by used zero-order holders, then
we have

x̂iðkÞ ¼ Qxi xiðkÞð Þ; if diðkÞ ¼ 1
x̂iðk � 1Þ; if diðkÞ ¼ 0

�
i ¼ 1; 2; . . .; n ð16:4Þ

Let the diagonal matrix KðkÞ ¼ diag d1ðkÞ; d2ðkÞ; . . .; dnðkÞf g, and is recorded
as K. Then the controller input is described as follows:

x̂ðkÞ ¼ KQxðxðkÞÞ þ ðI � KÞx̂ðk � 1Þ ð16:5Þ

Similarly, the scheduling vector hðkÞ (hðkÞ ¼ ½h1ðkÞ; h2ðkÞ; . . .; hmðkÞ�T ) is intro-
duced. hjðkÞ ¼ 1 when pnþjðkÞ 6¼ 0ðj ¼ 1; 2; . . .;mÞ, which implies the jth con-
troller output can be transmitted through network after being quantized. hjðkÞ ¼ 0
when pnþjðkÞ ¼ 0, which implies the jth controller output cannot be transmitted
through network and be maintained the last value by used zero-order holders. Such
that

ûjðkÞ ¼
Quj ujðkÞ

� �
; if hjðkÞ ¼ 1

ûjðk � 1Þ; if hjðkÞ ¼ 0

(
j ¼ 1; 2; . . .;m ð16:6Þ

Let the diagonal matrix PðkÞ ¼ diag h1ðkÞ; h2ðkÞ; . . .; hmðkÞf g, and is recorded as
P. Then the controlled plant input is described as follows:

ûðkÞ ¼ PQuðuðkÞÞ þ ðI �PÞûðk � 1Þ ð16:7Þ
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From (16.2), (16.4)–(16.7), generalized discrete time model of NCSs is as
follows:

xðk þ 1Þ ¼ AxðkÞ þ B0ûðkÞ þ B1ûðk � 1Þ þ HwðkÞ
yðkÞ ¼ CxðkÞ
x̂ðkÞ ¼ KQxðxðkÞÞ þ ðI � KÞx̂ðk � 1Þ
ûðkÞ ¼ Q

QuðuðkÞÞ þ ðI �QÞûðk � 1Þ
QxðxðkÞÞ ¼ ðI þ DxÞxðkÞ
QuðuðkÞÞ ¼ ðI þ DuÞuðkÞ

8>>>>>><
>>>>>>:

ð16:8Þ

16.3 Quantized Scheduling Strategy and H1
Feedback Control

Definition 16.1 [10] (Periodic Quantization Sequence) A periodic quantization
sequence sT�1 of period T , width N and maximal precision M is an infinite
sequence ðs0; s1; . . .; sT�1; . . .Þ of elements of 0; 1; . . .;Mf gN verifying skþiT ¼ sk,
8i 2 f0; 1; . . .; T � 1g. A periodic quantization sequence is fully characterized by
the sequence sT�1 ¼ ðs0; s1; . . .; sT�1Þ.

The state-feedback controllers are of the following form

uðkÞ ¼ Kix̂ðkÞ i 2 f0; 1; . . .; T � 1g ð16:9Þ

where x̂ðkÞ 2 Rn and uðkÞ 2 Rm are controller input and output, the state gain Ki

corresponding to PiðkÞ will be designed. The discrete-time periodic switched sys-
tem model is described as follows:

xðk þ 1Þ ¼ AxðkÞ þ B0ûðkÞ þ B1ûðk � 1Þ þ HwðkÞ
yðkÞ ¼ CxðkÞ
x̂ðkÞ ¼ KiQxðxðkÞÞ þ ðI � KiÞx̂ðk � 1Þ
ûðkÞ ¼ PiQuðuðkÞÞ þ ðI �PiÞûðk � 1Þ
QxðxðkÞÞ ¼ ðI þ DxÞxðkÞ
QuðuðkÞÞ ¼ ðI þ DuÞuðkÞ
uðkÞ ¼ Kix̂ðkÞ

8>>>>>>>>>>><
>>>>>>>>>>>:

ð16:10Þ

Define the augmented vector zðkÞ ¼ xTðkÞ x̂Tðk � 1Þ ûTðk � 1Þ	 
T
, we can

obtain the following closed-loop NCSs model:

zðk þ 1Þ ¼ UizðkÞþ�HwðkÞ
yðkÞ ¼ �CxðkÞ

(
i 2 0; 1; . . .T � 1f g: ð16:11Þ
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Ui ¼
Aþ B0PiðI þ DuÞKiKiðI þ DxÞ B0PiðI þ DuÞKiðI � KiÞ B0ðI �PiÞ þ B1

KiðI þ DxÞ I � Ki 0

ðI þ DuÞKiKiðI þ DxÞ PiðI þ DuÞKiðI � KiÞ I �Pi

2
64

3
75

¼ Gi þ �BPiðI þ DuÞKiðKiðI þ DxÞI1 þ ðI � KiÞI2Þ þ IT2KiðI þ DxÞI1

�H ¼
H

0

0

2
64

3
75; �C ¼ C 0 0½ �; Gi ¼

A 0 B0ðI �PiÞ þ B1

0 I � Ki 0

0 0 I �Pi

2
64

3
75;

�B ¼
B0

0

I

2
64

3
75; I1 ¼ I 0 0½ �; I2 ¼ 0 I 0½ �

Definition 16.2 Let c[ 0 be given, the system (16.10) is stable with H1 per-
formance level c if there exists a feedback control law uðkÞ ¼ Kix̂ðkÞ which need to
satisfy the following conditions: (1) The closed-loop system is asymptotical stable
without external disturbance. (2) Under the zero-initial condition, the controlled
output yðkÞ satisfies yðkÞk k2\c wðkÞk k2.
Theorem 16.1 Based on the above static periodic quantized scheduling strategy
and the state-feedback controller (16.9), the closed-loop system (16.10) is
asymptotically stable with H1 performance lever c, if there exist a group of
symmetrical positive definite matrices Pi ði ¼ 0; 1; . . .; T � 1Þ, such that the
following LMIs hold:

Pi 0
0 c2I

� �
[ Ui �H

�C 0

� �T
Piþ1 0
0 I

� �
Ui �H
�C 0

� �
ð16:12Þ

proof Select the Lyapunov function as VðzðkÞÞ ¼ zTðkÞPizðkÞ.

The difference of the Lyapunov functional is given by

DVðzðkÞÞ ¼ zTðk þ 1ÞPiþ1zðk þ 1Þ � zTðkÞPizðkÞ
¼ zTðkÞUT

i Piþ1UizðkÞ � zTðkÞPizðkÞ
¼ zTðkÞðUT

i Piþ1Ui � PiÞzðkÞ

Then

UT
i Piþ1Ui � Pi þ �CT �C UT

i Piþ1 �H

UT
i Piþ1 �H

� �T �HTPi �H � c2I

" #
\0 ð16:13Þ
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Since V zð1Þð Þ� 0 and Vðzð0ÞÞ ¼ 0 under the zero-initial condition, then J\0
from (16.13), that is yðkÞk k2\c wðkÞk k2. Therefore, the closed-loop system (16.10)
satisfies H1 performance level c.

Theorem 16.2 Based on the static periodic quantized scheduling strategy and
state-feedback controller (16.9), the closed-loop system (16.10) is asymptotically
stable with H1 performance lever c, if there exist a group of symmetrical positive
definite matrices Xi, the state-feedback gain matrices Ki, and two sets of scalars
ai [ 0; bi [ 0ði ¼ 0; 1; . . .; T � 1Þ such that the following LMIs hold

�Xi 0 ðGiXi þ IT2KiI1XiÞT ð�CXiÞT 0 0 0 0 Xi

	 �c2I �HT 0 0 0 0 0 0
	 	 �Xiþ1 þ ai�BPiP

T
i
�BT 0 0 0 �BPiKiKi þ IT2Ki �BPiKiLi 0

	 	 	 �I 0 0 0 0 0
	 	 	 	 �aiI 0 KiKi KiLi 0
	 	 	 	 	 �biI 0 biI1 0
	 	 	 	 	 	 �biI 0 0
	 	 	 	 	 	 	 �I 0
	 	 	 	 	 	 	 	 �I

2
6666666666664

3
7777777777775
\0

ð16:14Þ

where Li ¼ Ki I � Ki 0½ � and “*” denote the entries of matrices implied by
symmetry.

16.4 Simulation Example

Considering model of the plant to be controlled in the NCS as follows:

_xðtÞ ¼ 0 2

�2 �3

� �
xðtÞ þ �1 0

0 1

� �
uðtÞ þ �0:1 �0:1

�0:1 �0:1

� �
wðtÞ

yðtÞ ¼ 1 0

0 1

� �
xðtÞ

In the example, the sampling period h ¼ 0:02 s and time delay sk ¼ 0:004 s,
By giving c ¼ 2:6 and solving the LMIs (16.14) in Theorem 16.2, we obtain the

controller gain

K1 ¼ �0:2178 0
0 �2:869

� �
; K2 ¼ �0:2639 0

0 �0:1986

� �
:
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Simulation results are shown in Fig. 16.2. The simulation results show that NCS
is asymptotic stable and has good robust performance, which demonstrates the
effectiveness of the proposed scheme.

16.5 Conclusions

In this paper, robust quantized control problem for a class of NCSs with bandwidth
constraints and time delay is investigated, and a novel simultaneous design scheme
of static period scheduling strategy and H1 quantized feedback controller is pro-
posed to maintain asymptotical stability of the closed-loop systems. However, the
NCSs may have the conservative performance by using the static scheduling
strategy, the future work is to investigate a dynamic scheduling strategy to reduce
conservative of the systems.
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Chapter 17
Wind Speed Estimation and Station-
Keeping Control for Stratospheric
Airships with Extended Kalman Filter

Shaoping Shen, Ling Liu, Bomin Huang, Xianwu Lin,
Weiyao Lan and Huiyu Jin

Abstract Wind speed estimation and station-keeping control for stratospheric
airship are studied. A mathematical model of the stratospheric airship flying against
the wind is derived. Then using the position information of the airship, an extended
Kalman filter (EKF) is designed to estimate the speeds of the airship and the wind.
Numerical simulations show the filter is effective and robust so that it can be used in
not only wind speed estimation but also station-keeping control of the stratospheric
airship.

Keywords Stratospheric airship � Wind speed estimation � Extended Kalman
filter � Robustness � Station-Keeping control

17.1 Introduction

The stratosphere airship is an important floated platform which works in about
20 km altitude for a long time with a lot of payload. It can play a role similar to
man-made satellite in the fields of communications relay, remote sensing to the
ground, and air traffic control. Compared with the satellite, the stratosphere airship
which can move in a broader range, without the limitation of the orbit, is helpful to
observe more accurately, and has advantages in energy conservation and envi-
ronmental protection [1–4]. At present many countries, such as the US, Russia,
Germany, Britain, Japan, Korea, Israel, and China, are stepping up the research of
the stratosphere airship [5–9].
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Wind speed estimation is an important problem of the stratosphere airship. Due
to the earth’s rotation, there is a strong west wind in mid-latitude stratosphere while
the wind speed changes along with the height, the latitude and longitude, and the
season. To work in a fixed-point, the airship must overcome the influence of the
wind based on solar energy, which requires to measure wind speed near the airship
in real time and accurately. Because the stratosphere airship moves slowly, the
widely used air anemometer’s error is too large to meet the need of theoretical
analysis and actual control of the airship. So, it is necessary to investigate a new
method to measure of estimate the stratosphere wind speed.

In this paper, the real-time stratosphere wind speed is estimated based on the
position information of the airship. As the airship always flies against the wind to
reside in a fixed-point, its movement can be simplified to one-dimensional motion
of the center of mass. This paper established the one-dimensional motion model of
the stratosphere airship, in which the wind speed is a random input while the
position of the airship which can be measured by GPS or ground station is the
output. Then an extended Kalman filter (EKF), which is used to estimate the current
wind speed and speed of the airship is designed. The effectiveness and robustness of
the EKF method are validated by numerical simulation.

The structure of this paper is as follows. The airship one-dimensional motion
model is established in the second section. In the third section, the current airspeed
and wind speed are estimated by EKF. The effectiveness and parameter variation
robustness of EKF are proved by numerical simulation in the fourth section. The
fifth section presents the application of wind speed estimation in station-keeping
control for stratospheric airship.

17.2 The One-Dimensional Motion Model
of the Stratosphere Airship

Consider the problem to keep a stratosphere airship which uses the hard airbag
structure at a fixed-point in a horizontal plane. Suppose the yawing moment is
balanced by the lateral moment produced by the wing propulsion system and the
vertical tail so that the airship’s head is always against the wind, while the thrust
T balances with the wind resistance R and the additional inertia forces Ra. In this
case, the model of the airship can be simplified to the one-dimensional motion and
the force analysis is shown in Fig. 17.1.

Let m be the mass of airship, x and mg be the airship displacement and the airship
speed respectively. According to Newton’s second law, the kinematics equations are

dx
dt

¼ vg;

m
dmg
dt

¼ T � R� Ra:

ð17:1Þ
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The resistance and the added mass inertia force are expressed as

R ¼ 1
2
qCxSðvg þ vwÞ2;

Ra ¼ m0ð _vg þ _vwÞ;
ð17:2Þ

where mw,q,Cx and S are the wind speed, air density, aerodynamic coefficient, and
the airship’s reference area. Let m0 be the add mass which can be calculated as

m0 ¼ kqV : ð17:3Þ

Let V be the airship volume and k be the inertia factor.
Suppose the stratosphere wind field is composed of constant wind Va and gust

xðtÞ. The expression of wind speed is to add these two together [10]

mwðtÞ ¼ ma þ xðtÞ: ð17:4Þ

Suppose xðtÞ is a color noise produced by a zero mean white noise source
gðtÞ�Nð0;QÞ through the shaping filter [11]

_xðtÞ ¼ 1
LH

xðtÞ þ
ffiffiffiffiffiffi
2
LH

r
rHgðtÞ; ð17:5Þ

in which LH is the longitudinal integral scale of lever wind, r2H is the variance of
wind speed.

Substituting (17.2), (17.3) and (17.4) into (17.1), we have

ðmþ m0Þ dmgdt ¼ T � 1
2
qCxSðmg þ ma þ xðtÞÞ2 � m0ð _ma þ _xðtÞÞ: ð17:6Þ

And with (17.5), we get

Fig. 17.1 Force analysis of the airship
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_mg ¼ T
mþ m0

� qCxS
2ðmþ m0Þ ðmg þ ma þ xðtÞÞ2

þ m0

ðmþ m0ÞLH xðtÞ �
ffiffiffiffiffiffi
2
LH

r
rHm0

ðmþ m0Þ gðtÞ:
ð17:7Þ

Let the state variables be

x ¼ x1 x2 x3 x4ð Þ0¼ x vg va x tð Þð Þ0;

and

f2ðxÞ ¼ T
mþ m0

� qCxS
2ðmþ m0Þ ðx2 þ x3 þ x4Þ2

þ m0

ðmþ m0ÞLH x4;
ð17:8Þ

L ¼ 0
ffiffiffiffi
2
LH

q
rHm0

ðmþm0Þ 0
ffiffiffiffi
2
LH

q
rH

� �
; ð17:9Þ

fðxÞ ¼ x2 f2ðxÞ 0
1
LH

x4

� �0

; ð17:10Þ

Based on the formulas (17.1), (17.5) and (17.7), the system-state equation can be
obtained as

_x ¼ f ðxÞ þ LgðtÞ ð17:11Þ

On the other hand, the airship position can be measured by GPS or ground
station, and the output equation of the system is

y ¼ x1 þ dðtÞ; ð17:12Þ

where dðtÞ�Nð0;RÞ is the measurement error.

17.3 Wind Speed Estimation Based on EKF

17.3.1 Algorithm of EKF

EKF is an effective filter method for nonlinear system [11, 12]. Consider the
nonlinear system
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_x ¼ fðxÞ þ LgðtÞ;
yðtÞ ¼ hðxðtÞÞ þ dðtÞ; ð17:13Þ

where gðtÞ and dðtÞ are the system model noise and measurement noise. Discret-
izing the system (17.13) and assuming the sampling period is Dt, we get

xk ¼ Uðx̂k�1Þxk�1 þ Uk�1 þ mk�1

yk ¼ Hkxk þ dk
ð17:14Þ

where

Uðx̂k�1Þ ¼ I þ @f
@x

Dt

Hk ¼ @h
@x0 x¼x̂k�1j

Uk�1 ¼ f ðx̂k�1Þ � @f
@x0 Dt

����
x¼x̂k�1

x̂k�1

" #
Dt

ð17:15Þ

In formula (17.14), mk�1 and dk not only contain the model noise and mea-
surement noise, but also an approximation discrete error. The EKF algorithm
includes prediction equations and filtering equations [11], the rediction equations
are

x̂k=k�1 ¼ x̂k�1 þ f x̂k�1ð ÞDt
yk=k�1 ¼ Hkx̂k=k�1

Pk=k�1 ¼ U x̂k�1ð ÞPk�1U x̂k�1ð Þ0þQk�1Dt

ð17:16Þ

while the filtering equations are

xk ¼ x̂k=k�1 þ Kk yk � ŷk=k�1
� 	

Kk ¼ Pk=k�1H
0
k HkPk=k�1H

0
k � Rk

� 	�1

Pk ¼ I � KkHkð ÞPk=k�1

ð17:17Þ

where, x̂k is the estimation of xk and

Cov[mk; vj� ¼ Qkdkj
Cov[dk; dj� ¼ Rkdkj

ð17:18Þ

with the initial values
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x0 ¼ Ex0
P0 ¼ Var x0

ð17:19Þ

the state x can be estimated through the extended filter equations.

17.3.2 The Wind Speed Estimation by EKF

Plugging (17.10) into (17.15), we have

~Uðxk�1Þ ¼
1 Dt 0 0
0 1þU1Dt U2Dt U3Dt
0 0 1 0
0 0 0 1� 1

LH

0
BB@

1
CCA ð17:20Þ

in which

U1 ¼ � qCxS
ðmþ m0Þ ðx2 þ x3 þ x4Þ

U2 ¼ � qCxS
ðmþ m0Þ ðx2 þ x3 þ x4Þ

U3 ¼ � qCxS
ðmþ m0Þ ðx2 þ x3 þ x4Þ þ m0

ðmþ m0ÞLH

ð17:21Þ

Comparing (17.12) with (17.14), we obtain

Hk ¼ 1 0 0 0ð Þ0 ð17:22Þ

And Qk and Rk can be calculated based on (17.9) and (17.18) according to the
literature [12]

Qk �LL
0
QDt

0 0 0 0
0 2

LH

r2Hm
2
0

ðmþm0Þ2 QDt 0 � 2
LH

r2Hm0

ðmþm0Þ2 QDt
0 0 0 0
0 � 2

LH

r2Hm0

ðmþm0Þ2 QDt 0 2
LH
r2HQDt

0
BBB@

1
CCCA

Rk ¼ R
Dt

0
BBBBBBBBB@

ð17:23Þ

Finally, substitute (17.9), (17.21), (17.22) and (17.23) into (17.16) and (17.17),
and then carry out iterative operation under the initial condition.
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17.4 Numerical Simulations of Wind Speed Estimation

The numerical simulation is adopted to prove the effectiveness of EKF in this
section. First, the accuracy of the method is proved by supposing that the model
parameters are known accurately. Then the situation of the error model parameters
verifies the robustness of this method.

17.4.1 The Situation of Accurate Model Parameters

The model parameters are taken as Table 17.1. The initial condition is
x0 ¼ ½0; 0; 5; 0�T , P0 ¼ diag 1 1 1 1½ �ð Þ. The actual values of airship dis-
placement, velocity, and wind speed can be calculated by the airship movement
model and the wind speed model, which are shown in Figs. 17.2 and 17.3, while
their estimation values can be obtained through the EKF algorithm. The deviation
between the estimations and the actual values is shown in Fig. 17.4. As can be seen,
the error is almost zero after 50 s, which shows that the EKF filter is effective.

Table 17.1 Parameter
identification Parameter value Parameter value

m 2:300� 104ðkgÞ Cx 5:500� 102

m0 6:200� 103ðkgÞ ma 1:000� 10 ðm=sÞ
S 8:100� 103ðm2Þ rH 4:119� 10�1

T 9:000� 103ðNÞ LH 3:000� 103ðkgÞ
Dt 1:000� 10�1ðsÞ q 8:800� 10�3

Q 1:000 R 1:0� 10

Fig. 17.2 The displacement
of airship
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17.4.2 The Error of Model Parameters

First, consider that the structural parameters of the airship error exists. The other
airship parameters are accurate except the add mass. Its true value is
m0 ¼ 3:000� 103ðkgÞ. The estimation errors of the airship speed and wind speed
are shown in Fig. 17.5, which indicates that EKF is robust to the add mass error.

Second, assume that the wind speed model parameters, such as the wind speed
variance and the wind speed longitudinal integration scale, are not accurate. Their
true values are rH ¼ 8:000� 10�1; LH ¼ 6:000� 102. The estimation errors of the
airship speed and wind speed are shown in Fig. 17.6, which shows that the mea-
surement method of EKF is robust to these two parameters.

Finally, consider the aerodynamic parameter Cx exists error and its real value is
Cx ¼ 6:500� 10�3. The measurement errors of the wind speed and the airship
speed are shown in Fig. 17.7. From the figure, the airship speed can be still

Fig. 17.3 The airship speed
and the wind speed

Fig. 17.4 The estimation
error of EKF
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estimated accurately by the filter, but there exists error to estimate the wind speed. It
indicates that the EKF is sensitive to the aerodynamic parameter error. To measure
the wind speed accurately, we need more in-depth study of the aerodynamics to
calculate Cx precisely.

17.5 The Station-Keeping Control with Wind Speed
Estimation

The method of wind speed estimation based on EKF is applied to the station-
keeping control for stratospheric airship in this section. Assume that the airship
is located at −2 km at initial moment and is expected to be controlled and

Fig. 17.5 m0 ¼ 3:000� 103 kgð Þ estimation error

Fig. 17.6 rH ¼ 8:000� 10�1; LH ¼ 6:000� 102 estimation error
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resided near the origin. In this case, a saturated PD wind speed controller is
adopted

T ¼ Kpðr � x̂1Þ þ Kdx̂2 þ R̂þ R̂a ð17:24Þ

in which Kp is the proportionality factor, Kd is the differential coefficient, r is the
target position.

A saturated unit

T ¼
0 M� 0
M 0�M� 9000

9000 M	 9000

0
@

1
A

is following the PID controller. Let

R̂ ¼ 1
2
qCxSðx̂2 þ x̂3 þ x̂4Þ2;

R̂a ¼ m0ð _̂x2 þ _̂x4Þ;
ð17:25Þ

where x̂1, x̂2, x̂3, x̂4 are the outputs of the filter. _̂x2 and _̂x4 are obtained from x̂2 and x̂4
through the finite difference. The control structure of the whole closed-loop sim-
ulation system is shown in Fig. 17.8.

Let Kp ¼ 300, Kd ¼ 20;000 and other accurate model parameters are known.
A numerical simulation is employed to the station-keeping control.

The displacement of airship and the controller output are shown in Fig. 17.9.
Figure 17.10 is the magnification of displacement when the airship arrives at the
origin. The red curve represents the actual displacement while the green curve
represents the filter estimated value. It can be seen that the error is almost zero.

Fig. 17.7 Cx ¼ 6:500� 10�3 estimation error
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There is a small deviation between the actual value and the estimated value.
Besides, the airship can be controlled and resided near the origin by using PD
controller with the estimated wind speed. The deviation between the airship dis-
placement and origin is within 5 m. The controller is a simple saturated PD con-
troller without adding the estimated wind speed as follows:

T ¼ Kpðr � x̂1Þ þ Kdx̂2 ð17:26Þ

Kp, Kd are known. The airship displacement and the controller output shown in
Fig. 17.11. Figure 17.12 is a partial amplification of the airship displacement near
the origin. As can be seen from the figure, the deviation between the airship
position and the origin is within 10–15 m, which is significantly greater than the
control results of the PD controller with wind speed estimation. Therefore, it is
necessary to estimate the wind speed and apply it to the station-keeping control of
stratospheric airship.

Fig. 17.8 Closed-loop simulation system of the airship station-keeping control

Fig. 17.9 The airship
displacement and the
controller output (The
controller with wind speed
estimation)
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Fig. 17.10 The enlarge of the
real and estimated
displacement (The controller
with wind speed estimation)

Fig. 17.11 The airship
displacement and the
controller output (The
controller without wind speed
estimation)

Fig. 17.12 The enlarge of the
real and estimated
displacement (The controller
without wind speed
estimation)
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17.6 Conclusion

This paper proposes to estimate the stratospheric wind speed and the airship speed
with the position information of the airship. The EKF is designed based on the one-
dimensional motion model of the airship. Numerical simulations show that EKF is
accurate in estimating wind speed, has robustness against some model parameters’
uncertainty, and can be used in the station-keeping control of the airship. These
results provide a foundation for further studies of wind speed estimation and sta-
tion-keeping control of stratospheric airship.
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Chapter 18
Integral Sliding Mode Control
for Vehicle-Mounted Gyro-Stabilized
Platform Based on Extended State
Observer

Haoze Sun, Tianqing Chang, Junwei Chen, Lei Zhang
and Kuifeng Su

Abstract For the problems of system performance degradation caused by non-
linearity such as friction and parameter varieties to a system, an integral sliding
mode controller for vehicle-mounted gyro-stabilized platform based on extended
state observer (ESO) was proposed. An error integral compensation term was
introduced in the sliding surface base on the state variables in order to reduce the
steady-state error and break through the restrictions that the derivative of the
tracking signal must be known. The ESO was introduced to estimate and com-
pensate the inner and outer disturbances of the system. This helps to reduce the
required value of switching gain for the sliding mode control method,which can
reduce the chattering phenomenon of system. The simulation and experiment result
shows that the method can restrain the influences caused by the diversified non-
linearity, and can improve the system performance effectively.

Keywords Steady sighting system � Nonlinearity disturbance � Integral sliding
mode control � Extended state observer

18.1 Introduction

In vehicle-mounted environment, the carrier vibration in the azimuth and elevation
direction induces the line of sight (LOS) shaking, which influences the precise of
target tracking. Therefore, the LOS stabilized technology must be used to keep the
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LOS stabilization in the inertial space. Currently, the vehicle-mounted LOS sta-
bilization mainly adopts the gyro-stabilized platform structure, which uses gyro as
sensitive elements of the space rate-sensitive to measure platform-axis angular
motion and drive the torque motor to offset the disturbance torque. It guarantees the
stability of LOS in inertial space and realizes the accurate tracking of the input
signal [1].

Vehicle-mounted gyro-stabilized platform is a complex system within the
essence of nonlinear characteristics. Some factors, such as friction, imbalance
torque, parameters drift, etc., have a serious impact on system performance. At the
same time, with the developing requirement of stable precision, anti-interference
ability and others to a system, the classic PID control algorithm is more and more
difficult to meet the requirements. In recent years, scholars have carried out
extensive research on this problem and proposed many control methods, such as H∝

control, equivalent compound control, intelligent control, etc. [2–4]. These methods
have achieved certain results in theory. However, a majority of these algorithms are
too complex and difficult to be realized in practice. By combining the sliding mode
controller (SMC) and ESO with respective advantages, an integral sliding mode
controller (ISMC) based on ESO was proposed in this paper. An error integral
compensation term was introduced in the sliding surface based on the state vari-
ables in order to reduce the steady-state error and break through the restrictions that
the derivative of the tracking signal must be known. The ESO was introduced to
estimate and compensate the inner and outer disturbances of the system, which
helps to reduce the SMC chattering phenomenon of system. Finally, the simulation
and experiment results show that the method is effective and feasible.

18.2 The Mathematical Model of Stabilized Platform

This equipment is mainly composed of a two degree of freedom flexible gyroscope,
DC torque motor, PWM power amplifier, bearing solver, 1/2 belt transmission
mechanism, platform frame, and upper mirror. The system control loop is made up
of azimuth and elevation servo systems, which have the same structure and work
independently when ignoring the influence of the shaft coupling. To pitch servo
system, for example, all the devices can be considered as linear and proportional
except the compensator and DC motor. Then the model of pitching control loop can
be described as Fig. 18.1.

In Fig. 18.1, K is the gain of pre amplifiers, sensors, amplification, and
demodulator. Ra is the total resistance of the armature circuit. GCðsÞ is stabilization
loop controller. Md is disturbance torque. JM is the moment of inertia. Km and Ce

denote torque coefficient and electromotive force coefficient, respectively. hrðtÞ and
hðtÞ denote the input and output signal of system, respectively.
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In vehicle-mounted environment, stable platform is usually influenced by many
nonlinear disturbance torques, including friction, mass unbalance torque, etc. The
friction torque, which is one of the mainly disturbance factors and has the obvious
nonlinear characteristic, can reflect the influence of disturbance torques on system
performance adequately. Therefore, the Stribeck friction model is added to the
simulink model. The friction model can be described as

Mf ð _hÞ ¼ ½Mc þ ðMs �McÞ � e�a _hj j�sgn _h
� �

þ Kv � _h
�� �� ð18:1Þ

where Ms and Mc denote the maximum static friction torque and the coulomb
friction torques, _h tð Þ denotes the rotation angular velocity, Kv denotes the viscous
friction coefficient.

Taking the friction model into system model, considering the influence of system
disturbance factors such as parameter perturbation, external load disturbance fac-
tors, etc., and assuming hðtÞ and _h tð Þ as state variables, then the system state
equations can be defined as

_x1 ¼ x2
_x2 ¼ ðaþ DaÞx2 þ ðbþ DbÞuþ cMf þ UT

y ¼ x1

8><
>: ð18:2Þ

where a equals � CeKm
JmRa

, b equals KKm
JmRa

, c equals 1
J, Da and Db denote variation of

system parameters, Mf denotes friction torque, UT denotes nonideal current and

other uncertainties. Assuming d equals Da _hþ Dbuþ cMf þ UT , then the system
state equations can be described as

_x1 ¼ x2
_x2 ¼ f ðX; tÞ þ buðtÞ þ dðtÞ
y ¼ x1

8><
>: ð18:3Þ

Fig. 18.1 Model of pitching control loop
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18.3 ISMC Controller Design Based on Extended State
Observer

18.3.1 Integral Sliding Surface Design Based on the State
Variable

Traditional sliding mode controller usually uses switching surface based on error
term, which not only need to know the expectation output of system, but also need
to know its derivatives of each order. If one of the derivatives signals does not exist,
the designed controller will be noneffective. In order to eliminate the derivatives
items of output in the controller, the tracking error item was introduced into
switching function, the error term was replaced by state variable [5]. For system
(18.3), the integral sliding surface based on state variable can be designed as

rðX; tÞ ¼ kx1 þ x2 þ k
Z t

0

eds ð18:4Þ

where k; k are constants. For (18.4), the derivative can be obtained:

_rðX; tÞ ¼ kx2 þ _x2 þ kðx1 � ydÞ ð18:5Þ

Assuming the disturbance of system (18.3) is bounded and meets the equation
dðtÞj j �D. While the switching gains k1 [D, the controller can be designed as

uðtÞ ¼ � 1
b
½f ðX; tÞ þ kx2 þ kðx1 � ydÞ þ k1sgnðrðX; tÞÞ� ð18:6Þ

Taking _rðX; tÞ ¼ 0 into Eq. (18.5) and considering (18.3):

_Vd ¼ � rj jðk1 � dðtÞÞ ð18:7Þ

According to the assumption k1 [D� dðtÞ, while rðX; tÞ 6¼ 0, the Lyapunov
stabilization equation _Vd\0 can be met. So the sliding mode control system is
asymptotically stable, namely the existence and accessibility of sliding mode can be
met. Meanwhile, the controller did not include the derivative term of the output which
break through the restrictions that the derivative of the tracking signal must be known.

18.3.2 Chatter Weakened Based on Extended State Observer

When the bound of system disturbances was known, the integral sliding mode
control strategy (18.6) can achieve good control effect. However, the disturbance
factors of stabilized platform are numerous and difficult to confirm the variation
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range of the system disturbances. If we design the controller according to the worst
condition, the switch gain need to be big enough to eliminate the effects of dis-
turbances, which is easy to cause high-frequency chattering on the switching sur-
face [6]. ESO is a kind of observer with superior performance. According to the
input and output data of controlled object, the disturbances could be estimated and
compensated by ESO in real time. ESO can be divided into linear and nonlinear. To
facilitate the adjustment of the parameters, this paper adopts linear extended state
observer form. Based on integral sliding mode control strategy (18.6), using ESO to
estimate and compensate the total disturbances of the system, the sliding model
chattering of system could be weakened effectively.

For system (18.3), the linear ESO could be designed as

_~x1 ¼ ~x2 þ l1ðx1 � ~x1Þ
_~x2 ¼ ~x3 þ l2ðx1 � ~x1Þ þ bu

_~x3 ¼ l3ðx1 � ~x1Þ

8>><
>>: ð18:8Þ

The estimate of variable is achieved by _~x1; _~x2 while _~x3 estimate the total dis-
turbance. L ¼ ½l1; l2; l3�T denotes the gain matrix, which determines the accuracy of
the observer. According to the bandwidth parametric method in literature [7], the
characteristic polynomial of observer (18.8) can be expressed as

kðsÞ ¼ s3 þ l1s
2 þ l2s

2 þ l3 ¼ ðsþ x0Þ3 ð18:9Þ

Therefore, x0 is the only parameter which need to be set in ESO. Generally, with
the increasing of x0, the observer is getting more accurate, while the observation
noise will also increase. So x0 should compromise between control performance
and noise resistance.

Then, the integral sliding mode control strategy compensating by ESO can be
designed as

uðtÞ� ¼ � 1
b
½ f ðX; tÞ þ kx2 þ k�ðx1 � ydÞ þ k1sgnðrðX; tÞÞ þ _~x3� ð18:10Þ

where _~x3 means the estimated value of disturbance dðtÞ. Assuming dðtÞ � _~x3 is
bounded and meet the condition: dðtÞ � _~x3

�� ���D�, when k�1 [D�, it can be proved
that the sliding mode control system is asymptotically stable.

Meanwhile, comparing the switching surface of (18.6) and (18.10):

_r ¼ �k1sgnðrÞ þ dðtÞ ð18:11Þ

_r ¼ �k�1sgnðrÞ þ ðdðtÞ � _~x3Þ ð18:12Þ
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Obviously, the disturbance of system changes to dðtÞ � _~x3 after compensating by
ESO, the upper bound D� of dðtÞ � _~x3 is much smaller than D of dðtÞ. Therefore,
under the premise of not sacrificing the robustness of system, the switching gain of
(18.10) could be smaller, which weaken the sliding mode chattering significantly.

18.4 Simulation and Experimental Result Analysis

18.4.1 Numerical Simulation Analysis

According to Fig. 18.1, the system simulation model was established in Matlab/
Simulink simulation environment. The input signal was assumed as xd ¼
20 sin tðm rad/sÞ and the variation of rotational inertia Jm was assumed as 10 %. PID
controller, ISMC, and integral sliding mode controller based on extended state
observer observing compensation (ISMC + ESO) were used for system simulation.

Here, the friction torque and its observed value by ESO are shown in Figs. 18.2
and 18.3, respectively. Comparing these two figures, the results show that ESO has
good tracking ability, also can track and estimate the disturbance accurately in real
time.

Figures 18.4, 18.5 and 18.6 display the position tracking, velocity tracking, and
controlling output by three methods, respectively. From Fig. 18.4, PID control
strategy cannot restrain the influence of nonlinear interference factors, because
position tracking curve exists “flat top” phenomenon and speed tracking curve
exists “dead zone” phenomenon. ISMC has certain control effect for nonlinear
disturbance factors, the position tracking is high-precision. However, due to the big
switching gain, there is chattering phenomenon in the speed tracking and con-
trolling output curve, which is shown obviously in Fig. 18.6b. As is shown in

Fig. 18.2 Friction moment
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Fig. 18.6, after compensating by ESO, with smaller switching gain, position
tracking and velocity tracking can achieve higher accuracy while controlling output
changes smooth. This indicates that the chattering existed in ISMC was restrained
effectively.

Fig. 18.3 Friction moment observed by ESO

Fig. 18.4 Curve of velocity tracking. a PID controller. b ISMC controller. c ISMC + ESO
controller

Fig. 18.5 Curve of position tracking. a PID controller. b ISMC controller. c ISMC + ESO
controller
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18.4.2 Platform Experimental Analysis Test

The experimental mechanism adopts digital control scheme. A DSP-TMS320F28335
was used as the main control chip to realize the control algorithm and parameter
adjustment. Considering the carrier disturbance is nonlinear perturbation whose
amplitude and frequency are less than 10° and 1 Hz [8], respectively, we drive the
swing table to do sine motion with amplitude of 10° and frequency of 1 Hz. For
examining the transient and steady state, PID and ISMC + ESO controller strategy
are tested with both tracking and stabilization experiments.

Figure 18.7 shows the speed tracking curves for two controllers due to sine
input. It shows that the tracking curve of PID controller exists obviously crawl and
distortion phenomenon due to the influence of nonlinear disturbance factors, while
the ISMC-ESO controller can restrain the influence of nonlinear disturbance factors

Fig. 18.6 Curve of controller output. a PID controller. b ISMC controller. c ISMC + ESO
controller

Fig. 18.7 Sine tracing curve
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and keep a high tracking accuracy. Figure 18.8 displays the stabilization precision
while aiming at a static target. From this figure, we can see that the using of ISMC-
ESO controller can significantly improve the stability accuracy of the system. The
maximum stable error is 0.1 mil and can meet the design requirements.

18.5 Conclusions

For problems of system performance degradation caused by nonlinearity such as
friction and parameter varieties to a system, an integral sliding mode controller for
armored vehicles steady sighting system based on ESO was proposed to replace the
PID controller. The controller combines the advantages of integral sliding mode
control and extended state observer, and has the characteristics of simple structure,
easy realization and strong robustness, etc. The simulation and experiment result
show that ESO could compensate the system disturbance accurately and restrain the
slide model chattering effectively; the ISMC-ESO controller can restrain the non-
linear disturbance caused by carrier and significantly improve the stability accuracy.
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Chapter 19
Robust H∞ Fuzzy Dynamic Output
Feedback Control of Nonlinear NCS
and Its Application

Qingfeng Wang and Hongbo Wang

Abstract The problem of time delay induced by communication channel in
nonlinear networked control system (NCS) is studied. The nonlinear plant is
modeled by a T-S fuzzy model and the time delays are modeled by a finite state
Markov process with partially known transition probability matrix. The controller’s
member functions and premise variables can be different with those of the plant.
The membership functions are approximated as polynomial functions and incor-
porated into the design of a fuzzy output feedback controller which can be com-
puted in terms of a sum of square inequalities. Using the software NS2 to simulate
real networked performance, we designed and implemented a real-time simulation
platform for NCS. A truck–trailer experiment was carried out on the platform and
the simulations have demonstrated the effectiveness of the proposed approach.

Keywords Networked control system � Fuzzy control � Transmission delay �
Markov process � Transition probability matrix

19.1 Introduction

Markov chain has been proven to be very effective in modeling delays in NCS. The
transition probability matrix is assumed completely known and the overall system
becomes a Markov jump system in [1]. But in practical it is very costly or
impossible to obtain a completely known transition probability matrix. In [2, 3], the
unknown transition probabilities are modeled as polytope uncertainties and show
that their approach is less conservative. However, none of the aforementioned
approaches consider NCSs where the Markov chain models the network-induced
delays between the system components.
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It is well known that the dynamic of nonlinear systems can be represented with
T-S fuzzy model. The controller gains can be common regardless of local linear
systems if the premise variables in T-S fuzzy plant and controller are asynchronous
[4]. However, the recent research of controller design such as [5, 6] did not include
membership functions. The major disadvantage of disregarding them is that the
obtained controller is valid for any membership functions, leading to severe con-
servatism. So it is significant to investigate ways to incorporate membership
functions in the controller design.

19.2 Networked Control System Description

The nonlinear plant is to be controlled and described by the T-S fuzzy model

IF h1 x kð Þð Þ is Jg1 AND � � � AND hp x kð Þð Þ is Jgp ;

THEN

x k þ 1ð Þ ¼ Ag þ DAgðkÞ
� �

xðkÞ þ B1g þ DB1gðkÞ
� �

xðkÞ þ B2g þ DB2gðkÞ
� �

uðkÞ
zðkÞ ¼ C1g þ DC1gðkÞ

� �
xðkÞ þ D1g þ DD1gðkÞ

� �
xðkÞ þ D2g þ DD2gðkÞ

� �
uðkÞ

yðkÞ ¼ C2gxðkÞ

8><
>:

ð19:1Þ

where g denotes the gth fuzzy inference rule, g ¼ 1; . . .; r; h1 x kð Þð Þ ; . . . ; hp x kð Þð Þ
are the premise variables, p is the number of premise variables, and Jg1 ; . . .; J

g
p are

the fuzzy terms, x 2 Rnx , u 2 Rnu , z 2 Rnz , y 2 Rny , x 2 Rnx are the state, input,
controlled output, measured output, and disturbance, respectively. The matrices
DAgðkÞ, DB1gðkÞ, DB2gðkÞ, DC1gðkÞ, DD1gðkÞ, and DD2gðkÞ are the time-varying
uncertainties in the system. Under the assumption that the premise variables do not
explicitly depend on the control input, the overall T-S fuzzy model is inferred as

xðk þ 1Þ ¼
Xr

g¼1

lg h xðkÞð Þð Þf½Ag þ DAgðkÞ�xðkÞ þ ½B1g þ DB1gðkÞ�xðkÞ þ ½B2g þ DB2gðkÞ�uðkÞg

¼ A lð Þ þ DA l; kð Þ½ �xðkÞ þ B1 lð Þ½ þ DB1 l; kð Þ�xðkÞ þ B2 lð Þ þ DB2 l; kð Þ½ �uðkÞ

zðkÞ ¼
Xr

g¼1

lg h xðkÞð Þð Þf½C1g þ DC1gðkÞ�xðkÞ þ ½D1g þ DD1gðkÞ�uðkÞ þ ½D2g þ DD2gðkÞ�uðkÞg

¼ C1 lð Þ þ DC1 l; kð Þ½ �xðkÞ þ D1 lð Þ½ þ DD1 l; kð Þ�uðkÞ þ D2 lð Þ þ DD2 l; kð Þ½ �uðkÞ

yðkÞ ¼
Xr

g¼1

lg h xðkÞð Þð ÞC2gxðkÞ ¼ C2 lð ÞxðkÞ

8>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:

where vg hðxðkÞÞð Þ ¼ Qp
t¼1

Jgt ðht xðkÞð ÞÞ, lg h xðkÞð Þð Þ ¼ vg xðkÞð Þ=Pr
l¼1

vl xðkÞð Þ 2 0; 1½ �,
Pr
g¼1

lg hðxðkÞÞð Þ ¼ 1, A lð Þ ¼ Pr
g¼1

lg xðkÞð ÞAg; DA l; kð Þ ¼ Pr
g¼1

lg xðkÞð ÞDAg kð Þ;
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h xðkÞð Þ ¼ h1 xðkÞð Þ; . . .; hp xðkÞð Þ� �
. The definitions of other matrix are familiar with

that of A lð Þ and DA l; kð Þ. Assume that the uncertainties satisfy the following
assumption

DAgðkÞ DB1ðkÞ DB2ðkÞ
DC1gðkÞ DD1ðkÞ DD2ðkÞ

� �
¼ E1g

E2g

� �
FðkÞ H1 H2 H3½ �

where H1;H2;H3;E1g and E2g are known matrices which characterize the structure
of the uncertainties; FðkÞ is an unknown matrix function that satisfy
FTðkÞWFðkÞ�W , where W is a positive definite matrix.

We consider the following fuzzy dynamic output feedback controller

IF d1 x̂ kð Þð Þ is Nh
1 AND � � � dq x̂ kð Þð Þ is Nh

q ; THEN x̂ k þ 1ð Þ ¼ ÂhðiÞx̂ðkÞ þ B̂hðiÞyðk � skÞ
uðkÞ ¼ ĈhðiÞx̂ðkÞ

�

where x̂ðkÞ is the controller’s state; ÂhðiÞ; B̂hðiÞ; ĈhðiÞ are the controller matrices; h
denotes the hth fuzzy inference rule; h ¼ 1; . . .; c, c is the number of inference
rules; d1 x̂ kð Þð Þ � � � dq x̂ kð Þð Þ are the premise variables; q is the number of premise
variables and Nh

1 � � �Nh
q are the fuzzy terms; sk is the time delay.

Similar to the plant, the fuzzy output feedback controller is inferred as

x̂ k þ 1ð Þ ¼
Xr

h¼1

kh d x̂ðkÞð Þð ÞfÂhðrkÞx̂ðkÞ þ B̂hðrkÞyðk � skÞg ¼ Âðk; rkÞx̂ðkÞ þ B̂ðk; rkÞyðk � skÞ

uðkÞ ¼
Xr

h¼1

kh d x̂ðkÞð Þð ÞĈhðrkÞx̂ðkÞ ¼ Ĉðk; rkÞx̂ðkÞ

8>>>><
>>>>:

where d xðkÞð Þ ¼ d1 x̂ðkÞð Þ; . . .; dq x̂ðkÞð Þ� �
;/h dðx̂ðkÞÞð Þ ¼ Qq

t¼1
Nh
t ðdt x̂ðkÞð ÞÞ, kh

d x̂ðkÞð Þð Þ ¼ /h x̂ðkÞð Þ=Pc
l¼1

/l x̂ðkÞð Þ 2 0; 1½ �; Pc
g¼1

kh dðx̂ðkÞÞð Þ ¼ 1. The overall

closed-loop system is

f k þ 1ð Þ ¼ Acl l; k; rkð Þ þ �E1ðlÞFðkÞ�H1ðk; rkÞ½ �f kð Þ þ Bclðk; rkÞ�C2ðlÞf k � skð Þ
þ �B1ðlÞ þ �E1ðlÞFðkÞH2½ �xðkÞ

zðkÞ ¼ ½Ccl l; k; rkð Þ þ E2ðlÞFðkÞ�H1ðk; rkÞ�f kð Þ þ D1ðlÞ þ E2ðlÞFðkÞH2½ �xðkÞ

8><
>:

ð19:2Þ

where Acl l; k; rkð Þ ¼ A lð Þ B2 lð ÞĈ k; rkð Þ
0 Â k; rkð Þ

� �
; Bcl k; rkð Þ ¼ 0

B̂ k; rkð Þ
� �

; �B1 lð Þ ¼
B1 lð Þ
0

� �
; �C2 ¼ C2 lð Þ 0½ �; �E1 lð Þ ¼ E1 lð Þ

0

� �
; �H k; rkð Þ ¼ H1 H3Ĉ k; rkð Þ� �

; fTðkÞ
¼ xTðkÞ x̂TðkÞ½ �; Ccl l; k; rkð Þ ¼ C1 lð Þ D2 lð ÞĈ k; rkð Þ

� �
. For brevity lg hðxðkÞÞð Þ;

19 Robust H∞ Fuzzy Dynamic Output … 171



kh dðx̂ðkÞÞð Þ; xðkÞ, x̂ðkÞ are denoted as lg xð Þ; kh x̂ð Þ; x; x̂, respectively. Define

C1 rkð Þ ¼ ½Acl l; k; rkð Þ Bcl l; k; rkð Þ �C2 lð Þ �B1ðlÞ �E1ðlÞ �E2ðlÞ� and ~fTðkÞ ¼ ½ fT
�

ðkÞfTðk � s rkð ÞÞ:xT kð Þ fTðkÞ�HT
1 k; rkð ÞFTðkÞ sxTðkÞHT

2 k; rkð ÞFTðkÞ� 2 Rl and
N rkð Þ ¼ ½Ccl l; k; rkð Þ 0D1ðlÞ E2ðlÞD1ðlÞ�. Define f‘ ¼ fð‘Þ, z‘ ¼ zð‘Þ, ~f‘ ¼ ~fð‘Þ,
and the closed system is

fkþ1 ¼ C1 rkð Þ~fk; zk ¼ N rkð Þ~fk ð19:3Þ

19.3 H∞ Fuzzy Output Feedback Controller Design

The aim of this paper is to design a fuzzy dynamic output feedback controller such
that, given a prescribed c[ 0, the controller will result such that the closed-loop
system with xðkÞ ¼ 0 is stochastically stable, that is, for all xð0Þ and r0 there exists
a constant 0\#\1 such that

E
X1
‘¼0

xT ‘ð Þx ‘ð Þ
( )

\# ð19:4Þ

Furthermore, under zero initial conditions, the following is to be satisfied

E
X1
k¼0

zT kð Þz kð Þjr0
( )

\c
X1
k¼0

xTðkÞxðkÞ ð19:5Þ

We model the time delays s rkð Þ by using a discrete Markov chain. Let rk be a
discrete Markov chain taking values in a finite set S ¼ 1; 2; . . .; sf g, with the
transition probability from mode i at time k to mode j at time k þ 1,
P skþ1 ¼ jjsk ¼ i½ � ¼ pij; 8i; j 2 S, where pij � 0,

PN
j¼1 pij ¼ 1; 8i 2 S. The pro-

posed controller will always use the most recent data for feedback. This means that
the delay sk can only increase at most by one at each step, therefore
Prob skþ1 [ sk þ 1f g ¼ 0.

In practice some of the elements in the transition probability matrix are
unknown. Throughout the paper we use the following notations for i; j 2 S

SiK ¼ fj : if pij is knowng; SiUK ¼ fj : if pij is unknowng; piK ¼
Xiþ1

j2SiK
pij; piUK ¼

Xiþ1

j2SiUK
pij :
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YALMIP and SOSTOOLS can handle multivariate polynomial functions. So
membership functions are approximated as below

lgðxÞkh x̂ð Þ ¼
XD
k¼1

f x:x̂ð Þ ggh;sk x:x̂ð Þ þ Dggh;sk x:x̂ð Þ� �
; agh;sk �Dggh;sk x:x̂ð Þ� bgh;sk

ð19:6Þ

where ggh;sk x:x̂ð Þ are the polynomial function approximations, Dggh;sk x:x̂ð Þ are the
error terms in each subregion, f x:x̂ð Þ is a scalar function which takes 1 if x and x̂ are
inside the subregion and 0 otherwise, agh;sk ; bgh;sk are known constants.

Theorem 19.1 [7] For a given c[ 0, the closed-loop system will satisfy (19.4)
and (19.5) if there exist sets of positive definite matrices PðiÞ, XðiÞ, ~R1ðiÞ, ~R1, ~R2ðiÞ,
~R2, W1ðiÞ, W2ðiÞ; ~W1ðiÞ,~Q, Q, N1, ~ZðiÞ, Sði; jÞ, ~Wgh

1 ið Þ, ~Wgh
2 ið Þ and matrices KhðiÞ,

ĈhðiÞ, ~MðiÞ, JðiÞ for i ¼ 1; 2; . . .; s, g ¼ 1; 2; . . .; r, h ¼ 1; 2; . . .; c satisfying

~R1 [ ~R1ðiÞ; ~R2 [ ~R2ðiÞ ð19:7Þ

�vT
Xr

g¼1

Xc

h¼1

ggh;Sk x; x̂ð Þ þ 1
2
agh;Sk þ

1
2
bgh;Sk

	 

~Tgh ið Þ þ ~V

gh;Sk gh

"
ið Þ � ~eSk I�v is SOS ð19:8Þ

1
2
~TghðiÞ � ~Wgh

1 ðiÞ\0; � 1
2
~TghðiÞ � ~Wgh

2 ðiÞ\0 ð19:9Þ

1� piðiþ1Þ
� �

~R1ðiÞ þ ~R2ðiÞ ~MðiÞ
� ~zðiÞ

� �
� 0; pik~R1ðiÞ þ ~R2ðiÞ ~MðiÞ

� ~zðiÞ
� �

� 0;8 iþ 1ð Þ 2 SiUK

ð19:10Þ

S i; jð Þ JTðiÞ
� XðjÞ

� �
[ 0 ð19:11Þ

N1~R1 ¼ I; N2~R2 ¼ I; ~W1ðiÞW1ðiÞ ¼ I; Q~Q ¼ I; PðiÞXðiÞ ¼ I: ð19:12Þ

where v is a real vector and independent of x, ~esk are predefined scalars;

~Vgh;sk ðiÞ ¼ bgh;sk � agh;sk
� � eWgh

1 ðiÞ þ eWgh
2 ðiÞ

� �
;

eC3 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s sð Þ � s 1ð Þ þ 1

p
0 0 0 0

� �
;
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~sðiÞ ¼
Xiþ1

j2Sik
pijsðjÞ þ ð1� pikÞ

Xiþ1

j2SiUk
sðjÞ;

e� 1ðiÞ ¼ ~MTðiÞ diag I; 0f g diag �I; 0f g 0 0 0½ �;

~Ag ¼
Ag 0

0 0

� �
; �E ¼ 0

I

� �
; �R ¼ 0 I

0 0

� �
; Ê ¼ 0

I

� �
; �B2g ¼

B2g

0

� �
;

�E1g ¼
0

E1g

� �
; �B1g ¼

B1g

0

� �
;

�C1g ¼ C1g 0½ �; �C2g ¼ C2g 0½ �; R ¼ diag N1;N2f g; ~H1 ¼ H1 0½ �;
~ChðiÞ ¼ 0 ĈhðiÞ

� �
;

~TghðiÞ ¼

eKðiÞ ðeCgh
1 ðiÞÞT ðeCgh

2 ðiÞÞT ðeC3ÞT ðeNghðiÞÞT ð~HhðiÞÞT
� �v 0 0 0 0

� � �R 0 0 0

� � � �~Q 0 0

� � � � �I 0

� � � � � � ~W1ðiÞ

2
6666666664

3
7777777775
;

eCgh
2 ðiÞ ¼

ffiffiffiffiffiffiffiffi
~sðiÞp

Mffiffiffiffiffiffiffiffi
sðiÞp

M

" #
;

~KðiÞ ¼ diag �PðiÞ �Q HT
2W2ðiÞH2 � cI

� � �W1ðiÞ
� �W2ðiÞgþ~!T

1 ðiÞ
þ ~!1ðiÞ þ sðiÞ~ZðiÞ;

~Cgh
1 ðiÞ ¼ ~Ag þ �EKhðiÞ�Rþ �B2g ~ChðiÞ �EKhðiÞÊ�C2g �B1g

�
�E1g �E1g

�
;

M ¼ ½ ~Ag �diag I 0f g þ �B2g ~ChðiÞ 0 �B1g �E1g �E1g
�
;

eNghðiÞ ¼ �C1g þ D2g �C2g~Ag 0 D1g E2g E2g

� �
;

~HhðiÞ ¼ ~H1 þ H3~ChðiÞ 0 0 0 0
� �

v i; jð Þ ¼ JTðiÞ þ JðiÞ �
Xiþ1

j2SiK
pijS i; jð Þþ 1� piK

� � Xiþ1

j2SiUK
S i; jð Þ

8<
:

9=
;:
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The delay dependent dynamic fuzzy output feedback controller matrix is

ÂhðiÞ B̂hðiÞ
� � ¼ KhðiÞ:

Theorem 19.2 According to the cone complementarity algorithm, the problem
formulated by (19.7–19.12) can be converted into the following problem

Min Tr N1~R1 þ N2~Rþ N2~R
J
2 þ ~W1ðiÞW1ðiÞ þ ~QQþ PðiÞXðiÞ��

Subject to (19.7)–(19.11) and

N1 I
I ~R1

� �
[ 0;

N2 I
I ~R2

� �
[ 0;

~Q I
I Q

� �
[ 0;

~W1ðiÞ I
I WðiÞ

� �
[ 0;

PðiÞ I
I XðiÞ

� �
[ 0

ð19:13Þ

19.4 Simulations and Experiments

Consider a truck–trailer system shown in [8], a discrete time T-S fuzzy model of the
plant above is obtained with two plant rules (r = 2) and two controller rules (c = 2).
The subsystems are described as follows:

A1 ¼
1:3636 0 0

�0:3636 1 0

0:3636 �2 1

2
64

3
75;A2 ¼

1:3636 0 0

�0:3636 1 0

0:0003 �0:0018 1

2
64

3
75;B11 ¼

0

0:2

0:1

2
64

3
75;

B21 ¼
�0:7143

0

0

2
64

3
75;

B12 ¼ B11, B22 ¼ B21, C11 ¼ C12 ¼ 0 0 0½ �;D11 ¼ D12 ¼ 0, D21 ¼ D22 ¼
�0:7143, C21 ¼ C22 ¼ ½ 7 �2 0:03 �. Define hðtÞ ¼ x2ðtÞ � 0:1818x1ðtÞ, the
membership functions are l1 h tð Þð Þ ¼ sin h tð Þð Þ=h tð Þ; l2 h tð Þð Þ ¼ 1� sin h tð Þð Þ=h tð Þ.
The membership functions of the output feedback fuzzy controller are selected as

k1 ĥ tð Þ
� �

¼ 1� sin ĥ tð Þ
� �

=ĥ tð Þ; k2 ĥ tð Þ
� �

¼ sin ĥ tð Þ
� �

=ĥ tð Þ. Figure 19.1 depicts

the membership functions of the plant and the controller. We divide

lg h tð Þð Þkh ĥ tð Þ
� �

into four subregions. For every subregion polynomial approxi-

mation is obtained using cftool in Matlab which is shown in Table 19.1 with bounds
of the error terms bgh;sk , agh;sk .
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Table 19.1 Polynomial approximation of membership functions and bgh;sk , agh;sk

ggh;sk ðh; ĥÞ bgh;sk agh;sk

g ¼ 1

h ¼ 1

1 �0:056ðh� 1:57Þ2 þ 1:188
� �

0:056ðĥ� 1:57Þ2 � 0:188
� �

0.0584 −0.1081

2 �0:056ðh� 1:57Þ2 þ 1:188
� �

0:056ðĥþ 1:57Þ2 � 0:188
� �

0.0584 −0.1079

3 �0:056ðhþ 1:57Þ2 þ 1:187
� �

0:056ðĥ� 1:57Þ2 � 0:188
� �

0.0589 −0.1074

4 �0:056ðhþ 1:57Þ2 þ 1:187
� �

0:056ðĥþ 1:57Þ2 � 0:188
� �

0.0588 −0.1072

g ¼ 1

h ¼ 2

1 �0:056ðh� 1:57Þ2 þ 1:188
� �

�0:056ðĥ� 1:57Þ2 þ 1:188
� �

0.0581 −0.1022

2 �0:056ðh� 1:57Þ2 þ 1:188
� �

�0:056ðĥþ 1:57Þ2 þ 1:187
� �

0.0582 −0.1016

3 �0:056ðhþ 1:57Þ2 þ 1:187
� �

�0:056ðĥ� 1:57Þ2 þ 1:188
� �

0.0585 −0.1015

4 �0:056ðhþ 1:57Þ2 þ 1:187
� �

�0:056ðhþ 1:57Þ2 þ 1:187
� �

0.0585 −0.1009

g ¼ 2

h ¼ 1

1 0:056ðh� 1:57Þ2 � 0:188
� �

0:056ðĥ� 1:57Þ2 � 0:188
� �

0.0525 −0.1140

2 0:056ðh� 1:57Þ2 � 0:188
� �

0:056ðĥþ 1:57Þ2 � 0:188
� �

0.0525 −0.1138

3 0:056ðhþ 1:57Þ2 � 0:188
� �

0:056ðĥ� 1:57Þ2 � 0:188
� �

0.0525 −0.1137

4 0:056ðhþ 1:57Þ2 � 0:188
� �

0:056ðĥþ 1:57Þ2 � 0:188
� �

0.0524 −0.1136

g ¼ 1

h ¼ 2

1 �0:056ðh� 1:57Þ2 � 0:188
� �

�0:056ðĥ� 1:57Þ2 þ 0:188
� �

0.0584 −0.1081

2 �0:056ðh� 1:57Þ2 � 0:188
� �

�0:056ðĥþ 1:57Þ2 þ 0:187
� �

0.0585 −0.1075

3 0:056ðhþ 1:57Þ2 � 0:188
� �

�0:056ðĥ� 1:57Þ2 þ 0:188
� �

0.0584 −0.1079

4 0:056ðhþ 1:57Þ2 � 0:188
� �

�0:056ðĥþ 1:57Þ2 þ 0:187
� �

0.0591 −0.1071
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Utilizing Matlab, NS2 to simulate real-time control and network performance
separately, we designed and realized a simulation platform [9] for NCS which is
shown as Fig. 19.2. The communication between NS2 and Matlab is realized by
Java application. Running for 30 min on the NCS platform with the sampling time
of 0.1 s, the network performance of delay for a kind of network topology was
obtained and shown in Fig. 19.3 for the first 5 min. So it is concluded that the time
delays are s1 ¼ T; s2 ¼ 2T and Psð1; 1Þ ¼ 0:6279; Psð1; 2Þ ¼ 0:3721:

Apply the theorem 2 and c ¼ 1:3, the controller can be obtained using YALMIP.
When x ¼ 0, initial state is x ¼ ½ 0:5p 0:75p �10 �T , the state response of the

system is figured as Fig. 19.4a. Select xðtÞ ¼ rand� 0:5 t� 50
ðrand� 0:5Þ=t t[ 50

�
, the state

response of the system is figured as Fig. 19.4b with the same initial conditions.
Note that no feasible solution exists for this particular example when the theorem is
reduced to ~TghðiÞ\0. From the simulation results we can see that the system has
good performance with the designed H1 output feedback controller.

Controller

Network Simulating  Block

Output
Block

Communication Block 2

Simulink Block

Java Block

Input
Block

Communication Block 1

Controller Block

Plant

Output
Block

Communication Block 2

Simulink Block

Java Block

Input
Block

Communication Block 1

Plant Block

Fig. 19.2 Framework of simulation platform
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19.5 Result

We investigated the fuzzy dynamic output feedback control of a class of nonlinear
NCS with timed delay. Sufficient conditions for the existence of the controller are
derived in terms of SOS inequalities which are then solved by YALMIP. A truck–
trailer experiment was carried out on a real-time simulation platform and the
simulations have demonstrated the effectiveness of the proposed approach.

References

1. Rasool F, Nguang SK (2009) Quantized robust output feedback control of discrete-time systems
with random communication delays. In:s Proceedings IEEE ICCA 1399–1404

2. Goncalves APC, Fioravanti AR, Geromel JC (2009) H∞ filtering of discrete-time markov jump
linear systems through linear matrix inequalities. IEEE Trans Autom Control 54(6):1347–1351

3. Fioravanti AR, Goncalves APC, Geromel JC (2008) H2 filtering of discrete-time markov jump
linear systems through linear matrix inequalities. Int J Control 81:1221–1231

0 50 100 150 200 250 300
1

1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9

2

time

de
la

y

Fig. 19.3 Time delay

0 20 40 60 80 100 120
-20

-15

-10

-5

0

5

time

st
at

e 
re

sp
on

se

x1

x2

x3

0 20 40 60 80 100 120
-25

-20

-15

-10

-5

0

5

time

st
at

e 
re

sp
on

se

x
1

x
2

x3

(a) (b)

Fig. 19.4 The state of the truck–trailer system

178 Q. Wang and H. Wang



4. Nguang SK (2010) Comments on fuzzy tracking control for nonlinear networked control
systems in T-S fuzzy model. IEEE Trans Syst Man Cybern B Cybern 40(3):957–957

5. Peng C, Yang TC (2010) Communication delay distribution dependent networked control for a
class of T-S fuzzy systems. IEEE Trans Fuzzy Syst 18(2):326–335

6. Mahmoud M (2012) H∞ control of uncertain fuzzy networked control systems with state
quantization. Intell Control Autom 3(1):59–70

7. Chae S, Sing KN (2013) SOS based robust fuzzy dynamic output feedback conrol of nonlinear
networked control systems. IEEE Trans Cybern 2168–2267

8. Kau SW, Lee HJ, Yang CM et al (2007) Robust H∞ fuzzy static output feedback control of T-S
fuzzy systems with parametric uncertainties. Fuzzy Sets Syst 158:135–146

9. Wang QF, Chen H, Wang P (2011) Design and implementation of simulation platform for
networked control system based on NS2. J Syst Simul 23(2):270–274 (in Chinese)

19 Robust H∞ Fuzzy Dynamic Output … 179



Chapter 20
Study on the Control System
of the Wheel Hanging Workbench

Chaokun Ma, Naijian Chen, Changchun Li and Longtao Liu

Abstract This paper describes a wheel hanging robot system that consists of a
roller screw with a mounted 6 DOF manipulator and a visual workbench. It is
designed to navigate autonomously and hangs wheels on the hook in the car wheel
spray paint line. At the end of manipulator there is a holder used to catch and hang
wheels. In order to achieve a better quality of spraying, a visual workbench can
rotate the wheel to identify the rim’s circumference. Thus the valve hole can be
identified and positioned with the mounted camera automatically. The whole
control system of the wheel hanging robot system includes the manipulator control
system, the mobile platform control system, and the rotating platform control
system. Experimental results are shown that the wheel hanging robot system can
position the valve hole of the wheels and hang wheels automatically.

Keywords Wheel hanging robot � Visual workbench � Redundant manipulator

20.1 Introduction

With the rapid development of automobile industry, the demands of automobile
wheel hub are also increasing. However, there are still many manufacturers done by
worker in the car wheel spraying production line. Industrial robots are becoming an
important part of flexible manufacturing systems. The advantage of this type of
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robot is to adapt to various serious environments and can greatly improve
efficiency. Thus we put forward the idea of using robots replace manual hanging
wheel and designed a visual workbench. This paper describes how the whole
control system control a complete set of equipment operation.

20.2 Physical Description and Design Specification

A car wheel suspension system consisting of redundant degrees of freedom carrying
manipulator and car wheel hub valve hole visual measuring and positioning
workbench is used in this paper to relieve workers of tedious, repetitive, and
hazardous tasks [1]. The working process of the automobile wheel suspension
system is shown in Fig. 20.1.

20.2.1 The Wheel Valve Hole Visual Measuring
and Positioning Workbench

The car wheel hub valve hole visual measuring and positioning workbench is
shown in Fig. 20.2.

The car wheel hub valve hole visual measuring and positioning workbench
includes an image acquisition, storage and processing system, the test platform, the
images processing software, etc. The equipment is divided into two parts: The
following is a support base and on the base installation of a disk. Disk is driven by
the middle of the servo motor and the sever motor was installed on the base through
the bearing. On the disk there is a wheel gripper composed of three cylinders.
Beside the disk there is the image acquisition system which is included by a linear
array camera, lighting, and transmission device. Camera and lights installed on a
bracket which can adjust the location that is benefit to obtain better image. The car
wheel hub valve hole visual measuring and positioning workbench can complete
the image processing, feature extraction, data processing, and other functions to get
feature of the car wheel hub valve hole. Then through the data processing, we can

The wheels were placed
On the platform

Cylinder Grip the
wheel

A week the Rotation
of the wheels

Wheel alignmentThe image processing

Image Acquisition

Manipulator
grabbing the

wheel

Manipulator Motions
and changes position

according to the teaching
point

Identify the hook
Hanging
wheel

The
manipulatorreturn

Fig. 20.1 The working process of the automobile wheel suspension system
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get the angle which the wheel needs to rotate. The working process of the visual
measuring and positioning workbench is as follows:

1. Put the car wheel on the visual measuring and positioning system workbench.
2. The clamping cylinder which is mounted on the workbench grabs the wheel.
3. The car wheel rotates a week. Meanwhile, the center-line array camera scanning

the wheel circumference and the collected images stored in the computer. And
then the images processing software finish the image processing and find the
location of the valve hole.

4. The computer calculates the angle that the valve hole should rotate. At the same
time, we can get the pulse that required by the motor.

5. The information will be transmitted to the control system through the com-
munication transmission of information.

6. After rotation to locate position, the wheel was loosened by the cylinder and
waiting for fetching manipulator.

20.2.2 Carrying Manipulator

In manufacturing area, the industrial robots are widely used. The general industrial
robot has six degrees of freedom. They include the base can rotate, the big arm can
bobbing around the base, forearm bobbing around the big arm, the rotation of the
forearm, wrist bobbing up and down, and turn of the wrist. In this paper, the
industrial robot has six degrees of freedom and is mounted on the linear movement
of the roller screw. Thus the manipulator includes six degrees of freedom

Fig. 20.2 The rim valve
hole’s measuring and
positioning visual workbench
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manipulator and roller screw moving workbench. The carrying manipulator can
move with the ball screw. The carrying manipulator system working process is as
follows:

1. Under the control system, the carrying manipulator grabs the wheel.
2. The manipulator movement along with the teaching way until it got to the place

where the wheel can be hanging.
3. The roller screw drive the manipulator moving at the same speed of the catenary

line hook, and at the same time manipulator hanging the wheel on the catenary
line hook.

4. The manipulator movement back to grab point’s accordance with the scheduled
procedure for the next cycle.

20.2.3 Moving Workbench

Moving workbench is a platform that can driven manipulator move along with the
hook. Moving workbench is composed of motor and roller screw. The roller crew is
shown in the Fig. 20.3. Roller screw is installed in the middle of the base. The
manipulator installed on the roller screw by sliding block.

Fig. 20.3 The hardware architecture of the whole control system
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20.3 The Wheel Suspension Control System

The control system is the heart of whole wheel suspension process, which is
detailed in a block diagram as given in Fig. 20.3.

The control system of automobile wheel hub suspension system uses the Google
GUC series of eight axis integration motion controllers, which is the composition of
embedded PC and motion control card. We can operate control using the man
−machine interface or teach box. We can also control the motion controller card
through the PC programming. The micro controller-based main board controls the
motors. The hardware composition of control system comes in three configurations:
Man−machine interface or teach box, GUC motor control card, and servo motor.
Another aspect, our control system can be divided into three parts: The control
system of the workbench, the control system of the manipulator, and the control
system of the mobile platform.The classification of control system is shown in
Fig. 20.4. We still can see the number of the servo motor used by the different
system.

20.3.1 The Control System of the Workbench

Block diagram of workbench control system is shown in Fig. 20.5. The main
purpose of the workbench control system is to drive the working platform wheels
rotating. The GUC control card drives eight servo motors rotation under the control
of the program. After obtained the angle data by processing the image, computer
will send a signal to the controller and the GUC will drive motor to rotate the angle
of corresponding data.

The control system

Control System of the
Manipulator

Drive6

Control System of
the Workbench

Control System of the
Mobile Platform

Drive2 Drive3 Drive4 Drive5Drive1 Drive7Drive8

Servo
Motor

Servo
Motor

Servo
Motor

Servo
Motor

Servo
Motor

Servo
Motor

Servo
Motor

Servo
Motor

The Camera

Visual
Feedback

Fig. 20.4 The classification of control system
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20.3.2 The Control System of the Manipulator

In order to determine the relationship between the end of the manipulator hand the
position and posture the manipulator grasping when the car wheel hub, and
mechanical components, it is necessary to establish kinematics mathematical model
of the manipulator. The car wheel suspension system is developing a seven degree
of freedom manipulator. Seven degree of freedom manipulator has more than one
solution. That is to say the robot has a lot of similar paths to reach a predetermined
location. So there must be an additional decision-making program enables the robot
to select the optimum one from a variety of methods. In this paper, the robot’s
seventh degree of freedom is installed roller screw on the bottom support. Due to
the linear motion of the robot, it can move with the catenary at the same speed. That
means the location of the base of the robot and the other coordinate system are
known, so the redundant degree of freedom does not need to solve. In the kine-
matics analysis the number of degrees of freedom robot can still be classified as six,
thus the solution is only one [2].

The robot of six joints needs to establish seven coordinate systems. In the base
coordinate, the end of the robot coordinate system is x6y6z6 (as shown in the figure
below), the nth joint coordinate system is xn−1yn−1zn−1 as shown in Fig. 20.6.

According to the function requirement analysis of the manipulator, the structure
diagram of the manipulator control system is shown in Fig. 20.7.

According to the kinematics mathematical model that is established above, we
transmitted the information of the location of the wheel to the robot motion
planning system. According to the obtained all kinds of information about the
wheel, The robot motion planning system calculated the optimal motion track
points and the minimum rotation angle of each joint, and then make some point of
interpolation. Then the ideal trajectory curve of every axis of manipulator can be
acquired.

The wheels placed on
the platform

GUC motor
control card

Servo
amplifier

Servo
Motor

Control worktable rotate
for a circle

The Image Acquisition
By the Camera

Images automatically
transmitted to the PC

The image
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Get the data GUC motor
control card

Servo
amplifier

Sever
Motor

The wheels rotate
according to the data

Data
communication

Fig. 20.5 Block diagram of workbench control system
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Taking the result of the motion planning as the foundation, the control system
drives manipulator arm motion coordinately. Then the manipulator move with
catenary suspension hook at the same speed, and eventually hanging the wheel on
the hook. Then the manipulator returns to the start catching point accordance with
the planning route. In the process, there also has inspection feedback of the visual
platform camera. According to the visual platform of signals, the manipulator
control system of the manipulator can take the grab action. In terms of automatic
control, the working process of the manipulator is a complete closed loop.

20.3.3 The Control System of the Mobile Platform

The control system of the mobile platform is composed of four parts: The GUC
control card, the seventh drive, severs motor, and the roller screw. The control

Fig. 20.6 Coordinate system of the manipulator

Teaching point Desired trajectory
Motion
controller

amplifier Sever motor
Manipulator
ontology

The target
object

Visual feedback

Fig. 20.7 The structure diagram of the manipulator control system
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system of the mobile platform begins to work after the manipulator grabbed the
wheel. The main purpose is to drive the manipulator moves along with catenary
suspension hook. The main work flow is as follows:

• The industrial manipulator grabs the wheel.
• GUC control card control the motor rotation.
• Motor drives the roller screw rotation and the manipulator began to move.
• When the manipulator gets the same speed as the hook, the manipulator hangs

the wheel on the hook.
• The last motor drives reversely the manipulator to return.

20.4 Experimental Results and Analysis

20.4.1 Experiments

Connect the GUC series motion controller to the standard input and output devices.
The controller runs on 24 V DC. Hence a AC/DC converter is placed to convert
220 V AC to 24 V DC.

1. Install the motion controller driver.
2. Host communications with motion controller is established.
3. Connect the motor and drive.
4. Connect the motion controller and terminal board.
5. Connect the drive, input and output system and motion controller.

The processes of the system are as follows:

• First of all, put the wheel on the car wheel hub valve hole visual measuring and
positioning workbench is shown in Fig. 20.2.

• The GUC control card issues instructions to the drives of the server motors. The
wheels turn a week. The center-line array camera scans the wheel circumference
and the collected images are stored in the computer as shown in Fig. 20.8 [3].

• The image will be processed through gray-scale threshold transform, morpho-
logical processing, cutting, edge detection, and so on, so that we can get the
characteristic of the valve hole as shown in Fig. 20.9.

• The computer calculates the angle that the valve hole should rotate as shown in
Fig. 20.10.

• The wheel rotates the corresponding Angle.
• According to working conditions, we determine the initial position and ending

position of the manipulator.
• To avoid the problems such as collision with other devices, we set the start

carrying manipulator posture as shown in Fig. 20.11.
• Then following the teaching of route hanging wheel. Figures 20.12 and 20.13

are two different demonstration points on the hanging wheel line. Figure 20.12
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shows it was transposing its position after catching up the wheels. Figure 20.13
shows that the manipulator was moving along the guide rail at the same speed of
hanging hook. When the robot gets the destination, the position of the
suspension time is as shown in the Fig. 20.14.

Fig. 20.8 The image of the
rim circular

Fig. 20.9 Fit the contour of
the valve hole

Fig. 20.10 The conclusion
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Fig. 20.11 The position of
robot starts to grab the wheel

Fig. 20.12 The position after
catching up the wheel

Fig. 20.13 The position
when moving along the guide
rail
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• To set the path of a series of points, and then to work out each joint vector angle
by the principle of kinematics inverse problem.

• The control system drive motor and every joint movements, make the actuator to
complete the task.

• The purpose is to make the manipulator move along with the specific trajectory
to complete the task.The process of manipulator trajectory planning is shown in
Fig. 20.15.

20.5 Conclusion

In this paper, the author puts forward a design scheme of the wheel suspension
system. In order to solve the problem of fetching and hanging of the wheels,
incorporating various equipment as described above and making sure that it can
work normally is a challenge by itself. The model takes into account the car wheel
positioning and the grabbing and suspension of the wheel base, the detailed

Fig. 20.14 The position of the suspension time
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Fig. 20.15 The process of manipulator trajectory planning
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dynamics of the manipulator. In addition, through the man−machine interface by
operating the motion controller to realize further driving control, also reach control
of robot, wheel positioning system, and moving workbench. The author has verified
the feasibility and effectiveness of the control system of the wheel hanging equip-
ment using a catenary line through the car wheel grab suspension experiments.

Overall, through the whole control system, we can complete operation of wheel
measuring and positioning system to finish positioning of the car wheel valve hole
and to control the manipulator trajectory planning to complete the car wheel
scraping. Finally, the system can control the mobile platform to drive manipulator
move to complete suspension of the wheel. The system is an efficacious architec-
ture, so that it can make the work easier without worrying too much about its
operational efficiency. This is particularly suitable in the grab and suspension
process of the wheel.
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Chapter 21
An Overview of Dynamic Equilibrium
State Theory

Linjie Xin, Qinglin Wang and Yuan Li

Abstract The dynamic equilibrium state (DES) theory is a novel analysis method
for control systems. It is considered that what the input of control system controls
directly is the equilibrium state, not the output or state of system. The state moves
under constrain of the system structure matrix. If the system structure matrix is
stable, the state moves relatively to its equilibrium state. This idea gives new
solutions for the steady-state analysis in the state space, and is applied in the
nonlinear time-varying system design. It provides a new point of view for the
control system design. The recent development of DES theory is reviewed in this
paper, which is summarized by five issues. Furthermore, the future studies are
pointed out.

Keywords Control system � Nonlinear system design � Steady state �
Equilibrium state � Dynamic equilibrium state

21.1 Introduction

In classical control theory, the relationship between input and output is researched
by the transfer function in frequency domain. It is considered that the input controls
the output directly. The root locus and frequency response are used for system
analysis and design. In modern control theory, the relationship among input, state,
and output is discussed in the state space. It is considered that the input controls the
state directly [1]. Both the regulating and tracking control are realized by
controlling the state of deviation system to the origin which is regarded as the

This research is supported by National Natural Science Foundation of China (no. 61375100 and
no. 61472037).

L. Xin � Q. Wang � Y. Li (&)
School of Automation, Beijing Institute of Technology, Beijing 100081, China
e-mail: liyuan@bit.edu.cn

© Springer-Verlag Berlin Heidelberg 2015
Z. Deng and H. Li (eds.), Proceedings of the 2015 Chinese Intelligent
Automation Conference, Lecture Notes in Electrical Engineering 337,
DOI 10.1007/978-3-662-46463-2_21

193



equilibrium state. Although most of the control problems can be solved by the
classical and modern control theory, there are still some theoretical issues which
need further research.

The state transition matrix of linear systems reflects the control of input to the
state, but the relationship among input, state, and equilibrium state is not clear
enough. Besides, the equilibrium state is regarded as the steady state of freedom
systems in the available literatures. It cannot describe the dynamic steady state of
servo systems. In some uncertainty systems, there is no certain equilibrium state
[2, 3]. The reason is that the system steady state is no longer a point.

The control affection of input is analyzed from a new point of view by Wang in
1997 [4]. It is considered that what the input of control system controls directly is
the equilibrium state, not the output or state of system. The state moves under
constrain of the system structure matrix A. If A is stable, the state moves relatively
to its equilibrium state. So the state is indirectly controlled by the input. In addition,
the concept of DES is proposed to describe the steady-state solution of driven
systems by Wang in 1998 [5], which has a more general meaning than equilibrium
state. It is considered that the state will asymptotically converge to the DES for an
asymptotically stable system. And the indirect control to state and output can be
realized when the movement of DES is controlled. As shown in Fig. 21.1, the
control essence of input to the state is clearly reflected by introducing the DES
xeðtÞð Þ to the modern system analysis. And the two theoretical issues above are
solved.

The concept of DES, not only generalize the meaning of equilibrium state for
driven systems, but more important is that it provides new valuable topics for
control theory. In this paper, five issues are summarized from the available litera-
tures. First, the analytic expression of DES is researched to reveal the relationship
between input and the steady-state solution. Second, the stability of DES is studied
to ensure that the state will move back to the DES after the disturbance disappears.
Third, the controllability of steady state, which includes the controllability of
equilibrium state and the controllability of DES, is an issue that whether the steady
state could reach to any point in the state space. Fourth, the DES gives a new way to
solve the steady-state output issues, including the controllability of steady-state
output and the steady-state error. Fifth, the idea of DES has been applied in the
nonlinear system design. The research of these issues has been developed and

u(t) y(t)

x(t)xe(t)

transfer function

controllability

observabili ty

stability

Fig. 21.1 System analysis framework based on DES
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formed a systematic theory, named as DES theory. This paper gives a review of the
recent development and suggests some subjects worthy for a further study.

21.2 Analytic Expression of DES

The analytic expression of DES reveals the control essence of input which con-
siders that the input controls equilibrium state directly instead of the system state. In
this section, this idea is interpreted, and then the main result of analytic expression
of DES is summarized.

Consider a linear time-invariant (LTI) system:

_xðtÞ ¼ AxðtÞ þ Bu

yðtÞ ¼ CxðtÞ ð21:1Þ

First, we assume that the input u is a constant, and then the state solution is:

xðtÞ ¼ eAðt�t0Þxðt0Þ þ eAt
Z t

t0

e�AsBuds ð21:2Þ

Through certain mathematical process, Eq. (21.2) can be written as:

xðtÞ ¼ eAðt�t0Þðxðt0Þ � xeÞ þ xe; xe ¼ �A�1Bu ð21:3Þ

If A is Hurwitz, the state xðtÞ will be stabilized on the point �A�1Bu in the state
space. So xe is the equilibrium state. Equation (21.3) shows that xe is directly
controlled by u, and xðtÞ moves forward to xe under condition of stable system
matrix A. It also shows that xe changes when u changes, and xðtÞ will track new xe.

Second, we assume that the input is a continuous function, and then the state
solution is:

xðtÞ ¼ eAðt�t0Þxðt0Þ þ eAt
Z t

t0

e�AsBuðsÞds ð21:4Þ

Through certain mathematical process, Eq. (21.4) can be written as:

xðtÞ ¼ eAðt�t0Þðxðt0Þ � xeðt0ÞÞ þ xeðtÞ ð21:5Þ

xeðtÞ is the steady-state solution which is a time-varying function of input. xeðtÞ
does not contain transient constituents. xe and xeðtÞ are both the system steady states
which have different forms for different inputs. Equation (21.5) shows that the
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steady state is not a constant point. xðtÞ moves forward to xeðtÞ with a stable A. xeðtÞ
is defined as DES in [5]. It also shows that the indirect control to state can be
realized when the movement of DES is controlled.

Definition 21.1 For driven dynamic system:

_x ¼ f ðt; x; uðtÞÞ ð21:6Þ

where f is a sectional-continuous function about t and locally Lipschitz on x and
uðtÞ.

The stable component xeðtÞ of the particular solution of system (21.6) is called
the dynamic equilibrium state of system (21.6) driven by uðtÞ.

Because Definition 21.1 is different from the definition of equilibrium state. So
the analytic expression of DES needs to be solved by other methods. The analytic
expression of DES for typical input signals (step, ramp, and acceleration) is
obtained through deviation transform for LTI systems in [5]. And the analytic
expression of DES for general polynomial signals is obtained by [6, 7]. The input
uðtÞ is expanded through the Taylor series, and then the deviation transform and the
additive property of linear systems are used to get the final result. If uðtÞ is a
polynomial function, and uðjþ1ÞðtÞ ¼ 0. The analytic expression of DES is:

xeðtÞ ¼ �
Xj

i¼0

A�ðiþ1ÞBuðiÞðtÞ ð21:7Þ

According to the aircraft trajectory tracking problem in [8, 9], the analytic
expression of DES for time-varying systems is discussed. The Eq. (21.8) presents
the analytic expression of DES for time-varying systems, which depends on the
Caratheodory solution /ðtÞ ¼ eAtK.

xeðtÞ ¼
Z1
�1

/ðt � sÞ ~AðsÞxðsÞ þ BðsÞuðsÞ� �
ds ð21:8Þ

21.3 Stability of DES

The stability of DES ensures that the state will move back to the DES after the
disturbance disappears. The DES is the stable particular solution of the system
equation. According to the stability definition of the particular solution in the theory
of ordinary differential equation [10], the stability of DES is defined in sense of
Lyapunov (i.s.L.).
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Definition 21.2 The DES xeðtÞ ðt0 � t\þ1Þ of system _x ¼ f ðt; x; uðtÞÞ is
(1) i.s.L. stable if there exists dðe; t0Þ[ 0, for all e[ 0, such that

xðt0Þ � xeðt0Þk k� dðe; t0Þ ) xðtÞ � xeðtÞk k� e; 8t� t0 ð21:9Þ

(2) i.s.L. uniformly stable if it is stable and d is independent of t0.
(3) i.s.L. asymptotically stable if there exists dðe; t0Þ[ 0, for all e[ 0, such that

xðt0Þ � xeðt0Þk k� dðe; t0Þ ) lim
t!1 xðtÞ � xeðtÞk k ¼ 0 ð21:10Þ

(4) i.s.L. uniformly asymptotically stable if it is asymptotically stable and d is
independent of t0.

When the steady state is equilibrium state, Definition 21.2 is the stability defi-
nition of equilibrium state. Being different from the attractiveness of equilibrium
state, the stability of DES describes the attractiveness of a dynamic curve. As the
linear systems can be carried out quantitative analysis, the available literatures
research this problem in linear systems. According to [5, 10], the DES is a particular
solution which satisfies the system equation, so its stability is equal to the origin
stability of the disturbance system. It is obvious that _z ¼ AðtÞz is the disturbance
system of system _x ¼ AðtÞxþ BðtÞuðtÞ. So the stable conditions of DES are equal to
the case of equilibrium state.

In addition, the impact of input to the system stability can be investigated in a
new way, provided that the input can be allocated in the system structure matrix
through some transform [11]. With this idea applied in LTI systems, the new
equilibrium state can be obtained and coincides with the result in [4].

21.4 Controllability of Steady State

21.4.1 Controllability of Equilibrium State

The controllability of equilibrium state is proposed for LTI systems in [5]. This
problem discusses that whether the equilibrium state could be regulated to any point
in the state space.

If the input is constant, the equilibrium state is xe ¼ �A�1Bu. For the single
input case,�A�1B is one dimension, so the equilibrium state moves in direction of
�A�1B following the input. For the multiple inputs case, if Rank½B� ¼ r, the
equilibrium state could be controlled in r dimensions in the state space. It is also
pointed that the controllability of equilibrium state is not equal to the controllability
of state in [5]. For linear single variable systems, if the state can be completely
controllable, any point in the state space can be configured as the equilibrium state,
but the stability will not be guaranteed.
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21.4.2 Controllability of DES

Based on the controllability of equilibrium state, the controllability of DES is
proposed in [6]. If the DES could be controlled to reach any point in the state space,
then the DES is completely controllable. The controllability of DES means the
controllability of steady-state response. It considers that whether the state could get
to the appointed point after the system gets into the steady-state response.

The controllability of DES is discussed for the polynomial function signals in
linear single variable systems in [6]. According to the analytic expression of DES,
the DES is completely controllable, provided that rank½A�1BA�2B � � � A�nB� ¼ n.

Furthermore, the discussion in [12] points out that the DES is one dimension
controllable for an established ramp signal. In addition, it also gives a result for
multiple variable systems. If the DES is n dimension controllable, the inputs are n
dimensions at least, and rank½A�1BA�2B . . .A�nB� ¼ n.

21.5 System Steady-State Output

21.5.1 Controllability of Steady-State Output

For many control systems, the steady-state output is expected to be a constant. And
these problems are called constant steady-state output control issues in [13].
Consider system (21.1), if there always exists a control law satisfying lim

t!1 yðtÞ ¼ c,

the system is steady-state output controllable.
An example in [13] shows that the controllability of steady-state output is dif-

ferent from the controllability of output. The necessary condition of the control-
lability of steady-state output is that the system is stable. The controllable condition
for linear single variable systems is given, and it is equal to the existence condition
for robust controller. If the system (21.1) is a single variable system, the steady-
state output controllable condition is

rank
A B

C 0

�����
����� ¼ nþ 1 ð21:11Þ

More research for the multiple variables systems is shown in [14, 15], the
controllable condition is given, and it is also equal to the existence condition for
robust controller.
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21.5.2 Steady-State Error

Compared with the steady-state error analysis in classical control theory, the steady-
state error could be easily analyzed in state space using the analytic expression of
DES. The steady-state error for typical signals is studied in [5]. For a general
polynomial function with uðjþ1ÞðtÞ ¼ 0, the condition of zero steady-state error is:

CA�1B ¼ �1;CA�ðiþ1ÞB ¼ 0 ði ¼ 1; 2; . . .; jÞ ð21:12Þ

In classical control theory, it is difficult to get the dynamic error coefficient for
the high-order inputs. This problem is solved with the analytic expression of DES
by [16]. The necessary and sufficient condition of zero steady-state error is proved
to be equal to the result of internal model principle in [17].

21.6 Application in Nonlinear Systems

The DES theory considers that the indirect control to the state and output can be
realized when the movement of DES is controlled. With this idea, a new design
method for nonlinear system is proposed. First, design a control law to make the
DES at the predetermined trajectory. Second, control the system state to converge
to the DES.

21.6.1 Direct Method of Feedback Linearization

Based on the new idea, a direct method of feedback linearization for nonlinear
time-varying systems is proposed in [18, 19]. According to the system design
requirements, a linear time-invariant system is designed to be the reference model.
Then, the state of the reference model is regarded as the optimal trajectory of DES.
Using the Lyapunov direct method, a control law is designed to make the state of
the object system asymptotically track the DES. This method has been applied
in the single variable nonlinear systems, affine nonlinear systems and linear time-
varying systems in [5].

21.6.2 Other Methods

A new backstepping method based on DES theory is proposed in [20–22]. The
expected virtual control is regarded as the system DES. Then the backstepping
method is used to design the control law for the tracking of DES. The concept of
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DES, which is introduced to substitute the virtual control, makes the design process
clearer. An adaptive fuzzy backstepping control method is presented for path
tracking of underactuated ship in [23]. The direct method of feedback linearization,
backstepping method, and sliding mode control method are compared in [24, 25].
These methods are applied to different classes of nonlinear systems, but they also
have similarity. In addition, a robust adaptive controller is designed for underac-
tuated systems [26, 27], in which the controller works for the tracking of the
predetermined DES.

21.7 Conclusion and Prospect

The DES theory reveals the control essence of input to the control systems. It
provides a new point of view for the control system design, especially the steady-
state analysis in the state space. And it also gives a new way for the nonlinear
time-varying system design. At the same time, it brings some new valuable research
topics for control theory, such as analytic expression of DES, the controllability of
steady state, and so on. Preliminary conclusions have been obtained for these
issues, but there are still some subjects worthy for more study. Further research
mainly includes (not limited to) the following points:

1. The analytic expression of DES for polynomial functions has been obtained,
whereas the exponential and sinusoidal signals have not been analyzed. The
stability of DES has been proved to be equal to the case of equilibrium state. The
boundary stability could be researched by the DES. According to the steady-state
analysis, the transient performance is worth to study through the DES.

2. All the nonlinear system design methods based on DES depend on the
Lyapunov stability theory which ensures the convergence when time tends to
infinity. But in the periodically control of servo systems, the learning control
and repetitive control methods use the iterative learning. Whether the DES
theory could solve the periodically control problems needs further study.

3. The available literatures of DES theory focus on the LTI systems. The relative
analysis for time-varying systems is a great challenge.
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Chapter 22
RBFNN-Based Path Following Adaptive
Control for Underactuated Surface Vessels

Wei Meng and Chen Guo

Abstract A robust adaptive control strategy is developed to force an underactuated
surface vessel to follow a reference path at a desired speed with the unknown
parameters, despite the presence of environmental disturbances induced by wave,
wind, and ocean current. The proposed controller is designed by using RBF neural
networks and the backstepping techniques. The proposed control system allows for
both low- and high-speed applications since linear and nonlinear damping terms
were considered in the control design. Numerical simulation results are provided to
demonstrate the effectiveness of the proposed controller design and the accuracy of
stability analysis.

Keywords Underactuated surface vessels � Path following �RBF neural networks �
Adaptive control

22.1 Introduction

Robust path following is an issue of vital practical importance to the ship industry.
For the path following problem, the main challenge is that most ships are usually
equipped with one or two main propellers for surge motion control, and rudders for
yaw motion control of the ship. There are no side thrusters, so the sway axis is not
actuated. This configuration is mostly used in the marine vehicles [1]. Meanwhile,
another challenge of path following issue is the inherent nonlinearity of the ship
dynamics and kinematics with the uncertain parameters and unstructured
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uncertainties including external disturbances and measurement noise, etc. To
overcome these challenges, many different nonlinear design methodologies have
been introduced to the underactuated ships. By applying the Lyapunov’s direct
method, two constructive tracking solutions were developed in Jiang [2]. In [3–5],
the controllers were designed to force an underactuated surface vessel to follow a
predefined path. The stability analysis was investigated relying on the Lyapunov’s
direct method. A robust adaptive control scheme was proposed for point-to-point
navigation of underactuated ships by using a general backstepping technique [6]. In
[7], a simple control law was presented by using the novel backstepping and
feedback dominance. Furthermore, the control design was verified using a model
ship in a tank. By using intelligent control, Liu proposed a stable adaptive neural
network algorithm for the path following of underactuated ship with parameters
uncertainties and disturbances [8].

Motivated by these recent developments in path following of underactuated
surface vessels, this paper presents an adaptive RBF neural networks control law.
The stability analysis is performed based on the Lyapunov theory. The proposed
controller can guarantee that all signals of the underactuated system are bounded.
Numerical simulations are provided to validate the effectiveness of the proposed
path following controller.

22.2 Problem Statements

Consider the path following problem of an underactuated surface vessel. Generally,
for path following, the vessel is moving in the horizontal plane, the heave, roll, and
pitch are normally neglected. The mathematical model of the underactuated surface
vessel moving in three degrees of freedom can be described as [9]:

_x ¼ u cosw� v sinw

_y ¼ u sinwþ v cosw
_w ¼ r

_u ¼ fu u; v; rð Þ þ su=m11 þ bu=m11

_v ¼ fvðu; v; rÞ þ bv=m22

_r ¼ frðu; v; rÞ þ sr=m33 þ br=m33

8>>>>>>>>><
>>>>>>>>>:

ð22:1Þ

with fu ¼ m22vr=m11 � duu=m11 �
P3

i¼2 dui uj ji�1u=m11, fv ¼ �m11ur=m22 � dvv=m22

�P3
i¼2 dvi vj ji�1v=m22, fr ¼ m11 � m22ð Þuv=m33 � drr=m33 �

P3
i¼2 dri rj ji�1r=m33;

bu; bv; br½ �T¼ R wð ÞT bx; by; bw
� �T

; R wð Þ ¼
cosw � sinw 0
sinw cosw 0
0 0 1

2
4

3
5:
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where x, y, andw are the surge displacement, sway displacement, and the yaw angle in
the earth fixed frame, and u, v, and r are the velocities in surge, sway, and yaw,
respectively. The constant parametersmjj [ 0, 1� j� 3, denote the ship’s inertia and
addedmass effects. The positive terms du, dv, dr, dui, dvi, and dri, i ¼ 2; 3, are given by
the hydrodynamic damping in surge, sway, and yaw. su and sr denote the available

control inputs, respectively, the surge force and the yaw moment. b ¼ bx; by; bw
� �T

denote the low frequency interference in the earth fixed frame, _b ¼ 0.
We now define the path following errors in a frame attached to the path as

follows [8]:

xe; ye;weð ÞT¼ RT wð Þ x� xd; y� yd ;w� wdð ÞT ; ð22:2Þ

where wd represents the desired yaw angle and was defined as wd ¼
arctan y0d sð Þ�x0d sð Þ� �

, x0d ¼ @xd=@s, y0d ¼ @yd=@s; xd and yd denote the desired dis-
placement in path of the vessel.

Assumption 22.1 The parameters of underactuated surface vessels such as mjj, du,
dv, dr, dui, dvi, and dri, 1� j� 3, i ¼ 2; 3, are known.

Assumption 22.2 The reference path is regular, xd , _xd , €xd , yd , _yd , €yd , _wd and €wd are
all bounded.

Control objective: Under Assumptions 22.1 and 22.2, the objective of this paper is
to seek the adaptive control laws su and sr that force the vessel from the initial
position and orientation to follow a reference path X.

22.3 Control Design

In this section, we develop an adaptive control law for underactuated surface
vessels (22.1) with uncertain dynamics.

From (22.2), we have

_xe ¼ u� ud cos weð Þ þ rye
_ye ¼ vþ ud sin weð Þ � rxe
_we ¼ r � rd

8><
>: ð22:3Þ

where ud ¼ �ud _s, �ud ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x02d sð Þ þ y02d sð Þp

, rd ¼ x02d sð Þy002d sð Þ�x002d sð Þy02d sð Þ
x02d sð Þþy02d sð Þ _s.

We define

ue ¼ u� au; �we ¼ we � awe
ð22:4Þ
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where au and awe
are virtual controls of u and we. Substituting (22.4) into (22.3)

results in

_xe ¼ au þ ue � ud cos weð Þ þ D1 þ rye
_ye ¼ vþ ud sin weð Þ þ D2 � rxe

�
ð22:5Þ

where D1 ¼ �ud cos �we

� �� 1
� �

cos awe

� �� sin �we

� ��
sin awe

� �Þ;D2 ¼ ud sin �we

� �
cos awe

� � þ cos �we

� �� 1
� �

sin awe

� �
.

We choose the virtual control au as

au ¼ �k1xe þ ud cos awe

� � ð22:6Þ

where k1 [ 0. The derivative of the path parameter s satisfies

_s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2d0 þ k2ye þ vdð Þ2

q 	
�ud ð22:7Þ

where k2 [ 0, vd is the filter of v, ve ¼ v� vd . From (22.7), we have

ud ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2d0 þ k2ye þ vdð Þ2

q
ð22:8Þ

We choose the virtual control awe
as

awe
¼ � arctan k2ye þ vdð Þ=ud0ð Þ ð22:9Þ

Substituting (22.6), (22.7), and (22.9) into (22.5), we have

_xe ¼ �k1xe þ ue þ D1 þ rye
_ye ¼ �k2ye þ ve þ D2 � rxe

�
ð22:10Þ

And substituting (22.9) into (22.6), we have

au ¼ �k1xe þ ud0 ð22:11Þ

The time derivative of (22.4) using (22.3) and (22.9) can be derived as

_�we ¼ r � rd þ k2 �k2ye � rxe þ D2 þ veð Þ þ _vd½ �ud0 � k2ye þ vdð Þ _ud0f g�u2d
ð22:12Þ
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We define the re as

re ¼ r � ar ð22:13Þ

Substituting (22.13) into (22.12), we have

_�we ¼ �k3�we þ fxre þ k2ud0ve
�
u2d ð22:14Þ

where k3 [ 0, fx ¼ 1� k2xeud0
�
u2d .

Differentiating ve, and substituting (22.1) into it, we have

ve ¼ gv � _vd ð22:15Þ

where gv ¼ fvðu; v; rÞ þ bv=m22.
According to the approximation property of NNs, the smooth function gv can be

approximated by RBF neural networks as follows

gv ¼ WT
v r gð Þ þ ev ð22:16Þ

where Wv is the idea weight matrix, ev is the approximation error, evj j � evM ,
g ¼ x; y;w; u; v; r½ �T .

Let Ŵv be the estimations of the weights Wv, ĝv is the estimation of the gv, and
can be defined as

ĝv ¼ ŴT
v r gð Þ ð22:17Þ

In order to stabilize the ve, the _vd can be chosen as

_ve ¼ ŴT
v r gð Þ � k6ve � k2ud0�we

�
u2d þ ev ð22:18Þ

The time derivative of (22.4) can be derived

_ue ¼ gu þ su=m11 � _au ð22:19Þ

with gu ¼ fuðu; v; rÞ þ bu=m11, _au ¼ @au
@xe

_xe þ @au
@ud0

_ud0.

The smooth function gu can also be approximated by RBF neural networks as
follows

gu ¼ WT
u r gð Þ þ eu ð22:20Þ

where Wu is the idea weight matrix, eu is the approximation error, evj j � evM ,
g ¼ x; y;w; u; v; r½ �T .

Let Ŵu be the estimations of the weights Wu, ĝu is the estimation of the gu, and
can be defined as
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ĝu ¼ ŴT
u r gð Þ ð22:21Þ

The time derivative of (22.13) can be derived as

_re ¼ gr þ sr=m33 � _ar ð22:22Þ

where gr ¼ frðu; v; rÞ þ br
�
m33 þ _̂gv.

The smooth function gu can be approximated by RBF neural networks as follows

gr ¼ WT
r r gð Þ þ er ð22:23Þ

where Wr is the idea weight matrix, er is the approximation error, erj j � erM ,
g ¼ x; y;w; u; v; r½ �T .

Let Ŵr be the estimations of the weights Wr, ĝr is the estimation of the gr, and
can be defined as

ĝr ¼ ŴT
r r gð Þ ð22:24Þ

From (22.19) and (22.22), the adaptive NNs surge control law su and the yaw
moment control law sr can be presented as

su ¼ m11 �ĝu � k4ue þ _auð Þ; k4 [ 0 ð22:25Þ

sr ¼ m33 �ĝr � k5re þ _ar � fx�we

� �
; k5 [ 0 ð22:26Þ

The adaptive laws are given by

_̂Wu ¼ Cu r gð Þue � kuŴu
� � ð22:27Þ

_̂Wv ¼ Cv r gð Þve � kvŴv
� � ð22:28Þ

_̂Wr ¼ Cr r gð Þre � krŴr
� � ð22:29Þ

where Cu ¼ CT
u [ 0, Cv ¼ CT

v [ 0, Cr ¼ CT
r [ 0 are constant design parameters.

22.4 Stability Analysis

Theorem 22.1 Assume that the Assumptions 1–2 hold, the adaptive NNs surge
control law su and the yaw moment control law sr are derived as in (22.25) and
(22.26), and adaptation laws are given by (22.27–22.29), the control objective of

208 W. Meng and C. Guo



path following for underactuated surface vessels in the presence of uncertain
parameters and unstructured uncertainties is solved, and the systems (22.1) are
asymptotic stability.

Proof From (22.29) and (22.30), we have

_Z1 ¼ f1 Z1; Z2ð Þ
_Z2 ¼ f2 Z2ð Þ

(
; ð22:30Þ

with Z1 ¼ xe; ye½ �T , Z2 ¼ �we; ue; ve; re; ~Wu; ~Wv; ~Wr
� �T

f1 ¼ �k1xe þ ue þ D1 þ rye;�k2ye þ ve þ D2 � rxe½ �T ;
f2 ¼ �k3�we þ fxre þ k2ud0ve

�
u2d; ~W

T
u r gð Þ � k4ue þ eu;

�
~WT
v r gð Þ

� k6ve � k2ud0�we

�
u2d þ ev; ~W

T
r r gð Þ � k5re � fx�we þ er;

�Cu r gð Þue � ruŴu
� �

;�Cv r gð Þve � rvŴv
� �

;�Cr r gð Þre � rrŴr
� ��T

:

To investigate stability of this subsystem, we consider the following Lyapunov
function:

V1 ¼ 1
2
�w2
e þ

1
2
u2e þ

1
2
r2e þ

1
2
~WT
u C

�1
u

~Wu þ 1
2
~WT
v C

�1
v

~Wv þ 1
2
~WT
r C

�1
r

~Wr; ð22:31Þ

Differentiating (22.32) along with (22.27–22.30), we have

_V1 � � k3�w
2
e � k4u

2
e � k5r

2
e � k6v

2
e þ ru ~W

T
u Ŵu þ rv ~W

T
v Ŵv þ rr ~W

T
r Ŵr

þ ueeu þ veev þ reer
ð22:32Þ

The (22.33) can be described as

_V1 � � k3�w
2
e � k4 � 1

4


 �
u2e � k5 � 1

4


 �
v2e � k6 � 1

4


 �
r2e

� 1
2
ru ~Wu

�� ��2� 1
2
rv ~Wv

�� ��2
� 1
2
rr ~Wr

�� ��2þe2u þ e2v þ e2r þ
1
2
ru Wuk k2þ 1

2
rv Wvk k2þ 1

2
rr Wrk k2

� � lV1 þ q

ð22:33Þ

with

l :¼ min 2k3; 2 k4 � 1
4

� �
; 2 k5 � 1

4

� �
; 2 k6 � 1

4

� �
;min ru

kmaxðC�1
u Þ


 �
;min rv

kmaxðC�1
v Þ


 �
;

n
min rr

kmaxðC�1
r Þ


 �g, q :¼ e2u þ e2v þ e2r þ ru
2 Wuk k2þ rv

2 Wvk k2þ rr
2 Wrk k2
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Let U ¼ q
l, the (22.34) can be rewritten as

0�VðtÞ�Uþ Vð0Þ � U½ �e�lt ð22:34Þ

Hence, all signals of the closed-loop system are uniformly ultimately bounded.
The path following errors will converge to a small neighborhood of zero, and can be
adjusted by the design parameters k3; k4; k5; k6;ru; rv; rr.

22.5 Numerical Simulations

In this section, some numerical simulations are provided to demonstrate the
effectiveness of the proposed control laws and the accuracy of stability analysis. In
this paper, we use a monohull ship with the length of 38 m, mass of 118� 103 kg,
the numerical values of the vessel are adapted from [6].

In the simulation, the reference path is generated by a virtual ship as follows:

_xd ¼ ud cosðwdÞ � vd sinðwdÞ
_yd ¼ ud sinðwdÞ þ vd cosðwdÞ
_wd ¼ rd

_vd ¼ � m11

m22
udrd � d22

m22
vd �

X3
i¼2

dvi
m22

vdj ji�1vd

8>>>>>>><
>>>>>>>:

In the simulation we select ud ¼ 5, rd ¼ 0:015; the control parameters selected
for the simulation are: k1 ¼ 15, k2 ¼ 7:5, k3 ¼ 12, k4 ¼ 10, k5 ¼ 10, k6 ¼ 10,
Cu ¼ 10, Cv ¼ 30, Cr ¼ 0:5, ru ¼ rv ¼ rr ¼ 0:01,

The initial conditions are chosen as:

xð0Þ; yð0Þ;wð0Þ; uð0Þ; vð0Þ; rð0Þ½ � ¼ �100; 0; 0; 0; 0; 0½ �:

The simulation results of ship path following control are plotted in Figs. 22.1 and
22.2. Figure 22.1 shows the position and the orientation of the vessel in the xy
plane, and the control inputs su and sr are plotted. The path following position
errors are plotted in Fig. 22.2. It can be seen from these figures that all the signals of
the closed-loop system are bounded. From Fig. 22.2, the path following position
errors xe; ye, the velocity errors ue, re, and the orientation error we converge to zero
while the sway motion error ve converges to a small value, since the reference path
is generated by a virtual ship, the sway velocity error is always a constant value.
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22.6 Conclusions

In this paper, we present an adaptive RBF neural networks scheme for path fol-
lowing of underactuated surface vessels with uncertain parameters and unstructured
uncertainties including exogenous disturbances and measurement noise, etc. The
proposed controller is designed by using RBF neural networks and the backstepping
techniques. It is noted that the proposed control system allows for both low- and
high-speed applications since linear and nonlinear damping terms were considered in
the control design. The stability analysis is performed based on the Lyapunov theory.
The effectiveness of the designed controller is also validated by the numerical
simulations. Based on the ideas of this paper, the future work will consider the
rudder saturation and rate limits.
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for the Central Universities (Grant No: 3132014321).
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Fig. 22.2 Position, orientation, and velocity errors of the vessel
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Chapter 23
Sliding Mode Tracking and Input Shaped
Vibration Control of Flexible
Hypersonic Vehicles

Xiaoyun Wang and Yingmin Jia

Abstract The combined sliding mode controller-observer equipped with the input
shaper is designed and analyzed for the longitudinal dynamics of flexible hyper-
sonic vehicles (FHVs). First, the input–output linearization is employed to decouple
the velocity and altitude dynamics. Then, the sliding mode controller (SMD) with
modified exponential approach law (MEAL) is designed, which can render the
closed-loop system track the commands effectively. In order to estimate the states
that are not available for measurement, a nonlinear sliding mode observer is pro-
posed. Moreover, by applying the input shaping (IS) technique, flexible dynamics
with less elastic deformation and vibration can be obtained without destroying the
closed-loop performance. Simulation results verify the effectiveness of the proposed
control scheme.

Keywords FHV � SMD � MEAL � Observer � IS

23.1 Introduction

The design and analysis for FHVs are highly challenging which stems from the
peculiar characteristics of the vehicles, such as severe aeroheating and strong
interactions among the elastic airframe, the propulsion system, and the structure
dynamics [1]. Furthermore, it is difficult to measure the atmosphere properties and
aerodynamic parameters at high flight altitude. Besides, the flight dynamics of
FHVs are sensitive to the changes of flight condition and the aerodynamic
parameters present large uncertainty. Therefore, advanced control approaches are
needed to address these intractable problems.
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Many control methods have been utilized on the control of the FHVs. Sliding
mode control is widely utilized for its robustness to modeling inaccuracy and
disturbance. Although this technique has good robustness properties, pure sliding
mode control presents drawbacks that include chattering. In this paper, a modified
exponential approach law-based SMD is proposed to solve that problem. However,
a sliding mode controller can be implemented only if full states feedback is
available, a requirement not readily achieved in a hypersonic flight. The state
observer for the unmeasurable states is needed.

FHVs adopt the slender geometries and light structures, thus temperature-
induced stiffness variations will lead to the flexible dynamics evidently, which
should be considered in the controller design. Flexible dynamics have been con-
sidered as disturbances in [3, 4]. Despite excellent results of the present studies, the
further research on the attenuation of the elastic vibrations for the FHVs is needed.
The technique of IS [5, 6] to control flexible structures has received much attention
during the past few years. It has been proved to be effective on flexible spacecrafts
and maneuvering flexible structures.

The main contribution of this paper is devising a controller that combines sliding
mode observers and MEAL-based SMD to obtain good tracking performance and
to be robust to the parameter uncertainty. The elastic deformation and vibration of
the flexible dynamics are reduced by the IS technique. The rest of the paper is
organized as follows: Sect. 23.2 describes the longitudinal model of FHVs. The
linearization of the vehicle dynamics, MEAL-based SMD, the sliding mode
observer and IS technique are presented in Sect. 23.3. Simulation results are dis-
cussed in Sect. 23.4. Section 23.5 concludes the paper.

23.2 Hypersonic Vehicle Model

The hypersonic vehicle model developed by Bolender and Doman [7] is considered.

_V ¼ T cos a� D
m

� l sin c

RE þ hð Þ2 ;
_c ¼ Lþ T sin a

mV
� l� V2ðRE þ hÞð Þ cos c

VðRE þ hÞ2

_h ¼ V sin c; _a ¼ q� _c; _q ¼ Myy

Iyy
; gi

:: ¼ �21ixi _gi � x2
i gi þ Ni; i ¼ 1; 2; 3 ð23:1Þ

This model consists of five rigid-body states x ¼ ½V ; c; a; q; h�T and six flexible
states g ¼ ½g1; _g1; g2; _g2; g3; _g3�T ; in which V ; c; a; q; h are the vehicle speed, flight
path angle, angle of attack, pitch rate, and altitude. g are represented by generalized
model coordinates gi and Ni are generalized forces. 1i and xi are the damping factor
and the natural frequency of the ith flexible mode, respectively. Besides, m is the
vehicle mass, RE is the radius of the earth, Iyy is the moment of inertia, l is
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gravitational constant. The lift L, drag D, thrust T , pitching moment Myy, and the
generalized forces Ni are complex algebraic functions of both the system states and
inputs that must be simplified. The approximated analytical expressions are as
given:

L ¼ 1
2
qV2SCL; D ¼ 1

2
qV2SCLD; Myy ¼ 1

2
qV2S c½CM að Þ þ CM deð Þ þ CM qð Þ�

T ¼ 1
2
qV2SCT ; Ni ¼ 1

2
qV2S½Na2

i a2 þ Na
i aþ Nde

i de þ N0
i þ Ng

i g� ð23:2Þ

where q is the density of air, S is the reference area, �c is the mean aerodynamic
chord, and de is the elevator deflection. And the specific expressions for the
coefficients (i.e., CL �ð Þ;CD �ð Þ, and so on) are:

CL ¼ Ca
Laþ Cg

Lgþ C0
L; CD ¼ Ca2

D a2 þ Ca
Daþ Cg2

D g2 þ Cg
Dgþ C0

D

CM að Þ ¼ Ca2
M a2 þ Ca

Maþ C0
M ; CM deð Þ ¼ cede;

CM qð Þ ¼ �c
2V

� �
q Ca2

M a2 þ Ca
Maþ C0

M

� �
; CT ¼ Ca

Taþ Cb
Tbþ Cde

T de þ Cg
Tg ð23:3Þ

Besides, the engine dynamics are modeled by a second-order system:

€b ¼ �21xn
_b� x2

nbþ x2
nbc ð23:4Þ

where xn and 1 are natural frequency and damping coefficient.
In this paper, the throttle setting bc and the elevator deflection de are chosen to

be the control inputs. The control outputs are the velocity V and the altitude h. The
commands of velocity and altitude are denoted by Vd and hd , respectively. The
objective of this paper is to design an appropriate controller that force the velocity
and altitude to track desired trajectory and alleviate the flexible vibrations, when the
vehicles are subject to the parametrical uncertainties.

23.3 Controller Design

23.3.1 Input/Output Linearization

According to [8], the open-loop dynamics of AHVs exhibit unstable short-period
modes and a lightly damped phugoid mode. Therefore, it is difficult for traditional
control methods to meet the performance requirements of the system. However, we
can linearize the system and conduct the controller design based on the linearized
system. Applying the Lie derivative to the model (2.1), the system can be linearized
completely and the closed-loop system has no internal dynamics. As in [7], the
linearized model is shown as follows:
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vV
hð4Þ

� �
¼ fV

fh

� �
þ B

bc
de

� �
; where B ¼ b11 b12

b21 b22

� �

where the expressions of fV ; fh; b11; b12; b21; b22 can be found in Ref. [7].

23.3.2 SMD with MEAL

SMD method provides a systematic approach to the problem of maintaining sta-
bility and consistent performance in the face of parametric uncertainties and
external disturbances [7, 9]. In this paper, two decoupled sliding surfaces si are
defined as:

s1
: ¼ e1

:: þ3k1 e1
: þ3k21e1 þ k31

Zt

0

e1 sð Þds

s2
: ¼ e2

::: þ4k2 e2
:: þ 4k32e2 þ 6k22 e2

: þk42
Zt

0

e2 sð Þds
ð23:5Þ

where e1 tð Þ ¼ V � Vd ; e2 tð Þ ¼ h� hd and ki [ 0; i ¼ 1; 2 define the bandwidth of
the error dynamics. When the sliding surfaces si; i ¼ 1; 2 equal to zero, the integral
of the tracking errors will eliminate the steady-state error [7]. In this paper, we
chose SMD with modified exponential approach law as sliding conditions:

_s1 ¼ �k1sat
s1
/1

� �
� k3s1; _s2 ¼ �k2sat

s2
/2

� �
� k4s2 ð23:6Þ

where k3 and k4 are definitely positive. The modified sliding controller can be
written as follows:

bc
de

� �
¼ B�1

�#1 x; tð Þ � k1sat s1
/1

� �
� k3s1

�#2 x; tð Þ � k2sat s2
/2

� �
� k4s2

2
4

3
5 ð23:7Þ

Remark 23.1 The matrix B inverse does exist for the entire flight envelope except
on a vertical flight path [9].

23.3.3 Sliding Mode Observer Design

The SMD controller developed in the preceding sections assumes that full states are
available for measurement. In practice, only the states that correspond to V , h, and q
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are expected to be measured. The variables corresponding to a and c are too small
to be measured. Accurate measurements are costly and difficult. In this section, a
sliding mode observer is designed to estimate a and c based on the measurements of
V , h, and q. Using the techniques in [2], the sliding mode observers are designed as:

_̂h ¼ V sin ĉ� g1 ~h� khsgn ~h
� 	

; _̂c ¼ L̂þ T sin â
mV

� ðl� V2rÞ cos ĉ
Vr2

� g3~h� kcsgn ~h
� 	

;

_̂q ¼ M̂yy

I0
� g2 ~q� kqsgn ~qð Þ; _̂a ¼ q̂� _̂c� g4~q� kasgn ~qð Þ ð23:8Þ

where L̂ ¼ 1
2 q0V

2S0 � 0:011 â; ~h ¼ ĥ� h; ~q ¼ q̂� q

M̂yy ¼ q0V
2S0�c0
2

�10�5â2 þ 7:6� 10�5âþ 0:004
� 	þ �c0

2V

� �
q �0:002 â2
��

þ 0:005 â� 0:2289Þ þ 5:23� 10�4 de � âð Þ
 ð23:9Þ

And g1; g2; g3 and g4 are positive constants selected as 2.0, 1.8, 0.0001, and
0.001, respectively. kh; kq; kc and ka are the sliding gains chosen by the designer.

The sliding surfaces of the observer are defined by s0 ¼ 0, where

s0 ¼ ~h ~q
� 
T

. The average error dynamics during sliding where s0 ¼ 0 and _s0 ¼ 0
are:

~h ¼ 0; ~q ¼ 0; V sin ĉ� sin cð Þ � khsgn ~h
� 	 ¼ 0

q0V
2S0c0
2I0

� �
�10�5 â2 � a2

� 	þ 7:6� 10�5 � 0:005
�c0
2V

� �
q

� �
~a

�

�0:002
�c0
2V

� �
q â2 � a2
� 	
� kqsgn ~qð Þ ¼ 0

_~c ¼ 0:0055q0V
2S0 ~aþ T sin â� sin að Þ

mV
� l� V2rð Þ cos ĉ� cos cð Þ

Vr2
� kcsgn ~h

� 	
_~a ¼ � _~c� kasgn ~qð Þ ð23:10Þ

where ~c ¼ ĉ� c, ~a ¼ â� a
The error dynamics are nonlinear and difficult to analyze, thus we have to make

further simplification. Noting that V is high and a and c are typically very small,
which justifies the following approximations:

sin a � a; sin â � â; cos c; cos ĉ � 1; â2; a2 � 0;
c0
2V

� �
q � 0
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When the trimmed conditions are substituted, the local error dynamics can be
simplified as:

_~c � �4600
kc
kh

� �
þ 0:005~a ð23:11Þ

_~a ¼ � 2:86� 10�3 ka
kq

� �
þ 0:005

� 

~aþ 4600

kc
kh

� �
~c ð23:12Þ

The convergence of ~c and ~a depends on the ratio of kc
kh
and ka

kq
, respectively. As a

rule of thumb, the error dynamics of the observer on sliding surfaces s0 ¼ 0 should
be much faster than the tracking error dynamics, that is,

min 4600
kc
kh

� �
; 2:86� 10�3 ka

kq

� �� 

� max k1; k2f g

In this study, k1 ¼ 0:3; k2 ¼ 0:5; kc=kh is chosen as 0.001, and ka=kq is 420.
Thus, the poles of the reduced-order error dynamics of Eqs. (23.8) and (23.9) are at
−4.6 and −1.2. The simulation results in Fig. 23.1 show the convergence behavior
of the off-line observer. As we can see, the errors can converge to zero fast.

23.3.4 Input Shaping

Input shaping [5, 6] is proposed for suppressing residual vibration of flexible
structure systems. It is implemented by convolving the command input with a
sequence of impulses, also known as the input shaper. If amplitudes and instances of
impulse application are accurate, the system performance will result in zero vibration.
For more than one characteristic frequency and mode, the solution is to convolve the
impulse sequences for each individual mode with one another. For a flexible structure

Fig. 23.1 Off-line sliding observer, initial state errors ~c 0ð Þ ¼ 3:0 deg/s and ~a 0ð Þ ¼ 2:0 deg
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system with n modes, the amplitudes Ip;i, and instances tp;i; i ¼ 1 . . .M of impulse
sequences for the pth mode can be expressed as:

Ip;i ¼
M � 1
i� 1

� �
Ki�1
p

PM�1
j¼0

M � 1
j

� �
K j
p

; tp;i ¼ ði� 1Þ p

xp

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� f2p

q

Kp ¼ exp � fppffiffiffiffiffiffiffiffiffiffiffiffiffi
1� f2p

q
0
B@

1
CAp ¼ 1; . . .; n; i ¼ 1; . . .; M

where xp and fp are the natural frequency and the damping ratio of the pth mode,
respectively.

23.4 Simulation

In this section, simulations of the FHVs to track a desired trajectory and alleviate
the flexible vibrations are given to illustrate the efficiency of the proposed method.

The coefficients of the vehicle dynamics in [7] are adopted here. The parameters
of the controller are: k1 ¼ 2; k2 ¼ 2; k3 ¼ 10; k4 ¼ 10;/1 ¼ 0:1;/2 ¼ 0:1: More-
over, the parameter uncertainties have been considered to verify the robustness of

Fig. 23.2 Tracking response of SMD with MEAL. a Left velocity; right altitude. b Left elevator
deflection; right throttle setting
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the system. The blue lines and the green dash lines in Fig. 23.2 denote the nominal
and uncertain systems, respectively. It can be observed that both the velocity and
the altitude can follow the desired trajectories well despite the parameter uncer-
tainties without obvious chattering. Then combine the controller with observers.
The responses are shown in Fig. 23.3. We can see that the sliding mode controller-
observer does provide good tracking performance despite the presence of parameter
uncertainty and assumption of incomplete state measurement.

In order to attenuate the flexible vibrations, the system is equipped with inputs
shaper. The zero vibration shaper is employed here to calculate the corresponding
amplitudes Iij and the instants tij of the impulse sequences, which are presented as:

L1 ¼ 0:8598 0:1402
0 3:627

� �
; L2 ¼ 0:956 0:044

0 3:9

� �
; L3 ¼ 0:9134 0:0866

0 2:4836

� �

Then the shaped inputs can be expressed as Vd � Lmult and hd � Lmult, where Lmult

denotes the composite-shaped impulse sequence which is defined as Lmult ¼
L1 � L2 � L3 and * is the convolution operator. Figures 23.4 and 23.5 show the
system response of applying the inputs shaper to the closed-loop system. The
vibrations have been attenuated to a certain extent while guaranteeing the perfor-
mances without IS because IS is a feedforward part equipped in the system and it
will not destroy the properties of the designed closed-loop system.

Fig. 23.3 Tracking response of sliding controller-observer. a Left velocity; right altitude. b Left
elevator deflection; right throttle setting
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23.5 Conclusion

In this paper, a sliding controller-observer combined with IS technique is developed
and applied to the nonlinear longitudinal model of FHVs with parameter uncer-
tainties. A nonlinear sliding mode observer is developed to estimate the states that
are not available for measurement as in a typical hypersonic flight. The IS tech-
nology is employed as a feedforward part to reduce the elastic vibrations. Simu-
lation results demonstrate that the proposed control method has good tracking
performance and robustness in the presence of parameter uncertainty and the
assumption of partial state measurements and attenuates the vibration of the flexible
modes to a certain extent.

Fig. 23.4 Tracking response of the system equipped with IS. a Left velocity; right altitude. b Left
elevator deflection; right throttle setting

Fig. 23.5 Flexible dynamics responses. a Flexible modes: without IS. b Flexible modes: with IS
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Chapter 24
An Application of Artificial Neural
Networks in Crane Operation Status
Monitoring

Jan-Li Yu, Rui-Fang Zhou, Man-Xiang Miao
and Hong-Qi Huang

Abstract Crane as large mechanical equipment, plays an irreplaceable role in indus-
trial production. Crane fault diagnosis technology, which improves safety and reli-
ability of crane operation, becomes extremely important. The BP neural network has
been utilized to study crane state monitoring and fault diagnosis. A BP neural network
model was established to monitor tower crane running status online, and simulation
experiments were made on the stability of the model. Results show that the BP neural
networkmodel can accuratelymonitor tower crane running status, give effectively fault
prediction, and improve security and reliability of tower crane operation.

Keywords BP neural network � Status monitoring � Crane � Fault diagnosis

24.1 Introduction

As large-scale mechanical equipment of industrial manufacture, working range,
lifting capacity, and monitoring level of crane stand-alone unceasingly develop in
the direction of large scale and automation. Due to the structure and working
characteristics of crane, it is a big risk factor for hidden construction machinery. To
guarantee normal work of hoisting equipment, monitoring crane running status and
crane fault diagnosis have become the research focus in crane safety design [1–7].
Much research is available in fault diagnosis neural network. Results show that
neural network can not only detect known faults that have occurred, but can also
recognize new faults that happened for the first time by learning new fault samples,
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training and updating fault knowledge, building relationships between fault
symptoms and fault states [8–16].

We utilized BP neural network to study online monitoring running status of
tower crane. Online BP neural network model of monitoring tower crane running
status had been built, simulation experiment was carried out to study model sta-
bility. Results show that BP neural network model can accurately judge tower crane
running status, give effective fault prediction, and improve the security and reli-
ability of tower crane operation.

24.2 BP Neural Network

BP neural network is a multilayer feedforward neural network trained by error back
propagation algorithm. BP neural network can learn and store large amounts of
input–output mode mappings, however, mathematical equation of this mapping is
not needed (Fig. 24.1).

Learning method of BP neural network is the steepest descent method, which
adjust weights and threshold value of neural network by back propagation, to
minimize error sum squares of the BP neural network. The topology structure of BP
neural network model consists of input layer, hidden layers, and output layer [17].

Forward-propagating and back propagation of BP neural network constitute its
learning process. Forward-propagating means network computing, determining its
output for given input; back propagation is used for error propagation layer by layer,
modifying connection weight and threshold value. The algorithm step is given below:

(1) Set variables and parameters of training network:
Xk ¼ xk1; xk2; . . .; xkp

� �
; k ¼ 1; 2; . . . ; Nð Þ as input vector, i.e., training

samples, total number of samples is N; WPI nð Þ ¼ wij
� �

M�I as the nth iterative
weights vector between the hidden layer and input layer I; WPI nð Þ ¼ wij

� �
M�I

as the nth iterative weights vector between the hidden layer J and the hidden
layer I; WPI nð Þ ¼ wij

� �
M�I as the nth iterative weights vector between the

hidden layer J and output; Ok nð Þ ¼ Ok1 nð Þ;Ok2 nð Þ; . . . ;OkN3 nð Þ½ � as actual
output of the nth iterative network; dk ¼ dk1;dk2; . . .; dkN3

� �
; k ¼ 1; 2; . . .;Nð Þ

as expected output of trained network.

Fig. 24.1 BP neural network topology structure
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(2) Initialize the settings. Assigned to small random nonzero values for
WMI 0ð Þ;WIJ 0ð Þ;WJN3 0ð Þ.

(3) Afterwards, input samples Xk , n ¼ 0.
(4) About input samples Xk , compute BP neural network input signal u and output

signal v of every layer neuron in forward direction.
(5) Compute error e according to actual output Ok nð Þ and actual expected output

dk by last step, judge whether they meet the requirements, if they meet the
requirements, go to (8); If they don’t meet, go to (6).

(6) Judge if nþ 1 greater than the maximum iterative number. If greater then turn
to (8), otherwise, compute local gradient d of every layer for input sample Xk

dN3p ¼ Op nð Þ 1� Op nð Þ� �
dp nð Þ � Op nð Þ� �

p ¼ 1; 2; . . .;N3ð Þ ð24:1Þ

dJj ¼ f 0 uJj nð Þ
� �XN3

p¼1

dN3p wjp nð Þ; j ¼ 1; 2; . . .; Jð Þ ð24:2Þ

dIi ¼ f 0 uIi nð Þ� �XJ
j¼1

dJj wij nð Þ; i ¼ 1; 2; . . .; Ið Þ ð24:3Þ

(7) Compute weight amendment Dw according to formula below, and amend
weight g is learning rate.

Dwjp nð Þ ¼ gdN3p nð ÞvJj nð Þ;
wjp nþ 1ð Þ ¼ wjp nð Þ þ Dwjp nð Þ; j ¼ 1; 2; . . .; J; p ¼ 1; 2; . . .;Pð Þ;

ð24:4Þ

Dwij nð Þ ¼ gdJj nð ÞvIi nð Þ;
wij nþ 1ð Þ ¼ wij nð Þ þ Dwij nð Þ; i ¼ 1; 2; . . .; I; j ¼ 1; 2; . . .; Jð Þ; ð24:5Þ

Dwmi nð Þ ¼ gdIi nð Þxkm nð Þ
wmi nþ 1ð Þ ¼ wmi nð Þ þ Dwmi nð Þ; m ¼ 1; 2; . . .;P; i ¼ 1; 2; . . .; Ið Þ ð24:6ÞÞ

(8) Judge if whole samples be learned, if it is, turn to end, otherwise, go back (3).

24.3 Build BP Neural Network of Crane Running Status
Monitor

Six variables of tower crane running status was chosen as observed variables, lifting
weight, load moment, lifting altitude, lifting amplitude, wind velocity, and elec-
tromotor winding temperature, respectively. These six variables are variables col-
lected by sensors in tower crane service.
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Crane running status can be divided into five categories: safe state, quasi–safe
state, transition state from safe to danger, quasi-danger state, and danger state. The
code for the five states are: 10000, 01000, 00100, 00010, 0000, respectively.

Choose 25 group historical data of tower crane running status as trainning
samples [18], shown in Table 24.1.

Set input layer, hidden layer, and output layer of BP neural network. Let
observations of crane running state variables be input variable. Let crane state type
encoding be output variable.

Weights and threshold values of BP neural network are obtained using BP neural
network model by training samples.

Trainning method utilize steepest descent, by means of adjustment network
weights and threshold values unceasingly, to make the square error of neural net-
work be smaller and smaller, as shown in Fig. 24.2. BP neural network is trained in

Table 24.1 Trainning samples

Sample
number

State observation variables State
type
encoding

Lifting
weight

Load
moment

Lifting
altitude

Lifting
amplitude

Electromotor
wind velocity

Encoding
winding
temperature

1 6,375 686 38.6 10.8 10.9 109 00100

2 6,565 666 39 10.1 15 88 00100

3 6,214 650 38.2 10.5 14.3 102 00100

4 6,483 650 39.4 10 15.7 114 00010

5 6,214 678 39.8 10.9 13.1 114 00010

6 6,565 666 39.8 10.1 14.3 118 00100

7 5,882 615 39.4 10.5 10.9 109 01000

8 5,882 686 38.6 11.7 14.3 88 00010

9 6,483 615 39 9.5 13.1 102 00100

10 5,882 678 39 11.5 15.6 102 00101

11 5,882 666 38.2 11.3 13.1 114 00101

12 6,375 650 38.6 10.2 10.9 118 00101

13 6,483 650 38.2 10 15 109 00101

14 6,214 686 39.8 11 15 114 00010

15 6,483 666 39.8 10.3 10.9 102 00101

16 5,882 615 38.6 9.4 14.3 114 00101

17 6,565 678 38.2 10.3 10.9 88 00010

18 6,565 615 38.6 9.4 14.3 114 00101

19 6,483 686 39 10.6 13.1 118 00010

20 6,375 678 39.4 10.6 14.3 102 00010

21 6,214 666 38.6 10.7 15.7 109 00010

22 6,130 640 39.2 10.4 12.4 86 01000

23 6,435 640 15 9.9 14.7 106 00101

24 6,400 640 15 10 14 100 01000

25 1,500 300 38.2 20 14 80 10000
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Matlab(net = train(net, p, t)), the neuron number of hidden layer is set as 10, p is
input variable, and t is output target variable.

Neural network weights and threshold values are output by Matlab commands
below: IW = net.IW{1,1}; LW = net.LW{2,1}; b1 = net.b{1,1}; b2 = net.b{2,1}.

Neural network weights are as below:

Fig. 24.2 Network trainning
error

IW = 0.1067 0.0646 −0.1125 0.02450 1643 0.0571

–0.0002 −0.0206 −0.0718 −0.3071 −0.0496 0.1120

0.0002 0.0041 −0.1028 −0.1314 0.0100 0.0690

−0.0002 0.0223 0.0435 0.0136 −0.0083 −0.0554

−0.0365 0.3800 −0.5207 0.3660 −1.3808 0.0841

0.0062 −0.1071 0.5266 0.4779 0.1903 −0.0184

0.0002 −0.0193 −0.0489 −0.2360 −0.1359 0.1461

0.0039 −0.0340 −0.0318 −0.0501 −0.2325 −0.0897

−0.0004 −0.0118 −0.1971 0.5697 −0.2257 0.0674

−0.0005 0.0020 −0.0100 −0.2884 −0.0194 −0.0289

LW = 0.3688 −0.2433 0.2085 −0.0802 −0.1423

−0.5419 −1.0358 0.1921 0.2444 −0.4144

−0.0451 0.7692 −0.8836 0.0927 −0.0973

−0.7667 0.0299 0.2565 −0.0373 −0.1938

−0.0294 0.5902 −1.2631 0.6148 −0.0517

−0.0456 0.8632 −0.6285 −0.2706 -0.0862

0.0490 −0.4855 −0.6358 1.2044 0.1458

−0.6759 −0.4502 0.0860 −0.2969 −0.4888

−0.0098 0.3006 1.6465 −1.8921 −0.0124

0.1516 0.8135 −0.2395 −0.1729 0.4923
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Trained threshold values of neural network are as below:

b1 = [9.7279, 6.4640, −6.6495, −6.6967, 7.4551, 4.4896, 2.4028, 7.9846,
7.8884, 7.5638]

b2 = [−0.7224, −0.1037, −0.1189, 0.1749, −0.2251]

24.4 Monitor Experiment of Crane Running Status

Among historical data of tower crane, which match the running state type encoding
and running state observation variables, ten group samples are selected as monitor
test samples, as shown in Table 24.2.

Input tower crane running state observation data of experiment into trained BP
neural network by Matlab command t = sim(net, p), crane running status is rec-
ognized, output is as below:

Set the BP neural network maximum corresponding component value of tower
crane running state output vector as 1, other component as 0, crane running state

Table 24.2 Monitor test samples

Sample
number

State observation variables State
type
encoding

Lifting
weight

Load
moment

Lifting
altitude

Lifting
amplitude

Wind
velocity

Electromotor
winding
temperature

1 6,375 686 38.6 10.8 10.9 109 00100

2 6,214 650 38.2 10.5 14.3 102 00100

3 6,483 650 39.4 10 15.7 114 00010

4 5,882 615 39.4 10.5 10.9 109 01000

5 5,882 666 38.2 11.3 13.1 114 00100

6 6,483 686 39 10.6 13.1 118 00010

7 6,375 678 39.4 10.6 14.3 102 00010

8 6,130 640 39.2 10.4 12.4 86 01000

9 6,400 640 15 10 14 100 01000

10 1,500 300 38.2 20 14 80 10000

t = 0.0061 0.0497 0.9657 0.0270 0.0127 0.0092 0.0453 1.0774 −0.1157 −0.0130

0.0124 0.1224 0.2970 0.6184 −0.0019 0.0089 1.0383 −0.0057 −0.0261 0.0052

0.0204 −0.0516 0.8702 0.2480 0.0497 −0.0021 0.1191 −0.1120 1.0303 0.0088

−0.0084 −0.0122 −0.1074 1.0437 −0.0586 −0.0154 0.9232 −0.0583 0.1573 0.0184

0.0127 0.9282 0.1122 −0.0035 0.0298 1.1944 0.8596 0.4673 −1.1309 0.0520
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identification results are obtained. Results show that BP neural network model
identification accuracy rate is 100 % by comparing training samples sorting code
number and origin code number.

24.5 Effectiveness and Stability Study of BP Neural
Network

To study the effectiveness and stability of BP neural network model, disturbed
experiment samples are simulated by add disturbance into input monitor experiment
samples. Stability of BP neural network is studied by simulating running state
identification using disturbed input data.

On the basis of monitoring experiment samples, for 10 group samples lifting
weight, it is allowed to fluctuate by ±5, meanwhile, keep other data stay the same.
The new disturbed experiment samples are employed by BP neural network using
Matlab, running state identification are as shown below:

t1 = 0.0062 0.0502 0.9685 0.0240 0.0131 0.0130 −0.0359 1.2762 −0.2247 −0.0068

0.0123 0.1255 0.2905 0.6213 −0.0025 0.0084 1.0472 −0.0131 −0.0285 0.0038

0.0204 −0.0516 0.8692 0.2488 0.0495 −0.0022 0.1196 −0.1152 1.0327 0.0085

−0.0081 −0.0141 −0.1028 1.0415 −0.0578 −0.0177 0.9968 −0.2390 0.2579 0.0141

0.0120 0.9143 0.1372 −0.0154 0.0292 1.1946 0.8593 0.4669 −1.1299 0.0520

On the basis of monitoring experiment samples, for ten group samples load
moment, it is allowed to fluctuate by ±3, meanwhile, keep other data stay the same.
The new disturbed experiment samples are employed by BP neural network using
Matlab, running state identification are as shown below:

Set the BP neural network maximum corresponding component value of tower
crane running state output vector as 1, other component as 0, crane running state
identification results are obtained. Results show that BP neural network model
identification accuracy rate is 100 % by comparing training samples sorting code
number and origin code number.

Similarly, on the basis of monitoring experiment samples, for ten group samples,
other four observation variables, it is allowed to fluctuate up and down (0.7 %),
meanwhile, keeping other data stay the same. The new disturbed experiment
samples are employed by BP neural network using Matlab, disturbed experiment
samples and running state identification results show that identification accuracy
rate achieves 100 %.

t2 = 0.0092 0.0190 0.9693 0.0585 0.0206 −0.0005 0.2151 0.4386 0.3234 −0.0292

0.0118 0.0880 0.2795 0.6738 0.0009 0.0098 1.0893 −0.0435 −0.0522 −0.0034

0.0230 −0.0769 0.8719 0.2716 0.0538 −0.0015 0.1122 −0.0819 1.0064 0.0098

−0.0096 0.0200 −0.0992 1.0038 −0.0606 −0.0155 1.0336 −0.6708 0.6395 0.0171

0.0108 0.9949 0.0816 −0.0259 0.0304 1.2149 0.9343 0.4955 −1.2115 0.0623
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24.6 Conclusion

Artificial neural network has strong ability of nonlinear mapping, autonomous
learning, and generalization ability. We build tower crane running state monitor BP
neural network using neural network based on steepest descent method, which
adjusts network weights and threshold values unceasingly by means of error back
propagations.

Six variables of tower crane running status observed variables are chosen as
network input, which are lifting weight, load moment, lifting altitude, lifting
amplitude, wind velocity, and electromotor winding temperature, respectively.
Crane running status can be divided into five categories: safe state, quasi-safe state,
transition state from safe to danger, quasi-danger state, and danger state. The five
states are encoded as: 10000, 01000, 00100, 00010, 0000, respectively; The five
codes are network output variables. Then network is trained by tower crane his-
torical running data. Simulating test data using trained BP neural network results
are identified. It is implied that identification accuracy reaches 100 %.

To study network model effectivity and stability, fluctuation is allowed in
appropriate scope of one observation variable, meanwhile, keeping other data stay
the same. The new disturbed experiment samples are employed by BP neural
network using Matlab. Results of disturbed experiment samples and running state
identification show that diagnosis accuracy is 100 %.

The above study shows that BP neural network model can effectively monitor
change running status and forecast fault online by training historical data. Moni-
toring change running status by BP neural network is proved to have relatively high
stability and efficiency, running safety and reliability can be attained by BP
network.
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Chapter 25
Adaptive Fuzzy Dynamic Surface Control
for Induction Motors via Backstepping

Fatao Shi, Yumei Ma, Jinfei Yu, Jinpeng Yu and Ziyang Qu

Abstract This paper addressed an adaptive fuzzy dynamic surface control (DSC)
approach to speed regulation for induction motors. Fuzzy logic systems are used to
approximate unknown nonlinear functions and the adaptive backstepping method is
employed to construct controllers. By incorporating dynamic surface control
technique into fuzzy control, we have developed an adaptive backstepping control
design for induction motors. The proposed control method is able to overcome the
problem of “explosion of complexity” inherent in the traditional backstepping
design by introducing first-order low-pass filters. The adaptive fuzzy controllers
guarantee the speed tracking error converges to a small neighborhood of the origin.
Simulation results illustrate the effectiveness of the proposed approach.

Keywords Induction motors � Dynamic surface control � Fuzzy control �
Backstepping

25.1 Introduction

Over the past few decades, induction motors (IMs) have been widely utilized for
modern electrical drives due to their simple and robust construction, low cost, high
reliability, and ruggedness. However, the control of IM is complex because of its
highly nonlinear, multivariable dynamic model. Therefore, many nonlinear control
methods have been proposed to control inductionmotor drive systems, such as sliding
mode control [1], backstepping control [2, 3], and other control. The backstepping
control is considered to be one of the popular techniques for controlling nonlinear
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systems with linear parametric uncertainty. Nevertheless, when the virtual control
is differentiated repeatedly, the problem of “explosion of complexity” has arisen.
A dynamic surface control (DSC) technique was proposed by Swaroop et al. [4] to
overcome this problem by introducing a first-order filtering of the synthesized input at
each step of the backstepping design procedure. Despite these efforts using the DSC
technique, the control method is not applied to nonlinear systems with unknown
parameters. Recently, fuzzy logic control [5] has attracted great attention in induction
motor drive systems. Fuzzy-approximation-based nonlinear control has been one of
the conventional and popular methods to handle nonlinear systems with parameter
uncertainties.

In this paper, an adaptive fuzzy dynamic surface control approach is proposed
for induction motors. Finally, the proposed control method is able to overcome the
problem of “explosion of complexity” inherent in the traditional backstepping
design and the proposed controllers can assure that the speed tracking error con-
verges to a small range of the origin and all the closed-loop signals are bounded.
Simulation results illustrate the effectiveness of the proposed approach.

25.2 Mathematical Model of the Induction Motor
Drive System

Induction motor’s dynamic mathematical model can be described in the
well-known d � qð Þ frame as follows [6, 7]:

dx
dt

¼ npLm
LrJ

wdiq �
TL
J
;
diq
dt

¼ � L2mRr þ L2r Rs

rLsL2r
iq � npLm

rLsLr
xwd � npxid � LmRr

Lr

iqid
wd

þ 1
rLs

uq

dwd

dt
¼ �Rr

Lr
wd þ

LmRr

Lr
id;

did
dt

¼ � L2mRr þ L2rRs

rLsL2r
id þ LmRr

rLsL2r
wd þ npxiq þ LmRr

Lr

i2q
wd

þ 1
rLs

ud

ð25:1Þ

where r ¼ 1� L2m
�
LsLr � x; Lm; np; J; TL and wd denote rotor angular velocity,

mutual inductance, pole pairs, inertia, load torque, and rotor flux linkage, respec-
tively. id , iq and ud , uq are the d � q axis currents and voltages, respectively. Rs and Ls
mean the resistance, inductance of the stator. Rr and Lr denote the resistance,
inductance of the rotor. For simplicity, the following notations are introduced:

x1 ¼ x; x2 ¼ iq; x3 ¼ wd; x4 ¼ id; a1 ¼ npLm
Lr

; b1 ¼ � L2mRr þ L2r Rs

rLsL2r
;

b2 ¼ � npLm
rLsLr

; b3 ¼ np; b4 ¼ LmRr

Lr
; b5 ¼ 1

rLs
; c1 ¼ �Rr

Lr
; d2 ¼ LmRr

rLsL2r
ð25:2Þ
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Lemma 25.1 [8] Let f xð Þ be a continuous function defined on a compact set X.
Then for any scalar e[ 0, there exists a fuzzy logic system WTS xð Þ such that
sup
x2X

f ðxÞ �WTS xð Þj j � e, where W ¼ ½W1; . . .; WN �T is the ideal constant weight

vector, and SðxÞ ¼ ½p1ðxÞ; p2ðxÞ; . . .; pNðxÞ�T=
PN

i¼1 piðxÞ is the basis function
vector.

By using these notations, the dynamic model of IM drivers can be described by
the following differential equations:

_x1 ¼ a1
J
x2x3 � TL

J
; _x2 ¼ b1x2 þ b2x1x3 � b3x1x4 � b4

x2x4
x3

þ b5uq;

_x3 ¼ c1x3 þ b4x4; _x4 ¼ b1x4 þ d2x3 þ b3x1x2 þ b4
x22
x3

þ b5ud: ð25:3Þ

25.3 Adaptive Fuzzy Dynamic Surface Control Design

Step 1: For the reference signal x1d; define the tracking error variable as
z1 ¼ x1 � x1d . Consider the Lyapunov function candidate as V1 ¼ J

2z
2
1. Then the

time derivative of V1 is given as

_V1 ¼ Jz1 _z1 ¼ z1ða1x2x3 � TL � J _x1dÞ ð25:4Þ

we assume TL is unknown but its upper limit is d[ 0. z1TL � z21
�
2e23 þ e23d

2
�
2 ,

where e3 is an arbitrary small positive constant. Then we can get

_V1 � e23d
2�2þ z1ðx2 þ a1x2x3 þ z1

�
2e23 � J _x1d � x2Þ ð25:5Þ

To make backstepping simple, we design a fuzzy logic system as follows:

f1ðZÞ ¼ a1x2x3 þ z1
�
2e23 � J _x1d � x2 ¼ WT

1 S1ðZÞ þ d1ðZÞ;
Z ¼ ½x1; x2; x3; x4; x1d; _x1d�T

ð25:6Þ

where d1ðZÞ is the approximation error and satisfies jd1j � e1: We can get

z1f1 � 1
2l21

z21jjW1jj2ST1S1 þ
1
2
l21 þ

1
2
z21 þ

1
2
e21 ð25:7Þ
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Choose virtual control a1 as a1 ¼ �k1z1 � z1=2� z1ĥST1S1
.
2l21 and define a1d ,

then let a1 pass through a first-order filter with time constant 11 to obtain a1d

11 _a1d þa1d ¼ a1; a1dð0Þ ¼ a1ð0Þ ð25:8Þ

Substituting (25.7) and (25.8) into (25.5), and defining z2 ¼ x2 � a1d , we can
obtain

_V1 � � k1z
2
1 þ

1
2
e23d

2 þ z1 a1d � a1ð Þ þ 1
2
l21 þ

1
2
e21 þ

1
2l21

z21ðjjW1jj2 � ĥÞST1S1 þ z1z2

ð25:9Þ

Step 2: The Lyapunov function candidate V2 is defined as V2 ¼ V1 þ 1
2z
2
2 , and the

time derivative V2 is

_V2 � _V1 þz2 b1x2 þ b2x1x3 � b3x1x4 � b4x2x4=x3 þ b5uq � _a1d
� � ð25:10Þ

where f2ðZÞ ¼ z1 þ b1x2 þ b2x1x3 � b3x1x4 � b4x2x4=x3 � _a1d ¼ WT
2 S2ðZÞ þ d2ðZÞ.

Then

z2f2 � 1
2l22

z22jjW2jj2ST2S2 þ
1
2
l22 þ

1
2
z22 þ

1
2
e22 ð25:11Þ

At this present stage, the control law uq is designed as

uq ¼ 1
b5

ð�k2z2 � 1
2
z2 � 1

2l22
z2ĥS

T
2S2Þ ð25:12Þ

By the Eqs. (25.11) and (25.12), we can get

_V2 �
X2
i¼1

�kiz
2
i þ

1
2
l2i þ

1
2
e2i þ

1
2l2i

z2i ðjjWijj2 � ĥÞSTi Si
� �

þ 1
2
e23d

2 þ z1 a1d � a1ð Þ

ð25:13Þ

Step 3: Similarly, for reference signal x3d; choose the Lyapunov function candidate
as V3 ¼ V2 þ 1

2z
2
3 . And the time derivative of V3 is given by

_V3 ¼ _V2 þ z3 _z3 ¼ _V2 þ z3 c1x3 þ b4x4 � _x3dð Þ ð25:14Þ
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Similarly, a2 is constructed as a2 ¼ ð�k3z3 � c1x3 þ _x3dÞ=b4 and let a2 pass
through a first-order filter with time constant 12 to obtain a2d

12 _a2d þa2d ¼ a2; a2dð0Þ ¼ a2ð0Þ ð25:15Þ

Defining z4 ¼ x4 � a2d and substituting (25.15) into (25.14) results in

_V3 ¼ _V2 � k3z
2
3 þ b4z3ða2d � a2Þ þ b4z3z4 ð25:16Þ

Step 4: Choose the Lyapunov function candidate as V4 ¼ V3 þ 1
2z
2
4 , and the time

derivative of V4 is

_V4 ¼ _V2 � k3z
2
3 þ b4z3ða2d � a2Þ þ z4 f4 þ b5udð Þ ð25:17Þ

where f4ðZÞ ¼ b4z3 þ b1x4 þ d2x3 þ b3x1x2 þ b4x22
�
x3 � _a2d ¼ WT

4 S4ðZÞ þ d4ðZÞ.
Similarly,

z4f4 � 1
2l24

z24jjW4jj2ST4S4 þ
1
2
l24 þ

1
2
z24 þ

1
2
e24 ð25:18Þ

We construct ud as

ud ¼ 1
b5

ð�k4z4 � 1
2
z4 � 1

2l24
z4ĥS

T
4S4Þ ð25:19Þ

Define h ¼ maxfjjW1jj2; jjW2jj2; jjW4jj2g:~h ¼ ĥ� h. We can get

_V4 � �
X4
i¼1

kiz
2
i þ z1ða1d � a1Þ þ b4z3ða2d � a2Þ þ

X
i¼1;2;4

1
2
l2i þ

1
2
e2i

� �

� 1
2l21

z21~hS
T
1S1 �

1
2l22

z22~hS
T
2S2 �

1
2l24

z24~hS
T
4S4 þ

1
2
e23d

2 ð25:20Þ

Define yi ¼ aid � ai i ¼ 1; 2ð Þ, and then we have

_yi ¼ _aid � _ai ¼ �ðaid � aiÞ=1i � _ai ¼ �yi=1i þ Bi ð25:21Þ

Choose the Lyapunov function candidate as V ¼ V4 þ 1
2 y

2
1 þ 1

2 y
2
2 þ ~h

2

2r1
. The time

derivative of V along with (25.20) and (25.21) is given by

_V��
X4
i¼1

kiz
2
i þz1y1þb4z3y2þy1 _y1þy2 _y2þ

X
i¼1;2;4

1
2
l2i þ

1
2
e2i

� �
þ1
2
e23d

2

þ
~h
r1
ð _̂h� r1

2l21
z21S

T
1S1�

r1
2l22

z22S
T
2S2�

r1
2l24

z24S
T
4S4Þ ð25:22Þ
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The corresponding adaptive law is chosen as _̂h ¼ P
i¼1;2;4

ðr1z2i STi Si=2l2i Þ � m1ĥ,
where r1;m1 and li i ¼ 1; 2; 4ð Þ are positive constants.

25.4 Stability Analysis

To address the stability analysis of the resulting closed-loop system, substituting the
corresponding adaptive law into (25.22), we have

_V � �
X4
i¼1

kiz
2
i þ z1y1 þ b4z3y2 þ y1 _y1 þy2 _y2 þ

X
i¼1;2;4

1
2
l2i þ

1
2
e2i

� �

� m1
~hĥ
r1

þ 1
2
e23d

2 ð25:23Þ

By [9, 10], jBij has a maximum BiM on compact set jXij; i ¼ 1; 2; jBij �BiM .

Therefore, we can get yi _yi � � y2i
�
1i þ jBiM jjyij � � y2i

�
1i þ 1=2sB

2
iMy

2
i þ s=2. With

s[ 0. Using Young’s inequality, we can get the following inequalities:

z1y1 � 1
4
y21 þ z21; b4z3y2 � b24

4
y22 þ z23;�~hĥ� � ~h2

.
2þ h2

�
2 ð25:24Þ

Then by using these inequalities, (25.23) can be rewritten as

V
: �� k1 � 1ð Þz21 � k2z

2
1 � k3 � 1ð Þz23 � k4z

2
4 �

m1
eh2

2r1
� 1

f1
� 1

4
þ 1
2s

B2
1M

� �� �
y21

� 1
f2

� b24
4
þ 1
2s

B2
2M

� �� �
y22 þ

1
2

X
i¼1;2;4

l2i þ e2i
� �þ m1h

2

2r1
þ sþ 1

2
e23d

2 � � a0V þ b0

ð25:25Þ

where a0 ¼ min 2 k1 � 1ð Þ=J; 2k2; 2 k3 � 1ð Þ; 2k4; m1; 2 1=f1 � 1=4þ B2
1M=2s

� �� �
;

�
2 1=f2 � b24=4þ B2

2M=2s
� �� �g and b0 ¼ 1

2

P
i¼1;2;4

l2i þ e2i
� �þ m1h

2

2r1
þ sþ 1

2 e
2
3d

2: Then,

(25.25) implies that

VðtÞ� ðVðt0Þ � b0=a0Þe�a0ðt�t0Þ þ b0=a0 �Vðt0Þ þ b0=a0; 8t� t0 ð25:26Þ
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As a result, all ziði ¼ 1; 2; 3; 4Þ and ~h belong to the compact set

X ¼ ðzi; ~hÞjV �Vðt0Þ þ b0=a0; 8t� t0
n o

. Namely, all the signals in the closed-

loop system are bounded. Especially, by (25.26) we can get lim
t!1 z21 � 2b0=a0. By

the definitions of a0 and b0; it is proved that to get a small tracking error we can
take r1 large and li and ei small enough after giving the parameters ki and m1:

25.5 Simulation Results

To illustrate the effectiveness of the proposed adaptive fuzzy controller, the simu-
lation is run for induction motors with the parameters: J ¼ 0:0586Kgm2; Rs ¼
0:1X; Rr ¼ 0:15X; Ls ¼ Lr ¼ 0:0699H; Lm ¼ 0:068H; np ¼ 1. The controller
parameters are chosen as k1 ¼ 200; k2 ¼ 80; k3 ¼ 10; k4 ¼ 5; r1 ¼ 0:25; l1 ¼ l2 ¼
l4 ¼ 0:75; 11 ¼ 0:002; 12 ¼ 0:1. The fuzzy membership functions are

lFl
i
¼ exp �ðxþ lÞ2

.
2

h i
; l 2 N; l 2 ½�5; 5�. The simulation is carried out under the

zero initial condition for induction motor. Give the reference signal x1d ¼ 4; 0� t� 5
or x1d ¼ 6; t� 5 and TL ¼ 0:5; 0� t� 5 or TL ¼ 1; t� 5.

Simulation results are shown in Figs. 25.1, 25.2 and 25.3, where Fig. 25.1 shows
the reference signal x1d and x curves. Figures 25.2 and 25.3 show the curves of uq,
ud . From the simulations, it is clearly seen that the controllers can achieve a good
tracking performance.

Fig. 25.1 Trajectories of x1
and x1d
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25.6 Conclusions

Based on backstepping and DSC technique, an adaptive fuzzy dynamic surface
control method is developed to control induction motors. The proposed controller is
able to overcome the problems of “nonlinear systems with parameter uncertainties”
and “explosion of complexity” inherent in the traditional backstepping design. In
addition, it is proved that the proposed controllers guarantee the speed tracking
error converge to a small neighborhood of the origin. Simulation results show that
the controllers illustrate the effectiveness of the proposed approach.

Fig. 25.2 Trajectory of uq

Fig. 25.3 Trajectory of ud
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Chapter 26
Fault Tolerant Control with TSM
for Spacecraft Formation Flying

Xiaoyu Han and Yingmin Jia

Abstract In this paper, a fault tolerant-based adaptive terminal sliding mode
(TSM) control method is proposed for leader–follower spacecraft formation flying
system in the presence of actuator fault. Unknown external disturbances and
minimum fault information are adapted online and the great robustness is guaran-
teed. It has been proved that with this designed controller, the practical finite-time
stability (PFS) of the closed-loop system can be guaranteed. Simulation results
show the effectiveness of the proposed method.

Keywords Fault tolerant control � Spacecraft formation � Terminal sliding mode �
Adaptive control

26.1 Introduction

Spacecraft flying in formation is revolutionizing our way of performing space-based
operations, and brings out several advantages in space mission accomplishment, as
well as new opportunities and applications for such missions. The major advantage
of formation flying of spacecraft lies in flexibility and modularity, which also lead
to a cost of increased complexity and technological challenges. In the early days,
the model of relative motion between two spacecrafts is linear and multivariable,
known as Hill equations or Clohessy-Wiltshire equations. Recently, the nonlinear
model, with added terms for orbital perturbations, is built in [1–5]. Nonlinear
adaptive tracking control was developed in [2], and an adaptive output feedback
controller using relative position only, was proved in [6], a result which ensured
semi-global asymptotic convergence of the relative translation errors.
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From what we introduced above, most previous works devoted to the system
trajectories converge to the equilibrium with infinite time. However, finite-time
stabilization of dynamical systems may lead to a better disturbance attenuation and
a fast convergence to the origin. As far as author known, there is few finite-time
control results applied in the problem of leader–follower spacecraft formation
control. The terminal sliding mode (TSM) control was developed in [7–9], which
was an effective scheme to guarantee finite-time convergence. For example, [10]
used it to solve the finite time spacecraft formation control problem.

With more and more space missions asked for more control requirements, it
poses tremendous challenges in spacecraft control, ranging from control perfor-
mance, rapid response, and steady-state error to robustness. However, faults of
actuators would occur frequently and the various external perturbations from the
space cannot also be modeled accurately, which both greatly hinder the attitude
control precision. Therefore, design of effective strategy to guarantee the safety of
spacecraft and achieve fault tolerant control is the key in controller design [11–14].

Motivated by the above discussions, in this paper, an adaptive TSM-based fault-
tolerate controller is proposed in relative translation tracking in a leader–follower
spacecraft formation. In the presence of partial loss of actuator effectiveness and
external disturbances, adaptive update laws are employed designed to estimate the
minimum value of actuator faults, the bound of external disturbances. Through this
approach, the system can convergent to a neighborhood of the origin in finite time.

26.2 Modeling

26.2.1 Relative Translational Motion

Earth centered inertial (ECI) frame is used throughout this paper and is given in
Fig. 26.1 as follows: First, do linear interpolation on the X direction, finding the
gray value of R1 and R2 as shown in Fig. 26.1.

The basis vectors of the frame can be defined as:

el ¼ rl
rl
; eh ¼ eh � er; eh ¼ h

h
ð26:1Þ

where h ¼ rl � _rl, is the angular momentum vector of the orbit, and h ¼ hj j. The
general orbit equation for two-point masses m1;m2 (rf.3) is given as:

r
::þ l

r3
r ¼0 ð26:2Þ
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And (26.2) can be expressed for the leader and follower spacecraft as:

r
::

l
¼ � l

r3l
rl ð26:3Þ

r
::

f
¼ � l

r3f
rf þ fdf

mf
þ uf
mf

ð26:4Þ

where fdf 2 R3 is the disturbance force term due to external perturbation effects and
uf 2 R3 is the actuator forces of the leader and follower, respectively. l ¼ GMe.
Taking the second-order derivative of the relative position vector p ¼ rf � rl, and
using the true anomaly v(t) of the leader the relative position dynamics can be
written as [5]:

mf p
:: þC _vð Þ _pþ D _v; v

::
; rf

� �
pþ n rl; rf

� � ¼ uf þ fdf ð26:5Þ

where

C _vð Þ ¼ 2mf

0 � _v 0
_v 0 0
0 0 0

2
4

3
5 ð26:6Þ

D _v; v
::
; rf

� � ¼ mf

l
r3f
� _v2 � v

::
0

v
:: l

r3f
� _v2 0

0 0 l
r3f

2
664

3
775 ð26:7Þ

n rl; rf
� � ¼ l

rl
r3f
� 1

r2l
; 0; 0

h iT
ð26:8Þ

follower

leader

er

e θ
eh

p
rl

rf

iz

ix

iy

Fig. 26.1 Graphical
description of reference frame
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Given a desired relative position
pdðtÞ ¼ ½xd yd zd �T of the follower spacecraft in the leader orbit frame, the

position error can be written as: e tð Þ ¼ ex ey ez½ �T¼ p tð Þ � pdðtÞ. Then the
relative position dynamics is rendered as:

mf e
:: þC _vð Þ _eþ D _v; v

::
; rf

� �
eþ N pd; _pd ; pd

::
; _v; v

::
; rf ; rl

� � ¼ uf þ fdf ð26:9Þ

where N(pd; _pd ; pd
::
; _v; v

::
; rf ; rlÞ¼mf pd

:: þ cð _vÞ _pd þ n(rl; rf Þ.

26.2.2 The Dynamic Model of Fault Tolerant System

According to (26.9), the dynamic model of the leader–follower system can be
written as:

mf e
:: þC _vð Þ _eþ D _v; v

::
; rf

� �
eþ N pd; _pd; pd

::
; _v; v

::
; rf ; rl

� � ¼ Euf þ fdf ð26:10Þ

This model includes provisions for multiplicative faults represented by a diag-
onal matrix E. Here, E is given by E ¼ diag(e1ðtÞ; e2ðtÞ; e3ðtÞ; 0\ei\1;
i ¼ 1; 2; 3. And ei ¼ 1 means no fault and ei ¼ 0 means the complete failure. We
can written (26.10) as follows [14]:

mf e
:: þC _vð Þ _eþ D _v; v

::
; rf

� �
eþ N pd; _pd ; pd

::
; _v; v

::
; rf ; rl

� � ¼ uf � DEuf þ fdf

ð26:11Þ

where DE ¼ diag(1 � e1ðt), 1�e2ðt), 1�e3ðt)), then set e0 ¼ min eðtÞ, so
DEk k ¼ 1� e0\1.
Define

DEk k� g ð26:12Þ

where g is unknown. fdf is the torque of outside interference, and

fdf
�� ��� c0 ð26:13Þ

where c0 is unknown.
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26.3 Controller Design

26.3.1 Preparation

Lemma 26.1 If p 2 ð0; 1Þ then the following inequality holds:

X3
i¼1

xij j1þp �
X3
i¼1

x2i
�� �� !1þp=2

ð26:14Þ

Definition 26.1 [15, 16] Consider the nonlinear system _x ¼ f ðx; uÞ, where x is a
state vector, u is the input vector. The solution is practical finite-time stable (PFS) if
for all xðt0Þ ¼ x0, there exists e[ 0 and Tðe; x0Þ\1 , such that xðtÞk k\e, for all
t� t0 þ T .

Lemma 26.2 For any real numbers xi; i ¼ 1; . . . . . .; n and 0\b\1, the following
inequality holds:

ð xij j þ � � � þ xnj jÞb � x1j jbþ � � � þ xnj jb

Lemma 26.3 [15, 16] Consider the system _x ¼ f ðx; uÞ suppose that there exists
continuous function V(x), scalars k[ 0; 0\a\1 and 0\g\1 such that:

_V xð Þ� � kVa xð Þ þ g ð26:15Þ

Then the trajectory of system _x ¼ f ðx; uÞ is PFS. The trajectories of the closed-
loop system is bounded in finite times as

limh!h0 x 2 VaðxÞ� g
ð1� hÞk

� �
ð26:16Þ

where 0\h0\1. And the time needed to reach is bound as T � V1�aðx0Þ
khð1�aÞ where Vðx0Þ

is the initial value of V(x).

26.3.2 Adaptive Terminal Sliding Mode Control (ATSMC)

In this section, ATSMC is designed to implement on the leader–follower system. In
order to reduce the influence of the unknown perturbations and actuator faults and
improve the system robustness, the design idea is to adopt the adaptation laws to
estimate the unknown parameters online.
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Definition 1.2 Denote sigaðxÞ ¼ sign(x) xj ja, where a� 0; x 2 R, sign() is the
standard sign function.

The follower is to construct a sliding mode surface in the system state space,
which is given by:

s ¼ _eþ k1eþ k2sigre ¼ 0 ð26:17Þ

where k1; k2 [ 0; r 2 ð0; 1Þ.
When the controller made the system in the sliding mode, the closed-loop

system is stable.

Theorem 26.1 Consider the leader–follower spacecraft formation tracking error
system in (26.10), if the controller is given as in (26.18) with adaptive laws (26.20–
26.21), the trajectory of the closed-loop system can be driven onto a neighborhood
of the sliding surface in finite time, where

uf ¼C _vð Þ _eþ D _v; v
::
; rf

� �
eþ N pd; _pd; pd

::
; _v; v

::
; rf ; rl

� �
� mf k1 _e� mf k2 ej j_r�1 _e� ðĉ0Þ s

sk k � r tð Þ s
sk k � ssigðsÞr ð26:18Þ

where

r tð Þ ¼ �uþ ĥu ð26:19Þ

ĉ0
�
¼ q0 sk k � q0e0ĉ0 ð26:20Þ

_̂h ¼ q1u sk k � q1e1ĥ ð26:21Þ

h ¼ 1
1� g

ð26:22Þ

and

u ¼ Ck _vð Þ _eþ D _v; v
::
; rf

� �
eþ N pd; _pd; pd

::
; _v; v

::
; rf ; rl

� �
� mf k2r ej jr�1 _e� mf k1 _e _̂c0

� � s
sk k � ssig sð Þrþe

ð26:23Þ

ĉ0; ĥ are estimated values q0; q1 (28) e; e0; e1 are constant values.

Proof Consider the Lyapunov function candidate:

V ¼ 1
2
mf s

Tsþ 1
2
1
q0

~c20 þ
1
2
1� g
q1

~h2 ð26:24Þ

where ~c0 ¼ c0 � ĉ0; ~h ¼ h ¼ ĥ.
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In view of (26.17), (26.18–26.22), it follows that

_V ¼ sT m::
e þ mf k1 _eþ mf k2c ej jr�1 _e

� 	
� 1
q0

~c0 _̂c0 � 1� g
q1

~h _̂h

¼ sT � C _vð Þ _eþ D _v; v
::
; rf

� �
eþ�

N pd; _pd ; pd
::
; _v; v

::
; rf ; rl

� ��

þ fdf þ uf þ mf k1 _eþmf k2r ej jr�1 _e� DEuf

i
� 1
q0

~c0 _̂c0 � 1� g
q1

~h _̂h

Substituting for uf into the above equation, yields

_V � sT ĉ0ð Þ s
sk k � r tð Þ s

sk k � ssig sð Þr�DEuf þ fdf

� �
� 1
q0

~c0 _̂c0 � 1� g
q1

~h _̂h

� � sTDEuf þ u� ĥu
� 	

sk k þ e0ĉ0~c0 � s
X3
i¼1

sij jrþ1� 1� g
q1

~h _̂h

� sk k uf
�� ��gþ u� ĥu

� 	
sk k � s

X3
i¼1

sij jrþ1� 1� g
q1

~h _̂hþ e0ĉ0~c0

Denote

u1 ¼C _vð Þ _eþ D _v; v
::
; rf

� �
e� mf k1 _eþ N pd; _pd; pd

::
; _v; v

::
; rf ; rl

� �
� mf k2r ej jr�1 _e� ĉ0ð Þ s

sk k � ssig sð Þrk

Then uf
�� ��� u1k k þ r tð Þ ¼ u1k k � uþ ĥu ¼ �e0 þ ĥu. where (26.23) is

applied. So, we have

_V �kskg �e0 þ ĥu
� 	

þ u� ĥu
� 	

ksk � 1� g
q1

~h _̂h� s
X3
i¼1

sij jrþ1þ e0ĉ0~c0;

¼ �e0g sk k þ 1� 1� gð Þĥ
h i

u sk k þ e0ĉ0~c0; �
1� g
q1

~h q1u sk k � q1e1ĥ
� 	

� s
X3
i¼1

sij jrþ1

From Eq. (26.22), we have:

_V � � s
X3
i¼1

sij jrþ1þe0~c0ĉ0 þ ð1� gÞe1~hĥ� � c
1
2
mf s

Ts

� �rþ1
2

þ e0~c0ĉ0

þ 1� gð Þe1~hĥ ð26:25Þ

Note that for any positive scalars d0 [ 1
2 and d1 [ 1

2, the following inequalities
hold:
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e0~c0ĉ0 ¼ e0~c0 �~c0 þ c0ð Þ ¼ e0 �~c20 þ ~c0c0
� �

� e0ð�~c20 þ
1
2d0

~c20 þ
d0
2
c20 �

�e0 2d0 � 1ð Þ
2d0

~c20 þ
e0d0
2

c20
ð26:26Þ

1� gð Þe1~hĥ� � 1� gð Þe1 2d1 � 1ð Þ
2d1

~h2 þ ð1� gÞe1d1
2

h2 ð26:27Þ

Thus inequality (26.25) can be expressed as:

_V � � c
1
2
mf s

Ts

� �rþ1
2

� e0 2d0 � 1ð Þ
2d0

~c20

� �rþ1=2

� 1� gð Þe1 2d1 � 1ð Þ
2d1

~h2
� �rþ1=2

þ e0 2d0 � 1ð Þ
2d0

~c20

� �rþ1=2

þe0~c0ĉ0 þ 1� gð Þe1 2d1 � 1ð Þ
2d1

~h2
� �rþ1=2

þð1� gÞe1~hĥ

¼ �c
1
2
sTs

� �rþ1
2

þ 1
2q0

~c20

� �rþ1
2

þ 1� g
2q1

~h2
� �rþ1

2

" #
� 1� gð Þe1 2d1 � 1ð Þ

2d1
~h2

� �rþ1=2

þ e0 2d0 � 1ð Þ
2d0

~c20

� �rþ1=2

þ 1� gð Þe1 2d1 � 1ð Þ
2d1

~h2
� �rþ1=2

þ e0~c0ĉ0 þ ð1� gÞe1~hĥ

where

q0 ¼ d0crþ1=2

e0ð2d0 � 1Þ ; q1 ¼
d1crþ1=2

e1ð2d1 � 1Þ ; c ¼ s=m
rþ1
2
f ð26:28Þ

Note Lemma 26.2, d0 [ 1
2 ; d1 [

1
2 and

1
2\

rþ1
2 \1, the time derivative of

Lyapunov function becomes:

_V � � cVrþ1=2 þ e0ð2d0 � 1Þ
2d0

~c20

� �rþ1=2

þ 1� gð Þe1 2d1 � 1ð Þ
2d1

~h2
� �rþ1=2

þ e0~c0ĉ0

þ ð1� gÞe1~hĥ
ð26:29Þ

and

e0ð2d0 � 1Þ
2d0

~c20

� �rþ1=2

þ e0~c0ĉ0\
e0 2d0 � 1ð Þ

2d0
~c20 þ e0~c0ĉ0 � e0d0

2
c20 ð26:30Þ

Similarly to (26.29), the following inequality can be obtained:

1� gð Þe1ð2d1 � 1Þ
2d1

~h2
� �rþ1=2

þð1� gÞe1~hĥ� ð1� gÞe1d1
2

h2 ð26:31Þ
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Thus, from (26.28) to (26.31), the time derivative of the Lyapunov function
(26.29) becomes:

_V � � cVrþ1=2 þ g0 ð26:32Þ

where g0 ¼ e0d0
2 c20 þ ð1�gÞe1d1

2 h2.
According to Lemma 26.3, it can be concluded now that the trajectory of the

closed-loop system can be driven onto a neighborhood of the sliding surface in
finite time.

26.4 Simulations

In order to demonstrate the effectiveness of the proposed control schemes, numerical
simulations have been performed and presented in this subsection. The leader
spacecraft is assumed to be following an elliptic orbit with e ¼ 0:6. Both spacecrafts
have mass m ¼ 1 kg. The follower has initial values p ¼ ½2; �5; 2�T ; _p ¼ ½0; 0; 0�,
and is further commanded to track sinusoidal trajectories around the leader, and the
desired position is

pd ¼ �10 cos
3p
Tl

t

� �
; 10 sin

4p
Tl

t

� �
; 5cos

5p
Tl

t

� �� �T

where Tl is the orbital period of the leader spacecraft. The disturbances that the
follower spacecraft subject are set as fdf ¼ ½0:02 sinð0:4tÞ; 0:03 cosð0:5tÞ; 0:04
simð0:1tÞ�T .

The actuators faults are selected as:

s1ðtÞ ¼ 0:6þ 0:1sinð0:5tÞ
s2ðtÞ ¼ 0:7þ 0:2sinð0:4tÞ
s3ðtÞ ¼ 0:5þ 0:1cosð0:5tÞ

8<
:

In (26.17) and (26.18), we set k1 ¼ 0; 5; k2 ¼ 1; r ¼ 3
5 ; s ¼ 0:01. In the

adaptive controller, we choose e0 ¼ 5 and e1 ¼ 20. The parameters qi is according
to (26.27) where d0 ¼ 1; d1 ¼ 10.

The relative position errors can be seen in Fig. 26.2, and the velocity errors are in
Fig. 26.3, which shows that the trajectories of the leader–follower spacecraft for-
mation (26.10) tend to a neighborhood of the origin in 10 s under the control law of
(26.18–26.22) when considered unknown actuator faults and external disturbances.
Figure 26.4 shows the simulation results of sliding surface. It is obvious that the
sliding mode (26.17) is stable and the trajectories of the system also tend to a
neighborhood of the origin in spite of unknown actuator faults and external
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disturbances. The input control signals are depicted in Fig. 26.5. In the first 10 s the
undesired chattering emerged, for the adaptive algorithm (26.20–26.22) is adopted
here to estimate and compensate the unknown actuator faults and external distur-
bances in the control input. Above all, the simulation results verify that the desired
requirements of the closed-loop system have been achieved.

26.5 Conclusion

An adaptive terminal sliding mode control scheme was developed for the relative
translation tracking in a leader–follower spacecraft formation system, in which the
external disturbances and partial loss of actuator effectiveness faults are considered.
The controller use adaptive laws to estimate the minimum value of actuator faults
and the bounds of external disturbances. The resulting closed-loop system is proved
in theory to be PFS. The control designs are evaluated using numerical simulation,
in which an illustratively example has shown the effectiveness of the proposed
control design methods. Hence, faults tolerance, robustness against the actuator
faults, and high accuracy of system stabilization can be achieved.
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Chapter 27
Position Control of Induction Motors
via Adaptive Fuzzy Backstepping
with Input Saturation

Wei Li, Yumei Ma, Jinfei Yu, Jinpeng Yu and Jiapeng Liu

Abstract This paper focuses on the problem of position tracking control for
field-oriented induction motors with input saturation. In the scheme, an adaptive
fuzzy control based on backstepping technique is designed. Fuzzy logic systems are
used to approximate the unknown nonlinearities and the adaptive backstepping
control is employed to construct controllers. The proposed adaptive fuzzy con-
trollers guarantee the tracking error converge to a small neighborhood of the origin.
Compared with the conventional backstepping, the designed fuzzy controllers’
structure is very simple. The simulation results show that the new controller
overcomes the influences of the parameter uncertainties and guarantee a tracking
performance.

Keywords Induction motor � Fuzzy approximation � Adaptive control �
Backstepping � Input saturation

27.1 Introduction

Induction motors are widely used in many industrial control fields because of their
low cost, simple structure, high reliability, and ruggedness. However, induction
motor’s dynamic model is multivariable, strong coupling, and highly nonlinear in
the control community [1]. In addition, the control of induction motor system
preceded by saturation nonlinearities has been an active topic since the saturation
nonlinearities are common in many practical systems.
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Backstepping-based adaptive control [2] and fuzzy-approximation-based non-
linear control have become the popular approaches to handle nonlinear systems
with the linear parametric uncertainties. Using the adaptive backstepping and fuzzy
logic control, the problem of induction motor with input saturation can be solved
more easily.

In this paper, during the controller design process, fuzzy logic systems [5] are
employed to approximate the nonlinearities. And the adaptive technique and
backstepping are used to construct fuzzy controllers. The simulation results show
that the adaptive fuzzy control with input saturation guarantees a performance
tracking performance even under the unknown parameters and load disturbances.

27.2 Mathematical Model of the IM Drive System

The Induction motor’s dynamic mathematical model can be described in the well-
known (d � q) frame as follows [4]:

dH
dt

¼ x;
dx
dt

¼ npLm
LrJ

/diq �
TL
J
;
d/d

dt
¼ �Rr

Lr
/d þ

LmRr

Lr
id

diq
dt

¼ � L2mRr þ L2r Rs

rLsL2r
iq � npLm

rLsLr
x/d � npxid � LmRr

Lr

iqid
/d

þ 1
rLs

uq

did
dt

¼ � L2mRr þ L2r Rs

rLsL2r
id þ LmRr

rLsL2r
/d þ npxiq þ LmRr

Lr

i2q
/d

þ 1
rLs

ud

8>>>>>>><
>>>>>>>:

ð27:1Þ

where: r ¼ 1� L2m
�
LsLr. H, x, Lm, np, J, TL, and /d denote the rotor position,

rotor angular velocity, mutual inductance, pole pairs, inertia, load torque and rotor
flux linkage. id and iq stand for the (d � q) axis currents. ud and uq are the (d � q)
axis voltages. Rs and Ls mean the resistance, inductance of the stator. Rr and Lr
denote the resistance, inductance of the rotor. And in order to express more simple,
the following notations are defined as:

x1 ¼ H; x2 ¼ x; x3 ¼ iq; x4 ¼ /d; x5 ¼ id; c1 ¼ � Rr
Lr
; c2 ¼ LmRr

rLsL2r

a1 ¼ npLm

Lr
; b1 ¼ � L2mRrþL2r Rs

rLsL2r
; b2 ¼ � npLm

rLsLr
; b3 ¼ np; b4 ¼ LmRr

Lr
; b5 ¼ 1

rLs

(
ð27:2Þ

The dynamic model of IM driver can be described by the following equations:

_x1 ¼ x2; _x2 ¼ a1
J x3x4 � TL

J ; _x3 ¼ b1x3 þ b2x2x4 � b3x2x5 � b4
x3x5
x4

þ b5uq

_x4 ¼ c1x4 þ b4x5; _x5 ¼ b1x5 þ c2x4 þ b3x2x3 þ b4
x23
x4
þ b5ud

(
ð27:3Þ

Lemma 27.1 [7] Let f xð Þ be a continuous function defined on a compact set X.

Then for any scalar e[ 0, there exists a fuzzy logic system WTS xð Þ such that
sup
x2X

jf ðxÞ �WTS xð Þj � e.
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27.3 Adaptive Fuzzy Controller Design
with Backstepping Control

Step 1: Define the tracking error variables as z1 ¼ x1 � x1d , z2 ¼ x2 � a1,
z3 ¼ x3 � a2, z4 ¼ x4 � x4d , z5 ¼ x5 � a3. Where x1d is the reference position
signal, x4d is the reference flux signal. Choose Lyapunov function candidate as
V1 ¼ 1

2 z
2
1, then the time derivative of V1 is given _V1 ¼ z1 _z1 ¼ z1ðx2 � _x1dÞ.

The virtual control a1 is constructed as a1 ¼ �k1z1 þ _x1d . Substituting a1 into
_V1, we can obtain

_V1 ¼ �k1z
2
1 þ z1z2 ð27:4Þ

Step 2: Choose the Lyapunov function candidate as V2 ¼ V1 þ J
2 z

2
2. Then the time

derivative of V2 is computed by _V2 ¼ �k1z21 þ z2ðz1 þ a1x3x4 � TL � J _a1Þ.
We assume TL is unknown and there exists 0� TL � d . Obviously,

z2TL � 1
2e22

z22 þ 1
2 e

2
2d

2, e2 [ 0. The derivative of V2 can be rewritten as

_V2 � � k1z
2
1 þ

1
2
e22d

2 þ z2ðz1 þ a1x3x4 þ 1
2e22

z2 � J _a1Þ ð27:5Þ

Construct the virtual control a2 as a2 ¼ 1
a1x4

ð�k2z2 � z1 þ Ĵ _a1Þ.
Therefore, (27.5) can be rewritten as

_V2 � � k1z
2
1 � k2z

2
2 þ

1
2
e22d

2 þ a1z2z3x4 þ ðĴ � JÞ _a1z2 ð27:6Þ

Step 3: Choose the Lyapunov function candidate as V3 ¼ V2 þ 1
2 z

2
3, then the time

derivative of V3 is computed by

_V3 � � k1z
2
1 � k2z

2
2 þ

1
2
e22d

2 þ ðĴ � JÞ _a1z2 þ z3ðf3 þ b5uqÞ ð27:7Þ

To make the classical adaptive backstepping simply, we design a fuzzy logic
system as f3ðZÞ ¼ a1z2x4 þ b1x3 þ b2x2x4 � b3x2x5 � b4

x3x5
x4

� _a2 ¼ WT
3 S3ðZÞþ

d3ðZÞ, where Z ¼ ½x1; x2; x3; x4; x5; x1d; x4d ; _x1d �T .
Consequently, a straightforward calculation produces the following inequality:

z3f3ðZÞ� 1
2l23

z23jjW3jj2ST3S3 þ
1
2
l23 þ

1
2
z23 þ

1
2
e23 ð27:8Þ

uq denotes the plant input subject to nonsymmetric input saturation nonlinearity

described by uq ¼ satðvqÞ ¼
uqmax; vq � uqmax

vq; uqmin\vq\uqmax

uqmin; vq � uqmin

8><
>: , where uqmax [ 0 and

uqmin\0 are unknown constants of input saturation and vq is the input signal of the
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saturation nonlinearity. Similar to the method proposed in [6], a piecewise smooth
function is used to approximate the saturation function and defined as

gðvqÞ ¼ uqmax � tanhðvq=uqmaxÞ; vq � 0
uqmin � tanhðvq=uqminÞ; vq � 0

�
¼

uqmax � evq=uqmax�e�vq=uqmax

evq=uqmaxþe�vq=uqmax ; vq � 0

uqmin � evq=uqmin�e�vd=uqmin

evq=uqminþe�vq=uqmin
; vq � 0

(

ð27:9Þ

Then satðvqÞ can be described as uq ¼ satðvqÞ ¼ gðvqÞ þ dðvqÞ, where dðvqÞ is a
bounded function, and its bound can be defined as jdðvqÞ ¼j jsatðvqÞ � gðvqÞj �Dq.

In addition, the mean value theorem [7] implies that there exists a constant

lð0\l\1Þ such that: gðvqÞ ¼ gðvq0Þ þ gvqlðvq � vq0Þ, where gvql ¼ @gðvqÞ
@vq

jvq¼vql

and vql ¼ lvq þ ð1� lÞvq0. By choosing vq0 ¼ 0, (27.10) can be written as:
gðvqÞ ¼ gvqlvq. To facilitate the control system design, the following assumptions
are presented and will be used in the subsequent developments:

Assumption 27.1 [8] For the function gvql in [3], there exists an unknown positive
constant gm, such that 0\gm � gvql � 1.

Construct the control law vq ¼ �k3z3 � 1
2 z3 � 1

2l23
z3 ĥ1 ST3S3. Furthermore,

substituting vq into gðvqÞ, we can obtain

_V3 � �
X2
i¼1

kiz
2
i þ ðĴ � JÞ _a1 z2 þ 1

2l23
z23jjW3jj2ST3S3

þ 1
2
e22d

2 þ 1
2
l23 þ

1
2
z23 þ

1
2
e23 þ b5z3 gðvqÞ þ dðvqÞ

� � ð27:10Þ

Step 4: Choose Lyapunov function candidate as V4 ¼ V3 þ 1
2 z

2
4. Then the time

derivative of V4 is computed by _V4 ¼ _V3 þ z4 _z4 ¼ _V3 þ z4 c1x4 þ b4x5 � _x4dð Þ.
Construct the virtual control a3 ¼ 1

b4
ð�k4z4 � c1x4 þ _x4dÞ. Equation (27.11)

shows that

_V4 � � k1z
2
1 � k2z

2
2 � k4z

2
4 þ ðĴ � JÞ _a1z2 þ 1

2
l23 þ

1
2l23

z23jjW3jj2ST3S3

þ 1
2
e22d

2 þ 1
2
z23 þ

1
2
e23 þ b5z3 gðvqÞ þ dðvqÞ

� �þ b4z4z5

ð27:11Þ

Step 5: Choose the Lyapunov function candidate as V5 ¼ V4 þ 1
2 z

2
5. Then the

derivative of V5 is given by

_V5 � � k1z
2
1 � k2z

2
2 � k4z

2
4 þ ðĴ � JÞ _a1 z2 þ 1

2l23
z23jjW3jj2ST3S3 þ

1
2
e22d

2 þ 1
2
l23

þ 1
2
z23 þ

1
2
e23 þ b5z3 gðvqÞ þ dðvqÞ

� �þ z5ðf5 þ b5udÞ ð27:12Þ
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where f5ðZÞ ¼ b4z4 þ b1x5 þ c2x4 þ b3x2x3 þ b4
x23
x4
� _a3 ¼ WT

5 S5ðZÞ þ d5ðZÞ.
Similarly,

z5f5ðZÞ ¼ z5ðWT
5 S5 þ d5Þ� 1

2l25
z25jjW5jj2ST5S5 þ

1
2
l25 þ

1
2
z25 þ

1
2
e25 ð27:13Þ

ud denotes the plant input subject to nonsymmetric saturation nonlinearity described

by ud ¼ satðvdÞ ¼
udmax; vd � udmax

vd; udmin\vd\udmax

udmin; vd � udmin

8<
: , where udmax and udmin are unknown

positive constants of input saturation and vd is the input signal of the saturation
nonlinearity. Similar to Step 3, we define gðvdÞ as

gðvdÞ ¼ udmax � tanhðvd=udmaxÞ; vd � 0
udmin � tanhðvd=udminÞ; vd � 0

�
¼ udmax � evd=udmax�e�vd=udmax

evd=udmaxþe�vd=udmax
; vd � 0

udmin � evd=udmin�e�vd=udmin

evd=udminþe�vd=udmin
; vd � 0

(

ð27:14Þ

And satðvdÞ can be expressed in the following form: ud ¼ satðvdÞ ¼
gðvdÞ þ dðvdÞ, where dðvdÞ is a bounded function, and its bounded can be defined
as jdðvdÞj�Dd .

Similar to Step 3, we can also obtain gðvdÞ ¼ gvdlvd . And construct the control

law vd ¼ �k5z5 � 1
2 z5 � 1

2l25
z5 ĥ2 ST5S5. Substituting vd into (27.12), we can obtain

_V5 � � k1z
2
1 � k2z

2
2 � k4z

2
4 þ ðĴ � JÞ _a1 z2 þ 1

2l23
z23jjW3jj2ST3S3 þ

1
2
e22d

2 þ 1
2
l23 þ

1
2
z23 þ

1
2
e23

þ b5z3 gðvqÞ þ dðvqÞ
� �þ 1

2l25
z25jjW5jj2ST5S5 þ

1
2
l25 þ

1
2
z25 þ

1
2
e25 þ b5z5 gðvdÞ þ dðvdÞð Þ

ð27:15Þ

Define b5h1 ¼ maxfjjW3jj2=gm; jjW5jj2=gmg, b5h2 ¼ maxfjjW3jj2=gm; jjW5jj2
=gmg. Introduce variables ~J, ~h1 and ~h2 as ~J ¼ Ĵ � J, ~h1 ¼ ĥ1 � h1, ~h2 ¼ ĥ2 � h2.

Choose the Lyapunov function candidate as V ¼ V5 þ 1
2r1

~J
2 þ gm

2r2
~h
2
1 þ gm

2r3
~h
2
2.

By differentiating V , and taking (27.15) into account, we can obtain

_V � � k1z
2
1 � k2z

2
2 � ðk3b5gm � 1

2
Þz23 � k4z

2
4 � ðk5b5gm � 1

2
Þz25 þ

1
2
e22d

2 þ 1
2
l23

þ 1
2
e23 þ

1
2
l25 þ

1
2
e25 þ

b5
gm2

D2
q þ

b5
2gm

D2
d þ

gm
r2

~h1ð� b5r2
2l23

z23S
T
3S3 þ _̂h1Þ

þ gm
r3

~h2ð� b5r3
2l25

z25S
T
5S5 þ _̂h2Þ þ 1

r2
~J _̂J þ gm

r2
~h1

_̂h1 þ gm
2r3

~h2
_̂h2 ð27:16Þ
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The corresponding adaptive laws are chosen as _̂J ¼ �r1a1z2 � m1Ĵ,
_̂h1 ¼ b5r2

2l23

z23S
T
3S3 � m2ĥ1,

_̂h2 ¼ b5r3
2l25

z25S
T
5S5 � m3ĥ2, where riði ¼ 1; 2; 3Þ, miði ¼ 1; 2; 3Þ and

liði ¼ 3; 5Þ are positive constants.

27.4 Stability Analysis

For the term �~JĴ one has �~JĴ� � 1
2
~J
2 þ 1

2 J
2. Similarly, �~h1ĥ1 � � 1

2
~h21 þ 1

2 h
2
1,

�~h2ĥ2 � � 1
2
~h22 þ 1

2 h
2
2. Consequently, by using these inequalities, (27.16) can be

rewritten in the following form:

_V � � k1z
2
1 � k2z

2
2 � ðk3b5gm � 1

2
Þz23 � k4z

2
4 � ðk5b5gm � 1

2
Þz25 �

m1

2r1
~J
2

� m2gm
2r2

~h
2
1 �

m3gm
2r

~h
2
2 þ

1
2
e22d

2 þ 1
2
l23 þ

1
2
e23 þ

1
2
l25 þ

1
2
e25 þ

b5
2gm

D2
q

þ b5
2gm

D2
d þ

m1

2r1
J2 þ m2

2r2
h21 þ

m3

2r3
h22 � � a0V þ b0 ð27:17Þ

where a0 ¼ min 2k1; 2k2J ; 2ðk3b5gm � 1
2Þ; 2k4; 2ðk5b5gm � 1

2Þ;m1;m2;m3
� �

, and b0 ¼
1
2 e

2
2d

2 þ 1
2 l

2
3 þ 1

2 e
2
3 þþ 1

2 l
2
5 þ 1

2 e
2
5 þ gm

2gm
D2

q þ gm
2gm

D2
d þ m1

2r1
J2 þ m2

2r2
h21 þ m3

2r3
h22.

VðtÞ� ðVðt0Þ � b0
a0

e�a0ðt�t0ÞÞ þ b0
a0

�Vðt0Þ þ b0
a0

; 8t� t0 ð27:18Þ

As a result, all ziði ¼ 1; 2; 3; 4; 5Þ, ~J, ~h1 and ~h2 belong to the compact set

X ¼ ðzi; ~J; ~h1; ~h2ÞjV �Vðt0Þ þ b0=a0; 8t� t0
n o

. Namely, all the signals in the

closed-loop system are bounded. Especially, from (27.18), we have lim
t!1 z21 � 2b0

a0
.

By taking ri sufficiently large and li and ei small enough after giving the parameters
ki and mi, we can choose a suitable a0 and b0, then we can get a small tracking error.

27.5 Simulation Results

To illustrate the effectiveness of the proposed results, the simulation is run for
induction motors with the parameters: J ¼ 0:0586Kgm2, Rs ¼ 0:1X, Rr ¼ 0:15X,
Ls ¼ Lr ¼ 0:0699H, Lm ¼ 0:068H, np ¼ 1. Then, the control parameters are
chosen as k1 ¼ 40, k2 ¼ 64, k3 ¼ k4 ¼ k5 ¼ 80, r1 ¼ r2 ¼ r3 ¼ 2,
m1 ¼ m2 ¼ 0:05, l3 ¼ l5 ¼ 2.
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The fuzzy membership functions are lFl
i
¼ exp �ðxþ lÞ2=2

h i
, l 2 N,

l 2 ½�5; 5�. The simulation is carried out under the zero initial condition for the
induction motor. Give the reference signal x1d ¼ 0:5sinð8tÞ þ 0:5sinð4tÞ, and take
TL as TL ¼ 1:5Nm; 0� t� 5 or TL ¼ 3Nm, t [ 5. Figure 27.1 shows the track-
ing performance of x1 and x1d . Figures 27.2 and 27.3 show the final controllers vd
and vq. From these figures, it is seen clearly that the tracking performance can be
achieved very well.

Fig. 27.1 Trajectories of x1 and x1d

Fig. 27.2 Trajectory of vd
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27.6 Conclusions

An adaptive fuzzy controllers based on backstepping are designed to control
induction motors with input saturation. This controllers overcome the problem of
classical vector control which could not realize accurate control. The simulation
results show that new controllers eliminate the influences of the parameter uncer-
tainties and load disturbances. The position tracking control can be ideally
accomplished.
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Chapter 28
A Fault Detection and Isolation Method
Based on R-Fast ICA and K-Fisher
for Roller Bearings on the Urban Rail
Vehicles

Linlin Kou, Yong Qin, Xiaoqin Cheng and Zhenyu Zhang

Abstract Operating status of roller bearings directly affects the safety of the urban
rail vehicle, so accurate identification of the state has considerably practical
significance. The fault detection and isolation method of the roller bearing opera-
tional was performed by the comprehensive utilization of fast independent com-
ponent analysis (Fast ICA), and kernel fisher discriminant. Fast ICA method was
used to denoise and extract signal with fault frequency. The fault characteristic
signal separation used Fast ICA with the normal signal applied as a signal source.
The Pearson product-moment correlation coefficient had been used to determine
which component was the extracted one we needed. Then eight indicators were
extracted as roller bearings’ state features after Fast ICA. Based on the features
under different states, the states of roller bearings on the urban rail vehicles were
identified by the K-Fisher Discriminant. The experiment results indicated that the
accuracies of the multiple states identification was more than 96 %, and verified the
superiority of the proposed method.

Keywords Roller bearings � State identification � R-Fast ICA � K-fisher

28.1 Introduction

As the key component of urban rail vehicles’ running gear [1], the roller bearings
have been increasingly significant for satisfying the rail vehicles stable and reliable
operation. According to statistics, only between 10 and 20 % of rolling bearings can
work up to the normal design life [2]. Therefore, it is quite meaningful to exactly
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stabling and efficiently identifying the running state of rolling bearings. In this paper,
a state identification method of the roller bearing operational was performed by the
comprehensive utilization of R-Fast ICA and K-Fisher Discriminant. We presented
an experiment and its results verified the superiority of the proposed method.

28.2 Basic Theroy

28.2.1 The Fast ICA Algorithm Using Negentropy

Fast ICA is an efficient and popular algorithm for independent component analysis,
invented by Aapo Hyvärinen at Helsinki University of Technology [3]. The algo-
rithm is based on a fixed-point iteration scheme maximizing non-Gaussianity as a
measure of statistical independence, which is found faster than conventional gra-
dient descent methods for ICA [4, 5].

A measure which is zero for a Gaussian variable and always nonnegative can be
simply obtained from differential entropy, and is called negentropy. Negentropy J is
defined by JðyÞ ¼ HðyGaussÞ � HðyÞ. Entropy is the basic concept of information
theory. The entropy of a random variable is related to the information that the
observation of the variable gives. The differential entropy H of a random vector
yðtÞ ¼ ½y1ðtÞ; y2ðtÞ. . .; ynðtÞ�T, with density pðyÞ is defined by HðyÞ ¼ � R

pðyÞ lg
pðyÞdy. The advantage of using negentropy is that it is well justified by statistical
theory. In fact, negentropy is in some sense the optimal estimator of non-Gaussianity.
The problem is computationally difficult. In the case where we use only one
nonlinear and nonquadratic function G, the approximation becomes JðyÞ ¼
fE½GðyÞ� � E½GðyGaussÞ�g2 where yGauss is a Gaussian random vector of the same
covariance matrix as y. The Fast ICA algorithm using negentropy combines the
superior algorithmic properties resulting from the fixed-point iteration with the
preferable statistical properties due to negentropy.

The Fast ICA algorithm can be described as follows.

(1) Center the data to make its mean zero, and whiten the data to provide z, which
covariance matrix equals to the identity matrix: E½zzT� ¼ I.

(2) Choose N, the number of ICs. Set counter p 1.
(3) Choose an initial (e.g., random) vector w possessing a unit norm.
(4) Let wp  E½zG0ðwT

p zÞ� � E½G00ðwT
p zÞ�wp.

(5) Do the following orthogonalization: wp  wp �
Pp�1
j¼1
ðwp;wjÞwj.

(6) Normalize wp  wp= wp

�� ��.
(7) If it is not converged, go back to Step(4).
(8) Let p pþ 1. If p is not greater than the desired number of ICs N, go back to

Step(3).
(9) Based on w, the independent signal is obtained by yiðtÞ ¼ wT

i z.
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28.2.2 Kernel Fisher Discriminant

Kernel Fisher’s discriminant analysis (KFDA) [6] has been proposed for nonlinear
binary classification. It is a hybrid method of the classical Fisher’s linear dis-
criminant analysis and a kernel machine.

Let X1 ¼ fx11; . . .; x1l1g and X2 ¼ fx21; . . .; x2l2g be samples from two different
classes, with some abuse of notation X ¼ X1 [ X2 ¼ fx1; . . .; xlg. Fisher’s linear

discriminant is given by the vector x which maximizes JðxÞ ¼ xTSBx
xTSwx

, where

SB :¼ ðm1 � m2Þðm1 � m2ÞT , Sw :¼ P
i¼1;2

P
x2Xi

ðx� miÞðx� miÞT are the between

and within class scatter matrices, respectively, and mi is defined by. The intuition
behind maximizing JðxÞ is to find a direction which maximizes the projected
class means (the numerator) while minimizing the classes variance in this direction
(the denominator). But there is also a well-known statistical way to motivate JðxÞ.
Let U be a nonlinear mapping to some feature space F. To find the linear

discriminant in F we need to maximize JðxÞ ¼ xTSUBx
xTSUwx

, where now x 2 F and SUB

and SUw are the corresponding matrices in F, i.e., SUB :¼ ðmU
1 � mU

2 ÞðmU
1 � mU

2 ÞT,
SUw :¼ P

i¼1;2

P
x2Xi

ðUðxÞ � mU
i ÞðUðxÞ � mU

i ÞT, with mU
i :¼ 1

li

Pli
j¼1

UðxijÞ.

28.2.3 Features Extraction

Eight-time domain indexes had been used as the signal features, seen as below
(Table 28.1).

28.3 Using R-Fast ICA Algorithm in Characteristic Signal
Separation

28.3.1 R-Fast ICA Algorithm in Characteristic Signal
Separation

Fast ICA method is commonly used in blind source separation, which requires
multiple signals as the input matrix. But there is only one sensor to collect the real-
time vibration acceleration signal. Bearing vibration can be caused by the structural
characteristics of the bearing itself, the bearing assembly process and the bearing
failure during operation [8]. Under normal operating condition, the collected vibra-
tion acceleration signal of bearing used on urban rail train, was caused by the first two
factors. When the bearing fails, all the three factors made contribution to the bearing
vibration, the signal caused by the third factor was added to the collected signal under
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normal condition. So the signal collected under normal operating conditions of the
bearing was treated as the reference signal source, the real-time monitoring signal
with the same length of the reference signal is the other signal source.

Fast ICA algorithm method cannot determine which component of the extracted
signal is corresponding to the original signal, so the output vector may appear
upside down in the order. In order to solve this problem, the Pearson product-
moment correlation coefficient had been used. Pearson product-moment correlation
coefficient [9], a measure of the strength and direction of the linear relationship
between two variables that is defined as the (sample) covariance of the variables
divided by the product of their (sample) standard deviations.

qX;Y ¼
covðX; YÞ
rXrY

¼ EððX � lXÞðY � lYÞÞ
rXrY

ð28:1Þ

where E is the expectation, rX is the standard deviation of X, lX is the mean of X,
cov is the covariance.

Steps of R-Fast ICA Algorithm in Characteristic signal separation are as follows:

(1) Select a reference signal source labeled as St. Intercept Signal to be processed
as same length as the reference signal and symbolized as S. Input matrix of
Fast ICA was [St; S].

(2) Do Fast ICA, obtained the separated two components, labeled as IC_1and
IC_2.

(3) Calculate the Pearson product-moment correlation coefficient between IC_1,
IC_2 and St.

(4) Select the component with low Pearson product-moment correlation
coefficient.

Table 28.1 Twelve time domain indexes

Serial Name Calculation formulas Meaning

x1 Root mean square
(RMS)

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

PN
i¼1
ðxi � �xÞ2

s
The vibration intensity and
energy [7]

x2 Peak 1
2 ðmaxðxiÞ �minðxiÞÞ The maximum vibration

x3 Crest factor Peak=RMS Signal strength [7]

x4 Skewness 1
N

PN
i¼1
ðxi � �xÞ3 Asymmetric of signal’s

probability distribution

x5 Skewness factor 1
N

PN
i¼1
ðxi � �xÞ3

� �
=RMS3

Dimensionless factor related
to skewness

x6 Kurtosis 1
N

PN
i¼1
ðxi � �xÞ4 The distribution characteristics

of signal

x7 Kurtosis factor 1
N

PN
i¼1
ðxi � �xÞ4

� �
=RMS4

Dimensionless factor related
to kurtosis

x8 Shape factor
RMS= 1

N

PN
i¼1

xij j
� �

A value that is affected
by an object’s shape
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28.3.2 Simulation and Verification

In order to verify the effectiveness of R-Fast ICA algorithm in the fault signal
separation from the mixed signal, two sets of simulation experiment were designed.

1. Purpose: To verify the useful signals can be separated from the noise
To Simulate the real environment, noise contains white Gaussian noise, colored

gaussian noise, and pink noise, and simulation experiment 2 is the same.
The original signal contains two frequency sinusoidal signals, as shown in the

first picture of Fig. 28.1a.

The Original signal = sin(20p� t) + sin(140p� t)

We put white gaussian noise, colored gaussian noise, and pink noise into the
original signal to obtain the mixed signal, which is shown in Fig. 28.1a second
picture. Noise was completely covered the original signal.

The Mixed signal = sin(20p� t) + sin(140p� t) + noise

The reference signal was obviously the noise, shown in Fig. 28.1a third picture.

Reference signal ¼ noise

2. Purpose: To verify certain frequency signals different from the reference
signal can be separated from the noise

The original signal contains two frequency sinusoidal signals, as shown in the
first picture of Fig. 28.1b.

The Original signal = sin(140p� t)

Fig. 28.1 The first and second simulation experiment results
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the mixed signal is the same as experiment 1, which was shown in Fig. 28.1b
second picture.

The reference signal was obviously the noise, shown in Fig. 28.1b third picture.

Reference signal ¼ sin(20p� t)þ noise

The result after R-Fast ICA can be seen in the last picture of Fig. 28.1a, b.
As we can see in Fig. 28.1a, the original signal can be separated from the noise,

no matter how high the signal-to-noise ratio is, we can separate independent source
signals from a mixed signal by using R-Fast ICA mentioned above, in the case of
noise source is known. Figure 28.1b shows that, the single frequency’s original
signal has been separated from the noise and another frequency signal source
successfully. We can come to a conclusion that R-Fast ICA mentioned in this paper
can separate the specific frequency signal that we needed. Due to signals in failure
cases being considered that fault characteristic frequency signal is superimposed on
the normal signal, this method can be used to denoise and separate the fault fre-
quency signal.

Figure 28.1 show that R-Fast ICA is effective in characteristic signal separation.
Another thing worth noting is that, amplitude of no matter the mixed signal or the
reference signal were higher than original, that is caused by the R-Fast ICA itself,
but this phenomenon can be used as a way to enhance signals, which is meaningful
for the next step, state identification.

28.4 A State Identification Method Based on R-Fast ICA
and K-Fisher

Combining Sects. 28.2 and 28.3, the state identification method based on R-Fast
ICA and K-Fisher can be implemented as the following steps for rolling bearings on
the urban rail vehicles.
Step 1: Collect the vibration acceleration data of rolling bearings when the

running state is normal or abnormal (including the faults of rolling
elements, inner ring, and outer ring).

Step 2: According to appropriate time intervals, the data is divided into several
parts which match with characteristic vectors. For example, if the total
time and the time interval are, respectively, TS and ti, then the data can
be divided into TS=ti parts.

Step 3: Choose a normal part of data as the reference signal. Every part of data
(normal and abnormal parts) made a two-dimensional matrix with the
reference signal as the input of Fast ICA, Do Fast ICA.
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Step 4: Calculate the time domain feature values.
Step 5: Classify the fault state using the time domain feature values as the input

of the K-Fisher algorithm.
Step 6: Analyze the classification performance.

Fig. 28.2 One segment before and after R-Fast ICA
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28.5 Experiments and Results Analysis

28.5.1 Status Features Data Acquisition

The data was generated by the NSF I/UCR center for intelligent maintenance
systems (IMS—www.imscenter.net) with a support from Rexnord Corp. in
Milwaukee, WI. Four bearings were installed on a shaft. The rotation speed was
kept constant at 2,000 RPM by an AC motor coupled to the shaft via rub belts.
Senors sampling rate were set at 20 kHz. A radial load of 6,000 lbs is applied onto
the shaft and bearing by a spring mechanism. All bearings are force lubricated [10].

The data in the normal and abnormal states were both divided into about 340
segments, each segment having about 600 data points, according to the rotation
speed and sampling rate.

We presented a sample plot of one segment before and after Fast ICA, as seen in
Fig. 28.2.

By Table 28.2, we presented part of features belongs to the four kinds of dif-
ferent states.

28.5.2 Identification Results Analysis

The data description and parameter options of clustering experiments are shown in
Table 28.3. As mentioned earlier, the dimension of data samples is 12, and number
of classes is 4, and samples numbers of each class are 339, 340, 340, and 340.

Table 28.2 Part of features belongs to the four kinds of different states

Features x3 x5 x7 x8 Class

Train data 1.083369 0.628765 3.403065 0.628765 1

0.715822 1.107851 3.605373 1.107851 2

0.640965 1.463507 5.597999 1.463507 3

0.704872 1.261612 3.482695 1.261612 4

……

Test data 1.069794 0.78097 3.576609 0.780970 1

0.644665 1.256164 3.272290 1.256164 2

0.776728 1.145849 3.197992 1.145849 3

0.536010 1.235426 5.619299 1.235426 4

……
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28.6 Conclusion

In this paper, a state identification method of the roller bearing operational was
performed by R-Fast ICA and K-Fisher Discriminant. The normal signal is applied
as a reference signal, The characteristics signals under four conditions (normal
bearing, ball fault, inner race fault, and outer race fault) were separated. twelve
indicators extracted as roller bearings’ state features were input into the K-Fisher
Discriminant identified. The experiment results indicated that the accuracies of the
multiple states identification was more than 96 %, and verified the superiority of the
proposed method.
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Table 28.3 Data description and parameter options

Feature data set Time domain feature

Dimensions 8

Classes 4

Samples number in each class (N1/N2/N3/N4) 339/340/340/340

Train data in each class (N1/N2/N3/N4) 200/200/200/200

Test data in each class (N1/N2/N3/N4) 139/140/140/140

Classification result 132/136/135/137

Classification accuracy 96.6 %
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Chapter 29
Finite-Time Synergetic Control
of Mechanical System Based on
Model-Free Friction Compensation

Shuangpo Zhai, Qiang Chen and Xiaoqing Tang

Abstract In this paper, a finite-time synergetic control scheme is proposed for a
class of mechanical systems with friction compensation problem. Since the non-
linear parts in the friction model is difficult to be known in prior accurately, two
neural networks are employed to approximate the static function and dynamic
function of the friction model, respectively. Then, a finite-time synergetic controller
is developed by combining synergetic control theory and nonsingular terminal
sliding mode technique. The proposed control scheme can guarantee the finite-time
convergence of tracking errors and avoid the singularity problem. Simulation
results are provided to verify the effectiveness of the proposed scheme.

Keywords Finite-time control � Synergetic control � Friction compensation �
Mechanical system

29.1 Introduction

In a mechanical control system, friction is one of the main factors which influence
the system performance. Many dynamic friction models have been put forward,
such as Karnopp model [1], Dahl model [2], Bliman-Sorine model [3], LuGre
model [4, 5], generalized Maxwell-slip model (GMS), [6] and so on. In those
friction models abovementioned, LuGre model is widely used to accurately
describe the friction phenomenon in the machinery. However, since it is difficult to
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know the nonlinear parts in the friction model accurately, some model-free
compensation methods, such as, fuzzy logic [7], neural network [8, 9], and support
vector networks [10], are developed to approximate the friction model.

Many control schemes have been proposed for designing tracking controllers of
the mechanical system; for instance, adaptive control [11], sliding mode control
(SMC) [12], nonsingular terminal sliding mode control (NTSMC) [13], synergetic
control (SC) [14], and so on. SMC has been regarded as an effective robust control
approach for handling the problem of system uncertainties and external distur-
bances. However, there are still some inherent drawbacks of SMC. For example, the
high frequency switching control law will inevitably leads to chattering phenomena.
Then, synergetic control theory (SCT) was first introduced by the Russian
researcher Kolesnikov [15]. In [16], SC scheme was compared with SMC approach,
and it pointed out that the synergetic control scheme operates at a constant
switching frequency, which would cause less chattering problems.

In this paper, the static function and dynamic function of the friction model are
approximated by employing two neural networks (NNs). Then, a finite-time syn-
ergetic tracking controller is designed based on NN approximations, and the finite-
time convergence of tracking errors is guaranteed.

29.2 Problem Statement

The mechanical system under investigation is described as follows.

mx
:: ¼ �Kf xþ u tð Þ � F ð29:1Þ

where u tð Þ is the time-varying voltage, x tð Þ is the position, Kf is the damping
coefficient, m is the effective mass, and F is the friction force, which can be
described by the following LuGre model

F ¼ r0zþ r1 _zþ r2 _x: ð29:2Þ

In the equation, r0 denotes the stiffness, r1 denotes the damping coefficient, and
r2 denotes the viscous friction coefficient. Consider the contact surface effects
which are lumped into an average asperity deflection z that is given by

_z ¼ _x� _xj j
h _xð Þ z ð29:3Þ

When _x is constant, the deflection z approaches a steady- and bonded-state value
zs expressed as

zs ¼ h _xð Þsgn _xð Þ; ð29:4Þ
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where the function h _xð Þ is

h _xð Þ ¼ Fc þ Fs � Fcð Þe� _x= _xsð Þ2

r0
; ð29:5Þ

where Fs and Fs are both unknown constants. Fc is the Coulomb friction coefficient,
and Fs is the Stribeck friction coefficient.

Defining a new error variable as

e ¼ z� zs ð29:6Þ

the frictional force (29.2) can be rewritten as

F ¼ r2 _xþ F1sgn _xð Þ þ F2 ð29:7Þ

where

F1 Fc þ Fs � Fcð Þe� _x= _x2ð Þ2
h i

ð29:8Þ

which denotes a static function of the velocity, and F2 is given by

F2 ¼ r0e 1� r1
Fc þ Fs � Fcð Þe� _x= _x2ð Þ2 _xj j

" #
ð29:9Þ

which is a dynamic function scaled by the error e, and satisfies

F2 _x; eð Þj j � r0r1eM
Fc þ Fs � Fcð Þe� _x=_xsð Þ2 _xj j þ C; ð29:10Þ

where eM is the bounder of the error e, i.e., ej j � eM , and C is a constant. Hence, F is
bounded satisfying Fj j �FM with FM being a positive constant.

Substituting (29.7–29.9) into (29.1) yields

mx
:: ¼ � Kf þ r2

� �
_xþ u tð Þ � Fc þ Fs � Fcð Þe� _x= _xsð Þ2

h i
sgn xð Þ � F2 z; _xð Þ ð29:11Þ

The control objective is to design a controller for a bounded smooth reference
signal xd tð Þ with bounded time derivatives so that the controlled output x tð Þ can
track the reference xd tð Þ precisely.
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29.3 Controller Design

29.3.1 Neural Network Approximation

Based on the approximation property of neural networks, the continuous function
H xð Þ : Rn ! Rp is represented as

H xð Þ ¼ WU Xð Þ þ n; ð29:12Þ

where W 2 Rn�p is the ideal weight matrix and U xð Þ 2 Rn�1 is the radial basis
function (RBF) of the NN, which can be chosen as the commonly used Gaussian
function satisfying 0\U Xð Þ\1, and n is the NN approximation error satisfying
nk k� nM .
Since F1 and F2 in (29.6) are unknown, in the paper, two NNs are used to

approximate them, respectively, i.e.,

F1 ¼ WT
1 U _xð Þ þ nf 1 ð29:13Þ

F2 ¼ WT
2 U _xð Þ þ nf 2; ð29:14Þ

where the approximation errors nf 1 and nf 2 satisfy the inequalities nf 1
�� ��� nM1 and

nf 2 � nM2, respectively.

29.3.2 Finite-Time Synergetic Control

Define the tracking error and its time derivative as e ¼ x� xd and _e ¼ _x� _xd ,
respectively.

Basically, the design procedure for the finite-time synergetic controller consists
of the following steps:

Step 1: Defining the variable γ for the nonlinear system, we construct the syn-
ergetic manifold as:

M ¼ d : c ¼ s dð Þ ¼ 0; s dð Þ 2 Rm�1� �
; ð29:15Þ

where d ¼ _e, and c ¼ c1; c2; � � � ; cm½ �T is a function of the system states, and s is a
function of d.

Step 2: The system states would be driven to approach the specified manifold M
exponentially within a finite time by the designed controller along with the fol-
lowing evolution constraint stated as:

s _cp=r þ c ¼ 0; ð29:16Þ
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where _cp=r ¼ _cp1=r11 ; _cp2=r22 ; � � � _cpm=rmm

h iT
, and s is a nonsingular positive-definite

diagonal matrix. pi and ri are positive odd numbers satisfying the condition
1\pi=ri\2; i ¼ 1; 2; � � � ;m. The variable c and its derivative _c will be driven to
zero at finite time by this constraint.

Step 3: From (29.16), we have

_c ¼ sd _d; ð29:17Þ

where sd is the partial derivative respect to _d.
From (29.1), the error dynamic model of the mechanical system can be

expressed as

me
::þKf _e� ðm€xd þ Kf _xd þ FÞ ¼ �uðtÞ ð29:18Þ

with d ¼ _e, and (29.18) becomes

m _dþ Kf d� ðm€xd þ Kf _xd þ FÞ ¼ �uðtÞ ð29:19Þ

Substituting (29.16) and (29.17) into (29.19) yields

u ¼ �ms�1
d ð�s�1cÞr=p � Kf dþ m€xd þ Kf€xd þ F ð29:20Þ

From (29.7), (29.13) and (29.14), the Eq. (29.20) can be rewritten as

u ¼� ms�1
d ð�s�1cÞr=p � Kf _eþ m€xd þ Kf€xd þ r2x

þ Ŵ1Uð _xÞsgnð _xÞ þ Ŵ2Uð _xÞj _xjsgnðcÞ
þ ðl1 þ l2j _xjsgnðcÞ;

ð29:21Þ

where ðs�1cðxÞÞr=p ¼ ½ðs�1
1 c1Þr1=p1 ; ðs�1

2 c2Þr2=p2 ; � � � ; ðs�1
m cmÞrm=pm �T , l1 and l2 are

the NN estimation errors satisfying liði ¼ 1; 2:Þ� jjŴiði ¼ 1; 2:ÞUð _xÞjj þ FM .
Furthermore, WM1; WM2 are defined as the known largest value of W1; W2,
respectively.

The weight update laws are given as follows.

Ŵ1 ¼ Pr oj½I1Uð _xÞsgnð _xÞs; Ŵ1�; j _W1ð0Þj �WM1 ð29:22Þ

and

Ŵ2 ¼ Pr oj½I2Uð _xÞsgnð _xÞs; Ŵ2�; j _W2ð0Þj �WM2; ð29:23Þ

where Pr ojðy; k̂Þ is the smooth projection algorithm satisfying Pr ojðy; k̂Þ� ~ky.
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Lemma 29.1 [17] Suppose that a continuous, positive-definite function satisfies
the following inequality

_VðtÞ� � aVgðtÞ; 8t� t0;Vðt0Þ� 0; ð29:24Þ

where a[ 0, 0\g\1 are constants. Then, for any given t0, VðtÞ satisfies the
following inequality:

V1�g �V1�gðt0Þ � að1� gÞðt � t0Þ; t0\t\t1 ð29:25Þ

and

VðtÞ � 0; 8t� t1 ð29:26Þ

With t1 given by

t1 ¼ t0 þ V1�gðt0Þ
að1� gÞ : ð29:27Þ

Theorem 29.1 Consider the nonlinear system with control law (29.21) and update
laws (29.22), (29.23), the tracking error will converge to zero in the finite time with
the convergence rate depending on the selected parameter τ.

Proof Define a Lyapunov candidate function as V ¼ 0:5cTc, and then we have

_V ¼ d
dt
ð0:5cTcÞ ¼ cT _c ð29:28Þ

Substitute (29.16) into (29.28), and then

_V ¼ cTð�s�1cÞr=p

¼� s�1jjcjjðpþrÞ=p ��s�12ðpþr=2pÞ 1
2
c2

� �ðpþrÞ=2p

� � s�1
1 VðtÞðpþrÞ=2p

ð29:29Þ

where s�1
1 ¼ s�1 � 2ðpþrÞ=2p

From Lemma 29.1, it can be obtained that the synergetic manifold c can con-
verge to zero in the finite time t1 given by

t1 ¼ V 1� pþrð Þ=2p½ � 0½ �
s�1
1 1� pþ rð Þ=2pð Þ : ð29:30Þ
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29.4 Simulation Results

In this section, the preceding theoretical development is applied to a simulation
example. For this study, we assume that the nonlinear system (29.1) takes the
parameters as m ¼ 0:59, Kf ¼ 2:5, and the parameters of the friction model (29.2)
are selected as r0 ¼ 0:5, r1 ¼ 0:3, r2 ¼ 0:4, Fs ¼ 0:5, Fc ¼ 1, and vs ¼ 0:1. The
constraint s_yp=r þ c ¼ 0 takes the parameters as s ¼ 0:01, r ¼ 5, p ¼ 7. Otherwise,
sd ¼ 1 with s ¼ _eþ ke and d ¼ _e.

In the employed NNs, the NN radial basis function is chosen as U _X
� � ¼

u1;u2; � � � ;uN½ �T with

/i ¼ exp
_x� cik k2
2r2i

 !
ð29:31Þ

The RBF NN contains 40 nodes with centers ci i ¼ 1; � � � ;Nð Þ evenly spaced in
[− 8, 8] and widths r1 ¼ 0:5 i ¼ 1; � � � ;Nð Þ. The initial NN weights Ŵ1ð0Þ and
Ŵ2 0ð Þ are selected as zeros. The NN weight update laws are given by (29.22–
29.23) with the adaptation rates I1 ¼ 10I and I2 ¼ I, where I is the positive unit
diagonal matrix. The desired trajectory is given by

xd ¼ 0:5 sin t þ 0:5 cos 0:5tð Þð Þ: ð29:32Þ

Figure 29.1 shows the tracking performance of system (29.1) with the proposed,
where the parameters l1;l2 and k are chosen as 0.05, 0.05, and 1, respectively.
Through the NNs learning, Fig. 29.2 shows that the tracking error convergence to
zero in a finite time, and bounded control signal is shown in Fig. 29.3. The two NN
outputs are given in Fig. 29.4. From Figs. 29.1, 29.2, 29.3 and 29.4, we can see that
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the proposed control scheme is effective for the mechanical system (29.1) with
nonlinear dynamical friction (29.2), and the controlled output x tð Þ will track the
desired trajectories xd tð Þ very quickly under the effect of the proposed controller.

29.5 Conclusion

This paper has presented a finite-time synergetic control for a class of mechanical
nonlinear systems with the friction compensation. The static function and dynamic
function of the friction model are approximated by employing two neural networks,
respectively. Then, based on synergetic control theory and nonsingular terminal
sliding mode technique, a finite-time synergetic controller is developed. Simulation
results have verified the effectiveness of the proposed control scheme.
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Chapter 30
Feedback Gain Scheduling Controller
Design for Networked Control Systems
with Accurate Measurement of QoS

Hong Yao, Jian-Qiu Deng, Cui Hao, Zeng-Qi Sun and Xin Lu

Abstract The networked control system was modeled in this paper. According to
the actual network conditions, the networked-induced time delay is always varying
in a certain range. So, the networked-induced time delay can be divided into the
fixed time delay and the random time delay. The long time delay can be taken as
packet dropout. What’s more, the drive mode, packets disorder, sampling period,
and some assumed conditions were considered carefully in this paper. In order to
make the research close to the reality, the round-trip delay of the network between
Tsinghua University and Yahoo is measured by sending and receiving data packet
every 5 s from Tsinghua side. Simulation showed that the modeling method
improved the effectiveness of the system.

Keywords Modeling � Analysis � NCSs � Long time delay

30.1 Introduction

Recently, NCSs have been extensively investigated. There are many research results
in the NCSs field already. The NCSs model with time delay was established by Gao,
andLyapunov–Krasovskii functionwas used to analyze the stability of the system [1].
The maximum allowable delay was solved by Kim based on Lyapunov–Krasovskii
function [2]. The time delay between controller and sensor and the time delay between
controller and actuator are considered in this method. So, it has a broader application
range than the perturbation method.

In the discrete NCSs with clock-driven, the stochastic optimal control method is
proposed. Nilsson turned the NCSs with random time delay into the LQG (Linear
Quadratic Gaussian) problem [3]. The stochastic optimal control problem of NCSs
with linear quadratic cost function was researched by Zhu [4]. Besides, there are
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stochastic stabilization methods [5–7], stochastic H∞ control method [8], stochastic
H2 control method [9].

However, there are still some open problems to be addressed. To improve the
universality of the networked method, the problems of analysis and design of NCSs
with long time delay are studied.

30.2 Problem Formulation

In order to make the research close to the reality, the round-trip delay of the network
between Tsinghua University and Yahoo is measured by sending and receiving data
packet every 5 s from Tsinghua side. The Fig. 30.1 shows the continuous 10,000
times of time delay on the network between Tsinghua and Yahoo. The test date is
September 7, 2010. Yahoo server’s IP address is 66.94.230.34.

Several features are used to describe the NCSs. In this article, drive mode, time
delay, packets disorder, packet dropout, sampling period, and some assumed
conditions were considered.

30.2.1 Drive Mode

The sensor and the actuator are time driven. The controller is event driven.

30.2.2 Sampling Period

The results in Fig. 30.1 shows that time delay is varying in a small range near the
average time delay in a certain period of time, and it is so long that we could not

Fig. 30.1 Continuous 10,000
times of time delay on the
network between Tsinghua
and Yahoo
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make them in one sampling period because of the poor control performance. It is
more suitable to make the sampling period small, so the time delay is a few times of
sampling period plus a time within a sampling period (i.e., the time delay s is
320 ms, and the sampling period h is 60 ms. So, the time delay is s ¼ 5hþ 20).

30.2.3 Time Delay

There is time delay in the transmission of packet, so the actuator will use the old
input value when the new one is not arriving. There are many time delays in the
loop of NCSs, such as sensor-to-controller delay ssc, controller-to-actuator delay
sca, controller computing delay scc. All these time delays can be considered together
as: s ¼ ssc þ sca þ scc.

30.2.4 Packets Disorder and Packets Dropout

A packet disorder happens when a given packet arrives before another packet which
was sent before. There is time stamp in every packet. So, the actuator can take
packets by comparing their time stamps. The disordered packets will be taken as
lost packets. Packet dropout is just like the time delay of this packet which is
infinite. There is another kind of packet dropout that the packet is out of the
available period. Take Fig. 30.1, for example, if the time delay is longer than
5þ 1ð Þh N þ 1ð Þð Þ, the packet will be considered as packet dropout. If the packet is
in the available period, it will be considered as effective packet. im is used to
represent the mth sampling instant number. S, i1; i2; . . .f g � N represents the set
of effective sampling instants. An effective sampling instant is an instant when an
effective packet arrives. Ndrop represents the maximum number of continuous lost
packages. X, 0; 1; 2; . . .;Ndrop

� �
represents the set of continuous lost packages

number. gðimÞ represents the sampling periods between instant im and imþ1.
D represents the set of gðimÞ, D, 1; 2; . . .;Ndrop þ 1

� �
.

Ndrop ¼ max gðimÞf g � 1 ð30:1Þ

gðimÞ ¼ imþ1 � im; im; imþ1 2 S; gðimÞ 2 D ð30:2Þ

The diagram of the effective packets and the ineffective packets is shown in
Fig. 30.2.
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30.2.5 Assumptions

For simplicity, there are some assumptions to be raised.

(1) The state values of the NCSs are completely measured.
(2) There are no mistakes in the packets transmission process.
(3) There is no interference in the NCSs.
(4) Ignoring the graded effect of the sampling signal and control signal.
(5) The sampling signal and control signal adopt single packet transmission

mechanism.
(6) The sensor and actuator are synchronous.

In the practical usage, these assumptions may not be satisfied strictly, but the
control effect will not be changed a lot.

30.3 Design of Gain Scheduling Controller

30.3.1 Network Status Division and Monitor Design

There are many kinds of standards to evaluate the quality of the network service
(QoS). The packet loss rate is taken as QoS parameter of the network in this paper
for its stability in a period of time, and the status of the network is divided into
many grades on the basis of the packet loss rate. The packet loss rate is defined as
the ratio between the loss packets and the total packets in a period of time. The loss
packet includes the packet whose time delay is longer than ðN þ 1Þh. N can be any
number in the natural numbers set.

30.3.2 Controller Design

The structure of the network controller with long time delay based on states
feedback gain scheduling is shown in Fig. 30.3. The QoS Monitor is used to
monitor the quality of the network service. The controller will call different
parameters based on different QoS of the network.

…   3       4        5       6        7       8        9   …

1i 2i 3i 4i

Ineffective packets Effective packets

Fig. 30.2 The diagram of the effective packets and the ineffective packets
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Suppose that the current QoS is QoSq, and the augmented vectors are shown as
below:

zðimÞ ¼ xðimÞT � � � xðim�kþjÞT � � � xðim�kþnÞT � � � xðim�kÞT � � � xðim�N�1ÞT
h iT

zðimþ1Þ ¼ xðimþ1ÞT � � � xðim�kþjþ1ÞT � � � xðim�kþnþ1ÞT � � � xðim�kþ1ÞT � � � xðim�NÞT
h iT

So, the model of the NCSs is shown as below:

(1) If there is no new input effecting on the actuator, the transformational rela-
tionship from zðimÞ to zðimþ1Þ is

zðimþ1Þ ¼ Mi;j;k;qzðimÞ ð30:3Þ

Mi;j;k;q ¼

Q
0 dð1; kÞQ1 dð2; kÞQ1 � � � dðN þ 1; kÞQ1

1 0
. .
.

. .
.

0 1 0

2
666664

3
777775;

Q
0 ¼ Fimþ1�im

Q
1 ¼

Pimþ1�im�1

l¼0
FlGLq

i 2 1; 2; . . .;Ndrop þ 1
� �

; q 2 W ;

j ¼ 0; k ¼ 1; 2; . . .;N þ 1f g; dðn; kÞ ¼
1; n ¼ k

0; n 6¼ k

(

(2) If there is new input effecting on the actuator, the transformational relationship
from zðimÞ to zðimþ1Þ is shown in Eq. (30.4) which is listed below.

zðimþ1Þ ¼ Mi;j;k;qzðimÞ ð30:4Þ

Actuator
Controlled

plant
Sensor

Controller

QoS
Monitor

Net

State feedback gain scheduling controller

τ

(  )x k(  )u k

(  )cu k

Net

Fig. 30.3 The structure of the
network controller with long
time delay based on states
feedback gain scheduling
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Mi;j;k;q ¼

Q
0 0 � � � 0

zfflfflfflfflfflfflffl}|fflfflfflfflfflfflffl{k�j�1 Q
k�j � � � Q

k�n � � � Q
k 0 � � � 0

zfflfflfflfflfflfflffl}|fflfflfflfflfflfflffl{Nþ1�k

1 0 0 0

0 1 ..
. ..

. ..
.

..

.
. .
. ..

. ..
. ..

.

..

.
1 0 ..

. ..
.

..

.
1 ..

. ..
.

..

.
0 . .

.
0 ..

.

..

. ..
.

1 ..
.

..

. ..
.

0 . .
.

0

..

. ..
. ..

.
1

..

. ..
. ..

.
0 . .

.

0 0 0 0 1 0

2
66666666666666666666666666666666666664

3
77777777777777777777777777777777777775

;

Y
0

¼ Fimþ1�im

Y
k�j

¼ �
Ximþ1�im�kþj�N�2

l¼0

FlGLq

Y
k�n

¼ �Fimþ1�im�kþnþ1�N�1
Xim�kþnþ1�im�kþn�1

l¼0

FlGLq

Y
k

¼ �Fimþ1�im�kþ1�N�1
Xim�kþ1þN�im

l¼0

FlGLq

i 2 1; 2; � � � ;Ndrop þ 1
� �

; q 2 W ;

1� k�N þ 1; 0\j� k
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In the same way, the transformational relationship from zðimÞ to zðipmÞ
(im\ipm\imþ1) is shown as follows:

zðipmÞ ¼ xðipmÞT � � � xðim�kþ1ÞT � � �
�

xðim�NÞT
�T

(1) If there is no new input effecting on the actuator, the transformational
relationship from zðimÞ to zðipmÞ is

zðipmÞ ¼ �Mp;j;k;qzðimÞ ð30:5Þ

�Mp;j;k;q ¼

Q
0 dð1; kÞQ1 dð2; kÞQ1 � � � dðN þ 1; kÞQ1

1 0

. .
.

. .
.

0 1 0

2
66666664

3
77777775
;

Y
0

¼ Fipm�im

Y
1

¼
Xipm�im�1

l¼0

FlGLq

im\ipm\imþ1

Thereinto, i 2 f1; 2; � � � ;Ndropg; q 2 W ; j ¼ 0; k ¼ f1; 2; � � � ;N þ 1g; dðn; kÞ

¼ 1; n ¼ k

0; n 6¼ k

(

(2) If there is new input effecting on the actuator, the transformational relationship
from zðimÞ to zðipmÞ is

zðipmÞ ¼ �Mp;j;k;qzðimÞ ð30:6Þ
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�Mp;j;k;q ¼

Q
0 0 � � � 0

zfflfflfflfflfflfflffl}|fflfflfflfflfflfflffl{k�j�1 Q
k�j � � � Q

k�n � � � Q
k 0 � � � 0

zfflfflfflfflfflfflffl}|fflfflfflfflfflfflffl{Nþ1�k
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;

Y
0

¼ Fp

Y
k�j

¼ �
Xipm�im�kþj�N�2

l¼0

FlGLq

Y
k�n

¼ �Fipm�im�kþnþ1�N�1
Xim�kþnþ1�im�kþn�1

l¼0

FlGLq

Y
k

¼ �Fipm�im�kþ1�N�1
Xim�kþ1þN�im

l¼0

FlGLq

Thereinto, i 2 1; 2; � � � ;Ndrop
� �

; q 2 W ; 1� k�N þ 1; 0\j� k, im\ipm\imþ1.

The stabilization and optimization problem of networked control system is
analyzed with cone complementary linearization (CCL) approach and estimation of
distribution algorithm (EDA).
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30.4 Stability Analysis

Definition 30.1 Suppose that Lq is the state feedback gain of the controller which
is scheduled right now. If there are positive matrixes Pi 2 RðNþ2Þn�ðNþ2Þn and
Pj 2 RðNþ2Þn�ðNþ2Þn which satisfy in Eq. (30.7), the NCSs is stable under the
network condition X.

fMT
i PjfM i � Pi\0 fM i 2 N ð30:7Þ

Thereinto, the set of parameter Mi;j;k;q is represented by N, so one element of the

set is fM i 2 N.

Certification:
The Lyapunov function of the NCSs is defined as:

VðimÞ ¼ zTðimÞPizðimÞ ð30:8Þ

Vðimþ1Þ ¼ zTðimÞMT
i PjMizðimÞ ð30:9Þ

DV ¼Vðimþ1Þ � VðimÞ
¼ zTðimÞðMT

i PjMi � PiÞzðimÞ\0
ð30:10Þ

Thereinto, zðimÞ 6¼ 0.
We can infer that lim

im!1
z imð Þ ¼ 0 based on Eq. (30.10). When im\l\imþ1,

zðlÞk k ¼ �MizðimÞk k� a zðimÞk k, lim
l!1

zðlÞk k ¼ 0 (thereinto, l 6¼ im). Summing up the

above two kinds of case, we can infer that lim
l!1

zðlÞk k ¼ 0 (l 2 N).

Based on the NCSs’ stable definition, the NCSs are stable.
Inference 1:
Suppose that Lq is the state feedback gain of the controller which is scheduled

right now. If there is a positive matrix P 2 RðNþ2Þn�ðNþ2Þn which satisfies inequation
(30.11), the NCSs are stable under the network condition X.

fMT
i PfM i � P\0 fM i 2 N ð30:11Þ

Thereinto, the set of parameter Mi;j;k;q is represented by N, so one element of the

set is fM i 2 N.
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30.5 Feedback Gain Design

Definition 30.2 If there are positive matrixes Pi and Qi which satisfy the NCSs’
stable condition.

�Pi �fM i �Qiþ1

� �
\0 ðfM i 2 NÞ ð30:12Þ

�Pi �fM i �Qj

� �
\0 fðM i 2 NÞ ð30:13Þ

PjQj ¼ I ð30:14Þ

Certification:
From Definition 30.1, we can obtain that: Suppose that Lq is the state feedback

gain of the controller which is scheduled right now. If there are positive matrixes
Pi 2 RðNþ2Þn�ðNþ2Þn and Pj 2 RðNþ2Þn�ðNþ2Þn which satisfy inequation (30.14), the
NCSs are stable in the network condition X.

fMT
i PjfM i � Pi\0 fM i 2 N ð30:15Þ

Based on the Schur fill lemma, the inequation (30.15) is equal to the inequation
(30.16).

�Pi �fM i �P�1
j

� �
\0 ð30:16Þ

From (30.14), we can infer that: Qj ¼ P�1
j .

So, the inequation (30.16) can be represented as

�Pi �fM i �Qj

� �
\0 ð30:17Þ

So, the Definition 30.2 is right.
The inequations in definition 30.2 are not normal linear matrix inequations, so

the CCL algorithm can be used to calculate the feedback gain Lq. The main idea of the
CCL algorithm is that the untypical linear matrix inequations can be changed to the
nonlinear matrix minimization problem with restraint of linear matrix inequations.

min trð
Xf ððNþ1Þ;NQoS;ðNdropþ1ÞÞ

i¼1

PiQiÞ ð30:18Þ
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where f ððN þ 1Þ;NQoS; ðNdrop þ 1ÞÞ is the function which represents the number of
matrix Pi and Qi.

Subject to
equation 30:16ð Þ and 30:17ð Þ

Pi I
I Qi

� �
� 0

8<
: ð30:19Þ

30.6 Simulation Example

The servo motor NCSs can be taken as an illustrative example to demonstrate the
effectiveness of the controller design method mentioned in this paper. The state of
the system is xp ¼ h;x½ 	T , where h and x are the angular and angular velocity of
the system, respectively. The dynamic equation of the servo motor is shown as
below:

_xpðtÞ ¼ 0 1
0 �217:4

� �
xpðtÞ þ 0

1669:5

� �
uðtÞ ð30:20Þ

Owing to the transmission medium and heavy network load, there are time delay
and packet loss in the transmission. Suppose that the sampling period of the NCSs
is 50 ms. When the packet loss ratio is in the set ½0; 15%Þ, the QoS level is QoS1,
and when the packet loss ratio is in the set ð15; 30%	, the QoS level is QoS2.

Figure 30.4 shows the simulation results of three different controllers: stabil-
ization controller without parameters scheduling, stabilization controller with
parameters scheduling, and optimized controller with parameters scheduling. The
feedback gain of the stabilization controller without parameters scheduling is
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Fig. 30.4 The simulation
results of three different
controllers
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L1 ¼ ½ 0:223 0:0086 	. The feedback gain is obtained by CCL approach. The
feedback gains of the stabilization controller with parameters scheduling are L1

2 ¼
½ 0:572 0:0088 	 under the network condition QoS1, and L2

2 ¼ ½ 0:302 0:0084 	
under the network condition QoS2, respectively. The feedback gains of the opti-
mized controller with parameters scheduling are L1

3 ¼ ½ 0:582 0:0086 	 under the
network condition QoS1, and L2

3 ¼ ½ 0:382 0:0086 	 under the network condition
QoS2, respectively.

Figure 30.5 shows the network condition of the simulation. The circle represents
the lost packet. Most time delay is varying in the period ½20ms 66ms]. So, we can
conclude that N ¼ 0 and the packet is lost when the time delay is more than 50 ms.

The simulation results show that the performance of the NCSs is prompted after
parameters adjusting, and the performance of the NCSs is prompted a lot after
parameters optimizing.

30.7 Conclusion

The network statuses are discussed carefully in this paper. The modeling of the
NCSs and feedback gain scheduling controller design are investigated in the situ-
ation of network with long time delay. The network state QoS is divided into N
grades and there are corresponding control parameter Lq for every network grade
QoSq. So, when the state of the network is different, different parameter is selected.
In the end, for improving the performance of the system, the EDA algorithm is
adopted to optimize the control parameter. The simulation results show that
adopting different feedback gain of the system based on the different packet loss
ratio can improve the performance of the NCSs, and the performance can be
improved further after the parameters were optimized.
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Fig. 30.5 The network condition of the simulation
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Chapter 31
Adaptive Fuzzy Control Based on Variable
Universe for Ship Course

Yuchao Wang, Huixuan Fu and Sheng Liu

Abstract Aiming at the conventional fuzzy controller for ship course accuracy is
not high and there is contradiction between the number of control rules and
accuracy. Accordingly, a variable universe fuzzy controller algorithm for ship
course was proposed. By analyzing the contraction–expansion factors, one of them
was found able to satisfy the general contraction–expansion factor condition. The
simulation results show that variable universe fuzzy controller for ship course has
high performance, and the proposed control strategy has superior property in
effectiveness and robustness than conventional controller.

Keywords Ship � Course-keeping � Variable universe � Fuzzy control

31.1 Introduction

The development of ship course (steering autopilot) is the field that control theories
have been applied much earlier and achieved good results. In the early 1920s, the
classical control theory was applied to course-keeping control, namely, PID auto-
pilot, and at the end of 1970s, minimal variance self-tuning control and model
reference adaptive control (MRAC), etc., were applied to ship course-keeping
control [1].

With modern control theory and artificial intelligence control algorithm further,
researchers began to focus on the research artificial intelligence control method is
similar to steering by crew [2]. Reference [3] consider the impact of the external
environment on cargo movement, an adaptive control method combines with
optimal control compensator were proposed. Robust tracking controller is proposed
for ship course nonlinear systems were presented in reference [4]. Aiming at
underactuated path tracking problem of ship model uncertain parameters, design a
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stable adaptive neural network controller [5]. In reference [6] proposed the path
tracking control algorithm consider constraint of the ship’s position and velocity
point. The sliding mode robust adaptive control algorithm was discussed in refer-
ences [7]. Fuzzy control is easy to achieve without precise mathematical model and
clearly physical meaning, and in the field of ship control applications [8]. Reference
[9] first proposed the idea of variable universe by selecting the appropriate con-
traction–expansion factors. Contraction–expansion factors select and design the key
factor for variable universe fuzzy control, a lot of literatures are doing useful
discussion [10].

In this paper fuzzy control adaptive algorithm based on variable universe for
ship course-keeping were proposed. Variable universe adaptive fuzzy controller
with three-input and single-output, and contraction–expansion factors selection of
relevant parameters were discussed in this paper. The digital variable universe
adaptive fuzzy controller system differential was shown. Simulation results of our
proposed ship course control algorithm verified high precision and strong
adaptability.

31.2 Nonlinear Mathematical Model of Ship Motion

31.2.1 Mathematical Model of Rudder

Steering servo system drives command rudder angle dr to the actual rudder angle d,
servo characteristics usually is as follows:

_d ¼ � 1
TE

dþ 1
TE

dr ð31:1Þ

where the actual rudder angle is d, command rudder angle is dr, time constant of the
steering gear is TE.

31.2.2 Responding Nonlinear Mathematical Model

Nomoto model obtains nonlinear differential equations that may retain characteristic
dynamics of ship course to get the simulation accuracy requirements of the model.
The ship yaw dynamics was chosen as a first-order Nomoto model with actuator
dynamics [8]:

T €wþ _wþ a _w3 ¼ Kd ð31:2Þ

where yaw velocity is _w, rudder angle is d, stability parameter is T , K is parameter
of rotation, a is nonlinear coefficient.
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If we considered errors of control system modeling and external disturbances,
model would be modified as following:

T €wþ _wþ a _w3 þ Dðw; _wÞ þ w ¼ Kd ð31:3Þ

where modeling errors are Dðw; _wÞ, it came from model parameter errors, and
ignores some of the higher order dynamic characteristics of ships outside uncertain
disturbance being w, including uncertainties wind, wave, currents and so on.
Usually, Dðw; _wÞ and w are difficult to accurately described by a mathematical
expression.

31.3 Design of Variable Universe Fuzzy Controller

Variable universe fuzzy controller is actually an adaptive fuzzy controller, universe
contraction with the error becomes smaller with the form of rules unchanged,
contraction of universe is equivalent to an increase in terms of fuzzy control rules to
improve the control precision of the system.

31.3.1 Structure Design of Controller

Variable universe fuzzy control system with three-input and single-output for ship
course is shown in Fig. 31.1.

In Fig. 31.1, output angle of fuzzy control steering is dr, where ship course angle
and heading angle desired output is wd and w, respectively.

Let X ¼ ½�E;E�; Y ¼ ½�EC;EC� and Z ¼ ½�EI;EI� be the universes of input
variables and V ¼ ½�U;U� be the universe of output variable. A ¼ fAig1� i� p,
B ¼ fBjg1� j� q, C ¼ fCjg1� s� r, D ¼ fDijsg1� i� p; 1� j� q;1� s� r are, respectively,

ψ+ ( )e tψ

de t
dt
ψ

0
( )

t
e d

( )

τ τ∫

rδ δdψ

( ( ))u tγ

variable universe adaptive fuzzy control

variable universe 

 fuzzy controller
Rudder ship

Fig. 31.1 Structure of variable universe adaptive fuzzy controller
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fuzzy sets denoted by X, Y , Z, V .xi, yj, zs, uijs is the peak point of Ai, Bi, Cs, Dijs,
satisfying condition under �E� x1\x2\ � � �\xp �E; �EC� y1\y2\ � � �\yq

�EC; �EI� z1\z2\ � � �\zr �EI; �U� u111\u112\ � � �\upqr �U. Let
xið0Þ ¼ xi; yjð0Þ ¼ yj; ysð0Þ ¼ ys; and uijsð0Þ ¼ uijs as linguistic variables. The
control rule base RðA,B, CÞ of a fuzzy controller is usually written as follows:

if x isAi and y isBj and z isCs then u isDijs ð31:4Þ

The fuzzy controller is approximately a binary piecewise interpolation function:

uðtÞ,FðxðtÞ; yðtÞ; zðtÞÞ ¼
Xp
i¼1

Xq
j¼1

Xr

s¼1

AiðxðtÞÞBjðyðtÞÞCsðzðtÞÞuijs ð31:5Þ

31.3.2 Contraction–Expansion Factor

Definition 31.1 A function a : X ! 0; 1½ �, is called a contraction–expansion factor
on universe X, if it satisfies the following conditions:

(1) Evenness: 8 x 2 Xð Þ a xð Þ ¼ a �xð Þð Þ;
(2) zero-preserving: a 0ð Þ ¼ 0;
(3) monotonicity: a xð Þ is strictly monotonically increasing on 0;E½ �;
(4) corizpatibility: 8 x 2 Xð Þ xj j � a xð ÞEð Þ.

From the compatibility of Definition 31.1, it is easy to know that contraction–
expansion factors satisfy the following condition:

(5) Normality: a �Eð Þ ¼ 1, t �Eð Þ ¼ 1.

For any x 2 X, write X ¼ ½�aðxÞE; aðxÞE�, and aðxÞ called contraction–expansion
factors, we can use one of the following two expressions of references [10]:

aðxÞ ¼ xj j
E

� �s

þ e s[ 0; e is small positive number ð31:6Þ

aðxÞ ¼ 1� k expð�kx2Þ k 2 ð0; 1Þ; k[ 0 ð31:7Þ

For contraction–expansion factors formula, it will be choice reasonable for k and
k, and can ensure the compatibility of contraction–expansion factors to satisfy the
compatibility conditions as following:

aðxÞ ¼ 1� 0:8 � expð�10x2Þ � x� 0 ð31:8Þ
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Output of contraction–expansion factors is:

bðtÞ ¼ Ki

Xn
i¼0

Pi

Z t

0

enðsÞdsþ bð0Þ ð31:9Þ

where Ki and Pi is the adjustable parameters, n is the number of input variable, bð0Þ
is general admission bð0Þ ¼ 1:0ð Þ.

31.3.3 Differential Format of Adaptive Fuzzy Controller
with Variable Universe

Set ðk ¼ 0; 1; 2; . . .Þ as points of sampling time, T is sampling period, conventional
approximation as following:

deðtÞ
dt

� eðkÞ � eðk � 1Þ
T

, eðkTÞ � e½ðk � 1ÞT �
T

ð31:10Þ

Z t

0

eðsÞds � T
Xk
i¼0

eðkÞ,
Xk
i¼0

eðkTÞT ð31:11Þ

To facilitate the writing, omitting eðkTÞ the abbreviated T , let contraction–
expansion factors are recorded as: aðxÞ; bðyÞ; /ðzÞ.

Specific steps for ship course fuzzy controller based on variable universe are as
follows:

dð1Þ ¼ Fðxð0Þ; yð0Þ; zð0ÞÞ ¼
Xp
i¼1

Xq
j¼1

Xr

s¼1

Aiðxð0ÞÞBjðyð0ÞÞCsðzð0ÞÞdijsð0Þ ð31:12Þ

Step 0: For an arbitrarily given initial input value xð0Þ 2 X; yð0Þ 2 Y and
zð0Þ 2 Z, calculate the output value of the controller dð1Þ:

dð1Þ ¼ Fðxð0Þ; yð0Þ; zð0ÞÞ ¼
Xp
i¼1

Xq
j¼1

Xr

s¼1

Aiðxð0ÞÞBjðyð0ÞÞCsðzð0ÞÞdijsð0Þ

ð31:13Þ

Step 1: The output of the system emerges after dð1Þ acts on the object. Then
get the input of the controller xð1Þ; yð1Þ and zð1Þ after the output compares with
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the reference input xið1Þ ¼ aðxð1ÞÞxið0Þ; yjð1Þ ¼ bðxð1Þ; yð1ÞÞyjð0Þ; zsð1Þ ¼ /ðx
ð1Þ; yð1Þ; zð1ÞÞzsð0Þ and calculate:

dijsð1Þ ¼ Fðxið1Þ; yjð1Þ; zsð1ÞÞ
¼

Xp
m¼1

Xq
t¼1

Xr

n¼1

Amðxið1ÞÞBtðyjð1ÞÞCnðzjð1ÞÞdm tnð0Þ ð31:14Þ

dð2Þ ¼ Fðxð1Þ; yð1Þ; zð1ÞÞ ¼
Xp
i¼1

Xq
j¼1

Xr

s¼1

Aiðxð1ÞÞBjðyð1ÞÞCsðzð1ÞÞdijsð1Þ

ð31:15Þ

� � �

Step k: The output of the system emerges after dðkÞ acts on the object. Then get
the input of the controller xðkÞ; yðkÞ and zðkÞ, after the output compares with the
reference input xiðkÞ ¼ aðxðkÞÞxið0Þ; yjðkÞ ¼ bðxðkÞ; yðkÞÞyjð0Þ and zsðkÞ ¼
/ðxðkÞ; yðkÞ; zðkÞÞzsð0Þ and calculate

dijsðkÞ ¼ FðxiðkÞ; yjðkÞ; zsðkÞÞ
¼

Xp
m¼1

Xq
t¼1

Xr

n¼1

AmðxiðkÞÞBtðyjðkÞÞCnðzjðkÞÞdmtnð0Þ ð31:16Þ

dðk þ 1Þ ¼ FðxðkÞ; yðkÞ; zðkÞÞ ¼
Xp
i¼1

Xq
j¼1

Xr

s¼1

AiðxðkÞÞBjðyðkÞÞCsðzðkÞÞdijsðkÞ

ð31:17Þ

The three-input and single-output variable universe fuzzy controller from for-
mula (31.5) as following:

dðk þ 1Þ ¼ FðxðkÞ; yðkÞ; zðkÞÞ ¼
Xp
m¼1

Xq
t¼1

Xr

n¼1

Xp
i¼1

Xq
j¼1

Xr

s¼1

Aif ðxðkÞ=aðxðkÞÞÞAmðaðxðkÞÞxið0ÞÞ	

BjðyðkÞ=bðxðkÞ; yðkÞÞÞBtðbðxðkÞ; yðkÞÞyjð0ÞÞyjð0Þ	
CsðzðkÞ=/ðxðkÞ; yðkÞ; zðkÞÞÞCnð/ðxðkÞ; yðkÞ; zðkÞÞÞdmtnð0Þ

ð31:18Þ

Remark 31.1 Fðx; y; zÞ corresponding monotonic with xðkÞ; yðkÞ; zðkÞ. That is,
when xðkÞ ! 0; yðkÞ ! 0; zðkÞ ! 0 and uðk þ 1Þ ! 0; !, it can ensure the
effectiveness of control function.
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31.4 Results and Analysis of Simulation

In this section, simulation results will be resented to verify the performance of the
proposed adaptive fuzzy controller base on variable universe for ship course. For
this purpose, it is interesting to compare the simplex method PID controller and the
proposed in this paper, respectively.

The main parameters of the real ship: waterline length is 105 m, breadth is 12 m,
draft is 3.3 m, displacement 2050 t, area of rudder is 15.4 m2, speed is 18 kn.
Contraction–expansion factor is aðxÞ ¼ 1� 0:8 � expð�10l2Þ, simplex method PID
parameters: kp ¼ 2:24079, ki ¼ 0:02128 and kd ¼ 0:60533. Under wave height
h ¼ 2m and encounter angle a ¼ 90
, Figs. 31.2a, b are shown that simulation
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Fig. 31.2 Compare control
for ship course ( h ¼ 2m,
a ¼ 90
. a Simplex method
PID control. b Fuzzy control
with variable universe
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curve of the simplex method PID control and adaptive variable universe fuzzy
control, respectively, simulation sampling time is 0.1 s.

Table 31.1 shows the ship course statistical values and simulation results by
simplex method PID control and adaptive variable universe fuzzy control under
different suffered waves, where Eð�Þ is the mean, STDð�Þ is standard deviation, w is
course angle, d is rudder angle, _d is rudder angle velocity, and angular dimension
are degrees.

Figure 31.2 illustrates simulation results of simplex method PID controller for
ship course when complex disturbances act on the ship. In Fig. 31.2, the first graph
shows the desired and actual ship course, the second graph shows the rudder angle
of steering; and the third graph shows response of the velocity of rudder angles. In
this case the simplex method PID control performs bad ship course. In Fig. 31.2b,
the comparison between adaptive fuzzy controller base on variable universe and
simplex method PID control for ship course is presented. From Table 31.1, the
results show that adaptive fuzzy controller base on variable universe has better
performance in comparison with simplex method PID controller.

31.5 Conclusion

A simplex method PID control method and an adaptive fuzzy controller base on
variable universe for the ship course are developed and compared. Simulations
suggest that, in the presence of sea wave disturbances, ship angle standard deviation
reduced by an average 10.82 %, while the rudder angle rudder angular velocity
standard deviation and standard deviation change is not obvious, the steering is
more reasonable. Simulation results have shown that this variable universe adaptive
fuzzy method has better performance in comparison with simplex method PID
controller for ship course especially in the presence of environmental disturbances
(sea waves), it not only has high control accuracy, but have a more good adapt-
ability and robustness. The benefits of the proposed approach that an adaptive fuzzy
controller base on variable universe to better adjust to external disturbances and to

Table 31.1 Statistics of simplex method PID and adaptive fuzzy control with variable universe

Statistics
control method

Encounter
angle

EðwÞ STDðwÞ EðdÞ STDðdÞ Eð _dÞ STDð _dÞ

Simplex method
PID

30° –0.0079 0.5202 –0.0363 1.4760 –0.0077 0.9764

90° 0.0018 0.3627 0.0039 1.0762 –0.0029 0.6511

150° 0.0013 0.2790 0.0036 0.8366 0.0065 0.5027

Variable
universe fuzzy
control

30° –0.0120 0.3134 0.0221 1.4382 –0.0092 0.9637

90° 0.0091 0.1555 0.0180 0.9420 0.0032 0.6346

150° 0.0082 0.0715 0.0058 0.8145 0.0065 0.5107
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be insensitive to mathematical model(s) of the ship course. An adaptive fuzzy
controller base on variable universe algorithm design process is simple, clearly
physical meaning.
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Chapter 32
Alignment of MEMS in Civilian Vehicle
Navigation

Yun Wang, Chun Yang and Lei Zhang

Abstract The integration of low-cost MEMS with GPS provides a more reliable
velocity and position solution as the MEMS are able to propagate navigation state
information during GPS outages in the urban environment. A convenient, practical
method is proposed in this paper to implement the alignment of MEMS with the
vehicle body frame. Special maneuvers of vehicle are restricted to estimate the
mounting angles of roll, pitch, and yaw and the error analysis is implemented. Two
classes of inertial sensors (SPAN-CPT and MTw) were tested in the repeated
experiments to evaluate the property of aligning method. The testing experiments
provide the alignment of roll and pitch within 1° and yaw within 2°, which is able
to propagate navigation state information during the outages of GPS in civilian
vehicle and improve the effectiveness of the integrated navigation system.

Keywords GPS � MEMS � Alignment � Integrated navigation

32.1 Introduction

GPS provides precise position and velocity information but narrowband radio
frequency interference and signal attenuation will observably affect the steadiness
of navigating process [1]. The advantages of MEMS are well known: position and
velocity in high accuracy, high update rates within a short time. However, the data
accuracy rapidly degrades with time due to the effect of various factors such as
sensor biases, position drifts, and noises.

As these two systems possess complementary error characteristics, while GPS
and MEMS are integrated [2], an accurate, drift-free, and high-resolution navigation
system can be achieved for most outdoor situations.
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Inertial Measurement Unit (IMU) requires alignment, some vehicle including
factory-installed navigation systems that can contain IMU with known mounting
angles. The present research applies to the large majority of vehicles without
permanently installed navigation systems. The MEMS is aligned with the vehicle
body frame (VBF), the first set of accelerometer and gyroscope is pointing in the
forward/backward direction, the second set associates with the sides of the vehicle,
and, finally, the third set is in the vertical direction [3].

A rapid transfer alignment method with linear models and linear filtering for
arbitrary misalignment angles is presented in [4]. In reference [5], full observable
Kalman filter is applied so that the horizontal attitudes (pitch, roll) errors and yaw
error can be exactly evaluated within 80 and 100 s, respectively, while the random
constant biases of gyroscopes and accelerometers can be precisely evaluated within
120 s. In reference [6], a new rapid transfer alignment method is implemented to
improve the property of alignment.

Although some methods of alignment are proposed, they are presented with
simulation. A practical method with experimental verification is proposed in this
paper to verify the effectiveness of alignment.

32.2 Mounting Angle Estimation Methods

The angles that we need to estimate between the VBF and sensor frame are shown
in Fig. 32.1. The first is yaw wð Þ, followed by the pitch hð Þ, and the third is roll /ð Þ
rotations.

Fig. 32.1 Body to sensor
frame angular rotations
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The coordinate transformation matrix (CTM) which is used to translate body
frame accelerations into the sensor frame is

Cs
b ¼

chscws chssws �shs
cwsshss/s � swsc/s cwsc/s þ swsshss/s chss/s
cwsshsc/s þ swss/s swsshsc/s � cwss/s chsc/s

2
4

3
5 ð32:1Þ

In Eq. (32.1) and in the subsequent section, s, c, and t separately represent sine,
cosine, and tangent.

The vehicle is supposed to keep in contact with the road surface constrained so
that the velocity is always in the forward (or lateral) direction. Gravity is close to act
in the local down direction. So the specific force in the VBF is

fb ¼ ab
! þCb

n

0
0
�g

2
4

3
5 ¼

Aforward

Alateral

0

2
4

3
5þ Cb

n

0
0
�g

2
4

3
5 ð32:2Þ

Translating the specific force to the sensor frame shows as

fs ¼
fs1
fs2
fs3

2
4

3
5 ¼ Cs

bfb ¼ Cs
b

Aforward

Alateral

0

2
4

3
5þ Cs

bC
b
n

0
0
�g

2
4

3
5 ð32:3Þ

To estimate the roll and pitch mounting angle conveniently, the movement of the
vehicle is restricted to make the roll and pitch of VBF with respect to the navigation
frame extraordinary close to zero, which will be described in detail in the next
section. To estimate the yaw mounting angle wSð Þ, the movement of the vehicle is
restricted as follows:

1. Forward or backward on the horizontal road surface
2. Approximately known the orientation of the road surface.

32.2.1 Pitch and Roll Angle Estimation

While estimating the pitch and roll mounting angles, we restrict the vehicle to keep
stationary on a horizontal road surface or traveling on a horizontal road surface
without acceleration. As given in [7], pitch and roll angle are determined by

hs ¼ �a tan
fs1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

f 2s2 þ f 2s3
p
 !

ð32:4Þ

/s ¼ a tan2 fs2; fs3ð Þ ð32:5Þ
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where fs1, fs2, and fs3 are the forward, lateral, and down sensor frame accelerometer
values. When these equations are used, errors in the mounting angle estimation are
derived from an accelerating vehicle, biased sensor measurements, a tilted road
surface. The magnitude of these errors is discussed in Sect. 32.3.

32.2.2 Yaw Angle Estimation

Once the roll and pitch mounting angles have been determined, they can be used to
estimate the yaw mounting angle with two methods.

32.2.2.1 The First Method

While the vehicle is accelerating on an assumed horizontal road surface, with
known forward acceleration, we can use the following method to estimate the yaw
mounting angle. We must restrict the movement so that the lateral acceleration is
close to zero. GPS components are used to identify whether the road surface is
horizontal and also to identify the forward acceleration.

After translating acceleration from VBF to the sensor frame, the special force
measurements on this occasion are modeled as

fs1
fs2
fs3

2
4

3
5 ¼

Aforwardchscws þ gshs
Aforwardcwsshss/s � Aforwardswsc/s � gchss/s
Aforwardcwsshsc/s þ Aforwardswss/s � gchsc/s

2
4

3
5 ð32:6Þ

By eliminating cws between the second and third equations, the yaw angle could be
isolated as

sws ¼
�fs2 þ t/sðfs3 þ gchsc/sÞ � gchss/s

Aforwardc/sð1þ t2/sÞ
ð32:7Þ

Forward GPS velocity component is applied to measure and calculate the value for
Aforward.

32.2.2.2 The Second Method

If GPS velocity components are not available, we can use an alternate method
(method 2) that does not explicitly require Aforward. Equation (32.8) is rearranged as
follows:
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fs1�gshs
chs

fs2 þ gchss/s
fs3 þ gchsc/s

2
4

3
5 ¼

1 0
shss/s �c/s
shsc/s s/s

2
4

3
5 B

C

� �
ð32:8Þ

B ¼ Aforwardcws ð32:9Þ

C ¼ Aforwardsws ð32:10Þ

ws ¼ a tan
C
B

� �
ð32:11Þ

Methods 1 and 2 apply equally well to forward or backward acceleration cases.
Only the value represented by Aforward would change.

32.3 Error Analysis

In this section, the effect of biased IMU and tilt of road on pitch, roll, and yaw from
VBF to the sensor frame are assessed.

The pitch mounting angle error sensitivity to accelerometer bias while the road
surface is horizontal could be derived from (32.4) as

dhs � dfs1
g

ð32:12Þ

dhs is the resulting pitch mounting angle error (in radians) and dfs1 is the forward
accelerometer bias (in g).

The roll mounting angle error sensitivity to accelerometer bias while the sensor
is on a horizontal road surface is derived from (32.5) as

d/s �
�dfs2
g

ð32:13Þ

d/s is the resulting roll mounting angle error (in radians) and dfs2 is the lateral
accelerometer bias (in g).

The estimation of the yaw mounting angle will be affected by the estimation of
the roll and pitch mounting angles. The yaw mounting angle sensitivity errors
during method 1 maneuver is found from (32.6) as

dws �
�gd/s

Aforward
ð32:14Þ
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dws is the resulting yaw mounting angle error (in radians), d/s is the roll mounting
angle estimation error (in radians), and Aforward is the magnitude of forward acceler-
ation (in g).

32.4 Experiment

Static and dynamic movements of vehicle data were collected to evaluate the
mounting angle estimation methods. There are two classes of accelerometers:
consumer grade MEMS and tactical grade. The tactical grade accelerometers are
part of NovAtel’s SPAN (Synchronized Position Attitude Navigation) GPS/IMU
system, which have a bias of ±1 mg. Accelerometers in MTw are uesd as consumer
grade MEMS which are the focus of this research and they have a bias of ±50 mg.

Before estimating the mounting angle, the actual angle must be determined, a
three-dimensional motion controller was used to producing pitch, yaw, and roll
mounting angles relative to the VBF.

To evaluate the mounting angle estimation methods, the special repeated
maneuvers were carried out to collect the export of IMU and GPS. The collection
was performed on September 25, 2014 on a horizontal campus in Nanjing Uni-
versity of Science and Technology. The special repeated maneuvers are composed
of a 30 s static portion and a forward acceleration on a horizontal road surface. Two
experiments were separately repeated 10 times to test the mounting methods.

32.5 Results and Conclusion

This section presents experimental results from the collections, utilizing the pro-
posed pitch, roll, and yaw mounting angle estimation methods.

Figure 32.2 shows values of three accelerometers of MTi 100-series while the
MEMS sensors were static on a horizontal road. Table 32.1 shows the acceler-
ometer triad roll and pitch mounting angle estimations from a 30 s static collection
for both the SPAN-CPT and MTi 100-series accelerometers. The accelerometer
readings were averaged prior to the roll (32.5) and pitch (32.4) estimation.

Figure 32.3 shows the values of one time of ten of 20 s forward accelerating MTi
100-series. Table 32.2 shows the results of yaw mounting angle estimation. Three
estimating angles in Tables 32.1 and 32.2 are the average of ten times of
experiment.

From the result in collection, we can find out that SPAN-CPT accelerometer
output is more accurate than MTi accelerometer. Method 1 assumes knowledge of
the forward acceleration, method 2 assumes estimation without that knowledge.
Although method 1 seems to utilize more information in the form of acceleration
from GPS than method 2, its results are not more accurate. An inspection of (32.7)
shows that if the roll mounting angle is close to zero, the contribution of fs3 is
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negligible, so only the fs1 sensor measurement is utilized. Method 2 efficiently
cancels out Aforward at three sensor frame measurement and utilizes all accelerom-
eters components.

Fig. 32.2 Values of three accelerometers of 30 s static MTi 100-series

Table 32.1 Pitch and roll
angle estimates Truth SPAN MTi

Pitch (°) −9.43 −9.32 −8.57

Roll (°) 0.067 0.114 0.282

Fig. 32.3 Values of 20 s forward accelerating MTi 100-series
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From the research of reference [6], ±15° misalignments with VBF which is
allowable will cause less than 20 % of degradation as compared with the perfectly
aligned IMU. The testing experiments provide the alignment of roll and pitch
within 1° and yaw within 2°, which are well below ±15° so that MEMS are able to
improve the effectiveness of the integrated navigation system.
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Chapter 33
Simulation Study of General Cargo Yard
Layout

Lu Wu, Yu Zhang, Dongdong Wang and Zhixiong Liu

Abstract General cargo terminal operation system is a discrete event dynamic
system with low operating efficiency. Aiming at solving the problem of low loading
efficiency, this paper studied it from the perspective of yard layout. First, the yard’s
handling characteristics were analyzed and the status of the yard was summarized.
Second, the current situations of terminals in China and abroad were reviewed.
Then a simulation model was established using the block-based design method,
whose research object is handling time. Lastly, it took an actual port cargo terminal
as an example to test the simulation model. Based on the cargo layout and
equipment configuration of the port, two kinds of yard layout schemes based on
storage strategies were proposed. Analysis results show that allocating storage
space can improve operation efficiency and save time.

Keywords Cargo terminal � Loading efficiency � Handling time � Yard layout �
Simulation modeling

33.1 Introduction

Cargo handling efficiency is an important feature of a port. Generally speaking,
according to its use and cargo characteristics, a modern port can be roughly
organized into three categories: container terminal, bulk terminal, and general cargo
wharf. Container terminal is a discrete operating system that takes containers as
transport units and its types are standard, stacking simple, and operating equipment
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specialization with high mechanization and automation efficiency. Bulk terminal is
a continuous operating system, having specialized continuous transport machinery
and equipment, transports granular or liquid cargo that are stacking simple, because
it has continuous operation, working time is not affected by yard shift, and loading
efficiency is higher. General cargo wharf is a discrete operating system whose
cargoes are of various kinds, different sizes, and different ways to stack. In addition,
unloading equipment, working tools, and unloading craft flow are multiple, with the
random arriving time of ships, which makes the productive system of general cargo
wharves diverse, comprehensive, uncertain, and dynamic [1], developing a problem
confronted by many academic fields and port operators.

Luo [2] found that the planning and management of the warehouse is the
weakest link and the general cargo yard is the bottleneck for the development of the
whole port logistics system. The yard is the most complex part of a terminal [3].
The location of the general cargo yard and its internal structure are keys to the
system’s efficiency. Therefore, it is necessary to use advanced technology to study
the general cargo yard.

Currently, research on container yard and bulk cargo terminal yard layout is
relatively mature [4]. Several authors [5–8] have studied the container terminal and
bulk terminal yard layout using planning technology that combines greedy con-
struction, enumeration, and integer programming.

However, research on the general cargo yard is few. Handling efficiency is a key
indicator of general cargo operations closely related with the yard layout [9]. In the
domestic general cargo wharf, yard management level is still relatively backward.
Authors [10] conclude goods stacking disorder in existing general cargo yards,
without proper and effective function division of the yard. By contrast, the foreign
port of groceries warehouse is better than the domestic situation, such as in Japan
and the United States. A part of groceries warehouse storage spaces have been
partitioned. Although computers are used to manage functions like planning and
management, yet it has failed to achieve a systematic and standardized level [2].

General cargo wharf yard is the main place for goods handling and storage. Yard
storage capacity and distribution capacity have important impacts on the general
cargo wharf production capacity [10]. How to effectively use the resource in yard is
one of the hot research topics. This paper proposed different general cargo yard
layout schemes based on the research results of container yard and bulk terminal
yard. Its impact on the general cargo terminal system was also studied.

33.2 Operating Characteristics of General Cargo

General cargo transport is an unsophisticated mode of transport with low levels of
standardization and automation. The main characteristics are as follows:

(1) Drop and pull transport characteristics of horizontal transportation.
Drop and pull transport is a unique mode of transport that exists in general cargo

terminals. It is defined as a trailer towing as a cycle with multiple carriages: a tractor
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pulls a full carriage to the location where the gantry crane can reach. Then the
tractor and full carriage are divided through the drop and pull function, the full
carriage waits for unloading while the tractor moves to the empty carriage and pulls
it to the location where the tire crane can reach. Thus, it works in a cycle. The
schematic diagram is shown in Fig. 33.1.

(2) Operating lines distribution
After ship mooring, based on the hatches and the number of gantry cranes on the

berth, the number of operating lines are determined. There is a limitation on the
number of operating lines on the same yard because it will cause interference if
many tire cranes are working in a yard at the same time.

(3) Berth distribution
The parameters of gantry cranes are so different that we have to distribute berths

according to the rated capacity when ships arrive at port, to ensure that every gantry
crane does not exceed the rated parameters. For example, the Tianjin Port general
cargo terminal has specialized berths for handling large-scale machinery and
equipment.

(4) Stacking standards
General cargoes are of various kinds, different sizes, and some of them cannot be

pressed, which makes stacking complex. There are different ways to stack as shown
in Fig. 33.2. On the other hand, we must consider the carrying capacity per unit area
of the yard to limit the stacking height.

(5) Spreader replacement
There is no uniform standard that each good must have a corresponding

spreader. If the loading cargoes change, the spreader will also be changed.
Therefore, spreader standardization has become a hot issue worldwide.

Fig. 33.1 Drop and pull transportation diagram
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(6) Tire crane transitions
An operating line may be loading and unloading different kinds of goods or one

kind of good, which have been distributed in different yards, so tire cranes need to
move to another yard to complete the handling tasks.

(7) Gantry crane shifting berths
A hatch is equipped with an operating line, but if the number of gantry cranes on

the berth is less than the number of hatches of a ship, there are still hatches waiting
for service after opening all operating lines. In such circumstance, gantry cranes
need to move to the adjacent hatch once they have completed the task.

33.3 Simulation Modeling

This paper uses eM-Plant software and adopts the block-based design method to
establish simulation model. The whole operating process is divided into four
modules as shown in Fig. 33.3.

Fig. 33.2 Stacking standards diagram
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33.3.1 Yard Module

In order to simplify the model, this paper only considered shipment processing,
without considering the cargo collection process. After designing the yard layout,
initialize the yard filled with goods. After working, if the quantity of goods cannot
meet the requirement, the model will produce goods to make the yard filled with
goods again.

(1) Goods analysis
Calculate the category and quantity, and then get the weight and number of each

goods using formulas (33.1) and (33.2).

Wi ¼ R� pi ð33:1Þ

Ni ¼ Wi

wi

� �
ð33:2Þ

Wi total weight of the goods
R yard’s capacity
wi single weight
pi percentage of goods
Ni the number of goods

Fig. 33.3 Modeling ideas
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(2) Storage strategy
Storage strategy is defined as the rules of goods stored in the storage area. There

are two typical strategies for material storage in the warehouse space: fixed storage
strategy and random storage strategy [11]. Fixed storage strategy refers to each type
of goods stored in one (or more) fixed area, while random storage strategy refers to
any kind of goods that can be stored in any vacant storage space.

(3) Modeling process
After analyzing the goods, the yard layout is designed based on the storage

strategy. The modeling process is shown in Fig. 33.4.

33.3.2 Ship Arriving Module

This paper discusses the statistics parameters (arriving time, loading weight, hatch
numbers, and so on.) of ships at port analyzes their distribution function. Then
based on queuing theory it allows ships into port, allocates berths, and shows the
loading requirements in the form of order. It is assumed that ships arrive at their
scheduled times [12] without considering the natural phenomena during the sea
journey [13]. The modeling process is shown in Fig. 33.5.

33.3.3 Gantry Crane-Hatch Distribution Module

Based on the ship’s parameters berths are distributed, the number of operating lines
is determined, mechanical equipment is deployed, and planning carried out. The
modeling process is shown in Fig. 33.6.

Research and statistical goods 

 design yard layout based on 
storage strategy

whether it  meet the yard 
carrying capacity per unit area

END

Y

N

stacking goods according to
the standard

Fig. 33.4 Yard modeling
process
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Ship arrived according the time 
interval

according to berth occupancy, 
distribute berths

generate handling orders 

whether gantry cranes meet the 
 loading requirements

berths allocation completed

END

Y

N

Fig. 33.5 Ships arriving module process

k=min{m

Gantry crane
numbers: m

Ship hatches 
numbers: n

Whether m<n is satisfied

determine operating lines : 
k=min{m,n}

open k operating lines, each line 
service a hatch

N

All hatches  completed
handling

Y
 set gantry cranes 

allocation principles, open 
k operating lines 

gantry crane shifting berth 
as shown in the Fig.1.8

END

Fig. 33.6 Gantry crane-hatch distribution process
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33.3.4 Loading and Unloading Module

This paper only studied the shipping process. The modeling process is shown in
Fig. 33.7. In this module, gantry crane shifting berths and tire crane transition will
appear. Their processes are shown in Figs. 33.8 and 33.9, respectively.

It was assumed that ships could be handled all day. The operating time is
calculated using formulas from (33.3) to (33.6). After completing the handling task,
the ships leave port.

ttrailer ¼
XN
i¼1

ð Ni

Mi

� �
� t3Þ ð33:3Þ

ttire=tgantry ¼ thang þ ttranslate ð33:4Þ

thang ¼
XN
i¼1

ð Ni

k

� �
� t2Þ ð33:5Þ

Whether  the goods meet 
the requirements

Y

N

Get the ship 
parameters and 
handling tasks

Whether it need to shift
 berths or transitions

Determine the 
number of operating 

lines, equipment 
configuration

Complete handling 
tasks, the ship leaves 

port

END

Open  operating 
lines, statistical 
working time

Distribution operating 
lines, shifting berth, 
transitions planning

Y

Initialize the yard

N

Fig. 33.7 Ship loading and unloading process
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ttranslate ¼
X

ðn� t1Þ ð33:6Þ

N the number of goods categories
ttire=ttrailer tire crane’s working time/trailer’s transport time
ttranslate=thang translating time/hanging time
n=k transition times/lifting numbers
t1=t2=t3 single transition time/single-hook operation time/horizontal transport

time
Ni the quantity of goods
Mi trailer’s rated load

A simulation model was established by linking each module. It sets the simu-
lation time and records the loading and unloading time of operating lines. Then it
accumulates the operation time of all ships that arrive in the simulation time, thus
obtaining the total time of ship handling under different yard layout schemes.
Lastly, it analyzes the simulation results and compares the efficiency of different
schemes.

Get handling tasks;
opening operating lines

i=1, 2, 3……

Whether its adjacent hatches are

 working or have completed

Gantry cranes move to the 
adjacent hatch and start working

the adjacent hatch 
handling completed

END

N

Y

the i-th hatch completed:

Fig. 33.8 Gantry crane shifting berths process
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33.4 Case Study

33.4.1 Examples of Modeling

The actual port is a large comprehensive port that mainly transports bulk cargo,
general cargo, and containers; general cargoes occupy the dominant position [14].
The general cargo terminal has 24 pieces of yard, which has already worked in
overload status and “free to put” situation, making it more difficult to manage and
reduce the handling efficiency. Therefore, studying the yard layout is of practical
significance. It is possibly a powerful guideline for stockyard design. Yard layout
picture is shown in Fig. 33.10.

Through investigation and analysis is obtained the simulation input data: 16
kinds of typical groceries and its properties; ship’s arrival event obeys poisson flow,
and its arrival time interval obeys negative exponential distribution: k ¼ 6:5212 h;
loading weight obeys normal distribution with the average value of 7835.3872 t and
standard deviation of 229.39568; the trailer full traveling at the speed of 25 km/h
and empty driving at the speed of 15 km/h. After examination, hatch numbers do

Y

N

Get handling task and give 
i=1, j=1

 whether it is a loading task

take the i-th kind goods 
from the j-th yard

determine stacking area, 
opening operating lines

Y

whether the i-th goods spread
 in multiple yard

the j-th yard completed 
unloading 

whether need to take goods
 from another yard

determine taking location, 
opening operating lines

N

i=i+1

the j-th yard completed  
loading

Y

j=j+1

whether there is another cargoes
 need to loading 

the i-th kind goods 
completed loading

N

END

whether there is another cargoes 
need to unloading

j=j+1

Y

the i-th kind goods 
completed unloading 

i=i+1

tire cranes move to the 
next yard

tire cranes move to the 
next yard

Y

N

N

Fig. 33.9 Tire crane transition process
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not obey any normal distribution, to simplify the model, assuming it obeys the
uniform distribution. According to the collected data, put forward two yard layout
schemes, set the simulation parameters, and run the simulation model to get the
corresponding simulation results.

33.4.2 Analysis of Simulation Results

In this paper, sequential procedure method [15] is used to determine the minimum
number of simulations. Through calculation, we can draw the conclusion that the
minimum number of simulations is n ¼ 7. The simulation results are shown in
Table 33.1.

Fig. 33.10 Yard layout of the actual port general cargo terminal

Table 33.1 Simulation
results records Times Random storage

strategy
Fixed storage
strategyTime(s)

Yard
layout

1 31300963.2 28493213.28

2 31203540.24 29123194.8

3 31367860.56 28786372.08

4 31119225.12 29183876.88

5 31439993.76 29545380.96

6 31462257.36 29524113.12

7 31203540.24 29123194.8
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The analysis results show that the working time of fixed storage strategy is
shorter than the random storage strategy. If we change the random storage strategy
into fixed storage strategy, the loading efficiency can be increased to about 7 % as
shown in Fig. 33.11.

33.5 Conclusion

This paper studied the general cargo terminal from the perspective of yard layout
using the block-based design method. It proposed two methods to stack cargoes and
simulate the actual production terminal for 1 year. The simulation results verified
the feasibility of the model and provided a decision support for the yard layout
design. However, this paper only studied the shipment process; further research can
be carried out from the following aspects: (1) the time interval of cars and trains; (2)
trailer’s circular towing operation visualization problems; (3) traffic flow analysis;
and (4) machine scheduling and allocation.
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Chapter 34
Stowage Plan Research Based
on Hierarchical Decomposition

Dongdong Wang, Yu Zhang, Lu Wu and Guangwei Tian

Abstract Based on the irregularity structure of the containership’s bay and the
characteristics of the container stowage problem with multiconstraint and
multiobjective, the container stowage problem is divided into the master bay plan
problem (MBPP) and the slot plan problem (SPP) by using the principle of
hierarchical batch decomposition algorithm. For MBPP, the matching model
between bay collection and container collection is developed, aiming to minimize
the rehandles rate and trim moment. For SPP, it is major to confirm the specific
stowage sequence with the aim of minimizing the expected rehandles rate and the
specific stowage position in view of heeling moment in one bay. Then, a case of
Port A terminal is testified via simulation. The result demonstrates that the
simulation-driven model can follow the relevant strategy of shipment and achieve
the goal of zero rehandles rate with satisfying related constraints of stowage.

Keywords Hierarchical batch decomposition � MBPP � SPP � Rehandles

34.1 Background

34.1.1 Introduction

Containership stowage is a multiconstrained and multiobjective combinatorial
optimization problem. First, the safety of ship during sailing, such as stability, draft,
strength, etc., needs to be put into consideration. Second, the size, weight, and
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destination of containers are also important factors. The unreasonable stowage will
lead to the rehandles, which increase the large cost and time. So the reasonable
arrangement of the container loading sequence and position, that is stowage plan, is
extremely important [1].

Traditional stowage plan depends on the experience of workers and with the help
of assistant check by computer (named as “Semi-automatic mode loading”).
However, with the wide use of containers in the world and the size of containership
constantly becoming larger, the container stowage problem becomes more com-
plex, and the traditional stowage plan could not meet the actual demand anymore.
The intelligent optimization and automation of container stowage have become the
focus of research in related fields [2].

In recent years, many scholars try to solve the stowage plan with the use of the
probabilistic simulation method [3], heuristic algorithm [4], integer linear
programming model [5], and ant colony algorithm [6]. Their solutions have some
shortcomings, like only considering a single target, simplifying structure of bay,
and ignoring some constraints. However, the stowage plan is an actual application
problem, the fundamental way is not only to optimize in theory, but also to realize
intelligence.

In this paper, we studied the stowage problem under the irregular structure of
bay in vessel.

34.1.2 Making the Stowage Plan

The hierarchical batch decomposition algorithm is used in this paper. The theory of
algorithm is to break the large computing capacity and complex problem down into
simple submodule layer. Each layer undertakes the task relatively independent, and
a low-level layer can be called by a high-level layer to complete a specific function.
Based on this theory, containership stowage problem is divided into MBPP
and SPP.

MBPP is an NP-hard problem, it takes bay as research object under constraints
that contain local strength, longitudinal strength, draft, principle of container
stowage, then, achieves a reasonable match with the set of bays and the group of
containers with low rehandles rate. MBPP is divided into two steps including
getting initial overall stowage plan and optimizing the trim moment of vessel.

SPP is based on MBBP, which takes any of bays as the research object and
ensures the containers load reasonably in the bay. The factors include stability,
transverse strength, and the principle of container stowage. The SPP is broken down
into two phases that are determining the initial stowage plan and optimizing heeling
moment of each bay.

Combining two submodules, a reasonable match between collection of bays and
a set of containers is obtained. The specific idea is shown in Fig. 34.1.
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34.2 MBPP

MBPP is to make a minimum rehandles rate based on making full use of bay’s
weight and capacity, at the same time, it should meet the constraints including local
strength, draft, and the principle of stowage.

34.2.1 The Initial Loading of MBPP

To simplify the MBPP, it can assume that the containership is empty, containers are
20′ or 40′, and the special containers are ignored. On the basis of the principles of
stowage, the sequence rules of stowing containers are determined as follows:
Rule 1: the containers of far destination are loaded first.
Rule 2: load the 20′ containers first.
Rule 3: load the heavy containers first.
Rule 4: the bay in the middle of ship is loaded first.
Rule 5: leave 2 * 3 bays as the interval, when the containers of the same port

need to take up several bays.

Fig. 34.1 Specific idea of making stowage plan
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Example with rule 4 and 5 in Fig. 34.2, it is cited in [5].
To sum up, the process chart of the loading is shown in Fig. 34.3. In Figure A

presents the size of the container, and j ¼ 1; 2.

34.2.2 Optimization of Ship Trim Moment

In the second step, reducing the trim moment of vessel is the goal; the local strength
and the capacity of bay are regarded as the constraints. Meeting the conditions of
the exchange and also exchanging the containers on the deck in any two different
bays can reduce trim moment, until it finds the smallest trim moment of stowage
scene. The conditions of the exchange are as follows:

Objective :
Xn=2
1

ML �
Xn
n=2

MR / 0 ð34:1Þ

S:t: : Max
X

Si
;
X

Sj

n o
�Min Vi;Vj

� �
; Si; Sj;Vi;Vj � 0; i 6¼ j; i; j 2 Bi;

ð34:2Þ

Max
X

W 0
i

;
X

W 0
j

� �
�Min Wi;Wj

� �
;W 0

i ; W
0
j ; Wi; Wj � 0; i 6¼ j; i; j 2 Bi;

ð34:3Þ

Xn=2
1

Mm
L �

Xn
n=2

Mm
R �

Xn=2
1

Mm�1
L �

Xn
n=2

Mm�1
R ; ð34:4Þ

Among them: ML: trim moment of portside in ship; MR: trim moment of
starboard in ship; Wi; Wj: theoretical loading weight; Vi; Vj: theoretical capacity of
Bay;

P
Si ;

P
Sj : the actual number of loaded containers;

P
W 0

i
;
P

W 0
j
: the actual

loading weight of the containers; m: the number of exchanged containers; Mm
L : trim

Fig. 34.2 Loading sequence with rules 4 and 5
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moment of portside after exchange m times; Mm
R : trim moment of starboard after

exchange m times.

34.3 SPP

SPP is to determine the specific location and the loading order of the containers in
the current bay.

Fig. 34.3 The flow of the load
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34.3.1 The Initial Loading of SPP

To meet the low rehandles rate and principle of loading containers, the process of
loading in SPP is the same as in MBPP. In SPP, two kinds of loading strategy are
proposed to find the better stowing plan. One is loading containers from left to right
by column of bay, the principle of Fig. 34.4a. Another is loading containers from
the middle by columns of bay, its principle is shown in Fig. 34.4b.

34.3.2 Optimization of the Bay Heeling Moment

The containers in different positions of bay will produce different heeling moment,
so it can swap containers’ positions in different columns to change heeling moment.
The exchanging columns must meet the conditions as follows:

• The exchanging columns cannot be same.
• The number of containers must be less than the capacity of the new column.
• The columns must satisfy requirements of the local strength.
• Exchanging columns can reduce the value of heeling moment.

34.4 Examples of Verification and Analysis

In order to validate the feasibility and effectiveness of the model, an actual container
terminal is used to test. The idea is shown in the Fig. 34.5.

34.4.1 Simulation and Analysis the Results of MBPP

The original loading list of actual container terminal is shown in the Table 34.1.
According to the idea of the MBPP, test the simulation model. The changing trim
moment is shown in Fig. 34.6.

Fig. 34.4 a Loading strategy 1, b loading strategy 2
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From Fig. 34.6, the trim moment is gradually decreasing and tending to zero.
After 23 times optimization, it gets the smallest trim moment 772.42 F m.

34.4.2 Simulation and Analysis the Results of SPP

Considering the structure of bay as irregular, design the different kinds of stacking
strategy simulation model of the SPP, and the model is tested by any of the bay.
The weight attribute of containers in a bay is such as Table 34.2.

Fig. 34.5 The idea of simulation analysis

Table 34.1 The original loading list of actual container terminal

Destination Total number
(TEU)

Size
(ft)

Number
(TEU)

Light
(TEU)

Medium
(TEU)

Heavy
(TEU)

TEUs

1 593 20 227 68 136 23 959

40 366 109 220 37

2 5 20 3 1 2 0 7

40 2 0 2 0

3 13 20 13 4 8 1 13

40 0 0 0 0

4 276 20 221 66 133 22 331

40 55 17 32 6

5 96 20 17 5 10 2 175

40 79 24 47 8
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The simulation results are shown in Figs. 34.7 and 34.8 and the statistical result
is shown in Table 34.3. The results showed that the heeling moment is obviously
different with different stacking strategies, and loading containers from the middle
is better than another, such as the initial and the final value of the heeling moment
are smaller, and the number of optimizations is less.

34.4.3 Checking of MBPP

After optimizing each bay by the model of SPP, it is also need to check the
requirement of MBPP. The local strength and the number of rehandles are shown in
the Figs. 34.9 and 34.10, respectively.

Fig. 34.6 Simulation result of the trim moment

Table 34.2 Container weight attribute in any of the bay

Container
No

Weight Container
No

Weight Container
No

Weight Container
No

Weight

C1 22 C11 7 C21 24 C31 17

C2 16 C12 10 C22 10 C32 5

C3 27 C13 8 C23 27 C33 10

C4 23 C14 17 C24 20 C34 13

C5 11 C15 5 C25 21 C35 18

C6 16 C16 29 C26 23 C36 23

C7 17 C17 23 C27 9 C37 17

C8 8 C18 23 C28 27 C38 9

C9 24 C19 17 C29 24 C39 18

C10 19 C20 21 C30 23 C40 24
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Fig. 34.7 Result of loading strategy 1

Fig. 34.8 Result of stacking strategy 2

Table 34.3 Statistical simulation results of different stacking strategy

Heeling moment Stacking strategy 1 Stacking strategy 3

Before optimization (t m) −3102.36 −774.81

Optimized (t m) −18.285 −3.657

Refinements 509 31
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From Fig. 34.9, the local strength of each bay does not exceed the theoretical
strength after optimization. From Fig. 34.10, it exists rehandles after MBPP, the
numbers of rehandles reach to 278. But, the number is down to zero after SPP.

34.5 Conclusion

In this paper, the containership stowage issue is divided into two subproblems:
MBPP and SPP by using the principle of hierarchical batch decomposition
algorithm. An actual container terminal is testified via simulation. The results verify
that the driver model is reasonable, and a stowage plan that can meet the

Fig. 34.9 The result of local strength

Fig. 34.10 The result of
rehandles

340 D. Wang et al.



requirements of stowage is obtained. At the same time, After loading optimization,
the trim moment of vessel, the heeling moment of vessel, and the local strength are
all within a reasonable range and the rehandle rate drops from 28 to 0 %. Also,
we find that the stowage strategy of loading in the middle can get a satisfactory
value of heeling moment with less iterations. In addition, as the stowage plan is a
part of the shipping line, this issue could be further studied on multiport stowage on
the route in future.
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Chapter 35
Decentralized Robust Predictive Control
for Convex Polyhedral Uncertain
Large-Scale Systems

Wenwen Guan, Chaoyong Jin and Liping Xie

Abstract When the system states are unmeasurable, the problem of decentralized
robust predictive control with output feedback is studied for convex polyhedral
uncertain large-scale system. By constructing the Lyapunov function, and with the
idea of variable transformation and LMI methods, the infinite time domain “min-
max” optimization problems are converted into convex programming problems.
The sufficient conditions for the existence of this controller are derived. The con-
troller enables the closed-loop large-scale systems robust stable. A simulation
example shows the effectiveness of the control algorithm.

Keywords Robust predictive control � Uncertain large-scale systems �
Decentralized control � Output feedback � Linear matrix

35.1 Introduction

Predictive control, a kind of optimal control algorithm, has to solve the optimization
problem to get the controlled variable at each sample instant. However, it is dif-
ferent from the discrete optimal control algorithm. Instead of taking a global
optimization target, predictive control applies the optimization strategy in which its
time rolls forward on the limited time domain. The procedure is an iterative process
[1]. Owing to the limited information structure, the centralized control often gen-
erates the problem of insufficient information. The predictive control can solve this
problem well. As a result, centralized predictive control becomes a powerful tool
for dealing with large system control. Many scholars have studied this problem and
obtained good results [2, 3]. In [2], the author has studied the scattered generalized
predictive algorithm of the interconnected large-scale systems by estimating the
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states of the subsystem. And in [3], the scholar puts forward the design method of
decentralized predictive controller for time-delay large-scale systems. Robust pre-
dictive control is a kind of robust predictive control method which combines the
fuse robust control of uncertainty processing method with the rolling optimization
principle of predictive control. Many scholars have studied the robust control for a
variety of uncertain systems with output feedback form or the form of state feed-
back, such as [4–8]. In [4], the author has studied the problem of robust predictive
control of linear continuous-time norm-bounded parameter uncertain system by
adopting variable change ideas and output feedback form. The essence of robust
predictive control is online to solve a min-max optimization problem regarding the
future of state and input system. In this paper, we will considerate the robust
predictive control problem of convex polyhedral uncertain large-scale system. One
of the important parts in this article is to show the specific derivation process of the
expression on decentralized output feedback controllers by variable transformation
method. Furthermore, the simulation effect is slightly better than Ref. [6], which
is the most relevant to this paper. The stabilized time of system is shorter than
literature [6] for nearly 1 s.

35.2 Problem Description and Lemma

Consider a convex polyhedral uncertain large-scale system S composed of L
interconnected subsystems Si. Each subsystem Si is described as

_xiðtÞ ¼ AiiðtÞxiðtÞ þ BiðtÞuiðtÞ þ
XL

j¼1;j6¼i

AijðtÞxjðtÞ

yiðtÞ ¼ CiðtÞxi tð Þ
AijðtÞ BiðtÞj� � 2 X

8>>>><
>>>>:

ð35:1Þ

or i ¼ 1; 2; . . .; L, where xiðtÞ, uiðtÞ, and yiðtÞ are the state, control, and output
vectors, respectively. AiiðtÞ; AijðtÞ, BiðtÞ, and CiðtÞ denote the system matrix, input
matrix, and output matrix with appropriate dimensions, respectively. AijðtÞ repre-
sents the interconnection matrix between the ith and the jth subsystems. X denote
polyhedral model, and its concrete form is as follows:

X ¼ Aij Bi½ � AijðtÞ BiðtÞj� � ¼ XK
i¼1

kiðtÞ AijlðtÞ BilðtÞj� �
;
XK
i¼1

kiðtÞ ¼ 1; kiðtÞ� 0

�����
( )

In this paper, our aim is to design a strictly real output feedback controller for
each subsystems to guarantee the asymptotical stability of the closed-loop large-
scale system. The form of the controller is as follows:
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_~xiðtÞ ¼ Aci~xiðtÞ þ BciyiðtÞ
uiðtÞ ¼ Cci~xiðtÞ ~xið0Þ ¼ xið0Þ

�
ð35:2Þ

where ~xiðtÞ 2 Rni is the state vector of the ith controller, Aci;Bci;Cci are the pending
coefficient matrix.

Substituting (35.2) into (35.1), we can get the closed-loop subsystem as follows:

_�xiðtÞ ¼ �AiðtÞ�xiðtÞ ð35:3Þ

where

�xiðtÞ ¼ xiðtÞ
~xiðtÞ

" #
; �AiðtÞ ¼

PL
i¼1

ððAiiÞiiÞ þ
PL

j¼1;j6¼i
ððAijÞijÞ BiCci

BciCi Aci

2
4

3
5:

Then we chose the trundle optimization performance index of robust predictive
control for large-scale system (35.1) as follows:

min Jk
uðkTþs;kTÞ;s� 0

¼minmax
XL
i¼1

Z1
0

ðxTi ðkT þ s; kTÞQixiðkT þ s; kTÞ

þ uTi ðkT þ s; kTÞRiuiðkT þ s; kTÞÞds
ð35:4Þ

where Qi [ 0, Ri [ 0 are given symmetric positive definite matrixes.
SubstitutinguiðkT þ s; kTÞ ¼ Cci~xiðkT þ s; kTÞ into (35.4), then the optimization

problems attribute to follows:

min Jk
uðkTþs;kTÞ;s� 0

¼ minmax
XL
i¼1

Z1
0

�xTi ðkT þ s; kTÞ�CT
i
�Ci�xiðkT þ s; kTÞ� �

ds ð35:5Þ

where

�xiðkT þ s; kTÞ ¼ xiðkT þ s; kTÞ
~xiðkT þ s; kTÞ

" #
; �Ci ¼

Qi 0

0 R
1
2
iCci

� 	
:

Construct a Lyapunov function with parameters of the independent in the fol-
lowing form:

Vð�xiðtÞÞ ¼ �xTi ðtÞPiðkÞ�xiðtÞ
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where PiðkÞ ¼
PL
i¼1

kiðtÞPi and Pi is given symmetric positive definite matrix with

appropriate dimensions. And q1; q2 meet the conditions as follows [9]:

q1 � kminðPiðkÞÞ� q2; q1 [ 0; q2 [ 0

At each sampling time kT , we assume that V satisfies following condition:

d
ds

Vð�xiðkT þ s; kTÞÞ� � �xTi ðkT þ s; kTÞ�CT
i
�Ci�xiðkT þ s; kTÞ ð35:6Þ

In order to ensure that the performance index is a limited value, we let
�xið1; kTÞ ¼ 0, then Vð�xið1; kTÞÞ ¼ 0. And we do the integration for s from 0 to T
for formula (35.6) of both sides and when T ! 1, we can have

�xTi ðkT þ s; kTÞPiðkÞ�xiðkT þ s; kTÞ ! 0

then

Vð�xiðkTÞÞ�
Z1
0

��xTi ðkT þ s; kTÞ�CT
i
�Ci�xiðkT þ s; kTÞ� �

ds:

Obviously,
PL
i¼1

Vð�xiðkTÞÞ is the least upper bounds of max Jk .

Let

Vð�xiðkTÞÞ ¼ �xTi ðkTÞPiðkÞ�xiðkTÞ� TrPiðkÞ ð35:7Þ

where TrPiðkÞ is the trace of PiðkÞ. Then the problem of minimizing the optimi-
zation performance index is converted to figure out the minimization num ofPL
i¼1

TrPiðkÞ. Equivalently, it is min
PL
i¼1

TrPiðkÞ:

Lemma 35.1 (Schur complement lemma) F is the given symmetric positive definite
matrixes as follows:

F ¼ A BT

B C

� 	

where A 2 Rn�n, B 2 Rm�n, C 2 Rm�m, F ¼ FT 2 RðnþmÞ�ðnþmÞ, and the following
conditions are equivalent:

ð1ÞF[ 0; ð2ÞA[ 0;C � BTA�1B[ 0; ð3ÞC[ 0;A� BTC�1B[ 0
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35.3 Main Result

Theorem 35.1 Consider system (35.1). If the inequality constraints (35.6) were
established at each sampling time kT , then the closed-loop optimization problem
(35.5) can be converted into optimization problems (35.8–35.10):

min
k;Mi; �Ai; �Ci

XL
i¼1

TrPi kð Þ ð35:8Þ

s:t 1 �xTi ðkTÞ
�xiðkTÞ Mi

� 	
[ 0 ð35:9Þ

MT
i
�AT
i þ �AiMi MT

i
�CT
i

�CiMi TrPiðkÞ
� 	

[ 0 ð35:10Þ

where

�Ai ¼
PL
i¼1

ððAiiÞiiÞ þ
PL

j¼1;j6¼i
ððAijÞijÞ BiCci

BciCi Aci

2
4

3
5; Mi ¼ ðTrPiðkÞÞP�1

i ðkÞ

In Theorem 35.1, since Aci;Bci;Cci with other variables in the form of nonlinear
coupled together, therefore, it is difficult to determine them directly. Hence we
convert them to linear relationship by the variable transformation thought [10].
First, do the following decomposition of Mi and M�1

i , as follows:

MiðkÞ ¼ Mi1ðkÞ Mi2ðkÞ
MT

i2ðkÞ Mi3ðkÞ
� 	

;M�1
i ðkÞ ¼ Ni1ðkÞ Ni2ðkÞ

NT
i2ðkÞ Ni3ðkÞ

� 	

where Mi1ðkÞ and Ni1ðkÞ are symmetric positive definite matrixes. By
MðkÞM�1ðkÞ ¼ I, we have

Mi2ðkÞNT
i2ðkÞ ¼ I �Mi1ðkÞNi1ðkÞ ð35:11Þ

Therefore, we can get NT
i2ðkÞ and Mi2ðkÞ.

Definite new variables as follows:

Âi ¼ Ni1AiMi1 þ Ni2AciMT
i2 þ B̂iCiMi1 þ Ni1BiĈi

B̂i ¼ Ni2Bci

Ĉi ¼ CciMT
i2

8<
: ð35:12Þ
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Theorem 35.2 Consider system (35.1). At each sampling time kT , adopting the
output feedback controller (35.3), the optimization problems (35.8–35.10) can be
converted into following optimization problems:

min
k;Âi;Ĉi;Mi1;Ni1

XN
i¼1

TrPiðkÞ: ð35:13Þ

s:t
1 �xTi ðkTÞ

�xiðkTÞ Mi

� 	
[ 0 ð35:14Þ

J11 J12
JT12 J22

� 	
\0 ð35:15Þ

where

J11 ¼
J1 AT

i þ Âi

Ai þ ÂT
i J2

" #
;
J1 ¼ Ni1Ai þ AT

i Ni1 þ B̂iCi þ CT
i B̂

T
i

J2 ¼ Mi1Ai þ AT
i Mi1 þ BiĈi þ ĈT

i B
T
i

J12 ¼
Qi 0

Mi1Q
1
2
i Mi2CT

ciR
1
2
i

" #
; J22 ¼

� 1
TrPiðkÞ I 0

0 � 1
TrPiðkÞ I

" #

Proof By Lemma 35.1, we can get formula (35.10)

equivalently,

Mi�A
T
i þ �AiMi þMT

i
�CT
i ðTrPiðkÞÞ�1 �CiMi\0

then the above inequality is multiplied by ð�CiMiÞ�T on left side and ð�CiMiÞ�1 on
right side as well, we have

�C�T
i

�AT
i M

�1
i þM�T

i
�Ai

� �
�C�1
i � � 1

TrPiðkÞ I

 �

\0:

Substituting the decompose matrixes of Mi and M�1
i into above inequality, then

Q�T
2

i 0
0 R�T

2

i C�T
ci

" #
Z11 Z12
Z21 Z22

� 	
Q�1

2

i 0
0 C�1

ci R
�1

2

i

" #
� � 1

TrPiðkÞ 0

0 � 1
TrPiðkÞ

" #
\0

where

Z11 ¼ AT
i Ni1 þ CT

i B
T
ciN

T
i2 þ NT

i1Ai þ Ni2BciCi ; Z12 ¼ AT
i Ni2 þ CT

i B
T
ciN

T
i3 þ NT

i1BiCci þ Ni2Aci;

Z21 ¼ CT
ciBiNi1 þ AT

ciN
T
i2 þ NT

i2Ai þ NT
i3BciCi ; Z22 ¼ CT

ciBiNi2 þ AT
ciNi2 þ NT

i2BiCci þ NT
i3Aci
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Let

J12 ¼ Qi 0
Mi1Q

1
2

i Mi2CT
ciR

1
2

i

� 	
; J22 ¼

� 1
TrPiðkÞ 0

0 � 1
TrPiðkÞ

" #

then the above inequality is multiplied by J12 on left side, meanwhile, multiply JT12
on right side, we have

I 0
Mi1 Mi2

� 	
Z11 Z12
Z21 Z22

� 	
I MT

i1
0 MT

i2

� 	
� J12J22J

T
12\0

By

Mi1Ni1 þMi2N
T
i2 ¼ I; MT

i2Ni2 þMi3Ni3 ¼ I; Mi1Ni2 þMi2Ni3 ¼ 0 ; MT
i2Ni1 þMi3N

T
i2 ¼ 0 ;

Ni1Mi1 þ Ni2M
T
i2 ¼ I ; NT

i2Mi2 þ Ni3Mi3 ¼ I ; Ni1Mi2 þ Ni2Mi3 ¼ 0 ; NT
i2Mi1 þ Ni3M

T
i2 ¼ 0 :

then we can get

J11 � J12J22J
T
12\0

By Lemma 35.1, we can get formula (35.15). Hence, Theorem 35.2 is proved.
Hence, we can conclude the algorithm of output feedback decentralized robust

predictive control as follows:
Step1: Selecting tkðk ¼ 0; 1; 2; 3; . . .Þ and T which satisfy tk ¼ kT , then let k ¼ 0
Step2: At sampling time kT , by solving optimization problems (35.13), we obtain

the variables Âi; B̂i; Ĉi ;Mi1;Ni1, and the variables Mi2;Ni2 can be figured
out by formula (35.11)

Step3: Substituting the matrixes Âi; B̂i; Ĉi ;Mi1;Ni1;Mi2;Ni2 into formula (35.12),
we can figure out Aci;Bci;Cci of controller (35.3)

Step4: Substituting Aci;Bci;Cci into formula (35.2), based on system (35.1), we can
figure out the state prediction xiðkT þ s; kTÞ, output prediction yiðkTÞ, and
the state prediction of the controller (35.3) for the sampling period kT þ s

Step5: Based on the prediction of ~xiðkT þ s; kTÞ and yiðkTÞ, repeat Step1–Step4.

35.4 Stability Analysis

Lemma 35.2 [11] There is symmetric positive matrix P 2 R, and the formula
ATPþ PA\0 is set up, then the system _xðtÞ ¼ AðtÞxðtÞ is stable.
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Lemma 35.3 [9] Any feasible solution of the optimization in Theorem 35.2 for
time kT is also feasible for all sampling time NTðN[KÞ.

By Theorem 35.2, we can get the output feedback controller matrices Ak
ci;B

k
ci;C

k
ci,

when k changes from 0 to 1, we can receive the output feedback control sequence
Ak
ci;B

k
ci;C

k
ci

� 

orderly. By Lemma 35.3, we can know that the feasibility of the

solution of optimization problem (35.13) can be guaranteed by the feasible solution
of the sampling time. Substituting Ak

ci;B
k
ci;C

k
ci

� 

into system (35.1), we can get the

closed-loop subsystem as follows:

_�xiðtÞ ¼ �AiðtÞ�xiðtÞ ð35:16Þ

Theorem 35.3 Assume that the solution of optimization problem (35.13) is feasi-
ble. Then the closed-loop system (35.14) is stable.

Proof The piecewise continuous Lyapunov function of closed-loop system is

Vð�xiðtÞÞ ¼ �xTi ðtÞPiðkÞ�xiðtÞ

By Theorem 35.2, we have

�AT
i PiðkÞ þ PiðkÞ�Ai þ �CT

i
�Ci � 0

thus

�AT
i PiðkÞ þ PiðkÞ�Ai\0

By Lemma 35.2, we can conclude that the closed-loop system (35.14) is stable.
Hence, Theorem 35.3 is proved.

35.5 Simulation Example

Consider subsystems 1 with

A11;A12;B1
� � 2 X1

¼ 1 2:5

2 2

� 	
;

�1 0:5

1 1

� 	
;

0:5

�1:5

� 	
 �
;

1 0:5

�0:5 2

� 	
;

1 �0:5

�0:5 1

� 	
;

1:5

4:5

� 	
 �� �
;

and subsystems 2 with
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A22;A21;B2
� � 2 X2 ¼

0 0:3 1

�1 0:5 2

0:1 �1 1

2
64

3
75;

1:5 �1 0

0 2 1

�1 �1 0:5

2
64

3
75;

�1 0:5

�0:5 1

1 �0:5

2
64

3
75

0
B@

1
CA

8><
>: ;

2 0:1 0:2

1 1:5 0

0:3 1 1

2
64

3
75;

0:5 0:6 0:4

2 0 1

1 3 2

2
64

3
75;

1 0:5

�1:5 �1

0 �1

2
64

3
75

0
B@

1
CA
9>=
>;

C1 ¼ 1 0½ �;C2 ¼
0 0:5 1

1 0:5 1

� 	
; x10 ¼ 1:8 0:6 1:2 0:4½ �T ;

x20 ¼ 1 0:2 1:2 0:9 0:6 0:9½ �T

Choose the sampling period

T ¼ 0:3s;Q1 ¼ I2�2;R1 ¼ I;Q2 ¼ I3�3;Q2 ¼ I3�3;R2 ¼ 0:5I2�2

by the above algorithm and the toolkit of LMI of Matlab [12], we can obtain

Ac1 ¼ �6:6624 5:4446
�38:6415 31:5699

� 	
;Bc1 ¼ �1:9816

�11:4934

� 	
;Cc1 ¼ �0:6469 �5:5310½ �

Ac2 ¼
�5:5591 3:7821 7:5585

�29:6653 �1:2207 �1:9320

�15:1346 �16:8271 �34:2251

2
64

3
75;Bc2 ¼

0:9653 �0:3310

1:8933 �2:3847

�1:6327 �1:6834

2
64

3
75;

Cc2 ¼
0:1046 1:0415

0:3957 �0:0013

� 	

The following simulations reveal that the output feedback robust predictive
control algorithm, which is designed on the method of LMI, can solve the problem
of the unpredictable system parameter uncertainty effectively by selecting the
proper sampling period and make the closed-loop system achieve stability under
meeting the constraint condition (Figs. 35.1, 35.2 and 35.3).
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Fig. 35.1 The state of
closed-loop system curve
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35.6 Conclusion

In this paper, we study the design problem of the convex polyhedral uncertain
large-scale system with state matrix and the associated matrix is convex polyhedral
uncertain. We can deduce matrix inequality conditions for the existence of the
controller from adopting the variable transformation thought. By solving the linear
matrix inequality, the controller can make the closed-loop system robust stability.
The simulation results verify the effectiveness of the algorithm.
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Chapter 36
Research on Natural Gas Pipeline Leak
Detection Algorithm and Simulation

Daiyong Zhou

Abstract In order to improve detection accuracy and reduce false alarm rate,
research on gas pipeline leakage algorithm has extremely important significance.
In this paper based on long pipe negative pressure wave algorithm, the adaptive
Kalman filter detection method is proposed, which can overcome the shortage of
wavelet transform method. An adaptive detection model is established using the
data collected by pressure sensor. The location of leakage point can be calculated
by time difference between the upstream and downstream through the Kalman
Filter. The relative error and false alarm rate are estimated. Experimental results
show that the improved method can reduce the false alarm rate. The adaptive
Kalman filter detection method provides a useful method for the detection of natural
gas pipeline leakage.

Keywords Negative pressure wave � Wavelet transform � Adaptive Kalman
filtering � Detection technology

36.1 Introduction

Natural gas is a necessary energy in people’s daily life, and is closely related to
people’s life. As energy fuel distributed by the state it has received immense social
attention today; natural gas is the most important energy being a clean green energy
and being supplied directly to millions of households through gas pipelines.
Because of the flammable characteristics of natural gas, it is mainly transported by
pipelines [1]. The safe transportation of natural gas is a problem that must be solved
as it has become the focus of people’s worry and the country attaches great
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importance to this concern. Because there are unavoidable pipeline transportation
potential factors such as pipeline corrosion, aging pipes, and accidental damage that
may cause gas leaks to occur at any time, normal delivery cannot be allowed from
the pipeline as it may cause heavy casualties. Recent news reports convey that
pipeline leaks can have serious impacts on people’s liveswith heavy financial loss to
the country; thus the study of natural gas pipeline leak detection technology has
become a hotspot.

The natural gas pipeline transport can be divided into long pipeline transportation
for cities; different pipeline leak detection method are used which makes a great
difference. This article is a study of the leak methods for long natural gas pipelines.
The long gas pipeline always uses negative pressure wave leak detection algorithm,
this method being simple in principle with the ability to apply strong, high sensitivity
without the establishment of relevant mathematical model on detection [2]. How-
ever, the negative pressure wave detection algorithm is particularly sensitive to rapid
sudden leakage situation, such as large leaks or man-made destruction. In the tiny
leakage or slow leakage situation it is not very sensitive. In such detection methods
where there are a lot of potential crises, the following visible problems exist:

(1) Pipeline in negative pressure wave propagation velocity v is not constant, in
addition to the propagation velocity and also the compressibility of the gas, the
elastic wall of the pipe and the pipe wall friction factor closely linked.

(2) Noise interference in the natural environment, using the pressure sensor to
accurately detecting negative pressure wave singularity is difficult and leads to the
lack of negative pressure wave propagation time Dt which is the difference
accuracy.

(3) Long pipeline during normal operations such as start–stop switch will cause
negative pressure wave propagation conditions; the algorithm can distinguish
normal identify switch start–stopped the negative pressure wave, which can
effectively reduce the rate of false positives and provide the basis to improve
detection accuracy [3].

To solve the problems mentioned above, and taking into account the pressure
within the gas flow velocity that will affect the situation, can be gradually an
iterative approximation algorithm that locate leak points with a small parameter as
evaluation criteria, it is possible to improve the accuracy of location. For natural gas
pipeline the inspection method is as follows. Ge and Wang [4] used a physical
model based on gas pipeline, combined with the negative pressure wave amplitude
along the pipeline approximate exponential decay mechanism, an assessment of the
proposed gas pipeline leak detection, and location system performance index
method (minimum detectable amount of leakage). This method can solve the
situation of small leaks in gas pipeline. Niu and Zhang [5] proposed a real-time
model on natural gas long pipeline detection, leak location to locate the pipeline.
Zhang and Gao [6] used wavelet transform negative pressure wave signal which
occurs when the acquired pipeline leak has noise reduction, captures the negative
pressure wave signal singularity, calculates the location of the leak points, and
improves the positioning accuracy. Methods in the literature are from the detection
accuracy of performance evaluation system.
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However, for long gas pipeline algorithm based on negative pressure wave
pipeline leak studies, this paper is based on negative pressure wave adaptive
Kalman filter algorithm with performance of the natural gas pipeline from the
detection accuracy and false alarm rate evaluation system.

36.2 Adaptive Kalman Filtering Algorithm

Adaptive Kalman filter realizes the basic tasks of filtering and prediction
information processing, time domain filter parameters also need to be able to track
over time to update and adapt to the dynamic environment, where the parameters
are updated using recursive way [7]. In the adaptive filter, statistical capacity
algorithm, statistical power tracking systems, ability to adapt to the dynamic
changes of the environment, in practical application are important [8]. Thus, for
natural gas pipeline leak detection, in addition to the natural gas pipeline has a lot of
noise outside, but also has a data flow when gas pressure sensor to collect gas
concentration changes cannot accurately detect or measure in case of false positives
and prone to leakage, in order to solve this series of questions, the use of adaptive
Kalman filter effectively avoids these problems. The algorithm can track changes in
the system or the environment to detect leaks and optimize system performance.
The Kalman filter prediction process is

x k þ 1ð Þ ¼ H k þ 1; kð Þx kð Þ þ v kð Þ ð36:1Þ

The observation process is

y kð Þ ¼ C kð Þx kð Þ þ w kð Þ ð36:2Þ

where v kð Þ is the process noise vector, w kð Þ is the observation noise vector, v kð Þ
and w kð Þ are white noise and uncorrelated.

Adaptive Kalman filter prediction method uses an even number to predict an odd
number of sequences, the prediction method constructs an odd number of sequences
and is original even sequence linear minimum mean square error estimation. Based
on Formulas (36.1) and (36.2) the prediction equation is obtained.

xj 2nþ 1ð Þ ¼ H 2nþ 1; 2nð Þxj 2nð Þ þ v 2nð Þ ð36:3Þ

we can get the observation equation as

y 2nð Þ ¼ C 2nð Þxj 2nð Þ þ w 2nð Þ ð36:4Þ

In the least squares even sequence given observation y 0ð Þ; y 2ð Þ; . . .; y 2n� 2ð Þ can
be obtained and observation vector y 2nð Þ is estimated as
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y1 2nð Þ ¼ y1 2n y 0ð Þ; y 2ð Þ; . . .; y 2n� 2ð Þjð Þ ð36:5Þ

Updating of prediction data is found in the following expression:

a 2nð Þ ¼ y 2nð Þ � y1 2nð Þ n ¼ 0; 1; 2; . . . ð36:6Þ

Thus the data update sequence a 2nð Þ and observational data are orthogonally
related and the correlation matrix is expressed as

R 2nð Þ ¼ E a 2nð ÞaH 2nð Þ� � ð36:7Þ

Calculate the even number sequence forecast estimates that predict to estimate
the observation data using an even number sequence linear combination structure of
an odd number of forecast update process [9], forecast an odd sequence in which the
minimum mean square estimate is

ŝj;1 ¼ H 2nþ 1; 2nð Þŝj;1 2nð Þ þ G 2nð Þa 2nð Þ ð36:8Þ

By the above formula, the error covariance of adaptive Kalman filter is

Pkþ1jkþ1 ¼ I � Kkþ1Hð ÞPkþ1jk ð36:9Þ

Formula (36.8) by using an even number sequence adaptive Kalman filter
prediction methods of odd number of columns visible, H 2nþ 1; 2nð Þŝj;1 2nð Þ
determining the value of the nonadaptive, G 2nð Þ is adaptive gain matrix, and
G 2nð Þa 2nð Þ determines the value of a nonadaptive.

36.3 The Experimental Results and Analysis

The gas pipeline inspection system is for performance evaluation, in addition to
precision leak detection and location, as well as pipeline inspection false positive
rate, which are the essential performance evaluation parameters of natural gas
pipeline inspection system. This paper uses the adaptive Kalman filter compared
with the literature [3] wavelet transform method. Where the literature [3] used
wavelet transform pressure sensor to the data processing, the corresponding sim-
ulation results are as follows (Fig. 36.1).

In the natural gas pipeline based on adaptive Kalman filter leak detection
method, the acquisition by the pressure sensor to the pressure signal, and the
pressure signal collected for storage, adaptive Kalman filter pressure signal for data
analysis and filtering, detected are their leaks case. When leaks occur early warning
system is not only timely, but can also be able to find the location of pipeline leaks
and provide important information to repair the pipeline. Pipeline leaks detection
using adaptive Kalman algorithm flowchart is shown in Fig. 36.2.
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After pipeline leak, the upstream end of the negative pressure wave signals
received are nonstationary signals with noise. The use of adaptive Kalman filter for
signal denoising and tracking can accurately locate the leak, and accurately detect
leak onto the downstream sensor negative pressure wave propagation time. Adaptive
filter algorithm gas pipeline leakage detection simulation is shown in Fig. 36.3.

The experiment results analysis shows that the error of the algorithm to detect
pipeline leakage point and the rate of false positives are shown in Table 36.1.

Figures 36.1 and 36.3 and Table 36.1 show that natural gas pipeline detection
method based on negative pressure wave is prone to false positives, pipeline leak
point accuracy is not good enough, but based on adaptive Kalman filter method

Fig. 36.1 Wavelet transform
of the simulation

Pressure data 
collected

Establish 
detection model

Pipeline leaks

Calculated leak 
location

Adaptive Kalman 
filter

No

Yes

Fig. 36.2 The adaptive
algorithm flowchart
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used to detect natural gas pipeline, whether from false positives situation or from
the positioning accuracy is better than the negative pressure wave method. So the
adaptive Kalman filter method can get the desired effect.

36.4 Conclusion

This article is the use of adaptive Kalman filter to detect natural gas pipeline leaks.
The adaptive filter can accurately detect the exact time and location of the leak
negative pressure waveform signal transmitted from the leak point to the difference
between the upstream and downstream relative error which can be calculated leak
points and false alarm rate. Regardless of the method or positioning accuracy is
better than on the issue of false positives based on negative pressure wave detection
of gas pipeline.
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Chapter 37
H∞ Filtering for Network-Based Systems
with Time-Varying Delay

Duanjin Zhang and Xiaojing Jie

Abstract This paper is concerned with the problem of H-infinity filtering for
network-based systems with time-varying delay. The performance analysis of
network-based H-infinity filtering-error systems is proposed by constructing a
suitable Lyapunov-Krasovskii functional which can retain some useful time-delay
terms. A sufficient condition of exponential stability for filtering error system is
derived in terms of linear matrix inequality approach, and the design method of
H-infinity filter is also given. A numerical example shows the effectiveness of the
proposed approach.

Keywords Time-varying delay � H∞ filtering � Networked control systems �
Linear matrix inequality approach

37.1 Introduction

State estimation has a significant role in signal processing and control systems.
Compared with Kalman filtering, the advantage of H∞ filtering is that the noise
sources can be arbitrary signal instead of Gaussian noise. Besides, H∞ filtering has
high estimation precision and robustness. As a result, H∞ filtering approach has
received growing attention to deal with the estimation problem [1–4]. Networked
control systems (NCSs), which can realize large system control and remote control
through complex data network or wireless network, bring new functionalities such
as good interactive performance, reduced system wiring, simple system diagnosis
and maintenance, and high reliability. However, the insertion of communication
networks makes the NCS analysis complex, as network system may be time-varying
delay, packet dropouts, packet disorder, etc. Time-varying delay is usually regarded
as the fundamental cause of system dynamic performance or system instability.
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The problem of H∞ filtering for the systems over network with time-varying delay
is challenging and meaningful. Therefore, this paper concerns network-based H∞

filtering for time-varying delay systems.
Many useful results on filtering with time-varying delay system have been

reported [5–7]. For example, Ref. [5] studied the H∞ performance analysis criterion
using linear matrix inequality (LMI). References [6] and [7] focus on the stability of
filtering error system with free weighting matrix method. Nevertheless, the pre-
sented results use the time-varying-delay upper bound instead of the time delay.
Therefore, the methods in the existing literature [5–7] ignore part of the time-delay
information, which makes the results conservative. In this paper, to reduce the
conservative of the existing results, an available Lyapunov function is constructed.
Based on integral inequality approach, the stability criteria are derived by consid-
ering the whole variation interval of the delay. By the given examples, it can be
seen that the range for time delay can be wider, which makes the derived criteria
less conservative.

37.2 Problem Formulation

Consider the following continuous time system with time-varying delay:

_x ðtÞ ¼Ax ðtÞ þ Adx ðt � sðtÞÞ þ Bw ðtÞ
y ðtÞ ¼Cx ðtÞ þ Cdx ðt � sðtÞÞ þ Dw ðt � sðtÞÞ
z ðtÞ ¼ Lx ðtÞ
x ð0Þ ¼/0

ð37:1Þ

where xðtÞ 2 <n is the state vector, yðtÞ 2 <r is the measurement output, zðtÞ 2 <q

is the objective signal to be estimated, and wðtÞ 2 <p is the disturbance input. A, Ad ,
B, C, Cd , D and L are known constant real matrices of appropriate dimensions. /0 is
the initial condition. sðtÞ is time-varying delay, where sðtÞ satisfies:

0\sm � sðtÞ� sM ð37:2Þ

We design an H∞ filter described as follows:

_xf ðtÞ ¼ Af xf ðtÞ þ Bf yf ðtÞ
zf ðtÞ ¼ Lf xf ðtÞ

ð37:3Þ

where xf ðtÞ 2 <n, yf ðtÞ 2 <r are the inputs of the filter, Af , Bf and Lf are filter
parameters to be determined.
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Define

nðtÞ ¼ xTðtÞ; xTf ðtÞ
h iT

; eðtÞ ¼ zðtÞ � zf ðtÞ; aðtÞ ¼ wðtÞ
wðt � sðtÞÞ

� �
:

Combining (37.1) and (37.2), we obtain the filtering-error system

_nðtÞ ¼AnðtÞ þ A1nðt � sðtÞÞ þ BaðtÞ
eðtÞ ¼ LnðtÞ
nðtÞ ¼/ðtÞ; t 2 t0 � sM ; t0½ � ð37:4Þ

where

A ¼ A 0
Bf Af

� �
; A1 ¼ Ad 0

BfCd 0

� �
; B ¼ B 0

0 BfD

� �
; L ¼ L �Lf½ �:

To give an H∞ performance analysis result for the filtering-error system (37.4),
the following definition is introduced first.

Definition 37.1 System (37.4) is said to be exponentially stable with an H∞ norm
bound c, if the following hold:

(1) System (37.4) is exponentially stable with aðtÞ � 0, that is, there exist a small
enough positive g[ 0, such that VðtÞ satisfies:

_VðtÞ\� g nðtÞk k2 ð37:5Þ

(2) Under the assumption of zero initial condition, the performance ofH∞ satisfies:

eðtÞk k2 � c aðtÞk k2; aðtÞ 2 L2½t0;1Þ
For the following use, we need four lemmas.

Lemma 37.1 [8] Let xðtÞ 2 <n be a vector-valued function with first-order con-
tinuous-derivative entries. For any positive definite matrix R 2 <n�n and
Y ¼ M1 M2½ � 2 <n�2n, and a scalar function h� 0, the following integral
inequality holds:

�
Z t

t�h

_xTðsÞR _xðsÞds� hnTðtÞYTR�1YnðtÞ

þnTðtÞ MT
1 þM1 �MT

1 þM2

	 �MT
2 �M2

� �
nðtÞ ð37:6Þ
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Lemma 37.2 [9] For any constant matrix W 2 <n�n, W ¼ WT [ 0, scalar s[ 0,
and vector function xð�Þ : �s; 0½ � ! <n, such that the following integration
holds:

�s
Z t

t�s

_xTðsÞ W _xðsÞds� xðtÞ
xðt � sÞ

� �T �W W
W �W

� �
xðtÞ

xðt � sÞ
� �

ð37:7Þ

Lemma 37.3 [10] (Schur complement) For given real symmetric matrices A11, A22

and A12 of appropriate dimensions, the following three conditions are equivalent:

(I)
A 11 A12

AT
12 A22

� �
\0;

(II) A11\0;A 22 � AT
12A

�1
11 A12\0;

(III) A 22\0;A11 � A12A�1
22 A

T
12\0.

Lemma 37.4 [10] N1, N2 and X are constant matrix of appropriate dimensions.
Suppose sm � sðtÞ� sM , where sðtÞ is time-varying function. Then, the inequality
(37.8) holds, if and only if inequality (37.9) holds:

Xþ ðsðtÞ � smÞN1 þ ðsM � sðtÞÞN2\0 ð37:8Þ

Xþ ðsM � smÞN2\0; Xþ ðsM � smÞN1\0 ð37:9Þ

37.3 Main Results

37.3.1 H∞ Filter Stability Analysis

In this section, we will present a sufficient condition for the stability analysis of
networked control systems using integral inequality approach.

Theorem 37.1 For given scalars sm [ 0, sM [ 0, c[ 0, the filtering error system
(37.4) is exponentially stable if there exist real matrices

P ¼ P1 P2

	 P3

� �
[ 0, Qi ¼ QT

i � 0, Ri ¼ RT
i [ 0ði ¼ 1; 2Þ, N ¼ N1 N2½ �,

N ¼ 0 0 N1 N2 0 0 0½ �, M ¼ M1 M2½ �, M ¼ 0 0 0 M1 M2 0 0½ �,
satisfying:
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U1 ¼
U1 	 	
N21 N22 	
Ni
31 0 N33

2
4

3
5\0; i ¼ 1; 2 ð37:10Þ

where

U1 ¼

P 	 	 	
U12 U13 	 	
R1 0 �Q1 � R1 þ N T

1 þ N1 	
U21 U22 �N1 þ NT

2 M T
1 þM 1 � N2 � N T

2
0 0 0 �M T

1 þM 2

U31 U32 0 0
U33 U34 0 0

2
666666664

	 	 	
	 	 	
	 	 	
	 	 	

�Q 2 �M T
2 �M 2 	 	

0 �c 2I 	
0 0 �c 2I

3
777777775

N21 ¼
smR1Kffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

sM � sm
p

R2K

C

2
64

3
75; N22 ¼ diagð�R1;�R2;�IÞ; N33 ¼ �R2;

N1
31 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sM � sm

p
MT ; N2

31 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sM � sm

p
NT ;

P ¼Q1 þ Q2 � R1 þ P1Aþ ATP1 þ P2BfC þ CTBf P2; U12 ¼ P2Aþ P2Af þ P3BfC;

U13 ¼P3Af þ AT
f P3; U21 ¼ P1Ad þ AT

dP1 þ P2BfCd þ CT
d B

T
f P2;

U22 ¼AT
dP2 þ P2Ad þ P3BfCd þ CT

d B
T
f P3; U31 ¼ P1Bþ BTP1;

U32 ¼P2Bþ BTP2; U33 ¼ P2BfDþ DTBT
f P2; U34 ¼ P3BfDþ DTBT

f P3;

C ¼ L Lf 0 0 0 0 0½ �; K ¼ A 0 0 Ad 0 B 0½ �;

:

Proof Define Lyapunov-Krasovskii functional as:

VðtÞ ¼ nTðtÞPnðtÞ þ
Z t

t�sm

xTðsÞQ 1xðsÞdsþ
Z t

t�sM

xTðsÞQ 2xðsÞds

þ sm

Z t

t�sm

Z t

s

_xTðsÞR 1 _xðsÞdvds þ
Zt�sm

t�sM

Z t

s

_xTðsÞR 2 _xðsÞdvds
ð37:11Þ

Take a derivative of VðtÞ with respect to t along the trajectory of (37.4) yields:

_VðtÞ ¼ 2nTðtÞP _nðtÞ þ xTðtÞðQ1 þ Q2ÞxðtÞ � xTðt � smÞQ1xðt � smÞ
� xTðt � sMÞQ2xðt � sMÞ þ _xTðtÞðs 2

mR1 þ ðsM � smÞR 2Þ _xðtÞ

� sm

Z t

t�sm

_xTðsÞR1 _xðsÞds �
Zt�s ðtÞ

t�sM

_xTðsÞR2 _xðsÞds�
Zt�sm

t�sðtÞ

_xTðsÞR2 _xðsÞds

ð37:12Þ

37 H∞ Filtering for Network-Based Systems … 367



By using Lemma 37.1, we have:

�
Zt�sm

t�sðtÞ

_xTðsÞR 2 _xðsÞds� nT1ðtÞ
N T

1 þ N 1 �N T
1 þ N 2

	 �N T
2 � N 2

� �
n1ðtÞ

þ ðsðtÞ � smÞnT
1 ðtÞN T

R�1
2 Nn 1ðtÞ ð37:13Þ

�
Zt�sðtÞ

t�sM

_xTðsÞR 2 _xðsÞds� nT2ðtÞ
MT

1 þM1 �MT
1 þM 2

	 �M T
2 �M 2

� �
n2ðtÞ

þ ðsM � sðtÞÞ nT2ðtÞM T
R� 1

2 M n 2ðtÞ ð37:14Þ

where

nT1 ðtÞ ¼ xTðt � smÞ xTðt � sðtÞÞ� �
nT2 ðtÞ ¼ xTðt � sðtÞ xTðt � sMÞ

� �
By Lemma 37.2, we have:

�sm

Z t

t�sm

_xTðsÞR1 _xðsÞds� xðtÞ
xðt � smÞ

� �T �R 1 R 1

R 1 �R 1

� �
xðtÞ

xðt � smÞ
� �

ð37:15Þ

Suppose _xðtÞ ¼ KlðtÞ,

l ðtÞ ¼ ½ x Tð tÞ xTf ð tÞ x Tð t � smÞ xTðt � sðtÞÞ xTðt � sMÞ wTðtÞ w Tðt � sðtÞÞ �:

Adding (37.13–37.15) into (37.12) yields:

_V ðtÞ þ eTðtÞ eðtÞ � c2aTðtÞ aðtÞ� lTðtÞðU 1 þ K Tðs2mR 1 þ ðsM � smÞR 2ÞKþ
C TCÞl ðtÞ þ ðsðtÞ � smÞlTðtÞMR�1

2 MTl ðtÞ þ ðsM � sðtÞÞ l TðtÞNR�1
2 N Tl ðtÞ

ð37:16Þ

By Lemma 37.3, the inequality (37.10) is equivalent to:

U1 þ KTðs 2mR 1 þ ðsM � smÞR 2ÞKþ CTCþ ðsM � smÞMR�1
2 MT\0 ð37:17Þ

U1 þ KTðs2mR 1 þ ðsM � smÞR2ÞKþ CTCþ ðsM � smÞNR �1
2 NT\0 ð37:18Þ

By Lemma 37.4, combining (37.17) and (37.18), we can obtain:
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_VðtÞ þ eTðtÞeðtÞ � c2aTðtÞaðtÞ\0

That is,

eTðtÞeðtÞ � c2aTðtÞaðtÞ� � _VðtÞ ð37:19Þ

Under the zero condition, integrating both sides to (37.19), we obtain

Z1
0

eTðsÞeðsÞds�
Z1
0

c2aTðsÞaðsÞds�Vð0Þ � Vð1Þ\0

The inequality above is equivalent to:

Z1
0

eTðsÞeðsÞds�
Z1
0

c2aTðsÞaðsÞds ð37:20Þ

Under zero initial condition, for all nonzero wðtÞ satisfies:

eðtÞk k2 � c aðtÞk k2
Therefore, system (37.4) has a guaranteed H∞ noise attenuation performance. As

for the proof of Theorem 37.1, we reserve the time-varying delay information
instead of the upper bound, which makes the result less conservativeness.

37.3.2 H∞ Filter Design

Theorem 37.2 For given scalar sm [ 0, sM [ 0, c[ 0, if there exist matrices
P 1 ¼ PT

1 [ 0, Qi ¼ QT
i � 0, Ri ¼ RT

i [ 0 ði ¼ 1; 2Þ, Y ¼ P2P�1
3 PT

2 [ 0,
N ¼ 0 0 N1 N2 0 0 0½ �, M ¼ 0 0 0 M1 M2 0 0½ � such that

U1 ¼
U

0

1 	 	
N

0
21 N22 	

N i
31 0 N33

2
64

3
75\0; i ¼ 1; 2 ð37:21Þ
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U0
1 ¼

C 	 	 	 	 	 	
U0

12 U0
13 	 	 	 	 	

R1 0 �Q� R1 þ NT
1 þ N1 	 	 	 	

U21 U0
22 �N1 þ NT

2 MT
1 þM1 � N2 � NT

2 ! 	 	 	
0 0 0 �MT

1 þM2 �Q�MT
2 �M2 	 	

U21 U0
32 0 0 0 �c2I 	

U21 U0
34 0 0 0 0 �c2I

2
666666664

3
777777775

N21 ¼
smR1Kffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

sM � sm
p

R2K
C

0

2
4

3
5;

U
0
12 ¼ YAþ ATY þ YAf þ AT

f Y þ BfC þ CTBf ; U
0
13 ¼ Af þ A

T
f ;

U
0
22 ¼ YAd þ AT

dY þ BfCd þ CT
d Bf ; U

0
32 ¼ YBþ BTY ;

U
0
34 ¼BfDþ DTB

T
f ; C

0 ¼ L �Lf P�1
3 P2 0 0 0 0 0

� �
:

Moreover, the filter parameters of an admissible filter of form (37.3) are given by

Af ¼ Af Y
�1;Bf ¼ P�1

2 Bf ; Lf ¼ Lf P
�1
2 P3:

Proof Let V ¼ diagð I P 2P� 1
3 I I I I I I I I I Þ, pre- and post-multiplying

form (37.10) with V and VT . Let Af ¼ P2P�1
3 PT

2Af ; Bf ¼ P2Bf ; Lf ¼ Lf P�1
3 P2.

Then we can obtain the form (37.21). h

37.4 Number Example

Consider the system (37.1) with the following parameters:

A ¼ 0 3

�4 �5

� �
;Ad ¼

�0:5 0

0:9 0

� �
; B ¼ 0:5 0

0 0

� �
; C ¼ 0:2 0:6½ �;

Cd ¼ 0 1½ �;D ¼ 0 1½ �; L ¼ 1 1½ �:

Here, the time-varying delay sðtÞ satisfies (37.2). By using Theorem 37.2, we
can compute the corresponding allowable upper bounds of the delay for different sm
by the LMI toolbox in MATLAB. The computed results are shown in Table 37.1.
From Table 37.1, we can obtain larger allowable upper bound of time-delay, which
lead to less conservative results (Table 37.1).

By Theorem 37.2 with sm ¼ 0:2 and sM = 0.48, we can obtain H∞ performance
c ¼ 0:1607, while applying the method in [12], the H∞ performance is given by
c ¼ 0:2309. Clearly, our method can improve the H∞ performance. The parameter
matrices Af , Bf and Cf of the filter as
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Af ¼
�0:8073 0

0 �0:8073

� �
;Bf ¼

0:0084

�0:0019

� �
;

Lf ¼ 0:0485 �0:0508½ �

37.5 Conclusions

We have addressed the problem of network-based H∞ filtering for time-varying
delay system. When we take a derivative of Lyapunov-Krasovskii functional with
respect to t along the trajectory of filtering error system, we did not ignore the
variation interval of the delay. Some numerical examples have been given to show
the effectiveness and less conservativeness.
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Chapter 38
A Comparative Study of Pricing Control
Algorithms in Deregulated Electricity
Market

Zhi-Yu Xu, Wei-Hui Shao, Hai-Ni Qu, Ke Sun and Wei-Sheng Xu

Abstract In the future smart grid, both sides of the generation and the demand
participate in the real-time electricity market, and their activities are responsive to
the electricity price. Thus it is proposed the concept of “pricing control.” Consid-
ering the numerous algorithms of pricing control which are reported in literature,
this paper performs a comparative study and evaluates their effectiveness and
advantages. The pricing control scheme of electricity market is formulated. The
control algorithms are presented, i.e., info-fusion-based control, multiperiod opti-
mal control, adaptive estimation, proportional-integral, and moving average esti-
mation. The differences are clarified; from the model description to the solving
technique. The quality of the solution is computationally compared and analyzed.

Keywords Smart grid � Electricity market � Real-time pricing � Control
algorithm � Comparative study

38.1 Introduction

In the recent decades, the smart grid is attracting the interest from academy to
industry [1]. Such a large-scale informatization of the conventional power system is
making both the generation companies (GenCos) and the demand-side more
intelligent, thus more responsive to the market situation [2]. Meanwhile the time-
scale of power trade is greatly shortened and the real-time electricity market is
required. The electricity price plays a significant role in the future real-time elec-
tricity market [3]. Since GenCos and demand side are price taker and reactor, the
price could be adopted as the incentive or the control signal to affect their activities.
If the market operator (MO) could figure out the “proper” price, both GenCos and
demand-side are financially motivated to behave as required. As a sequel the market
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stability and the system reliability could be ensured. That is the principle of the
“pricing control.”

Adopting the framework of the pricing control, numerous researches have been
devoted for the derivation of such “proper” price. Considering these inherent
feedback dynamics, [4] proposes a novel idea which formulates competitive bid-
ding as a feedback system. A proportional-integral (PI) controller is developed to
ensure the supply-demand balance in a steady state meanwhile each GenCO gains
maximal profit. Estrada-Cruz et al. [5] models the bidding behavior of GenCOs as a
discrete-time linear system and utilizes expectation methods, e.g., adaptive esti-
mation (AE), moving average estimation (MAE), etc. and numerically investigates
their output equilibrium and price convergence within various cases and scenarios.
Liu and Wu [6] emphasizes the benefit of long-term optimization in the global
view. The multiperiod optimal control (MPC) on the generation quantity is com-
puted via backward induction and simulation results indicate that GenCo could
obtain more profit by applying multiperiod optimization. These works assume the
supply–demand balance in steady state and the coefficients of demand function are
fixed known [4, 7, 8] or periodically predictable in the hour timescale [6]. The price
is implicit in the model and GenCo makes decision on estimating the rivals’
behavior and market demand function. The info-fusion-based pricing control (IFC)
is reported in [9], the pricing control on generation-side is formulated as a linear
constrained quadratic optimal tracking problem and the info-fusion technique is
applied for solving the problem. In this paper, we attempt to provide insight and
evaluation on the aforementioned algorithms of pricing control through a com-
parative study.

38.2 Model Comparison

38.2.1 Adaptive Estimation and Moving Average Estimation

Most of the existing researches assume that demand–supply intrinsic balance and
market clearing price is negative-linearly dependent on the total demand. Gutierrez-
Alcaraz and Sheble [7] formulate the generation decision as the constrained opti-
mization problem

max pki ¼ uk � Txki � CSðTxki Þ ð38:1Þ

st:

uk ¼ ak � bkyk�
yk� ¼ yk

yk ¼ Pn
i¼1

xki

CSðTxki Þ ¼ di þ ei � Txki þ fi=2 � ðTxki Þ2

8>>>><
>>>>:

ð38:2Þ
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where p is the profit of GenCo, u is the electricity price, T is the control period, x is
the output power of GenCo, y� is the total demand, y is the total generation, CS is
the generation cost, a; b; d; e; f are relevant coefficients.

The dynamic model of GenCoi is

xki ¼ � bk

2bk þ fi

Xn
j¼1; j6¼i

xkj þ
1
T
ak � ei
2bk þ fi

ð38:3Þ

Gutierrez-Alcaraz and Sheble [7] present some methods for estimating oppo-
nents’ behaviors, i.e., x̂kj ; 8j 6¼ i:

The estimation is called “adaptive” if GenCoi assumes

x̂kj ¼ x̂k�1
j þ biðxk�1

j � x̂k�1
j Þ ð38:4Þ

The estimation is called “moving average” if GenCoi assumes

x̂kj ¼ xixk�1
j þ 1� xið Þxk�2

j ð38:5Þ

where b and x are the estimation weights. Notice that the electricity price is implicit
in GenCoi’s decision model (38.3) because of the strong assumption of supply–
demand balance in (38.2). From (38.3), we can say GenCoi makes generation
decision according to predicted market structure and estimated behaviors of all
opponents. The effectiveness and accuracy of the model greatly rely on those
estimations, which are actually time-variant and highly uncertain.

38.2.2 Multiperiod Optimal Control (MPC)

Liu and Wu [6] employ the same GenCo model as [7] moreover, it is believed that
each GenCo performs multiperiod optimization could gain more profit than the sum
of single-period optimization, i.e.,

max
fxki gNk¼1

XN
k¼1

pki [
XN
k¼1

max
fxki g

pki ð38:6Þ

Also applying @pki
�
@xki ¼ 0 on (38.3), [6] gives

xki ¼ 1� bi 2b
k�1 þ fi

� �� �
xk�1
i � bi2b

k�1xk�1
j þ bi a

k�1 � ei
� �

i ¼ 1; 2; j 6¼ i

ð38:7Þ

for 2-GenCo (symmetric) market. Notice that electricity price is not explicit factor
for GenCoi’s decision either.
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38.2.3 Proportional-Integral Control (PI)

Syothert and MacLeod [4] present an alternative approach and designs the PI (with
saturation) controller for MO which modifies electricity price according to the
current and accumulated error between supply and demand. The quantity–price
mapping is

xki ¼
uk � ei
2fiT

ð38:8Þ

ximin � xki � ximax ð38:9Þ

The error of current period is

ek ¼ yk� �
Xn
i¼1

Txki ð38:10Þ

The bidding price of GenCoi is

ûkþ1
i ¼ di

Txki
þ ei þ fi � Txki ð38:11Þ

MO applies saturated PI control to update the electricity price

ukþ1 ¼ max
i¼1;...;n

ûkþ1
i þ KPe

k þ KI

Xk
j¼1

e j ð38:12Þ

In the model of [4], the electricity price is first bid by GenCos and then modified
by MO according to the tracking error. Since the output feedback is evolved, the
supply could meet the demand after a transient process.

38.2.4 Info-Fusion Based Control (IFC)

In [9], the net-profit of GenCoi is presented as

pki ¼ uk�1 � Txki � CS Txki
� �� CV TDxki

� � ð38:13Þ

Notice that the costs of both generation status (CS) and variation (CV) are taken
in account. The former is the same as (38.2) and the latter is
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CV TDxki
� � ¼ ai Tx

k
i � Txk�1

i

� �2 ð38:14Þ

where a is the constant coefficient.
The pricing control is formulated as the linear constrained quadratic optimization

problem

min yN � yN�
�� ��2

S þ
XN�1

k¼0

yk � yk�
�� ��2

Q þ uk � uk�
�� ��2

R ð38:15Þ

s:t: xkþ1 ¼ Axk þ Buk � w
yk ¼ Cxk

�
k ¼ 0; 1; . . .;N � 1 ð38:16Þ

where A ¼ diag 2ai
2ai þ fi

	 

, B ¼ col 1=T

2ai þ fi

	 

, CT ¼ col(1), w ¼ col ei=T

2ai þ fi

	 

.

38.3 Performance Comparison

38.3.1 Simulation Setups

Considering the fairness of competition, the benchmark problem should be defined.
Here we adopt the 24-h demand data from California day-ahead market on April 16,
1998, which is also utilized in [6]. The estimated coefficients are provided in [6]
(See Table 38.1). The five algorithms of pricing control are applied to track this
benchmark demand trajectory over 24-h time horizon. The initial condition is each
GenCo equally shares the initial demand, and T = 1/6 h in IFC.

Consider that MPC, AE, PI, andMAE, respectively, incorporate with Case 1, 2, 3,
and 4 in the literatures, we carry out four groups for comparison: (i) IFC versus MPC
under Case 1, (ii) IFC versus AE under Case 2, (iii) IFC versus PI under Case 3, and
(iv) IFC versus MAE under Case 4. The parameter setups are listed in Table 38.2,
which are identical to those in the literatures.

38.3.2 Computational Results

The tracking performances are demonstrated by Figs. 38.1, 38.2, 38.3, and 38.4, in
which the 24-h demand, results of IFC, and other methods (MPC, AE, PI, and
MAE) are shown with circled, thick solid, and thin solid lines, respectively. Since
the effectiveness of AE, PI, and MAE are realized via repeated bidding; the x-axis
of their trajectories in Figs. 38.2, 38.3, and 38.4 should be bidding count rather than
the time. Thus it is only necessary to concentrate on the final steady-state
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equilibrium and ignore the transient. We summarize the comparison results and
present our remarks as follows.

MPC, AE, and MAE could generate the output and price similar to the historical
data in the shape of trajectories but the errors of amplitude could be quite large.
MPC provides supply around 5 % higher than demand (Fig. 38.1), the bidding
equilibriums of AE and MAE are less than 20 % of the demand (Figs. 38.2 and
38.4). (Note: Their supply reaches the demand at the first round of bidding only
because the initial condition is each GenCo generates y*/n). The reason is that none
of them has the closed loop of supply. They simply assume that supply is equal to
demand. However such assumption strictly relies on the estimation of the demand
function coefficients, i.e., the accuracy of a and b. Through repeated bidding of the
algorithms, the market could settle at the equilibrium and each GenCo could obtain
maximal profit but the total supply volume could not be guaranteed.

PI could accurately track the varying demand (Fig. 38.3), because it employs
supply closed-loop so that price could be adjusted by the tracking error. But PI

Table 38.1 24-h historical data of demand, price, and periodically estimated coefficients

Hour 1 2 3 4 5 6 7 8

Demand (MWh) 17280 16832 16611 16631 16911 17780 19647 20808

Price ($/MWh) 16.056 14.64 13.573 13.749 15.453 24.7 26.493 27.09

a 34.547 24.093 21.114 21.617 26.463 53.341 56.883 57.47

b (×10−4) 9.4162 5.6148 4.5372 4.7304 6.5062 16.103 15.456 14.599

Hour 9 10 11 12 13 14 15 16

Demand (MWh) 21235 21819 22238 22391 22333 22344 22172 21874

Price ($/MWh) 27.079 27.492 28.398 28.991 28.505 28.201 27.75 27.023

a 57.055 57.682 60.013 61.585 60.184 59.295 58.085 56.256

b (×10−4) 14.104 13.831 14.205 14.556 14.184 13.908 13.68 13.351

Hour 17 18 19 20 21 22 23 24

Demand (MWh) 21166 20639 20798 22110 22409 21374 19861 17847

Price ($/MWh) 26.49 26.116 26.045 27.815 27.987 26.49 26.208 20.494

a 55.347 54.771 54.346 58.37 58.565 55.11 55.763 34.283

b (×10−4) 13.624 13.87 13.605 13.812 13.643 13.387 14.881 9.1075

Table 38.2 Parameter setup for performance comparison

Case Market structure Control
algorithm

Control parameters

1 2-GenCo
(symmetric)

MPC Optimization horizon: 24 h; control period: 1 h;
b1 ¼ b2 ¼ 60

2 2-GenCO AE Bidding rounds: 10; b1 ¼ 0:3;b2 ¼ 0:6

3 3-GenCO PI Bidding rounds: 30; KP ¼ 10�4;KI ¼ 8� 10�3

4 5-GenCO MAE Bidding rounds: 10; x1 ¼ 0:2;x2 ¼ 0:5;
x3 ¼ 0;x4 ¼ 1;x5 ¼ 0
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Fig. 38.1 Tracking performance and price level of IFC and MPC under Case 1
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requires multiple rounds of bidding (see the damped oscillation in Fig. 38.3) and
reaches the demand in steady state. The reason is that PI merely uses output
feedback and only considers the demand of next single period, thus it behaves as a
series of independent step responses over sequential hours.

Due to the inherent mechanism of state-feedback and multiperiod optimization,
the pricing decision of IFC is derived by information fusion of all the future demand
so that IFC dynamically tracks the demand under all four cases. Besides, IFC
achieves the lowest electricity price as compared to MPC, AE, PI, and MAE. As a
result, IFC should be more appreciated by MO. Meanwhile the profit of each
GenCo is also reduced since the price is brought down. However, GenCo still could
benefit from accepting and adopting IFC. The reason is that given other control
strategies, GenCo has to make its bidding decision by predicting electricity price
and estimating rivals’ behaviors, which are highly uncertain and risky. While in
IFC, GenCo makes its optimal option only by considering the MO-offered price and
its own operation status, thus the profit becomes more deterministic and ensured.

38.4 Conclusion

This paper conducts a comparative study on five algorithms of pricing control, i.e.,
PI, MPC, AE, MAE, and IFC. The model formulations are presented and the
differences are clarified. The performances of these algorithms are compared by
numeric simulations under various cases. Computational results indicate that the
IFC could derive the solution which achieves the minimal power imbalance and the
lowest price. Both GenCos and MO could benefit from adopting IFC.
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Chapter 39
Adaptive Output Feedback Control
of Nonlinear Systems with States
and Input Unmodeled Dynamics

Xiaonan Xia, Tianping Zhang and Qin Wang

Abstract In this paper, an adaptive output feedback neural control strategy is
investigated for a class of nonlinear systems with states and input unmodeled
dynamics based on dynamics surface control method. States unmodeled dynamics
is described by introducing a kind of Lyapunov function, and the nonlinear input
unmodeled dynamics is dealt with by using a normalization signal. The unknown
control gain sign is solved with the help of Nussbaum function. By the theoretical
analysis, all the signals in the closed-loop system are proved to be semi-globally
uniformly ultimately bounded. A numerical example is provided to illustrate the
effectiveness of the proposed approach.

Keywords Adaptive control � Output feedback control � Dynamic surface
control � State unmodeled dynamics � Input unmodeled dynamics

39.1 Introduction

In past decades, dynamics surface control (DSC) has been widely used for the
design of adaptive controller for nonlinear systems in [1–6] since it does not need to
repeat derivation to virtual control. In addition, the circular argument in back-
stepping can be avoided using DSC, i.e., DSC does not need to assume that the
approximation error is bounded before the stability analysis is proved in [4]. In [2],
robust adaptive neural control was investigated for a class of uncertain strict-
feedback nonlinear systems. In [3, 4], adaptive DSC control was proposed for
nonlinear pure-feedback system with input dead zone. In [5, 6], using K-filter, two
adaptive output feedback control schemes were designed for uncertain nonlinear
systems.
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Commonly, states unmodeled dynamics is used to generalize modeling error,
measure error and extra disturbance when modeling controlled systems, and input
unmodeled dynamics also expresses the similar factors in actuator. These unmod-
eled dynamics may bring about unstable influence to systems. Both Lyapunov
function method and dynamic signal method were presented to handle unmodeled
dynamics in [7, 8], respectively. Utilizing these methods, adaptive output feedback
control was designed for a class of nonlinear systems with uncertain dynamics in
[9–12]. Using backstepping method and dynamic nonlinear damping design, global
asymptotic stability problem was solved for systems with stable linear input un-
modeled dynamics in [13, 14]. When the zero dynamics subsystem of uncertain
nonlinear system was input-state stable and high-frequency gain was known, input
unmodeled dynamics was dealt with by redesign nominal backstepping control law
in [15]. A linear high gain observer was designed for a class of nonlinear output
feedback systems with input unmodeled dynamics in [16].

Inspired of [15], adaptive neural DSC is developed for a class of uncertain output
feedback nonlinear systems with states and input unmodeled dynamics. A novel
description of unmodeled dynamics based on Lyapunov function is employed. The
unstable influence of input unmodeled dynamics on the whole closed-loop system
is counteracted by introducing a normalization signal. Compared with literature
[15], nonlinear functions and constants used to describe input unmodeled dynamic
subsystem in this paper are unknown except dD 6¼ 0, whereas, the sign of dD and
input gain sign need to be known in [15].

39.2 Problem Description and Basic Assumptions

Consider a class of output feedback nonlinear systems with state and input un-
modeled dynamics in the following form:

_z ¼ qðz; y; tÞ
_x ¼ Axþ f ðyÞ þ Gvþ Dðz; y; tÞ
y ¼ eT1 x

8><
>: ð39:1Þ

where the input unmodeled dynamics subsystem is described as follows:

_f ¼ ADðfÞ þ bDrðyÞu ð39:2Þ

v ¼ cDðfÞ þ dDrðyÞu ð39:3Þ

x ¼ ½x1; x2; . . .; xn�T 2 Rn is the unmeasurable state, y 2 R is the measurable output
of the system. f ðyÞ ¼ ½f1ðyÞ; . . .; fnðyÞ�T ; fiðyÞ are the unknown smooth functions.
z 2 Rn0 is the unmodeled dynamics, Dðz; y; tÞ ¼ ½D1ðz; y; tÞ; . . .; Dnðz; y; tÞ�T ;
Diðz; y; tÞ are the uncertain nonlinear dynamic disturbances, and Diðz; y; tÞ and
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qðz; y; tÞ are the unknown smooth functions satisfying the Lipschitz condition.
G ¼ ½01�ðn�m�1Þ; bT �T ; b ¼ ½bm; . . .; b1; b0�T 2 Rmþ1 is the unknown constant vec-

tor, BðsÞ ¼ bmsmþ � � � þ b1sþ b0 is a Hurwitz polynomial. A ¼ 0 In�1

0 0

� �
; ei 2

Rn denotes the n dimension vector in which the ith component is 1 and the others
are 0. f 2 Rq is the state of unmodeled dynamics driven by the input rðyÞu; u 2
R; rðyÞ 6¼ 0 is a known positive continuous function; v 2 R is the input of system
(1), which acts as the output of f-subsystem, i.e., if v ¼ rðyÞu, system (1) is a
nominal system. ADð�Þ and bD are unknown vectors, cDð�Þ is an unknown function
and dD is an unknown constant.

The control objective is to design adaptive output feedback control uðtÞ for system
(1) such that the output y follows the specified desired trajectory yd , and all the signals
in the closed-loop system are semi-globally uniformly ultimately bounded.

Assumption 39.1 The unknown nonlinear dynamic disturbances Diðz; y; tÞ, i ¼
1; 2; . . .; n satisfy jDiðz; y; tÞj� qi1ðjyjÞ þ qi2ðyÞjjzjj, where qi1ðjyjÞ and qi2ðyÞ are
the unknown nonnegative smooth functions, and jj � jj denotes the Euclidian norm
of a vector.

Assumption 39.2 The system _z ¼ qðz; 0; tÞ � qð0; 0; tÞ is global asymptotic stable
when z ¼ 0, i.e., there exists a Lyapunov function Wðz; tÞ satisfying

c1jjzjj4 �Wðz; tÞ� c2jjzjj4; @W
@z

ðz; tÞ
����

����� c4jjzjj3

@W
@t

ðz; tÞ þ @W
@z

ðz; tÞðqðz; 0; tÞ � qð0; 0; tÞÞ� � c3jjzjj4

where c1; c2; c3; c4 are positive constants, and there exists c5 � 0, jjqð0; 0; tÞjj
� c5; 8t� 0.

Assumption 39.3 There exists an unknown smooth function w0 and w0ð0Þ ¼ 0
such that jjqðz; y; tÞ � qðz; 0; tÞjj �w0ðjyjÞ.
Assumption 39.4 The desired trajectory vector Xd is smooth and available, and
Xd ¼ ½yd; _yd ; y::d �T 2 Xd , where Xd ¼ fxd : y2d þ _y2d þ y

::
d
2 �B0g, and B0 is a known

constant.

Assumption 39.5 The input unmodeled dynamics subsystem has relative degree
zero, that is, dD 6¼ 0, and there exists a known smooth function �cDð�Þ of class K
such that jcDðfðtÞÞj ��cDjfðtÞj.
Assumption 39.6 The input unmodeled dynamics subsystem composed of (39.2)
and (39.3) is globally exponential stable (GES) with the convergence rate d when
u ¼ 0, and the input unmodeled dynamics composed of (39.2) and (39.3) is also
GES when ADð�Þ is globally Lipschitz, i.e., there exists a Lyapunov function VðfÞ
satisfying
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b1jfj2 �VðfÞ� b2jfj2
@V
@f

ADðfÞ� � 2dVðfÞ; @V
@f

����
����� b3jfj

Assumption 39.7 There exists a known constant bmax such that 0\bm � bmax.

Lemma 39.1 Consider the system composed of (39.2) and (39.3) and construct a
first-order system _�m ¼ �d�mþ jrðyÞuj. If Assumption 39.6 holds and suppose
uðtÞ 2 L1½0; T �, then there exist constants a1 and a2 [ 0 such that, for all t 2 ½0; T�,

fðtÞk k� a1ð fð0Þk k þ �mð0Þj jÞe�dt þ a2 �mðtÞj j ð39:4Þ

Let Xy ¼ yj yj j �My
� �

be a compact set with My [ 0 being a design constant.
We use radial basis function neural networks to approximate unknown continu-
ous function fiðyÞ on the compact set Xy as discussed in [17], i.e.,
fiðyÞ ¼ /T

i ðyÞh�i þ diðyÞ, where h�i ¼ ½h�i1; h�i2; . . .; h�iMi
�T ; h�i ¼ arg min

hi2RMi
½sup
y2Xy

jhTi /iðyÞ

�fiðyÞj�; diðyÞ is an approximation error, and /iðyÞ ¼ ½/i1ðyÞ; . . .;/iMi
ðyÞ�T ,

and /ijðyÞ is called as radial basis function, which is chosen as /ijðyÞ ¼ exp½�ðy�
lijÞ2=dij� with lij being its center and dij being its width, j ¼ 1; . . .;Mi; i ¼ 1; . . .; n
andMi is the node number of the ith neural networks. Substituting (39.3) into system
(39.1), we obtain

_z ¼ qðz; y; tÞ
_x ¼ Axþ f ðyÞ þ FTðy; uÞhþ dðyÞ þ Dðz; y; tÞ þ GcDðfÞ
y ¼ eT1 x

8><
>: ð39:5Þ

where

FTðy; uÞ ¼ 0ðq�1Þ�ðmþ1Þ
Imþ1

" #
rðyÞu; UTðyÞ

" #
; UTðyÞ ¼

/T
1 ðyÞ

. .
.

/T
n ðyÞ

2
64

3
75

hD ¼ bdD 2 Rmþ1; hf ¼ ½h�T1 ; . . .; h�Tn �T ; h ¼ ½hTD; hTf �T 2 Rðmþ1þN1Þ

N1 ¼
Xn
i¼1

Mi; dðyÞ ¼ ½d1ðyÞ; d2ðyÞ; . . .; dnðyÞ�T ; n ¼ qþ m
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39.3 Filter Design Based on Neural Networks

The neural network filters are designed as follows:

_n ¼ A0nþ Ly; n 2 Rn

_# ¼ A0#þ UTðyÞ; # 2 Rn�N1

_k ¼ A0kþ enrðyÞu; k 2 Rn

8>><
>>: ð39:6Þ

where A0 ¼ A� LeT1 and L ¼ ½l1; . . .; ln�T ; A0 is a Hurwitz matrix satisfying the
Lyapunov equation PA0 þ AT

0P ¼ �hI; P ¼ PT [ 0 and h[ 0.
Define the state estimate as x̂ ¼ nþ XTh, and the state observer error as

e ¼ x� x̂, then

_e ¼ A0eþ dðyÞ þ GcDðfÞ þ D ð39:7Þ

where XT ¼ vm; . . .; v1; v0; #½ �; vi 2 Rn.

_vi ¼ A0vi þ en�irðyÞu; i ¼ 0; 1; . . .;m ð39:8Þ
Since Ai

0en ¼ en�i; i ¼ 0; 1; . . .; n� 1, we have

vi ¼ Ai
0k; i ¼ 0; 1; . . .;m ð39:9Þ

x2 ¼ bmdDvm;2 þ n2 þ ½0; vm�1;2; . . ., v1;2, v0;2, #ð2Þ�hþ e2 ð39:10Þ

where #ð2Þ represents the second row of matrix #, and n2; vi;2 and e2 represent the
second element of vector n; vi and e, respectively.

_y ¼ bmDvm;2 þ n2 þ �xThþ e2 þ d1ðyÞ þ D1 ð39:11Þ

where xT ¼ vm;2; . . .; v1;2; v0;2; #ð2Þ þ UT
ð1Þ

h i
; �xT ¼ ½0; vm�1;2; . . .; v1;2; v0;2; #ð2Þ þ UT

ð1Þ�,
and UT

ð1Þ is the first row of UT ; bmdD ¼ bmD.

39.4 Adaptive Dynamic Surface Control Design

In this section, we propose adaptive output feedback control using dynamic surface
control method. The whole design needs q steps.

Define Ve ¼ eTPe, then

_Ve � � ðh� 3ÞeTeþ
Xn
j¼1

Pk k2d2j ðyÞ þ Pk k2 Gk k2 cDðfÞj j2þ2
Xn
j¼1

Pk k2�q2j1ð yj jÞ

þ 16nk0
c3

Xn
j¼1

Pk k4q4j2ðyÞ þ
c3

16k0
zk k4 ð39:12Þ
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According to Assumptions 39.5, 39.6 and Lemma 39.1, we know

cDðfðtÞÞj j ��cD fðtÞk k��cDa1ð fð0Þk k þ �mð0Þj jÞe�dt þ �cDa2 �mðtÞj j

Using 1þ mðtÞj j to divide two sides of the above equation, it yields

jcDðfÞjð1þ �mðtÞÞ�1 �H�m

where Hm ¼ max �cDa1ð fð0Þk k þ �mð0Þj jÞ;�cDa2f g. Furthermore, we obtain

Pk k2 Gk k2 cDðfÞj j2 �ð1þ �mðtÞj jÞ2Hc

where Hc ¼ Pk k2 Gk k2H2
�m. If let H ¼ Hc=e�, where e� is a design constant,

P�m ¼ ð1þ �mj jÞ2, then

Pk k2 Gk k2 cDðfÞj j2 �P�ms1H þ ð1� s1=e
�ÞP�mHc ð39:13Þ

From (39.12) and (39.13),

_Ve � � ðh� 3ÞeTeþ
Xn
j¼1

Pk k2d2j ðyÞ þ P�ms1H þ ð1� s1
e�
ÞP�mHc

þ 2
Xn
j¼1

Pk k2�q2j1ð yj jÞ þ
16nk0
c3

Xn
j¼1

Pk k4q4j2ðyÞ þ
c3

16k0
zk k4

ð39:14Þ

Define VW ¼ k�1
0 Wðz; tÞ; k0 [ 0, then

_VW � � 5c3 zk k4k�1
0 =8þ 16c44w

4
0ðjyjÞk�1

0 c�3
3 þ 16c44c

4
5k

�1
0 c�3

3 ð39:15Þ

Step 1: Let x1 ¼ yd and s1 ¼ x1 � x1, then the derivation of s1 with respect to time
t is

_s1 ¼ bmDvm;2 þ n2 þ �xThþ e2 þ d1ðyÞ þ D1 � _yd ð39:16Þ

Define Vsi ¼ s2i =2, and si will be given later. Then

_Vs1 ¼ s1bmDvm;2 þ s1ðn2 þ �xThþ e2 þ d1ðyÞ þ D1 � _ydÞ ð39:17Þ

Design a virtual control law as

a1 ¼ Nð1Þðk1s1 þ n2 þ �xT ĥþ s1ĥ
T
1w1ðXÞ þ P�mĤÞ ð39:18Þ

_1 ¼ s1ðk1s1 þ n2 þ �xT ĥþ s1ĥ
T
1w1ðXÞ þ P�mĤÞ ð39:19Þ
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where k1 [ 0 is a design constant, ĥ; ĥ1; Ĥ are the estimate of h; h1; H at time t,
respectively, h1; w1ðXÞ will be given later, Nð1Þ ¼ 12 cosð1Þ. Define the estimate
errors ~h ¼ h� ĥ; ~h1 ¼ h1 � ĥ1; ~H ¼ H � Ĥ.

A first-order filter with s2 being a time constant and x2 being the output is
designed as follows:

s2 _x2 þ x2 ¼ a1; x2ð0Þ ¼ a1ð0Þ ð39:20Þ

Let y2 ¼ x2 � a1 and define si ¼ vm;i � xi, then vm;2 ¼ s2 þ a1 þ y2. According
to (39.20), we have

_Vs1 � � ðk1 � 2b�max � 2Þs21 þ
b�max

4
s22 þ

b�max

4
y22 � s1ĥ

T
1w1ðXÞ þ s1 �x

T~h

� s1P�mĤ þ ðbmDNð1Þ þ 1Þ _1þ 0:25ðe22 þ d21Þ þ s1D1 � s1 _yd
ð39:21Þ

where b�max ¼ bmaxdD.
From Assumption 39.2 and using Young’s inequality, we get

js1D1j � s21q
2
11
ðjyjÞ þ 0:25þ s21q

2
12
ðyÞ þ c3k

�1
0 zk k4=16þ 0:25k0c�1

3 ð39:22Þ

Define VsWe ¼ Vs1 þ Ve þ VW , then

_VsWe � � ðh� 3:25ÞeTe� ðk1 � 2b�max � 2Þs21 � 0:5c3k
�1
0 jjzjj4

þ ðbmDNð1Þ þ 1Þ _1þ s1H1ðxÞ þ ð1� s21=e
�ÞP�mHc � s1ĥ

T
1w1ðXÞ

þ ð1� s21=e
�ÞQðyÞ þ s1P�m ~H þ s1 �x

T~hþ 0:25b�maxðs22 þ y22Þ þ D ð39:23Þ

where H1ðXÞ ¼ s1q211ðjyjÞ þ s1q212ðyÞ � _yd þ s1QðyÞ=e�; X ¼ s1; yd; _yd½ �T ;
D ¼ 16c44c

4
5k

�1
0 c�3

3 þ 0:25k0c�1
3 þ 0:25; QðyÞ ¼ jjPjj2 Pn

j¼1
d2j þ 2jjPjj2 Pn

j¼1
q2j1ðjyjÞ

þ16nk0c�1
3 jjPjj4 Pn

j¼1
q4j2ðyÞ� þ 16c44k

�1
0 c�3

3 w4
0ðjyjÞ:

Let XX ¼ X Xk kj �MXf g 	 R3 be a given compact set with MX [ 0 being a
design constant, and h1

T w1ðXÞ be the approximation of the radial basis function
neural networks on the compact set XX to H1ðXÞ. Then, we have
H1ðXÞ ¼ h1

T w1ðXÞ þ B1ðXÞ, where B1ðXÞ denotes the approximation error, and
w1ðXÞ ¼ ½w11ðXÞ; . . . ;w1N2

ðXÞ�T 2 RN2 denotes the basis function vector with
w1jðXÞ being chosen as the commonly used Gaussian functions, which have the

form w1jðXÞ ¼ exp½�jjX � l1jjj2=b21j�; j ¼ 1; . . .;N1; l1j is the center of the
receptive field and b1j is the width of the Gaussian function; h1 is an adjustable
parameter vector. There exists a nonnegative continuous function jðs1; yd ; _ydÞ
satisfying B1ðXÞj j � jðs1; yd; _ydÞ. From (39.26), it yields
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_VsWe � � ðh� 3:25ÞeTe� ðk1 � 2b�max � 3Þs21 � 0:5c3k
�1
0 zk k4

þ ðbmDNð1Þ þ 1Þ _1þ 0:25jþ ð1� s21=e
�ÞP�mHc þ s1~h

T
1w1ðXÞ

þ ð1� s21=e
�ÞQðyÞ þ s1P�m ~H þ s1 �x

T~hþ 0:25b�maxðs22 þ y22Þ þ D

ð39:24Þ

There exists a nonnegative continuous function g2ð�s2; y2; e2; ĥb; n; #; �kmþ2;

yd; _yd ; yd
:: Þ such that

j _y2 þ s�1
2 y2j � g2ð�s2; y2; e2; ĥb; n; #; �kmþ2; yd; _yd ; yd

:: Þ ð39:25Þ

where �si ¼ ½s1; s2; . . .; si�T ; i ¼ 1; . . .; q.

y2 _y2 � � y22=s2 þ y22 þ g22=4 ð39:26Þ

Step i ( 2� i� q� 1): Define si ¼ vm;i � xi, then

_si ¼ _vm;i � _xi ¼ _vm;iþ1 � livm;1 � _xi ð39:27Þ

Design a virtual control law as:

ai ¼ �kisi þ livm;1 þ _xi ð39:28Þ

A first order filter with si being a time constant is defined as follows:

siþ1 _xiþ1 þ xiþ1 ¼ ai; xiþ1ð0Þ ¼ aið0Þ

Let yiþ1 ¼ xiþ1 � ai, then

_Vsi � � ki � 2ð Þs2i þ
1
4
s2iþ1 þ

1
4
y2iþ1 ð39:29Þ

and there exists a nonnegative continuous function giþ1ð�siþ1;�yiþ1; e2; ĥb; n; #;
�kmþ2; yd; _yd ; yd

:: Þ such that

j _yiþ1 þ s�1
iþ1yiþ1j � giþ1ð�siþ1;�yiþ1; e2; ĥb; n; #; �kmþ2; yd; _yd ; yd

:: Þ ð39:30Þ

where �yj ¼ ½y2; . . .; yj�T ; j ¼ 2; . . .; q. Therefore,

yiþ1 _yiþ1 � � y2iþ1=siþ1 þ y2iþ1 þ g2iþ1=4 ð39:31Þ

Step q: Define sq ¼ vm;q � xq, then

_sq ¼ rðyÞuþ vm;qþ1 � lqvm;1 � _xq ð39:32Þ
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Choose the control law u as follows:

u ¼ ð�kqsq � vm;qþ1 þ lqvm;1 þ _xqÞ=rðyÞ ð39:33Þ

then

_Vsq ¼ sqrðyÞuþ sqðvm;qþ1 � lqvm;1 � _xqÞ � � kqs
2
q ð39:34Þ

Select the adaptive laws as follows:

_̂h ¼ c1ð�xs1 � r1ĥÞ ð39:35Þ
_̂h1 ¼ c2ðs1w1ðXÞ � r2ĥ1Þ ð39:36Þ
_̂H ¼ c3ðPms1 � r3ĤÞ ð39:37Þ

where c1; c2; c3 and r1; r2; r3 are design constants. Define

V1 ¼ s21 þ 2Ve þ ~hT~h=c1 þ ~hT1
~h1=c2 þ ~H2=c3 þ c3jjzjj4=k0

Vi ¼
Pi
j¼1

s2j þ 2Ve þ
Pi
j¼2

y2j þ 1
c1
~hT~hþ 1

c2
~hT1
~h1 þ 1

c3
~H2 þ c3

k0
jjzjj4; i ¼ 2; . . .; q

Define some compact sets X1 ¼ fðs1; eT ; �m; ĥT ; ĥT1 ; Ĥ; jjzjjÞ : V1 � pg 	 Rp1 and

Xi ¼ fð�sTi ;�yTi ; eT ; �m; ĥT ; hT1 ; Ĥ; jjzjjÞ : Vi � pg 	 Rpi , where i ¼ 2; . . .; q; pi ¼ nþ
N1 þ N2 þ mþ 2iþ 3; p[ 0 is a design constant that can be determined by a
given arbitrary positive constant c. X1 � Rpq�p1 
 X2 � Rpq�p2 
 � � � 
 Xq�1

�Rpq�pq�1 
 Xq. The maximum value of the continuous function jðs1; yd; _ydÞ is N0

on the compact set X1 � Xd , and the maximum value of the continuous function
giþ1ð�siþ1;�yiþ1; e2; ĥb; n; #; �kmþ2; yd ; _yd; y

::
dÞ on the compact set Xiþ1 � Xd is Niþ1

when n; #; �kmþ2 is bounded.

Theorem 39.1 Consider the closed-loop system consisting of the plant (1) under
Assumptions 39.1–39.7, the controller (39.33) and adaptation laws (39.35)-(39.37).
For Vð0Þ� c, choose appropriate positive constants ki;si;h;c1; c2; c3 and r1; r2; r3
such that the closed-loop system is semi-globally uniformly ultimately bounded and
the tracking error converges to a small residual error set, and ki; si and h satisfy

ki � 3þ 2b�max þ 0:5a0; i ¼ 1; 2; . . .; q

s�1
i � 0:25b�max þ 1:25þ 0:5a0; i ¼ 2; . . .; q

a0 ¼ minfc1r1; c2r2; c3r3; c3=ð2c2Þ; ðh� 13=4Þk�1
maxðPÞg

8><
>: ð39:38Þ

To save space, simulation results are omitted.
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39.5 Conclusions

By using neural network filters to estimate unmeasurable states, adaptive output
feedback dynamic surface control has been proposed for a class of nonlinear sys-
tems with state and input unmodeled dynamics. The unknown control gain sign is
handled by using Nussbaum function. State unmodeled dynamics is dealt with by
introducing a Lyapunov function, and input unmodeled dynamics is solved by
using a normalization signal. By theoretical analysis, all the signals in the closed-
loop system are shown to be semi-globally uniformly ultimately bounded.
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Chapter 40
Control of Powered Knee Joint Prosthesis
Based on Finite-State Machine

Guoxing Chen, Zuojun Liu, Lingling Chen and Peng Yang

Abstract In order to make the powered knee joint prosthesis to provide the required
power for walking, a driving motor control approach based on finite-state machine is
proposed. According to the periodicity and repeatability of the human body
movement characteristic, the gait phase is divided into four states by foot pressure
signals. With the reference of healthy limb gait information, a movement database
for powered prosthesis is established for different terrain and speed conditions.
The finite-state machine is used to control powered prosthesis, and a stateflow
module structure is build in the controller, making prosthesis limb to move to
coordinate with the healthy limb. Finally, the experiment using the prosthesis
prototype verified the feasibility of this method.

Keywords Finite-state machine � Powered prosthesis � Knee joint � Movement
database

40.1 Introduction

As the passive lower limb prosthesis lack the ability to generate the required power
for the amputees walking, the powered lower limb prosthesis became the inevitable
trend of prosthesis development [1]. However, compared with traditional passive
prosthesis, the research of powered prosthesis still faces the challenges in weight,
energy consumption, especially in motion control [2].

The studies of powered prosthesis have been widely reported. In 1970s, Flowers
et al. developed a hydraulically actuated knee prosthesis joints [3]. In 1990, a
British company developed a world’s first microprocessor control intelligent
prosthesis called IP [4]. Akin and Yucenur invented a powered knee joint using
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motor as a driving mechanism in 2006 [5]. The first commercially available
powered knee prosthesis was developed by Ossur, called Power Knee. In 2009, the
second-generation power knee has been developed with many great improvements
in terms of weight, height, and noise reduction as well as in power autonomy. In
2011, Sup et al. extended a previously developed walking control methodology to
enable an above-knee amputee to walk up slopes using a powered knee and ankle
prosthesis [6–8]. He Huang and her team are committed to the research of loco-
motion-mode identification and control method for prosthesis, and they designed a
low-power mobile CPU-based embedded system for artificial leg control in 2013
[9, 10]. In China, more and more researchers also worked in this field. Jin designed
an intelligent knee prosthesis that used EMG signal to identify terrain conditions
[11]. Tan et al. developed a kind of intelligent prosthesis CIP-I legs based on
nonlinear PID control [12]. And Yang made a model of powered lower limb
prosthesis which designed on the basis of robotics, and also successfully identified
the different movement patterns [13]. So the control method for the prosthesis limb
moving coordinates with the healthy limb becomes the focus at present stage.

Generally, the key in the control of powered prosthesis is to regulate knee joint’s
angle correctly. A finite-state machine approach is described in this paper. Although
some preliminary studies had mentioned the control method based on FSM, which
is potentially useful for the powered prosthesis [14, 15], the applications for dif-
ferent terrain conditions and speed had not been discussed deeply. Via the angli-
cizing of healthy limb gait information, a knee joint movement database is
established to provide control signals. According to the periodicity and repeatability
of the human movement characteristic, a finite-state machine is used to control the
powered knee prosthesis motor. The control principle diagram of powered knee
prosthesis is shown in Fig. 40.1. The method described in this paper is easy to be
implemented for practical application.

Fig. 40.1 The control
principle diagram of powered
knee prosthesis
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40.2 Movement Database

Powered prosthesis movement research is mainly composed of terrain conditions
prejudgment and knee joint angle control. According to the different terrain con-
ditions, such as level ground, upslope or down slope, stairs ascent or descent
[16, 17], different knee angle swing modes are outputted in the prosthesis control.
A movement database is established through using the movement data from the
healthy knee joint as reference. The database contains the motor’s pulse control
signal of direction and displacement in the different gait phase under a variety of
terrain conditions. As shown in Fig. 40.2, the gait phase divides a walking cycle
into four phases, which are early stance phase, middle stance phase, late stance
phase, and swing phase, respectively. The phases can be recognized via two
pressure switches mounted under the sole of the prosthesis foot, one under the ball
flat and another under the heel.

The prosthesis knee joint used in this paper is shown in Fig. 40.3. The four
connecting rods driven by the motor make the change of knee joint’s angle. The
relationship between prosthesis knee joint angle (h) and motor shaft displacement
(L) is described in Eq. 40.1. And the motor shaft displacement is 0.0508 mm for
each pulse of signal. So the number of pulse signal can be calculated by knee joint
angle’s change for establishing the displacement database.

h ¼ 2:188 � L ð40:1Þ

When the knee joint sways in reverse direction, the direction of the driving
motor should change at the same time. The direction signal pulse (dir) is set as 1
when knee joint angle increases. Conversely, the direction signal pulse (dir) is set
as −1 when knee joint angle decreases.

Taking the level walking as an example, the motor displacement and direction
movement is shown in Fig. 40.4. There are information of knee joint angle, toe
pressure, heel pressure, direction signal, and displacement pulse control signal of
motor movement from top to bottom. In the figure, it can be seen that the dense part

Fig. 40.2 The different phases in a walking cycle
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of pulse control signal of motor displacement is the moment that knee joint angle
changes fast. While the sparse part of pulse control signal of motor displacement is
the moment that knee joint angle changes slowly.

The four different gait phases are divided according to the information of toe
pressure and heel pressure. Different gait phase corresponds to different waveform
sequence in the control database of displacement and direction. Four parts consti-
tute the movement database of level walking.

As far as the different speeds of walking are concerned, the database of each
terrain condition contains three types of different speed information, 2, 3, and 4 km/h,
respectively, for slow, medium and fast speed in a fuzzy way for average adult
amputees. The database of level walking established above is in the case of 3 km/h,
as a typical example. And the biggest difference among three types of speed infor-
mation is that the required time is different when output the same amount of pulse
signals. In addition, for stairs ascent and descent, upslope and down slope motions,
the database establishing method is similar to that of level ground.

Fig. 40.3 The prototype of
powered knee prosthesis
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40.3 Control Method

In this paper, a finite-state machine (FSM) is used in a walking cycle control for the
transformation process of different gait phase, due to the control system of powered
knee prosthesis has some limit state (early stance, middle stance, late stance, and
swing). Each state of the knee joint’s movement behaviour keeps similar in
walking. The control system of powered knee prosthesis always stays in a fixed
state at any period. Besides, the trigger condition between two states is fixed too.
Such a regular nature is consistent with the application condition of FSM [18].

According to the mathematical definition of FSM, the corresponding relation
between walking cycle and FSM’s five elements (Q, Σ, δ, q0, F) of mathematical
definition is described as below:

1. Q is a finite set of all states, which are corresponding to the early stance phase,
middle stance phase, late stance phase, and swing phase.

2. Σ is a finite set of all input symbols, which are corresponding to the signals of
foot pressure (toe force, heel force).

3. δ:Q × Σ→Q is the transfer function between different gait phases.
4. q0 ∈ Q is the starting state, defined as early stance in this paper. The default

initial condition is early stance.
5. F � Q is accepting state sets. In this paper, F = Q.

A stateflow module structure is build in the FSM controller, in which the
transition conditions between different gait phases are determined according to the
foot pressure signals. When the heel touches the ground and the toe is off the

Fig. 40.4 The pulse control signal of motor displacement and direction
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ground (hf = 1, tf = 0), it is the transition condition from swing state to early stance
state. Similarly when (hf = 1, tf = 1), it is the transition condition of early stance
state to middle stance state. When (hf = 0, tf = 1), it is the transition condition of
middle-stance state to late stance state. When (hf = 0, tf = 0), it is the transition
condition of late stance state to swing state, as shown in Table 40.1.

So a stateflow diagram is created, as shown in Fig. 40.5. The foot pressure is the
input signals. And the transition condition is the change of foot pressure as
described above. Namely, when different foot pressure signals are changed, the
corresponding state is triggered. As the corresponding control database for different
terrain conditions and states have already been established, the control signal
sequence of direction and displacement of corresponding state is indexed and
outputted to control the movement of the knee joint motor. As a result, the angle of
knee joint would change with the demand of real-time movement in the process of
walking.

40.4 Experiment

In the experiment, a prototype of powered knee prosthesis is used, and the PMW
control signals are provided by the QuaRc platform. The FSM transition conditions
of foot pressure come from outer signal sequence. The control models of five terrain
conditions are saved in the database of QuaRC system. The relationship between
motor displacement and prosthesis knee joint angle has been described above.

Table 40.1 The option
of gait phase database Tf\Hf 0 1

0 Swing Early stance

1 Late stance Middle stance

Fig. 40.5 The stateflow
diagram in FSM
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The knee joint’s angles are recorded through gyroscope in the process of experi-
ment, and the angle signals are sampled at 500 Hz and synchronized with the
measurements from powered knee prosthesis. For example, the prosthesis knee
joint’s angles in the level ground and stairs ascent at the speed of 3 km/h are
compared with the healthy knee joint’s angle in Fig. 40.6. It shows that the
matching degree of two curves is high with a slight difference.

Totally, 20 groups of experiment are carried out for each of the five terrain
conditions at different speeds. In order to guarantee the reliability of the experiment,
all of the healthy knee joint’s data used to compare not only contain the data that
already contain reference to create the movement database, but also the data that
contain reference from other healthy subjects. The average knee curve errors are
shown in Table 40.2. As can be seen, the errors of all the five typical terrain
conditions are in a tolerance scope. So the FSM control can obtain relatively well
by the effect for prosthesis limb to move coordinate with the healthy limb in
different terrain conditions. However, there are still something need to be improved,
such as reducing the error rate and improving the structure of the knee joint. The
results of this study can guide the further optimization of control design for pow-
ered knee prosthesis.

Fig. 40.6 The experiment data comparison of level walking movement and stairs ascent
movement

Table 40.2 The error of knee joint’s movement experiment

Terrain
conditions

Level
ground (%)

Up slope
(%)

Down
slope (%)

Stairs
ascent (%)

Stairs
descent (%)

Error (2 km/h) 1 2 1 3 3

Error (3 km/h) 1 3 2 5 3

Error (4 km/h) 2 3 3 6 5
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40.5 Conclusion

This paper analyzed the regularity of the human knee joint’s angle under different
terrain conditions and speed. And the gait phase was divided into four states by foot
pressure switches. A standard database was set up to provide the displacement and
direction control signals sequence of the gait phase under different terrain condi-
tions and speed. A FSM model was established for achieving the coordinate motion
of prosthesis with the healthy limb. The experiments verified the feasibility of this
method.
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Chapter 41
Robust PI-Type Position Controller Design
for Permanent Magnet Synchronous
Motor Using LMI Techniques

Xiaokang Sun, Yang Yi, Songyin Cao, Heqing Liu
and Tianping Zhang

Abstract In this paper, a novel proportional-integral (PI) rotor position tracking
controller-based linear matrix inequality (LMI) technique is designed for the per-
manent magnet synchronous motor (PMSM) system. Different from the results on
structure control for PMSM, the PI-type gain parameters can be obtained by solving
a series of LMIs instead of by manual debugging repeatedly. As a result, more
control requirements for PMSM system including stability, position tracking, and
robustness can be guaranteed based on systemic analysis method. Moreover, when
considering the motor model without position sensor, a reduced-order Luenberger
observer is constructed to estimate the rotor position.

Keywords PI-type position controller � PMSM � Robust control � LMI �
Luenberger observer

41.1 Introduction

In recent years, the permanent magnet synchronous motor (PMSM) has received
increasing interest in the field of industrial application [1]. Compared with other
drive devices, the PMSM model can obtain higher power density, larger torque to
inertia, and higher efficiency which makes the PMSM a prior choice in certain
applications [2, 3]. It is noted that both the rotor position and the angular speed in
PMSM system are the two main controlled objectives and have obtained wide-
spread concerns (see [4–9]). However, the existence of nonlinearities, unknown
disturbances, and load torque will influence the control performance of PMSM
system [1, 2]. In order to solve these difficulties, some advanced control algorithms
have been presented for the PMSM system, such as predictive control [2], adaptive
control [3], backstepping method [8], sliding mode control [9], and so on.
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It is well known that PI/PID control is widely applied in practical systems and
some theoretical algorithms have also been discussed based on both the frequency-
domain and time-domain approaches [10]. With the popularity of linear matrix
inequality (LMI) techniques, the PI/PID controller-based LMI optimization algo-
rithm has been designed to achieve satisfactory control performance in the scope of
time domain [11]. For the control problem of PMSM system, the control gains in
some traditional PI/PID algorithms can be obtained only by debugging repeatedly or
depending on experience, which seriously affects the system performance of PMSM
[3, 5]. Moreover, not enough sensors applied in PMSM system [7] will bring more
difficulties in controlling the rotor position or the angular speed in PMSM system.

In this paper, a PI-type position controller based on LMIs is proposed for PMSM
system. Instead of manual debugging repeatedly, the control gains can be computed
by solving a series of convex LMIs and rigorous proof is given such that the closed-
loop PMSM system can be guaranteed to be stable and the tracking error of rotor
position can also converge to zero. At the same time, in order to deal with the in-
measurable position problem when lacking position sensors, a linear Luenberger
observer based on PMSM system is constructed to estimate the position variable.
Furthermore, the peak-to-peak index is used to formulate the disturbance attenua-
tion performance of PMSM system.

41.2 Mathematical Model of Surface-Mounted PMSM

After making some standard assumptions, the dynamical model of a surface-
mounted PMSM can be written as follows: [1–3]
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ð41:1Þ

where id and iq are the d � q axis currents, ud and uq are the d � q axis voltages, x
is the angular velocity, h is the rotor angle position, R is the stator resistance, L is
the stator inductor, p is the pole pair, B is the viscous friction coefficient, J is the
rotor moment of inertia, /f is the rotor flux linkage, TL is the load torque, Kt ¼
1:5 p/f is the torque constant.

In order to eliminate the influence of the coupling terms between angular
velocity and currents, the d-axis reference current is usually assumed as i�d ¼ 0. If
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the current controllers work well, the output term id ¼ i�d ¼ 0. As a result, the
PMSM system (41.1) can be simplified in the following form:
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which makes the position controller design simpler.
With the desired angular position h�, fðtÞ is a designed auxiliary variable based on

tracking error with the expression _fðtÞ ¼ h� � hðtÞ. To achieve good control
objective, the augmented state variable is defined as xðtÞ ¼ hðtÞ; iqðtÞ; fðtÞ; xðtÞ½ �T .
Assuming uðtÞ ¼ uqðtÞ as the control input and dðtÞ ¼ h�; TL½ �T as the disturbance
term, the state equation can be given in the following augmented form:

_x ¼ AxðtÞ þ BuðtÞ þ B1dðtÞ
zðtÞ ¼ CxðtÞ þ DdðtÞ

(
ð41:3Þ

where zðtÞ is the reference output with known matrices C and D, and
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41.3 PI-Type Controller Design

For the position tracking problem, a novel PI-type position controller is proposed as
follows:

uðtÞ ¼ KP1hðtÞ þ KP2iqðtÞ þ KI

Z t

0

ðh� � hðsÞÞdsþ KP3xðtÞ ð41:4Þ

where KP1;KP2;KP3 and KI are controller gains to be determined later.
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Substituting uðtÞ ¼ KxðtÞ into augmented system (41.3), the corresponding
closed-loop PMSM system can be described as

_xðtÞ ¼ ðAþ BKÞxðtÞ þ B1dðtÞ
zðtÞ ¼ CxðtÞ þ DdðtÞ

(
ð41:5Þ

where K ¼ KP1 KP2 KI KP3½ �.

41.4 Stability Analysis with Disturbance Attenuation
Performance

The following result provides a criterion for the performance analysis of the
unforced PMSM system of (41.3).

Theorem 41.1 For the known parameters k; liði ¼ 1; 2Þ; a[ 0; suppose there
exist matrices with appropriate dimensions P; T [ 0; and parameter c[ 0 such
that the following LMIs
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are solvable, then the unforced system of (41.3) is stable, and the output satisfies
the disturbance attenuation performance sup dðtÞk k1 � 1 zðtÞk k1\c2.

Proof Defining a typical Lyapunov function as

VðxðtÞ; tÞ ¼ xTðtÞPxðtÞ ð41:8Þ

Obviously it is noted that VðxðtÞ; tÞ� 0. Furthermore, we can get

_VðxðtÞ; tÞ� xTðtÞU1xðtÞ þ l2dðtÞk k2 ð41:9Þ

where U1 ¼ symðATPÞ þ l�2
2 PB1BT

1P.
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Based on Schur complement formula, (41.6) implies that U1 þ l21T\0 holds.
With (41.10), it can be seen that for any dðtÞk k1 � 1, we can get

_VðxðtÞ; tÞ� � l21x
TðtÞTxðtÞ þ l22 ð41:10Þ

So for any xðtÞ, it can be seen that

xTðtÞTxðtÞ\max l�2
1 l22; x

T
mTxm

� �
; xmk k ¼ sup

�d� t� 0
xðtÞk k ð41:11Þ

which also implies that the unforced PMSM system of (41.3) is stable.
The proof of disturbance attenuation performance is omitted here to save

space. h

41.5 Position Tracking with Peak-to-Peak Performance

The following theorem provides an effective solution for the PI-type position
tracking problem of closed-loop PMSM system (41.5).

Theorem 41.2 For the known parameters liði ¼ 1; 2Þ; a[ 0; suppose there exist
matrices with appropriate dimensions Q ¼ P�1 [ 0;M ¼ T�1;R[ 0; and
parameter c[ 0 such that the following LMIs

symðAQþ BRÞ B1 Q

BT
1 �l22I 0

Q 0 �l�2
1 M

2
64

3
75\0 ð41:12Þ

l21M 0 MCT

0 ðc� l22ÞI DT

CM D cI

2
6664

3
7775[ 0

aI I

I M

2
4

3
5[ 0

M 0 MCT

0 ðc� axTmxmÞI DT

CM D cI

2
6664

3
7775[ 0

ð41:13Þ

are solvable, then the closed-loop PMSM system (41.5) under the PI-type control
law (41.4) is stable and satisfies both limt!1 hðtÞ ¼ h� and sup dðtÞk k1 � 1

zðtÞk k1\c2. In this case, the control gains KP1;KP2;KP3 and KI can be solved via
R ¼ KQ.

The proof of Theorem 41.2 is omitted here to save space.
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41.6 Reduced Luenberger Observer Design

In this section, we focus on the motor model without position sensor. As a result,
the position status of the rotor cannot be measured directly. So a typical reduced-
order Luenberger observer needs to be constructed to observe the state variables of
PMSM system and further to estimate the position values.

Based on the PMSM system (41.2), the reduced Luenberger observer is designed
as follows:

_̂iq
_̂x

" #
¼ � R

L � p/f

L
3p/f

2J � B
J

" #
îq
x̂

� �
þ

1
L
0

� �
uþ e

0

� �
ðiq � îqÞ ð41:14Þ

where îq and x̂ represent the estimate values of iq and x, respectively.
Combining (41.2) with (41.14), we can get

deq
dt

dex
dt

2
6664

3
7775 ¼

�R
L
� e � p/f

L

3p/f

2J
�B
J

2
6664

3
7775

eq

ex

2
4

3
5 ð41:15Þ

where eq ¼ iq � îq; ex ¼ x� x̂ represent the observation errors of iq and x. From
(41.15), the observer gain e can be designed to make the continuous error dynamics
converge to zero asymptotically. It is shown that the proposed observer is of first
order, so the computation burden is relatively light. Hence, the position of the rotor
can be calculated by h ¼ R

x̂dt.

41.7 Simulation Results

The specification of the PMSM system is shown in Table 41.1.
From t ¼ 0 to 20 s, the position command is designed as p rad, and after t = 20 s,

the position command is changed as 4 rad. Defining parameters e ¼ 5; TL ¼ 5Nm.
By using the LMI box, the PI-type controller can be computed as
KP1 ¼ �1:5968;KP2 ¼ 0:5192;KP3 ¼ 0:1498;KI ¼ 1:1481.

Table 41.1 Specification of the PMSM system

Stator resistance R 0:54X Viscous coefficient B 0.0001 Nm/rad/s

Stator inductance L 0:0096H Rotor inertia J 0:016 kgm2

Pole pairs p 4 Flux of linkage /f 0:61wb
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The above four figures show the dynamical responses of PMSM in combination
with the PI-type controller and the Luenberger observer. From Fig. 41.1, the rotor
position and the d-axis current are correct and rapidly converge to their reference
values, respectively. The satisfactory position tracking and speed control are
embodied in Fig. 41.2.

41.8 Conclusion

This paper considers the tracking problem for the rotor position of PMSM system
by combining a generalized PI-type controller with a reduced-order Luenberger
observer. Based on convex optimization LMI techniques, some typical control
objectives including stabilization, position tracking, and robustness for PMSM
system can be guaranteed simultaneously.

Acknowledgments This paper is supported by the National Natural Science Foundation of China
under Grants (61473249, 61174046 and 61203195).

Fig. 41.2 Error between desired position and actual position and responses of angular speed

Fig. 41.1 Position responses of with Luenberger observer and responses of the q-axis current

41 Robust PI-Type Position Controller Design … 411



References

1. Krishnan R (2001) Electric motor drives: modelling, analysis and control. Prentice-Hall,
Upper Saddle River

2. Liu H, Li S (2012) Speed control for PMSM servo system using predictive function control
and extend state observer. IEEE Trans Ind Electron 59:1171–1183

3. Li S, Gu H (2012) Fuzzy adaptive internal model control schemes for PMSM speed-regulation
system. IEEE Trans Ind Inf 8:767–779

4. Kim WH, Shin D, Chung CC (2012) The Lyapunov-based controller with a passive nonlinear
observer to improve position tracking performance of microstepping in PMSM. Automatica
48:3064–3074

5. Jung JW, Choi YS, Leu VQ, Choi HH (2011) Fuzzy PI-type current controllers for permanent
magnet synchronous motors. IET Electr Power Appl 5:143–152

6. Xu JX, Panda SK, Pan YJ, Lee TH, Lam BH (2004) A modular control scheme for PMSM
speed control with pulsating torque minimization. IEEE Trans Ind Inf 51:526–536

7. Jang LH, Ha LI, Ohto M, Sul SK (2004) Analysis of permanent magnet machine for sensorless
control based on high-frequency signal injection. IEEE Trans Ind Appl 40:1595–1604

8. Zhou J, Wang Y (2003) Adaptive backstepping speed controller design for PMSM. IEEE Proc
Electr Appl 2:165–172

9. Zhang XG, Sun LZ, Zhao K, Sun L (2013) Nonlinear speed control for PMSM system using
sliding-mode control and disturbance compensation techniques. IEEE Trans Power Electron
28:1358–1365

10. Astrom KJ, Hagglund IT (1994) PID controllers: theory, design and tuning, 2nd edn.
Instrument Society of America, Research Triangle Park

11. Yi Y, Guo L, Wang H (2009) Constrained PI tracking control for output probability
distributions based on two-step neural networks. IEEE Trans Circuits Syst I 56:1416–1426

412 X. Sun et al.



Chapter 42
Reviews to the Research on Building
Electrical Intelligent Fault Self-diagnosis

Jiajun Wang and Yahui Wang

Abstract We summarize some methods of the fault diagnosis in the paper, based
on the Fault Self-diagnosis researching. Because of the Building Electrical Fault
Self-diagnosis System is not researched in depth, our group found the problem of
Fault Self-diagnosis and propose taking the artificial intelligence method. Espe-
cially in this few years, we discussed the applying of many kinds of extensions in
Building Electrical Fault Self-diagnosis System based on the neural network and
the result of discussing can provide some new ideas for further researching of Fault
Self-diagnosis.

Keywords Fault self-diagnosis � Building electrical � Detection technology

42.1 Introduction

The electrical and electronic equipment in buildings brings the convenience to
people’s life and work, and has also improved the quality of life. However, it will
be a huge disaster if the electrical and electronic equipment break down. In order to
prevent the accident in building of electrical equipment, First, the equipment’s
production, installation, operation conform to the corresponding design specifica-
tion and process, it can fundamentally enhance equipment reliability and decrease
the failure rate. Second, an effective management measure includes the equipment’s
maintenance and care when the abnormal situation can be found earlier, for
avoiding this preventing accidents before they occur.
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Early, the way of detecting the building electrical equipment fault is through the
maintenance workers to check up. There are a lot of subjectivity and uncertainty in
this way. It cannot satisfy the requirements through the factitious empirical main-
tenance along with the electrical equipment were become more and more compli-
cated and their kinds are becoming more and more. Self-diagnosis system becomes
realistic demand. At present, the countries in all over the world pay a lot of money
for equipment’s maintenance every year because of the maintenance systems that be
used on the construction of electrical equipment have serious defects, such as the
frequent temporary repair, inadequate maintenance or superfluous maintenance and
blind maintenance, etc. It is an important problem that how to save maintenance’s
cost to construction of electrical equipment and at the same time ensure that the
system has high reliability for the system’s operation personnel [1]. The fault’s
maintenance research based on the equipment’s state monitoring and advanced fault
diagnosis technology developing became an important research in the construction
of electrical system, because of the sensing technology, microelectronics, computer
hardware and software, digital signal processing technology, artificial neural net-
work, expert system, fuzzy set theory and other comprehensive intelligent system
ware applied to condition monitoring and fault diagnosis [2]. Specific to the con-
struction of electrical field, there are five kinds of direct benefits to carry out the
self-diagnosis of fault in construction of electrical equipment system: 1. save a lot of
electrical equipment’s maintenance fee; 2. increase the available coefficient of
electric energy; 3. extend the service life of electrical equipment; 4. ensure reli-
ability of the power supply for electrical equipment; 5. reduce the maintenance
coast of electrical equipment fault and the maintenance risk. This paper mainly
introduces system evolution, the general situation and state of development and the
problem of self-diagnosis maintenance [3–5].

This project adopts methods that are based on the method of classification, and
considered about people need to have an accurate fault classification and fault
location in the construction of electrical failure. Neural network, a kind of classi-
fication method, has the good pattern recognition ability and neural network is good
at dealing with the problem that has some strong coupling nonlinear correlation
about mapping of symptom set or fault set. Then, we decided to have a further study
about the theory and practice based on the fault diagnosis of neural network.

42.2 The Main Types and Progress of the Application
of Fault Diagnosis Theory

The development of the theory of fault diagnosis has come to a new stage now. The
core is that the modern knowledge system of various disciplines was synthesized.
The fault diagnosis theory about control theory and control engineering involved
the modern control theory, signal and system, power electronic technology, modern
statistics, system identification and pattern recognition and other kinds of discipline.
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In recent years, with the research scope of fault diagnosis continues to expand, it
formed that some mainstream methods of fault diagnosis [6, 7].

Some basic methods [8–13] of fault diagnosis were given and their application
and advantages were summarized in the Table 42.1.

42.2.1 The Application of Artificial Intelligence
in the Electrical System’s Fault Self-diagnosis

The Artificial Intelligence (AI) system was developed and applied in the fault self-
diagnosis of electrical equipment field. Therefore the Expert System and Artificial
Neural Network are the most conspicuous [14]. The electrical equipment fault self-
diagnosis expert system that has been developed has the knowledge base, database,
reasoning machine, interpretation system and man-machine interface five parts. The
electrical equipment fault self-diagnosis expert system’s knowledge base uses the
modular structure. As the Fig. 42.1 shows: The artificial neural network also uses
the modular structure. It uses the RBF radial basis function neural network, bring in
the fuzzy logic theory and judge some fault in electrical equipment to prevent the

Table 42.1 The common methods of fault diagnosis

The methods
of fault
diagnosis

The applied occasion The selection of
parameters

Advantage

The methods
of signal
processing

The system’s modeling
is difficult but the
output state can be
measured

High order statistics,
correlation function,
spectrum, etc.

The difficulty of
setting up the
mathematical model
to the abstract objects
was avoided

The methods
of analytic
model

A more accurate
mathematical model
can be established for
the diagnosis object

The physical fault that
is possibility in the
detecting system of
physical parameters’
change predicting
system

The inherent
sensitivity for
unknown fault

The methods
based on the
classification

The model can deal
with the input and
output signal that be
measured

A large number of
knowledge about
system failure and all
kinds of fault sample
data that have been
measured

Ability of recognition
pattern, good real-
time performance and
learning on line

The methods
based on
reasoning

Acquiring a lot of
fault’s information
except the mathematic
model but depend on
the experts’ practical
experience

Production rule,
framework
representation, logic
representation

The sample data of
system fault model
diagnosed was not
needed
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occurrence of failure. The electrical equipment system can make early anticipation
for internal latent failure of operational electrical equipment and it can provide
“consultation” to the operating personnel who operate the electrical equipment.

The characteristics of fault self-diagnosis expert system are shown in Fig. 42.1.

1. At present, the fault self-diagnosis system of electrical equipment using the
produce type model system that is the most common, and the knowledge base
use the modular structure. The knowledge base module is mutually independent
and it is advantageous in the modification, extension and renewal of knowledge
base. It takes a great convenience to the knowledge base’s maintenance of in the
fault self-diagnosis system of electrical equipment.

2. Using the characteristics of the expert system programming language to realize
the reverse inference of electrical equipment fault self-diagnosis system’s object
and bring in the fuzzy logic reasoning model and successfully dealing with the
problem of some fuzziness.

3. Electrical equipment fault self-diagnosis system database consists of electrical
parameter analysis and dynamic database.

42.2.2 The Method Based on the Theory Model of Electrical
Testing Estimate’s Fault Self-diagnosis

As everyone knows, people usually use the state equation of single continuous
variation to accurately describe when the electrical equipment system sends failure.
The random hybrid system model [15] is more accurate mathematical model in the
fault self-diagnosis system of electrical equipment. This random hybrid system
model is different with stochastic system, because the state of random hybrid

Coordinator

The State parameter 
Detection of External 

Operation

Analysis by 
synthesis

The State parameter 
Detection of Internal 

Operation

Fig. 42.1 Electrical equipment fault self-diagnosis system knowledge base module chart
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system can be discrete and continuous, so we can know that the random hybrid
system has characteristic of random. The passive failure mode control system that is
a kind of electrical test system is a kind of typical random hybrid system model and
they are different between the failure mode’s structures of the internal electrical test
system, and we can know that are different between the failure mode’s structure and
normal mode’s structure.

In the electrical test system, the multiple model estimation algorithm include the
random hybrid system model’s design, filter’s selection, the reinitialization of
estimation fusion and filter. The principle block diagram of electrical test system’s
random hybrid system model estimation algorithm is shown in Fig. 42.2.

Multiple model estimation algorithm [15] is brought out by Maigl when he
researched the optimization self-adaption estimation of random sample data pro-
cessing. But in the early, multiple model algorithm did not consider about the
models switching and it belong the multiple model algorithm with static zero input.
In the few years, China and other countries began to research the Multiple Model
Self-adaptive Estimate and Multiple Model Self-adaptive Control, they are a kind of
multiple model approach of typical zero input interaction. The method of Multiple
Model Self-adaptive Estimation maybe generate the electrical equipment system’s
estimation performance deterioration and even make the electrical equipment sys-
tem’s estimator appear the divergence, because of the method of Multiple Model
Self-adaptive Estimation lack the necessary input mutual information.

42.2.3 The Electrical System’s Fault Self-diagnosis Based
on Fuzzy Neural Network

When the electrical equipment system is doing the fault self-diagnosis, the fuzzy
neural network can extract the current electrical equipment system’s fuzzy model’s
description with nonlinearity and compare with each reference model, thus people
can get the accurate fault diagnosis [16]. The system model of fuzzy neural network

Electri
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equipm
ent

system

The
filte
r of 
re-

initi
aliza
tion

Filter 2

Filter 1

Filter 2

X

Y

The information about 
control

The information about 
measure

The filter’s
parallel set

The hypothesis test

Estimation fusion

iw

ˆ
iX

δ

X̂

Fig. 42.2 The multiple model estimation algorithm’s principle diagram in electrical testing system
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as the Fig. 42.3 shows. The method of electrical equipment system’s fault self-
diagnosis by using neural network, although we can get the data of failure char-
acteristics through the network self-learning but it is tardiness to compare with
some complex electrical equipment system learning. And the neural network is not
fully in the network’s structure, so it is difficult to extract the performance of neural
network through to analysis the data of training characteristics. In addition, mostly
the results of neural network training are selected by neural network’s initial value,
and some expert knowledge is hard to be effectively used in the electrical equip-
ment system.

This is the deficiencies when people doing the fault self-diagnosis in the method
of neural network. As everyone knows, they can be conversed each other between
neural network and fuzzy system in the theory, the neural network’s simulation is
based on the biological cranial nerve network and want to close the function about
biological brain’s self-organization and the parallel processing information in the
‘hard’ structure (refers to the permutation and combination between the each neuron
cell in the biological brain and the collocation of ‘individual features’). The fuzzy
system makes the human’s fuzziness characteristics to be a starting point and
simulates the biological action’s thinking from ‘soft’ structure (soft structure’s
essence is the management structure or the coordination structure between the
biological groups) based on the fuzzy logic thinking. The fuzzy neural network
technology that combined with the common features of neural network and fuzzy
system reflects the dominance along with the electrical equipment system’s tech-
nology of processing the fuzzy information and the neural network were researched
deeply. Here, we use this kind of application which can use the new fuzzy neural
network to do the fault self-diagnosis to the electrical equipment system. This
application not only has the characteristic of network’s sample structure but also
training and learning is fast. It can extract the electrical equipment system’s fault
state model by self-adaptive, doing the fault self-diagnosis to electrical equipment
system online.

Input X Output Y
Fuzzy generator

Reverse fuzzification 
device

The machine of 
fuzzy inference

Fuzzy Rule Base

Fig. 42.3 The system’s model block diagram of fuzzy neural network
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42.3 The Fault Diagnosis Methods Based
on Neural Network

The neural network is used by a lot of complicated system because of the neural
network have the excellent ability of learning sample and simulation’s ability of
nonlinear function. There are four aspects about the neural network’s function in the
fault diagnosis.

42.3.1 Pattern Classification and Fault Reasoning

The pattern classification and fault reasoning is the method that is usually used by
fault diagnosis. First of all, to set up the neural network model through the diag-
nosis object, the number that is network input node should respond to the fault
symptom type and the output node should respond to the cause of the fault [17].
Collecting the fault samples to train the model. When the neural network training is
finished, according to the given omen, people can realize the nonlinear mapping
from omen to fault. This process is the aim to use the neural network’s charac-
teristics to diagnose the fault. Figure 42.4 shows the process.

42.3.2 The Residual

The residuals are mean using the neural network to change the system model of
normal state. As Fig. 42.5 shows, the processing is the actual input data of mea-
suring system and using the data to train the neural network, after training, the
residual can be produced on line [18].

Data per-
processing

Learning
and

training

Neural
network

Fault feature 
extraction

Data per-
processing

Fault feature 
extraction

diagnosis
The data

of 
diagnosis

The
sample of 
training

sensor

Data Normalization

Fig. 42.4 The fault diagnosis structure model’s diagram based on neural network
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Using the neural network to estimate the residual, the first of all, people need to
train network. And it needs to artificially collect a lot of data to establish the
residual database and the corresponding fault’s characteristic database. As is shown
in Fig. 42.6. To complete the training, the neural network can estimate the residual
on line and judge whether the system’s running status is normal and find the cause
of fault.

42.4 The Advantage and Feasibility of Construction
of Electrical Apply the Neural Network

The construction of electrical system can’t create a precise mathematical model, is
not able to use based on method of analysis; Correlation function spectrum char-
acteristics is not typical, also can’t the application of signal processing methods;

object object

Artificial 
neural 
network

Artificial 
neural 
network

faults

resi
dual

training
Producing the 

residual

Fig. 42.5 The neural network training and producing the residual on line and evaluating the
residual

Fig. 42.6 The neural network training and assessment of residual on line
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And based on the method of reasoning rules expression in difficulty bigger, critical
state is not easy to judge.

Application of neural network in fault diagnosis based on the basic ideas from
the pattern classification of fault reasoning method to fault characteristics as net-
work input, diagnosis as network output, with already measured more sets of
historical fault data and training the neural network, enabling the network through
the right value memory fault symptom and the corresponding fault type of the
corresponding relationship between specific [16].

Fault characteristic value, middle layer obtain input layer information by internal
learning into targeted solutions, complete the input to the output of the nonlinear
mapping. Output layer output for failure mode vector, through the neuron output
and threshold value comparison diagnosis results, this paper diagnosis fault of the
total number of nodes is 22, fault type are line impedance fault, continuity failure,
grounding resistance anomaly, ground resistivity anomaly, insulation resistance is
too small, five kinds of fault is corresponding to the 22 fault location. Fault vector,
with 0 means no failure, 1 if the malfunction.

42.5 Conclusion

This paper put forward about the necessity, feasibility and reality of doing the fault
self-diagnosis in construction of electrical system at first. Then, it reviews the
common fault diagnosis algorithm. At last, this paper selects the neural network that
has the most application value to be the point of application diagnosis algorithm in
many of methods of fault diagnosis. It completed the experimental research based
on the measured data and put forward the performance evaluation index of the fault
diagnosis.
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Chapter 43
Output Feedback for Networked Control
Systems with Time-Delay and Data Packet
Dropout

Wang Yan-Feng, Li Zu-Xin, Chen Hui-Ying and Qian Yi

Abstract For networked control systems (NCSs) with time-delay and random data
packet dropout, the model is established as a kind of stochastic control system
which contains Bernoulli distributed stochastic variable. Furthermore, the existence
conditions of the output feedback controller are derived, such that the closed-loop
NCSs are exponentially stable in the mean-square sense. Then a linear matrix
inequality (LMI) approach for designing output feedback controller is presented.
Finally, a numerical example is employed to demonstrate the validity of the
proposed method.

Keywords Time-delay � Data packet dropout � Output feedback

43.1 Introduction

The vast progress in network technology over the past decade has influenced the
area of system control. Nowadays, it is becoming more and more common to use
networks in systems, especially in those that are large and physically distributed or
that require expensive cabling. Networked control systems are feedback control
systems with control loops closed via digital communication channels [1]. Com-
pared with the traditional point-to-point wiring, the use of communication channels
can reduce the costs of cables and power, simplify the installation and maintenance
of the whole system, and increase the reliability. Because of these advantages,
networked control systems (NCSs) have many industrial applications in automo-
biles, manufacturing plants, aircraft [2, 3]. NCSs receive much attention in the field
of control theory and application. The insertion of communication network in the
feedback control loop makes stability analysis and controller design very complex.
The delays could potentially deteriorate the stability and control performance of the
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system. Another interesting problem in networked control systems is the data
packet dropout issue. Because of uncertainties and noise in the communication
channels, there may exist unavoidable errors in the transmitted packet or even loss.
If this happens, the corrupted packet is dropped and the receiver uses the packet that
it received most recently. In addition, packet dropout may occur when one packet
reaches the destination later than its successors; in such situation, the old packet is
dropped, and its successive packet is used instead. Many researchers have paid
attention to the study of the modeling, stability analysis, and controller design
of NCSs under the existence of network-induced delay and data packet dropout.
The stochastic control problem for NCSs was studied by the time-stamp technique
[4, 5]. A model of NCSs with time-delay was proposed, and then the guaranteed
cost control was discussed in terms of Lyapunov theories and linear matrixin-
equality (LMI) method [6]. However, the above literatures only focus on the
problem of time-delay without consideration of the data packet dropout issue. Some
literatures focus on the problem of data packet dropout without consideration of
time-delay [7–9]. The problem of modeling and controller design for NCSs with
both time-delay and data packet dropout has not been adequately studied. NCSs
with time-delay and data packet dropout were modeled as asynchronous dynamical
systems or switched systems, and the sufficient conditions for stability were given,
but solving nonlinear matrix inequalities was needed [1, 10, 11].

In this paper, we aim to tackle modeling and controller design of NCSs with both
time-delay and data packet dropout. Both the stability analysis and the controller
synthesis problems are thoroughly investigated. It is shown that the controller
design problem under consideration is solvable if certain linear matrix inequalities
are feasible. A simulation example is exploited to demonstrate the effectiveness of
the proposed approach.

43.2 Problem Formulation

We only consider that the network exists between sensor and controller and sk
stands for network time-delay. We use a switch to describe the transmission of the
data packet. A data packet dropout happens when the switch is open, otherwise the
data packet is transmitted successfully.

Consider the following controlled plant:

_xðtÞ ¼ AxðtÞ þ BuðtÞ
yðtÞ ¼ CxðtÞ

�
ð43:1Þ

where xðtÞ 2 Rn, uðtÞ 2 Rm, yðtÞ 2 Rr are the system state vector, control input, and
output vector, respectively. Without loss of generality, we make the following
assumption for technical convenience.
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Assumption 43.1 The sensor works at time-driven mode and the controller works
at event-driven mode and the actuator works at time-driven mode.

Assumption 43.2 Network only exists between the sensor and the controller, the
controller and the actuator are at one network node. And the total time-delay
sk ¼ ssck þ scak is no larger than one sampling period h, i.e.,sk � h.

Assumption 43.3 The matrix CT is of full-column rank, i.e., rank ðCTÞ ¼ r, then
there exist two orthogonal matrices U 2 Rn�n and V 2 Rr�r, such that

UCTV ¼ U1

U2

� �
CTV ¼ R

0

� �

where U1 2 Rr�n, U2 2 Rðn�rÞ�n and R ¼ diagfr1; r2; . . .; rrg, where riði ¼
1; 2; . . .; rÞ are nonzero singular values of CT . Integration of system (43.1) in one
sampling period h, and considering the network-induced delay, the discrete time
representation of system (43.1) is as follows:

xkþ1 ¼ Uxk þ C0uk þ C1uk�1

yk ¼ Cxk

�
ð43:2Þ

where U = eAh, C0 ¼
R h�sk
0 eAsdsB, C1 ¼

R h
h�sk

eAsdsB. Noting that

C0 ¼
R h�sk
0 eAsdsB ¼ R h=2

0 eAsdsBþ R h�sk
h=2 eAsdsB. Let H0 ¼

R h=2
0 eAsdsB, E ¼ I,

Fsk ¼
R h�sk
h=2 eAsds. Then we get C0 ¼ H0 þ EFskB. According to [12], the uncertain

matrix Fsk satisfies rmaxðFskÞ� ðermaxðUÞh � ermaxðUÞh=2Þ=rmaxðUÞ :¼ d

When data packet dropout occurs, the actuator uses the control signal of last
period, thus the system representation is:

xkþ1 ¼ Uxk þ Huk�1

yk ¼ Cxk

�
ð43:3Þ

where H ¼ R h
0 e

AsdsB. Define a stochastic variable ak ¼ 0
1

�
, when a data packet

dropout occurs, we let ak ¼ 0; otherwise ak ¼ 1. Then ak is a Bernoulli distributed
white sequence with Pr obfak ¼ 1g ¼ efakg :¼ a; Pr obfak ¼ 0g ¼ 1� efakg :¼ 1� a;

Varfakg ¼ efðak � aÞ2g ¼ að1� aÞ :¼ b2. Combining (43.2) and (43.3), NCSs
with time-delay and data packet dropout can be described by the stochastic control
system below:

xkþ1 ¼ Uxk þ akC0uk þ ð1� akÞC0uk�1 þ C1uk�1

yk ¼ Cxk

�
ð43:4Þ
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Because of the physical or economical restriction, the whole state information of
the controlled plant is often hard to get, so the output feedback control law is
adopted:

uk ¼ Kyk ¼ KCxk ð43:5Þ

Then the closed-loop control system representation is:

xkþ1 ¼ Uxk þ akC0KCxk þ ð1� akÞC0KCxk�1 þ C1KCxk�1 ð43:6Þ

By defining augmented vector

gk ¼ xk
xk�1

� �

the system (43.6) can be written as:

gkþ1 ¼ Uþ akC0KC ðH � akC0ÞKC
I 0

� �
gk ¼ Akgk ð43:7Þ

It should be pointed out that in the closed-loop control system (43.7), there
appears stochastic variable ak . This differs from the traditional deterministic sys-
tems without random data packet dropout. To deal with the stochastic parameter
system (43.7), we need to introduce the notion of stochastic stability in the mean-
square sense.

Definition 43.1 The closed-loop networked control system (43.7) is said to be
exponentially mean-square stable if, there exist constants b[ 0 and 0\f\1 such
that efk gk k2g\brkefk g0 k2g; 8k 2 Iþ.

To proceed, we will need the following two lemmas.

Lemma 43.1 Xie [13] Given matrices G; L and N of compatible dimensions with G
symmetric, inequality Gþ LFðskÞN þ NTFðskÞTLT\0 holds for rmaxðFsk Þ� d, if
and only if there exists a constant e[ 0, such that Gþ ed2LLT þ NTN=e\0.

Lemma 43.2 Ho et al. [14] For the matrix CT 2 Rn�r that is of full-column rank, if
matrix X is of the following structure:

X ¼ UT X11 0
0 X22

� �
U ¼ UT

1 X11U1 þ UT
2 X22U2 where X11 2 Rr�r [ 0, X22 2

Rðn�rÞ�ðn�rÞ [ 0, U1 and U2 are defined in assumption 43.3, then there exists a
nonsingular matrix Y 2 Rr�r, such that XCT ¼ CTY

426 W. Yan-Feng et al.



43.3 Controller Design

Now we give the main results of this paper.

Theorem 43.1 Take as given the communication channel parameters 0� sk � h
and 0� 1� a� 1, the closed-loop networked control system (43.7) is exponentially
mean-square stable if there exist positive-definite matrices P, Q such that

R WT

W K

� �
\0 ð43:8Þ

where

R ¼ðUþ aC0KCÞTPðUþ aC0KCÞ þ b2ðC0KCÞTPðC0KCÞ þ Q� P

W ¼ðHKC � aC0KCÞTPðUþ aC0KCÞ � b2ðC0KCÞTPC0KC

K ¼ðHKC � aC0KCÞTPðHKC � aC0KCÞ þ b2ðC0KCÞTPC0KC � Q

Proof Define a Lyapunov functional Vk ¼ gTk M gk ¼ gTk
P 0
0 Q

� �
gk ¼ xTk P xk þ

xTk�1 Qxk�1; where P and Q are positive-definite matrices to be determined.
Obviously, we have Vk [ 0. It follows from (43.7) that

efVkþ1g � efVkg¼ gTk efAT
k MAkg gk � efgTk M gkg

¼ efððUþ aC0KCÞxk þ ðak � aÞC0KCxk þ ðH � aC0ÞKCxk�1

� ðak � aÞC0KCxk�1ÞTPððUþ aC0KCÞxk þ ðak � aÞC0KCxk

þ ðH � aC0ÞKCxk�1 � ðak � aÞC0KCxk�1Þg þ xTk Q k � xTk P xk � xTk�1 Qxk�1

¼ gTk
R WT

W K

" #
gk

Thus, if (43.8) holds, we can get efAT
k MAkg �M\0. Since M[ 0, it is easy to

obtain kminðMÞI�M� kmaxðMÞI. Thus we can get

kminðMÞefk gk k2g� efgTk Mgkg� kmaxðMÞð1� /
kmaxðMÞÞ

kefk gk k2g

That is, efk gk k2g\brkefk g0 k2g, where b ¼ kmaxðMÞ
kminðMÞ, f ¼ 1� /

kmaxðMÞ. h

According to Definition 43.1, the system (43.7) is exponentially mean-square
stable.

Theorem 43.2 Take as given the communication channel parameters 0� sk � h
and 0� 1� a� 1, if there exist positive-definite matrices X11, X22, N, matrix Z and
scalar l[ 0, such that the following LMI holds:
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N � X � � � �
0 �N � � �

UX þ aH0ZC ðH � aH0ÞZC �X þ ld2a2E � �
bH0ZC �bH0ZC ld2abE �X þ ld2b2E �
BZC BZC 0 0 �lI

2
66664

3
77775\0

ð43:9Þ

where X ¼ UT
1 X11U1 þ UT

2 X22U2, then closed-loop system (43.7) is exponentially
mean-square stable, and the controller gain matrices are given by
K ¼ ZVR�1X�1

11 RV
T .

Proof Using Schur complement, we can get the following inequality from (43.8):

Q� P � � �
0 �Q � �

Uþ aC0KC ðH � aC0ÞKC �P�1 �
bC0KC �bC0KC 0 �P�1

2
664

3
775\0

which can be written as

Q� P � � �
0 �Q � �

Uþ aH0KC ðH � aH0ÞKC �P�1 �
bH0KC �bH0KC 0 �P�1

2
6664

3
7775

þ

ðBKÞT
ðBKÞT

0

0

2
6664

3
7775FT

sk

0

0

aE

bE

2
6664

3
7775
T

þ

0

0

aE

bE

2
6664

3
7775Fsk

ðBKÞT
ðBKÞT

0

0

2
6664

3
7775
T

\0

h

By using Lemma 43.1, we can obtain

Q� P � � �
0 �Q � �

Uþ aH0KC ðH � aH0ÞKC �P�1 þ ld2a2E �
bH0KC �bH0KC ld2abE �P�1 þ ld2b2E

2
6664

3
7775

þ
ðBKÞT
ðBKÞT

0

0

2
6664

3
7775

ðBKÞT
ðBKÞT

0

0

2
6664

3
7775
T

l�1
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Using Schur complement again, we can obtain

Q� P � � � �
0 �Q � � �

Uþ aH0KC ðH � aH0ÞKC �P�1 þ ld2a2E � �
bH0KC �bH0KC ld2abE �P�1 þ ld2b2E �
BKC BKC 0 0 �lI

2
66664

3
77775\0

Consequently, pre- and post-multiplying the inequality above with
diagfP�1;P�1; I; I; Ig, and let X ¼ P�1, N ¼ XQX, we can get

N � X � � � �
0 �N � � �

UX þ aH0KCX ðH � aH0ÞKCX �X þ ld2a2E � �
bH0KCX �bH0KCX ld2abE �X þ ld2b2E �
BKCX BKCX 0 0 �lI

2
66664

3
77775\0

Since X ¼ UT X11 0
0 X22

� �
U ¼ UT

1 X11U1 þ UT
2 X22U2, there exists a matrix Y

such that XCT ¼ CTY from Lemma 43.2. It follows from XCT ¼ CTY and CT ¼

UT R
0

� �
VT that XUT R

0

� �
VT ¼ UT R

0

� �
VTY , that is, UT X11 0

0 X22

� �

UUT R
0

� �
VT ¼ UT R

0

� �
VTY , which implies that X11RVT ¼ RVTY , that is

Y ¼ VR�1X11RVT . Let KY ¼ Z, since KCX ¼ ðXCTKTÞT ¼ ðCTYKTÞT ¼
ðCTZTÞT ¼ ZC, so we get K ¼ ZVR�1X�1

11 RV
T , this completes the proof.

43.4 Numerical Example

Consider the following controlled plant:

_xðtÞ ¼ 0 1

�3 0:2

� �
xðtÞ þ 2

�2

� �
uðtÞ

yðtÞ ¼ 1 3

1 �2

� �
xðtÞ

8>>><
>>>:

Assuming the sampling period h ¼ 0:1 s, the possibility of data packet dropout
Pr obfak ¼ 0g ¼ 0:1. We can get the following parameters after some mathematic
computations:
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U ¼ 0:9909 0:0861
�0:1722 0:7326

� �
; H0 ¼ 0:0976

�0:0976

� �
; H ¼ 0:1904

�0:1904

� �
; d ¼ 0:0503

According to Theorem 43.2, we can obtain the following solutions using Matlab
LMI tool box:

Z ¼ �0:1683 �1:0318½ �; X11 ¼ 161:5070 �1:7381
�1:7381 189:4742

� �

So the state feedback controller gain is given by:

K ¼ �0:0007 �0:0056½ �

Assuming the system initial state is xð0Þ ¼ 1 0:8½ �T , the state responses of the
closed-loop system is shown in the figure below, then, we can see the closed-loop
system is stable (Fig. 43.1).

43.5 Conclusion

In this paper, a new model for NCSs with time-delay and data packet dropout is
proposed as a kind of stochastic control system which contains Bernoulli distributed
stochastic variable. Sufficient conditions for the existence of an output feedback
controller have been obtained to stabilize the closed-loop NCSs exponentially

0 1 2 3 4 5 6 7 8 9 10
-4

-3

-2

-1

0

1

2

3

t/s

x
data1
data2

Fig. 43.1 State responses of the closed-loop system
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stable in mean-square sense. The controller has been given by solving certain LMI.
Simulation results have demonstrated the effectiveness of the proposed method.
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Chapter 44
Design of an Improved Variable Universe
Fuzzy Control System and Its Stability
Analysis

Weihua Huang and Haiyan Long

Abstract An improved function-type contraction-expansion factor is designed in
this paper. Optimization criterion rules of contraction-expansion factor are designed
by analyzing the changing relationship between the input signals of fuzzy controller
and contraction-expansion factor. And then, an improved contraction-expansion
factor is designed to optimize the structure and improve the control quality of the
system. Based on Lyapunov stability theory, the stability of variable universe fuzzy
control system with designed contraction-expansion factor is proved. Simulation
results show that the design of variable universe fuzzy control method can effectively
improve system performance.

Keywords Improved contraction-expansion factor � Variable universe fuzzy
control � Lyapunov stability

44.1 Introduction

The idea of variable universe fuzzy control was first proposed to regulate the
universe by a set of nonlinear contraction-expansion factor. That is, the universe is
changed with actual error. With the fix fuzzy rule-base, change of contraction-
expansion factor is equal to decrease or increase the number of fuzzy rules. It is
proven that the variable universe fuzzy controller is a high-precision controller with
self-organization, self-learning and self-adaption characters [1].

Generally, there are three basic types of variable universe fuzzy controllers,
which are based on function, fuzzy inference and intelligent searching algorithm,
respectively. A contraction-expansion factor of exponential type is deduced and
applied successfully in the control of four-level-inverted pendulum in [2]. After the
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change law of contraction-expansion factor is analyzed, a contraction-expansion
factor of proportional type is presented to be not only as the antecedent of rules but
also the consequent in [3]. In order to overcome large amount of calculation and
difficulty of realization, the weighted sum is used to replace the integral calculation
in contraction-expansion factor of integral type on the basis of the previous research
[4]. For the various plants, it is difficult to construct contraction-expansion factor by
normal function type. So some contraction-expansion factors of inference type are
proposed in [5], with the consideration of the advantage of fuzzy language inference
mechanism. For example, according to the inference classification of error, a
contraction-expansion factor of inference type is designed to improve the control
precision in [6]. Clearly, the selection of contraction-expansion factor is important
for the performance of fuzzy controller. With the consideration of stability of
control system, which is realized by contraction-expansion factor, an improved
contraction-expansion factor of function type is designed on the analysis of the
relationship between contraction-expansion factor and change of universe. Mean-
while, its stability is proved by Lyapunov method. Simulation results show that the
fuzzy controller with the improved contraction-expansion factor is effective in
comparison with the results of normal factors.

44.2 Definition of Improved Contraction-Expansion Factor

The following practical contraction-expansion factors [2, 6] are commonly used in
fuzzy system, which are,

aðxÞ ¼ ð xj j=EÞs þ e; s 2 ð0; 1Þ; e is a very small positive constant; ð44:1Þ

bðxÞ ¼ 1� kexpð�kx2Þ; k 2 ð0; 1Þ; k[ 0; ð44:2Þ

Suggest the input universes of SISO fuzzy controller is expressed as ½�E;E�, and
its contraction-expansion factor is aðxÞ. Let the initial universe X ¼ ½�2; 2�. For
Eq. (44.1), s ¼ 0:85 and for Eq. (44.2), k ¼ 0:97; k ¼ 1. The relationship between
contraction-expansion factor and universe is shown in Fig. 44.1.

Supposed that there are there terms: big, medium and small for the description of
universe and aðxÞ. With the Fig. 44.1, the relationship between contraction-
expansion factor and universe, x ! aðxÞ, can be concluded by the following rules:
(44.1) if error x is big then aðxÞ is big; (44.2) if error x is medium then aðxÞ is
medium; (44.3) if error x is small then aðxÞ is small. When x is big, the number of
control rules need not be added, so the change rate of aðxÞ is small. If x is small, the
system is near stable state, the system need more fuzzy rules to enhance the per-
formance of convergence, i.e., the change rate of aðxÞ should be big to make error
close to zero rapidly. Based on the above analysis, the rules for x ! DaðxÞ can be
concluded by: (44.1) if error x is big then DaðxÞ is big; (44.2) if error x is medium
then DaðxÞ is medium; (44.3) if error x is small then DaðxÞ is small. The rules for
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aðxÞ and DaðxÞ are called as designing criterion. With the consideration of coor-
dination and zero avoidance of contraction-expansion factor, DaðxÞ is denoted by

DaðxÞ ¼ 2 � k � Dx � ðE � xj jÞ � ð1� aðxÞÞ=E ð44:3Þ

After solving differential equation, Eq. (44.3) becomes,

aðxÞ ¼ 1� ke�2k xj jþkx2=E; k[ 0; k[ 0 ð44:4Þ

Let k1 ¼ 2k, Eq. (44.3) becomes

aðxÞ ¼ 1� ke�k1 xj jþk2x2 ; k1 [ 0; k2 [ 0; k[ 0 ð44:5Þ

where k is the adjusted parameter. Equation (44.4) is the improved contraction-
expansion factor designed in the paper, and its performance of improved
contraction-expansion factor is discussed as follows,

(1) According to the basic definition of contraction-expansion factor, as to
Eq. (44.4), when xj j ! E, a ! 1 and xj j ! 0, a ! 1� k. Obviously,
Eq. (44.4) is satisfying to the requirements of definition of contraction-
expansion factor, which are duality, monotonicity, zero avoidance and
coordination.

(2) According to the designing criterion for contraction-expansion factor, there is

daðxÞ=dx ¼ �kð�k1 þ k2 xj jÞe�k1 xj jþk2x2 ð44:6Þ
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Fig. 44.1 Relationship
between
contraction-expansion
factor and universe
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For Eq. (44.6), when xj j ! E, daðxÞ=dx ! 0; and when xj j ! 0,
daðxÞ=dx ! kk1, which can be adjusted by the adapt value of k1. So the improved
contraction-expansion factor, denoted by Eq. (44.4), satisfies the designing crite-
rion. Additionally, aðxÞ can be proportional-type and exponential-type [2, 7] with
the change of k1 and k2. Let the initial universe X ¼ ½�E;E�, and then compare the
improved contraction-expansion factor with other two types of typical ones, which
are generally called as proportional factor and exponential factor and denoted by
Eqs. (44.1) and (44.2), respectively,

aðxÞ ¼ ð xj j=EÞs þ e ð44:7Þ

where s 2 ð0; 1Þ, e is a very small positive constant.

aðxÞ ¼ 1� kexpð�kx2Þ; ð44:8Þ

where k 2 ð0; 1Þ, k[ 0.
Suggest X ¼ ½�2; 2� and the figures of aðxÞ and daðxÞ=dx are shown in

Figs. 44.2 and 44.3.
It is obvious to find that the change rate of improved factor is bigger when error

is small, which leads to fast change of universe and makes system arrive at stable
state quickly. Additionally, the figure of improved factor is smoother than other two
ones and without jump like exponential factor.
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436 W. Huang and H. Long



44.3 Stability Analysis of Fuzzy System with Improved
Contraction Expansion Factor

Think of the following n-order continuous nonlinear system,

_x1 ¼ x2; _x2 ¼ x3; . . .; _xn ¼ f ðx1; x2. . .xnÞ þ buþ d

y ¼ x1
ð44:9Þ

where f ðx1; x2. . .xnÞ is an unknown nonlinear continuous function, and
f ðxÞj j � f0ðxÞ; 0\b1\b\b2; d�DN , f0ðxÞ is a known continuous function, b is
an unknown constant, d is a disturbance variable, b1; b2 are constants, u; y are
control input and system output, respectively, and u; y 2 R. Let
x ¼ ½x1; x2. . .xn�T , ðx; _x. . .xðn�1ÞÞT , then Eq. (44.9) can be expressed by

_x ¼ Âxþ B̂ðf ðxÞ þ buþ dÞ
y ¼ ĈTx

ð44:10Þ

where Â ¼

0 1 0 0 � � � 0 0
0 0 1 0 � � � 0 0
..
. ..

. ..
. ..

. . .
. ..

. ..
.

0 0 0 0 � � � 0 1
0 0 0 0 0 0 0

2
66664

3
77775; B̂ ¼

0

0

..

.

0

1

2
66666664

3
77777775
; Ĉ ¼

1

0

0

..

.

0

2
66666664

3
77777775
.

Let r be input of system, and error e ¼ r � y, denoted by
e ¼ ðe1; e2. . .enÞT , ðe; _e. . .eðn�1ÞÞT . In order to realize the control target, that is,
lim
t!1 ek k ¼ 0, select a Hurwitz polynomial, which is,
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Fig. 44.3 Output of daðxÞ=dx
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hðsÞ ¼ sn þ k1s
n�1 þ � � � þ kn�1sþ kn ð44:11Þ

Because the system, denoted by Eq. (44.9), is stable if and only if all roots of
Eq. (44.10) belongs to left half-plane, an equation about error can be structured as;

eðnÞ þ k1e
ðn�1Þ þ � � � þ kn�1 _eþ kne ¼ 0 ð44:12Þ

Obviously, e is approximately stable if Eq. (44.11) has a solution. Let
k, ½kn; kn�1. . .k1�T , then Eq. (44.12) can be expressed by

eðnÞ ¼ �kTe ð44:13Þ

and there is,

u ¼ 1
b
ð�f ðxÞ þ rðnÞ þ kTeÞ ð44:14Þ

Let uf is the output of the fuzzy controller with the improved contraction-
expansion factor, and us is offset variable for the output of the fuzzy controller, so
there is

u ¼ uf þ us ð44:15Þ

Substituting Eq. (44.15) into (44.10) gives

xðnÞ ¼ f ðxÞ þ bðuf þ usÞ þ d ð44:16Þ

With Eqs. (44.13) and (44.16), the error is

eðnÞ ¼ �kTeþ bðu� � uf � usÞ ð44:17Þ

Let A ¼

0 1 0 � � � 0
0 0 1 � � � 0
..
. ..

. ..
. . .

. ..
.

0 0 0 � � � 1
�kn �kn�1 �kn�2 � � � �k1

2
66664

3
77775; B ¼

0

0

..

.

1

2
666664

3
777775, then Eq. (44.11)

is,

_e ¼ Aeþ Bðu� � uf � us � dÞ ð44:18Þ

Theorem 44.1 The system expressed by Eq. (44.18) is a approximately stable
system with the adaptive selection of us.
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Prove According to Lyapunov equation, there is a positive definite matrix P to
satisfy the following condition with arbitrary selected positive definite matrix Q.

ATPþ PA ¼ �Q ð44:19Þ

Construct energy function VðeÞ ¼ eTPe=2, and then _VðeÞ is

_VðeÞ ¼ �eTQe
�
2þeTPBðu� � uf � usÞ ¼ �eTQe

�
2þ eTPnBðu� � uf � usÞ

where Pn ¼ ½p1; p2. . .pn�T .

Let us ¼ I�sgnðeTPÞ½ðf0 þ rðnÞ
�� ��þ kTe

�� ��Þ.bþ uf
�� ��þ DN � ð44:20Þ

Where I� ¼ 1; ePj jðf0 þ rnj j þ kTe
�� ��þ b2 uf

�� ��Þ\eTPe=2
0; otherwise

�
.

With Eqs. (44.8) and (44.14), there is

_VðeÞ� � eTQeþ eTPn

�� ��bð u�j j þ uf
�� ��þ DNÞ

�
2� eTPnbus

� � eTQeþ eTPn

�� ��bðf0 þ rðnÞ
�� ��þ kTe

�� ��þ b uf
�� ��þ DNÞ

.
2� eTPnbus

When I� ¼ 0, _VðeÞ� 0; When I� ¼ 1, _VðeÞ� � eTQe=2� 0, and if and only if
ek k ¼ 0, _VðeÞ ¼ 0. So the system expressed by Eq. (44.18) is a approximately

stable system with the adaptive selection of us.

Deduction 44.1 The error vector is bounded after adding of Compensator us to the
system, i.e., 9E0 [ 0, make ek k�E0. Additionally, If the inference input r is
bounded, the state variable x is also bounded.

Prove Because of VðeÞ� 0 and _V � 0, st. 8t, VðeÞ�V0. Let kmin is the minimum
eigenvalue of P, there exists 1

2 ek k2kmin � 1
2 e

TPe ¼ VðeÞ�V0. Because P is posi-

tive definite matrix, kmin [ 0, ek k is : ek k� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2V0=kminðPÞ

p
.

Let E0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2V0=kmin

p
, then ek k�E0. Supposed that the system input r is

bounded, 9Xr [ 0 and 8t, make rk k�X, where r ¼ ðr; _r; . . .; rðn�1ÞÞ. Obviously,
xk k� rk k þ ek k�Xr þ E0. Let Xx ¼ Xr þ E0, then xk k�Xx, that is, x is bounded.

44.4 Simulations

Consider the non-minimum phase system GðsÞ ¼ 1
�
s2 � 0:65sþ 1. Without any

control, the system denoted by Eq. (44.6) is divergent and unstable, shown in
Fig. 44.4. The sampling time T ¼ 0:01.
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Parameters of fuzzy controller are: Universes of error e, change of error ec and
output u are ½�6; 6�. Scale factors of e, ec and u are ke ¼ 5, kec ¼ 2, ku ¼ 1
respectively. Fuzzy partitions of e, ec and u are NB;NM;NS;ZO; PS; PM; PBf g
respectively, Here, the membership functions are all taken triangle membership
functions, shown as Fig. 44.5 and fuzzy rules are shown in Table 44.1.

Three kinds of contraction-expansion factors are selected as followings: pro-
portional contraction-expansion factor: aðxÞ ¼ xj j=Eð Þs, where s ¼ 0:5; exponential
contraction-expansion factor: aðxÞ ¼ 1� k1expð�k1x2Þ, where k1 ¼ 0:88; k1 ¼ 0:8,

0 500 1000 1500 2000 2500 3000
-1

-0.5
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0.5

1

1.5

2 x 104

Fig. 44.4 Step responding figure of the system without control

1
ZO PS PM PBNSNMNB

6-6

μ

e,ec,u

Fig. 44.5 Distribution of fuzzy sets for e, ec and u

Table 44.1 Fuzzy rules
EC NB NM NS ZO PS PM PB

u

E

NB −6 −6 −4 −2 0 0 2

NM −6 −6 −4 −2 0 2 4

NS −6 −4 −2 −2 0 4 4

ZO −6 −4 −2 0 2 4 6

PS −4 −2 0 2 2 4 6

PM −4 −2 0 2 4 6 6

PB −2 0 0 2 4 6 6
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and improved contraction-expansion factor: aðxÞ ¼ 1� k2expð�k2 xj j þ k3x2Þ,
where k2 ¼ 0:98; k2 ¼ 0:9; k3 ¼ 0:01. With the same structure of fuzzy controller,
figures for fuzzy control system with the above three kinds of expansion factors are
shown in Figs. 44.6 and 44.7.

With Figs. 44.6 and 44.7, the fuzzy system with improved contraction-expansion
factor is of some good characteristics, such as short setting time, little overshot,
small stable error, strong robustness. Meanwhile, the simulation results also man-
ifest the effective design and optimal designing criterion.

Fig. 44.6 Step responding
figures

Fig. 44.7 Changes of
expansion factors with error
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44.5 Conclusion

An improved contraction-expansion factor is designed in the paper. With the dis-
cussion of the relationship between error, weight of university and contraction-
expansion factor, optimal designing criterion for contraction-expansion factor is
deduced, which gives the basis for design of an improved contraction-expansion
factor. And then, stability of fuzzy system with improved contraction-expansion
factor is proved by Lyapunov stability theorem. Finally, simulations for a non-
minimum phase system are manifested that the performance of the fuzzy system
with an improved contraction-expansion factor is more effective than that with
proportional contraction-expansion factor and exponential contraction-expansion
factor.
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Chapter 45
Experimental Study on Adaptive Iterative
Control for Lower Limb Prostheses

Yu-liang Ma, Xiao-hui Ding, Ming Meng and Qing-shan She

Abstract In order to adapt to the personalized parameters and to the change of
tempo in user’s lower limb prosthesis, taking these factors such as nonlinear model
and parameter uncertainty of human prosthetic system into consideration, adaptive
iterative learning controller has been designed to implement imputation control on
it. First, the dynamic model of lower limb prosthesis is created. Then, adaptive
iterative learning controller is designed to implement imputation control on it, using
Lyapunov function method to prove the stability and convergence of tracking error.
Finally, the knee trajectory simulation results are obtained. The final results show
that the designed controller has excellent tracking results on the lower limb pros-
thetic knee.

Keywords Lower limb prosthetic � Kinetic model � Iterative learning adaptive
control � Trajectory tracking

45.1 Introduction

Human legs have a strong ability to adapt to the complicated external environment
during walking. With the development of technology, the study of human lower limb
prostheses is also increasingly focused on how to let the users walk more easily and
naturally, and the research on lower limb prostheses knee is particularly important.
A good lower limb prosthetic knee can guarantee patients walk flexibly and most
close to the maximum state of natural gait in the period of support phase (the period
from the heel contacts the ground to the toes leave the ground) and swing phase
(from the toes leave the ground to the heel contacts the ground), which are also the
key factors in the performance and life cycle of the entire lower limb prostheses [1].
So it is of great significance to the research on lower limb prosthetic knee control.
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Today, people have developed a lot of new intelligent artificial legs, making
intelligent prostheses develop toward a climax. But the relevant theoretical study
has been mainly focused on general intelligent control theory, such as ordinary BP
neural network control, rule-based expert control, and general fuzzy control,
although the neural network adaptive control, fuzzy expert control, and other
compound intelligent control technology have been used relatively less. Kalanovic
and others have researched on Neural network supervisory control based on
feedback-error learning (FEL), combined BP neural network controller with PD
controller, but the real-time performance is poor for the BP neural network con-
troller [2].

Adaptive Iterative Learning Control is a compound intelligent control method
with rapid asymptotic convergence, taking full advantage of adaptive control and
iterative learning control, and the method has been used to control lower limb
prosthetic knee in this paper. The experiment results show that the algorithm can
not only effectively reduce the tracking error of the prosthetic knee but also get well
tracking effect.

45.2 Normal Human Gait Characteristics and Lower Limb
Prosthesis Control Requirements

Normal gait refers to healthy human feel the most natural and comfortable posture
during walking, which is also with the characteristics of well-coordinated and
balanced cyclical. The process of human normal walk is a circular motion of their
lower limb, besides a complete cycle includes two phases: single stand phase and
double stand phase. Single stand phase refers to one leg swing while the other leg
touchdown with a maximum vertical load at the end of it, and soon after the knee
begins to bend preparing for the swing phase, at the same time with minimum
bending resistance. Therefore, knee prostheses should start to move at the minimum
bending resistance to automatically adapt to a range of gait speed.

Controlled above-knee prostheses (AKP) is artificial limb mounted below the
amputee’s hip. Usually, the ideal lower limb prosthesis control is expected to
achieve the following requirements: lower limb prosthesis not only has sufficient
stability to support weight and being with automatic security response in support
phase, but also has the ability of automatic bending lock when tripped, control the
walking mode during the entire gait cycle such as sitting, standing, downstairs,
respond to transient changes in walking speed, can adapt to different wearer’s
personalized configuration requirements, realize adaptive control without training,
have the ability to absorb shocks when the heel contacts the ground [3].

444 Y. Ma et al.



45.3 Dynamics Model of Lower Limb Prosthesis Control

To get the results of the simulation based on adaptive iterative learning control
method, IPL is established as a control object of mathematical model. Traditional
inverse problem of dynamics can be summarized as follows: the motion path and
various points speed and acceleration are known according to trajectory planning,
solving the generalized driving force of drive element that must be provided to the
joint, which changes with time (or displacement). So as to get ankle, knee, and hip
joint torques, inverse kinetic equation is directly solved in light of the kinematic
parameters. However, joint torque calculated in this method cannot be used in the
actual control of prosthetic leg, because the joint torque that influences the thigh
gait is usually controlled by the nonlinear damping indirectly and the output of the
controlling microprocessor cannot trace the torque directly only according to the
calculated the results of this mathematical model [4].

Therefore, the research is based on lower limb prosthesis system of two rigid
body two degrees of freedom (see Fig. 45.1), and the Newton–Euler algorithm is
used for dynamic analysis. In the figure, l1 and l2 represent the length of thigh and
the length of calf. d1 and d2 represent the links mass; h1 and h2 indicate generalized
angle coordinate variables of the link, which conforms to the right-hand rule;
M1 and M2 are outer drive torque applied to the joints; m1 and m2 represent the
weight of the link, Xi represents position coordinate i ¼ 1; 2ð Þ

M1 ¼ ðm1d
2
1 þ m2d

2
2 þ m2l

2
1 þ 2m2l1d2 cos h2Þ h1

��
þðm2d

2
2 þ m2l1d2 cos h2Þ h2

��

þ ð�2m2l1d2 sin h2Þ h1
�
h2
�
þð�m2l1d2 sin h2Þ h22

�
þðm1d1 þ m2d1Þg � sin h1

þ m2gp2 sinðh1 þ h2Þ
M2 ¼ ðm2d

2
2 þ m1l1d2 cos h2Þ h1

��
þm2d

2
2 h2

��
þð�m2l1 sin h2 þ m2l1d2 sin h2Þ h1

�
h2
�

þ ðm2l1d2 sin h2Þ h21
�
þm2gp2 sinðh1 þ h2Þ ð45:1Þ
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Fig. 45.1 The thigh two rigid body two degrees of freedom
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Suppose hip joints P0 is the origin of coordinates and establishes kinematics
equation, then calculate x1 and x2 coordinates

Xp1 ¼ Xp0 þ d1 sin h1
Yp1 ¼ Yp0 � d1 cos h1

(
ð45:2Þ

Xp2 ¼ Xp0 þ l1 sin h1 þ d2 sin h2
Yp2 ¼ Yp0 � l1 cos h1 � d2 cos h2

(
ð45:3Þ

Through derivation to the position equations, so as to get velocity equations of
the swing leg

Vp1 ¼ Xp1
�

Yp1
�

 !
¼ d1 cos h1

d1 sin h1

� �
h1
�

ð45:4Þ

Vp2 ¼ Xp2
�

Yp2
�

 !
¼ l1 cos h1

l1 sin h1

� �
h1
�
þ d2 cos h2

d2 sin h2

� �
h2
�

ð45:5Þ

45.4 Lower Limb Prosthetic Knee Trajectory Control
Based on Adaptive Iterative Learning Control

45.4.1 Problem Description

Considering the effects, such as the existing uncertainties, friction, internal knee
damping, and external disturbances, Formula (45.1) can be changed to [5]:

M qi tð Þð Þ qi�� tð Þ þ C qi tð Þ; qi� tð Þ
� �

qi
�
tð Þ þ G qi tð Þð Þ ¼ si tð Þ � di tð Þ ð45:6Þ

Therein, qi tð Þ ¼ hi tð Þ; i ¼ 1; 2; . . .; t 2 0; T½ � is the time variable, i 2 Zþ is the

number of iterations, qi tð Þ 2 Rn; q
�
i tð Þ

:2 Rn; qi
��

tð Þ 2 Rn denotes the ith iteration joint
angle, angular velocity, angular acceleration. M qið Þ 2 Rn�n is robot inertia matrix,

Cðqi; qi� Þ qi 2 Rn
�

is centrifugal Coriolis force,G qið Þ 2 Rn is the gravity, si 2 Rn is the
rotational torque of joints, dk 2 Rn is knee damping and external disturbances.
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45.4.2 Convergence Analysis

Suppose the position and velocity of the knee can be obtained through the feedback,
the control task is to design a control rate si tð Þ to guarantee qi tð Þ bounded in any [0, T]
and any i 2 Zþ, and if i ! 1; qi tð Þ can always converge to the corresponding desired
trajectory in any t 2 0; T½ �. Therefore, the basic assumptions are as follows [6]:

1. For 8t 2 0; T½ � and 8i 2 Zþ, then qi tð Þ; qi� tð Þ; qi�� tð Þ and di tð Þ are bounded;

2. for 8i 2 Zþ, and satisfies initial condition qd tð Þ � qi tð Þ ¼ qd
�

tð Þ � qi
�
tð Þ ¼ 0;

also satisfies the following four characteristics [7]:

(1) M qið Þ 2 Rn�n is bounded positive definite symmetric matrix;

(2) M q
�
i

� �
� 2C qi; q

�
i

� �
is skew-symmetric matrix, and also we can know that

XT M q
�
i

� �
� 2C qi; qi

�� �� �
X ¼ 0; 8X 2 Rn;

(3) G qið Þ þ 2C qi; qi
�� �

qd
�

tð Þ ¼ w qi; qi
�� �

nT tð Þ;w qi; qi
�� �

2 Rn�m�1 is a known

vector, nT tð Þ 2 Rm�1 is an unknown vector;

(4) C qi; qi
�� ���� ���� kc qi

���� ���; G qið Þk k\kg; 8t 2 0; T½ �, therein, kc and kg are positive

real numbers.

Position tracking error and velocity tracking error of the joint are respectively set

as follows: e tð Þ ¼ qd tð Þ � qi tð Þ; e� tð Þ ¼ qd
�

tð Þ � qi
�
tð Þ. On the basis of the classical

PD feedback control, lower limb prosthesis system unknown parameters and dis-
turbance caused by uncertainty can be removed through iteration, and the con-
vergence analysis is given below [8].

si tð Þ ¼ Kpei tð Þ þ Kd ei
�
tð Þ þ u qi; qt;

�
ei
�
tð Þ

� �
hi
\
tð Þ ð45:7Þ

hi
\
tð Þ ¼ h

\

i�1
tð Þ þ CuT qi; qt;

�
ei
�
tð Þ

� �
ei tð Þ ð45:8Þ

Therein, hi
\
0ð Þ ¼ 0;u qi; qt;

�
ei
�� �

2 Rn�n;u qi; qt
�
; ei
�� �

¼ w qi; qi
�� �

sgn ei
�� �h i

matrix

KP; KD and C are all symmetric positive definite matrix, thereby ei tð Þ and ei
�
tð Þ are

bounded, and also can infer that lim
i!1

ei tð Þ ¼ lim
i!1

ei
�
tð Þ ¼ 0; 8t 2 0; T½ �.

Proof construct Lyapunov function at the ith iteration [9]:

Wi ei
�
tð Þ; ei tð Þ; ~hi tð Þ

� �
¼ Vi e

�
tð Þ; ei tð Þ

� �
þ 1
2

Z t

0

~qi tð ÞC�1~hi tð Þds ð45:9Þ
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Therein, hi
	

tð Þ ¼ hi tð Þ � ĥi tð Þ; hi tð Þ ¼ nT tð Þ b
� �

; ĥ tð Þ ¼ n̂Ti tð Þ b̂i tð Þ
h iT

stands for

the estimates of h tð Þ; M qið Þ qd�� �di
��� ���� b.

Vi ei
�
tð Þ; ei tð Þ

� �
¼ 1

2
eTi
�

tð ÞM qið Þ ei� tð Þ þ 1
2
ei tð ÞTKpei tð Þ ð45:10Þ

In the formula, if h
�
i ¼ �hþ h

\
iþ1 � h

\
i þ h ¼ h

\
iþ1 tð Þ � h

\
i tð Þ, that is, the equa-

tion: h
\
iþ1 tð Þ ¼ hi

\
tð Þ þ hi

�
tð Þ, then the formula can be changed to:

hi
	

tð ÞTC�1 hi
	

tð Þ � h
	

i�1
tð ÞTC�1 h

	
i�1 tð Þ ¼ �2 hi

�
tð ÞTC�1 hi

	
tð Þ � hi

�
tð ÞTC�1 hi

�
tð Þ

ð45:11Þ

45.4.2.1 Wi tð Þ Non-incremental Proof [10]

DWi ¼ Vi � Vi�1 � 1=2

Z t

0

�hi tð ÞTC�1�hi tð Þ � h
�

i�1
tð ÞTC�1�hi�1 tð Þ

� �
ds ð45:12Þ

Therein, hi
�

tð Þ ¼ hi
\
tð Þ � h

\

i�1
tð Þ, according to that R t0 V� tð Þds ¼ Vi tð Þ � Vi 0ð Þ, that is,

Vi tð Þ ¼ Vi 0ð Þ þ R t0 V� tð Þds; V� i tð Þ ¼ ei
�
tð ÞM qið Þ ei�� tð Þ þ 1=2e

�T
i tð Þ �M

�
qið Þ ei� tð Þ þ e

�T
i tð ÞKpei tð Þ,

then it can be changed to:

Vi ei
�
tð Þ; ei tð Þ

� �
¼Vi ei

�
0ð Þ; ei 0ð Þ

� �

þ
Z t

0

e
�T
i tð Þ �M

�
qið Þ ei�� tð Þ þ e

�T
i tð Þ �M qið Þ ei� tð Þ þ e

�T
i tð ÞKp ei

�
tð Þ

h i
ds

According to Formula (45.6) and features B2, B3,the results are given as follows:

eTi
�
Mei

�� ¼ eTi
�
M qd

�� � qi
��� �

¼ eTi
�
Mqd

�� � eTi
�

�Cqi
� �Gþ si þ di

� �
1=2 e

T
i

�
M
�
ei
� ¼ eTi

�
C ei

� ¼ eTi
�
C qd

� � qi
�� �

¼ eTi
�
Cqd

� � eTi
�
Cqi

�

8>><
>>: ð45:13Þ
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We can conclude from the known results that [11]:

eTi
�

M qið Þ qd�� �di
� �

� b eTi
�����
���� ¼ w qi; qi

�� �
sgn ei

�� �h i
nT b
� �T¼ / qi; qi

�
; ei
�� �

h

ð45:14Þ

Vi ei
�
tð Þ; ei tð Þ

� �
¼ Vi ei

�
0ð Þ; ei 0ð Þ

� �
þ
Z t

0

e
�T
i M qið Þ qd�� � di þ C qi

�
; qi

� �
q
�
d þ G qið Þ þ Kpei � si

� �
ds

�Vi ei
�
0ð Þ; ei 0ð Þ

� �
þ
Z t

0

e
�T
i / qi; qi

�
; ei
�� �

h� Kpei � si
� �

ds

ð45:15Þ

Combine control rate formula (45.7) and the formula (45.15), the result can be
changed to [12]:

Vi ei
�
tð Þ; ei tð Þ

� �
� Vi ei

�
0ð Þ; ei 0ð Þ

� �
þ
Z t

0

ei
�T

u qi
�
; qi; ei

� �
~hi þ KD ei

�� �
ds ð45:16Þ

In formula (45.8): �hTi tð Þ ¼ C/T ei
�� �T

¼ eTi
�
/C, it can be changed as the equation

below: �hTi C
�1�hi ¼ eTi

�
/CC�1C/T ei

�
, then

�hTi C
�1~hi ¼ 2 eTi

�
/CC�1C~/i ¼ 2 eTi

�
/~/i ð45:17Þ

According to assumption two Vi ei
�
0ð Þ; ei 0ð Þ

� �
¼ 0 and formulas (45.17) and

(45.12):

DWi ¼ �Vi�1 þ Vi � 1=2

Z t

0

�hTi C
�1�hi þ 2�hTi C

�1~hi
� �

ds

� � Vi�1 � 1=2

Z t

0

eTi
�

/C/T þ 2KD
	 


ei
�

� �
ds� 0

ð45:18Þ

Because Vi�1; C; KD are positive definite matrix and DWi � 0; Wi must be
nonincreasing sequence, and the conclusion can be drawn: if W0 is bounded, then
Wi must also be bounded.
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45.4.2.2 W0 tð Þ Continuous and Bounded Proof [13]

Combine formula (45.9) with formula (45.15), the formula can be changed to:

W0
�

tð Þ� eT0
�
u q0; q0

�
; q0
��
;

� �
~h0 � KD e0

�
� �

þ 1=2
~hT0C

�1~h0 ð45:19Þ

For hTC�1 h0
\

�K C�1 h0
\����
����
2

þ 1
4K hk k2 and K[ 0, formula (45.19) can be

changed to:

W0
�

tð Þ� � b1 e0
���� ���2�b2 h0

\����
����
2

þ 1
4K

hk k2 ð45:20Þ

Therein, b1 ¼ kmin KDð Þ; b2 ¼ 1=2kmin C�1
	 
� Kk2max C�1

	 

;K � kmin C�1ð Þ

2k2max C�1ð Þ, then

W0
�

tð Þ� 1
4K

hk k2; 8t 2 0; T½ � ð45:21Þ

Because h tð Þ is bounded and continuous, W0 tð Þ must be bounded and
continuous.

45.4.2.3 Wi tð Þ Continuous and Bounded Proof

Because Wi tð Þ can be expressed as Wi tð Þ ¼ W0 þ
Pi

j¼1 DWj and formula (45.22),
then

Wi �W0 �
Xi
j¼1

Vj�1 �W0 � 1=2
Xi
j¼1

eTj�1KPej�1 � 1=2
XI
J¼1

e
�T
j¼1KP ej�1

� ð45:22Þ

Because
Pi

j¼1 e
T
j�1KPej�1 �

PI
J¼1 e

�T
j¼1KP ej�1

�� �
� 2W0, that is,Wi tð Þ is bounded.

Also, due to lim
i!t

ei tð Þ ¼ lim
i!t

ei
�
tð Þ ¼ 0; 8t 2 0; T½ �, and theorem has been proved.

45.5 Simulation Results and Analysis

According to the lower limb prosthesis kinetic equation formula (45.6) and the con-
troller designed by formulas (45.7) and (45.8), the simulation system parameters are
set as follows: l1 ¼ l2 ¼ 0:5; d1 ¼ d2 ¼ 0:25; g ¼ 9:81 (Fig. 45.2). The damping and
external interference of the two joints are unified set as: d tð Þ ¼ dm sin tð Þ, where dm is
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the random signalwith amplitude of one, PD controller parameters offormula (45.7) is
set as diag 20; 20½ �, adaptive law arguments are taken as C ¼ diag 10; 10; 10; 10; 10½ �,
the number of iterations is set to 20, the simulation time is set to 20 s. Figure 45.3
shows that after the 6th iteration it has excellent effect of the speed of tracking;
Fig. 45.4 shows the position tracking error of six iterations; Fig. 45.5 shows speed
tracking error of six iterations, and the tracking error both gradually decrease with the
increase in the number of iterations.
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45.6 Conclusion

Based on the Newton–Euler algorithm to conduct dynamic analysis of lower limb
prostheses, and due to the uncertainty of damping and external disturbances,
adaptive iterative learning controller has been implemented for tacking the trajec-
tory. Simulation results show that the use of adaptive iterative learning control
algorithm to trajectory tracking lower limb prosthetic knee can stably reduce the
tracking error within a certain time and can achieve good tracking performance, and
also fully verify the validity and feasibility of the algorithm.
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Chapter 46
Dynamic Surface Control for a Class
of Nonlinear Systems in the Presence
of Input Saturation

Cao Pi and Jinkun Liu

Abstract In this technical note, we present a novel control approach based on
dynamic surface for single input nonlinear systems in the presence of input satu-
ration. The control algorithm is constructed by introducing first-order filtering of the
virtual input at each step of the traditional backstepping approach. To deal with the
problem of input saturation, we incorporate a new auxiliary design system and
Nussbaum gain functions into the control scheme. Compared with the early
backstepping approach, the dynamic surface control scheme has greatly simplified
the design process. It is proved that the global stability of the closed-loop system
can be guaranteed by the proposed control algorithm.

Keywords Nonlinear systems � Saturation � Dynamic surface � Stability analysis

46.1 Introduction

In many practical systems, physical input saturation on actuators indicates that the
magnitude of the control signal is constrained. Saturation nonlinearity is unavoid-
able in most actuators. Saturation is a problem for actuators of control systems. It
often severely degrades the performance of system, raises undesirable inaccuracy or
even leads to instability [1, 2].

For this problem, much attention has led to saturation and a lot of work has been
done in these years. In [3, 4], model reference adaptive control law was proposed
for a linear plant in the presence of input saturation, where the plant poles lie
entirely on the left side of the complex plane. For nonlinear systems, the analysis
and design of control systems with saturation have been studied in [5–8]. Among
them, a based-backstepping robust adaptive control technique was presented in [8]
in the presence of saturation.
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However, a drawback with the backstepping technique is the problem of
“explosion of complexity” [9–11]. That is, the complexity of controller grows
drastically as the order of the system increases. This “explosion of complexity” is
caused by the repeated differentiations of certain nonlinear functions.

Motivated by the backstepping approaches in saturation, a dynamic surface
control approach is presented for a class of SISO nonlinear systems in the presence of
input saturation in this paper. With this technique, the control design process has been
simplified a lot. It is proved that the proposed control approach can guarantee that all
the signals of the closed-loop system are bounded. Besides showing global stability,
transient performance can also be adjusted by tuning certain design parameters.

46.2 System Description and Preliminaries

Consider the following single input single output nonlinear dynamic system:

_x1 ¼ x2 þ f1 x; tð Þ
_x2 ¼ f2 x; tð Þ þ bu vð Þ
y ¼ x1

8><
>: ð46:1Þ

where b 6¼ 0. x ¼ ½x1; x2� represents the configuration variable vector, y ¼ x1 is the
flat output, f1 x; tð Þ, f2 x; tð Þ are given smooth functions. u vð Þ expresses the limited
control input, which has an explicit definition as follows:

u vð Þ ¼ sat vð Þ ¼ sgn v tð Þð ÞuM; v tð Þj j � uM
v tð Þ; v tð Þj j\uM

�
ð46:2Þ

where uM is the upper bond of u tð Þ.
The control object is to force the output y tracking the desired trajectory x1d .
It can be easily checked there exists a nonsmooth point between the physical

control input and the theoretical one when v tð Þj j ¼ uM . The nonsmooth point
prevents the direct accessibility of standard backstepping control.

In order to use this technique, we introduce a smooth function to approximate
the saturation defined as

g vð Þ ¼ uM tanh
v
uM

� �
¼ uM

ev=uM � e�v=uM

ev=uM þ e�v=uM

Then we obtain:

u vð Þ ¼ sat vð Þ ¼ g vð Þ þ d vð Þ ¼ uM tanh
v
uM

� �
þ d vð Þ

where d vð Þ ¼ sat vð Þ � g vð Þ is a bounded function and its bound can be obtained as:
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d vð Þj j ¼ sat vð Þ � g vð Þj j � 0:2785uM

So the system can be written as:

_x1 ¼ x2 þ f1 x; tð Þ
_x2 ¼ f2 x; tð Þ þ bg vð Þ þ d

y ¼ x1

8><
>: ð46:3Þ

where d ¼ bd vð Þ, dj j �D.

Assumption 46.1 The desired trajectory x1d and its nth order derivatives are known
and bounded.

Assumption 46.2 The plant is input-to-state stable.

A function N sð Þ is called a Nussbaum-type function if it has properties as
follows:

lim
k!�1

sup
1
k

Zk

0

N sð Þds ¼ 1

lim
k!�1

inf
1
k

Zk

0

N sð Þds ¼ �1

Lemma 46.1 [8] Let V �ð Þ and v �ð Þ be smooth functions, which are defined on
0; tf
� �

with V tð Þ� 0; 8t 2 0; tf
� �

, and N vð Þ be a Nussbaum gain function. If the
following inequality holds, V �ð Þ and v �ð Þ must be bounded on 0; tf

� �
.

V �V 0ð Þe�Ct þM
C

1� e�Ct
� �þ e�Ct

cv

Z t

0

nN vð Þ _v� _vð ÞeCsds

where C[ 0, M[ 0, cv [ 0 are constants, and n is a positive variable.

46.3 Control Design

In this section, a dynamic surface method is to be constructed.
Step 1: We define the position error as follows:

z1 ¼ x1 � x1d ð46:4Þ

Then the derivative of z1 is
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_z1 ¼ _x1 � _yr ¼ x2 þ f1 x; tð Þ � _x1d ð46:5Þ

�x2 is the virtual control variable and was defined as:

�x2 ¼ �c1z1 þ _x1d � f1 x; tð Þ ð46:6Þ

where c1 [ 0.
Let �x2 pass through a first-order low-pass filter, where the time constant is s.

Then we obtain the new state variable x2d and it meets the following mathematic
relation:

s _x2d þ x2d ¼�x2
x2d 0ð Þ ¼�x2 0ð Þ ð46:7Þ

From formula (46.4), we obtain _x2d ¼ �x2�x2d
s , and the filter error is y2 ¼ x2d � �x2.

Step 2: We define the new variable as:

z2 ¼ x2 � x2d ð46:8Þ

We define a positive Lyapunov function as follows:

V1 ¼ 1
2
z21 ð46:9Þ

Then the derivative of _V1 pass is

_V1 ¼ z1 _z1 ¼ z1 x2 þ f1 x; tð Þ � _x1dð Þ ¼ z1 z2 þ x2d þ f1 x; tð Þ � _x1dð Þ ð46:10Þ

From (46.4) to (46.9), we obtain:

_V1 ¼ �c1z
2
1 þ z1z2 þ z1y2 ð46:11Þ

Define z3 ¼ g vð Þ � �x3,
Then

_z2 ¼ _x2 � _x2d ¼ b z3 þ �x3ð Þ þ f2 x; tð Þ þ d � _x2d ð46:12Þ

We consider a positive Lyapunov function given by:

V2 ¼ V1 þ 1
2
z22 ð46:13Þ

Then the derivative of _V2 pass is:
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_V2 ¼ _V1 þ z2 _z2 ¼ �c1z
2
1 þ z1z2 þ z1y2 þ z2 b z3 þ �x3ð Þ þ f2 x; tð Þ þ d � _x2d½ �

ð46:14Þ

We design the virtual control law �x3 as follows:

�x3 ¼ 1
b

� c2 þ lð Þz2 � f2 x; tð Þ þ _x2dð Þ ð46:15Þ

where l[ 0, c2 [ 0.
Then, we obtain:

_V2 ¼� c1z
2
1 þ z1z2 þ z1y2 þ z2 b z3 þ �x3ð Þ þ f2 x; tð Þ þ d � _x2d½ �

¼ � c1z
2
1 � c2 þ lð Þz22 þ z2d þ bz2z3 þ z1z2 þ z1y2

ð46:16Þ

Then, it yields:

_V2 � � c1z
2
1 � c2z

2
2 þ bz2z3 þ z1z2 þ z1y2 þ 1

4l
d2 ð46:17Þ

Step 3: Define an auxiliary system

_v ¼ �cvþ x ð46:18Þ

where c is a positive constant, and x is an auxiliary signal.
Then the design of control law v turns to be the design of x.
We can find that

_z3 ¼ @g
@v

�cvþ xð Þ � _�x3 ð46:19Þ

Note that @g@v is varying, which makes the design and analysis difficult. To deal with
it, we use a Nussbaun function

N vð Þ ¼ v2 cos vð Þ ð46:20Þ

The control law for x is designed as follows:

x ¼N vð Þ�x
_v ¼ cvz3 �x

�x ¼ � c3z3 þ cv
@g
@v

þ _�x3

ð46:21Þ

where c3 [ 0.
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46.4 Stability Analysis

Taking account of the filtering error, we define:

V ¼ V2 þ 1
2
z23 þ

1
2
y22 ð46:22Þ

Then, we have:

_V � � c1z
2
1 � c2z

2
2 þ bz2z3 þ z1z2 þ z1y2 þ 1

4l
d2 þ z3 _z3 þ y2 _y2 ð46:23Þ

where

_y2 ¼ � y2
s2

þ B2ðz1; z2; y2;€x1dÞ ð46:24Þ

B2 ¼ c1 x2 � _x1dð Þ � €x1d ¼ c1 z2 þ a1 � _x1dð Þ � €x1d
¼ c1 z2 þ y2 þ �x2 � _x1dð Þ � €x1d ¼ c1 z2 þ y2 � c1z1ð Þ � €x1d

ð46:25Þ

Theorem 46.1 Consider the nonlinear system (46.1) satisfying Assumptions
46.1–46.2 and Lemma 46.1. With the application of virtual controllers (46.6),
(46.15), (46.21), parameters selected rightly. When V 0ð Þ� p; p[ 0, the closed-
loop system is stable.

Proof When V ¼ p, V ¼ 1
2 z

2
1 þ 1

2 z
2
2 þ 1

2 z
2
3 þ 1

2 y
2
2 ¼ p, B2 is bounded as M2, then

we get B2
2

M2
2
� 1� 0. h

The derivative of V is given as follows:

_V� � c1z
2
1 � c2z

2
2 þ bz2z3 þ z1z2 þ z1y2 þ 1

4l
d2 þ z3 _z3 þ y2 _y2

� � c1z
2
1 � c2z

2
2 þ bz2z3 þ z1z2 þ z1y2 þ 1

4l
d2 þ y2 _y2 � c3z

2
3 þ

@g
@v

N vð Þ � 1
� 	

z3 �x

� � 1
s
y22 þ y2j j B2j j � c1z

2
1 � c2z

2
2 � c3z

2
3 þ b z2j j z3j j

þ z1j j z2j j þ z1j j y2j j þ 1
4l
d2 þ @g

@v
N vð Þ � 1

� 	
z3 �x

¼ 1� c1ð Þz21 þ
1
2
þ b
2
� c2

� �
z22 þ

b
2
� c2

� �
z23 þ

1
2
B2
2 þ

1
2
� 1
s

� �
y22

þ 1
2
þ 1
4l
d2 þ @g

@v
N vð Þ � 1

� 	
z3 �x ð46:26Þ
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where we choose

c1 � 1þ r; r[ 0; c2 � 1
2
þ b
2
þ r; c3 � b

2
þ r;

1
s
� 1

2
M2 þ 1

2
þ r ð46:27Þ

Then, we obtain:

_V � � rz21 � rz22 � rz23 þ
1
2
B2
2 �

M2
2

2
� r

� �
y22 þ

1
2
þ 1
4l
d2 þ @g

@v
N vð Þ � 1

� 	
z3 �x

¼ �2rV þ M2
2

2M2
2
B2
2 �

M2
2

2

� �
y22 þ

1
2
þ 1
4l
d2 þ @g

@v
N vð Þ � 1

� 	
z3 �x

� � 2rV þ 1
2
þ 1
4l
d2 þ @g

@v
N vð Þ � 1

� 	
z3 �x

¼ �2rV þ 1
2
þ 1
4l
d2 þ 1

cv

@g
@v

N vð Þ � 1
� �

_v

ð46:28Þ

Thus, it yields:

_V � � 2rV þ 1
cv

@g
@v

N vð Þ � 1
� �

_vþ 1
4l
D2 þ 1

2
ð46:29Þ

By direct integrations of the differential inequality (46.29), we have:

V �Vð0Þe�2rt þ D2

8rl
1� e�2rt� �þ 1

4r
1� e�2rt� �þ e�2rt

cv

Z t

0

@g
@v

N vð Þ � 1
� �

_ve2rsds

ð46:30Þ

46.5 Simulation Example

Consider a two-order system as follows:

_x1 ¼ x2
_x2 ¼ �a1x1 � a2x2 þ bsat vð Þ ð46:31Þ

where a1 ¼ 8, a2 ¼ 2, b ¼ 1, uM ¼ 2 y ¼ x1. The desired trajectory is given as
x1d ¼ 0:1 sin t.
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Parameters in controller are chosen as: c1 ¼ 10, c2 ¼ 15, c3 ¼ 10, c ¼ 5, l ¼ 10.
The initial conditions are chosen as: x1 ¼ 0:5, x2 ¼ 0, x2d ¼ �4:9.
The simulation results are shown in Figs. 46.1, 46.2 and 46.3, where Fig. 46.1

expresses the trajectories of x1, x2; Fig. 46.2 expresses the trajectory of v; Fig. 46.3
expresses the trajectory of sat vð Þ.
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46.6 Conclusion

In this paper, a novel dynamic surface control approach has been presented for
second-order nonlinear systems in the presence of input saturation. This technique
has eliminated the problem of “explosion of complexity” caused by the traditional
backstepping approach. Compared with the earlier backstepping approach, the
dynamic surface control scheme has greatly simplified the design process. Besides
showing global stability, transient performance can also be adjusted by tuning
certain design parameters.
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Chapter 47
Sliding-Mode Control of a Class
of Nonlinear Systems in the Presence
of Input Saturation

Jinkun Liu and Cao Pi

Abstract In this paper, we present a sliding-mode control approach for a two-order
nonlinear system in the presence of input saturation and external disturbance.
A robust control algorithm is constructed by using backstepping design techniques.
Two well-defined smooth functions are introduced to approximate the primary
functions so that they could be differential. To overcome the problem of input
saturation, a new auxiliary design system and a Nussbaum function are incorpo-
rated into the control method. It is proved that the global stability of the closed-loop
system can be guaranteed by the proposed control algorithm. A simulation example
is included at last.

Keywords Nonlinear systems � Saturation � Backstepping design � Sliding-mode
control

47.1 Introduction

Saturation, deadzone, and hysteresis are the most common actuator nonlinearities in
practical control system applications. Saturation nonlinearity is unavoidable in most
actuators. When an actuator has reached such an input limit, it is said to be
“saturated,” since efforts to further increase the actuator output would not result in
any variation in the output. It often severely degrades the performance of system,
giving rise to undesirable inaccuracy or even leading to instability [1, 2].

In recent years, a lot of research has been done on saturation issues. For linear
systems with input saturation, there are many research results so far. Among them
the representative approach is to use the LMI method to solve the problem of
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saturation [3–6]. However, for the nonlinear systems with input saturation, little
work has been done. A representative approach among them is to combine the
backstepping technique with the smooth hyperbolic tangent function to achieve the
control of the nonlinear systems in the presence of input saturation [7–10].

On the basis of reference [10], a sliding-mode control approach for single input
nonlinear systems in the presence of an external disturbance and input saturation is
introduced in this paper. Note that saturation is a nonsmooth function but the
dynamic surface technique requires all functions differentiable. To handle this
problem, a smooth function is used to approximate the saturation. Another smooth
function is introduced again to approximate the sliding-mode function for the same
reason. The stability of the closed-loop is proved and simulation illustrate the
effectiveness of the proposed method.

47.2 System Description and Preliminaries

Consider the following single input single output nonlinear dynamic system with
input noise:

_x1 ¼ x2
_x2 ¼ f x; tð Þ þ bu vð Þ þ �d tð Þ
y ¼ x1

8><
>: ð47:1Þ

where b 6¼ 0, �d tð Þ�� ��� dmax. x ¼ ½x1; x2� represents the configuration variable vector,
y ¼ x1 is the flat output, f x; tð Þ is a given smooth function. u vð Þ expresses the
limited control input, which has a explicit definition as follows:

u vð Þ ¼ sat vð Þ ¼ sgn v tð Þð ÞuM ; v tð Þj j � uM
v tð Þ; v tð Þj j\uM

�
ð47:2Þ

where uM is the upper bond of u tð Þ.
The control object is to force the output y tracking the desired trajectory yr.
It can be easily checked there exists a nonsmooth point between the physical

control input and the theoretical one when v tð Þj j ¼ uM . The nonsmooth point
prevents the direct accessibility of standard backstepping control (Fig. 47.1).

In order to use this technique, we introduce a smooth function to approximate
the saturation defined as

g vð Þ ¼ uM tanh
v
uM

� �
¼ uM

ev=uM � e�v=uM

ev=uM þ e�v=uM
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Then we obtain

u vð Þ ¼ sat vð Þ ¼ g vð Þ þ d vð Þ ¼ uM tanh
v
uM

� �
þ d1 vð Þ

where d1 vð Þ ¼ sat vð Þ � g vð Þ is a bounded function and its bound can be obtained as

d1 vð Þj j ¼ sat vð Þ � g vð Þj j � 0:2785 uM

So the system can be written as

_x1 ¼ x2
_x2 ¼ f x; tð Þ þ bg vð Þ þ d tð Þ

(
ð47:3Þ

where d tð Þ ¼ bd1 tð Þ þ �d tð Þ, dj j �D, D ¼ 0:2785 buMj j þ dmax.

Assumption 47.1 The desired trajectory yr and its nth order derivatives are known
and bounded.

Assumption 47.2 The plant is input-to-state stable.

A function N sð Þ is called a Nussbaum-type function if it has properties as
follows:

lim
k!�1

sup
1
k

Zk

0

N sð Þds ¼ 1 ð47:4Þ

Fig. 47.1 Saturation and
smooth function
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lim
k!�1

inf
1
k

Zk

0

N sð Þds ¼ �1 ð47:5Þ

Lemma 47.1 [10] Let V �ð Þ and v �ð Þ be smooth functions, which are defined on
0; tf
� �

with V tð Þ� 0; 8t 2 0; tf
� �

, and N vð Þ be a Nussbaum gain function. If the
following inequality holds, V �ð Þ and v �ð Þ must be bounded on 0; tf

� �
.

V �V 0ð Þe�Ct þM
C

1� e�Ct
� �þ e�Ct

cv

Z t

0

nN vð Þ _v� _vð ÞeCsds

where C[ 0, M[ 0, cv [ 0 are constants, and n is a positive variable.

47.3 Sliding-Mode Control Design and Stability Analysis

In this section, a sliding-mode control method is to be constructed in the framework
of backstepping technique, so that all the signals in the closed-loop system are
bounded. The detailed design procedure can be divided into three steps.

Step 1: Define the position error

z1 ¼ x1 � yr ð47:6Þ

and take its derivative with respect to the time.

_z1 ¼ _x1 � _yr ¼ x2 � _yr ð47:7Þ

Define the first virtual control input

a1 ¼ �c1z1 ð47:8Þ

where the coefficient c1 [ 0.
Choose the tracking error between _z1 and a1 as z2.

z2 ¼ x2 � a1 � _yr ð47:9Þ

As a result, we take the following Lyapunov function:

V1 ¼ 1
2
z21 ð47:10Þ
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Calculate its derivative along the solution of (47.7).

_V1 ¼ z1 _z1 ¼ z1 x2 � _yrð Þ ¼ z1 z2 þ a1ð Þ ð47:11Þ

then substitute (47.8) into (47.11).

_V1 ¼ �c1z
2
1 þ z1z2 ð47:12Þ

Step 2: The Lyapunov function V2 is defined as

V2 ¼ V1 þ 1
2
z22 ð47:13Þ

With regard to the transformative control plant (47.5), g vð Þ is the new control input.
Follow the same line in step 1, g vð Þ is designed by introducing another virtual
control input a2. The expression of a2 will give in (47.16) taking into account the
robustness.

After defining the error z3 ¼ g vð Þ � a2, It can be readily get

_z2 ¼ _x2 � _a1 � y
::
r ¼ b z3 þ a2ð Þ þ f x; tð Þ þ d � _a1 � y

::
r ð47:14Þ

As a consequence, the derivative of (47.13) turns into (47.15).

_V2 ¼ _V1 þ z2 _z2 ¼ �c1z
2
1 þ z1z2 þ z2 b z3 þ a2ð Þ þ f x; tð Þ þ d � y

::
r � a1½ � ð47:15Þ

To overcome the composite disturbance d, the switch item is added into a2 where z2
is considered as the sliding function. Hence, the virtual control a2 is designed as
follow:

a2 ¼ 1
b

�c2z2 þ y
::
r � z1 � f x; tð Þ þ _a1 � D sgn z2ð Þð Þ ð47:16Þ

where the coefficient c2 [ 0.
Nevertheless, the discontinuous of sgn �ð Þ function gives rise to non-differentiable

problem. It canot carry out the next design procedure. To solve the problem, we
introduce the smooth tangent function replacing the discontinuous function sgn �ð Þ.
Ultimately, the virtual control a2 is verified as the following:

a2 ¼ 1
b

�c2z2 þ y
::
r � z1 � f x; tð Þ þ _a1 � D tanh

z2
e

	 
	 

ð47:17Þ

where the boundary layer coefficient e[ 0.
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Therefore, the (47.15) can be rewritten as

_V2 ¼ �c1z
2
1 þ z1z2 þ z2 bz3 � c2z2 þ y

::
r � z1 � f x; tð Þ þ _a1 � D tanh

z2
e

	 
h
þ f x; tð Þ þ d � y

::
r � _a1�

¼ �c1z
2
1 � c2z

2
2 � Dz2 tanh

z2
e

	 

þ z2d þ bz2z3 ð47:18Þ

Note that

z2j j � z2 tanh
z2
e

	 

� le; l ¼ 0:2785

After some arrangement, the following inequality can be obtained

�Dz2 tanh
z2
e

	 

þ z2d� � D z2j j þ z2d þ Dle�Dle ð47:19Þ

Associating with (47.19), (47.18) is formulated as

_V2 � � c1z
2
1 � c2z

2
2 þ bz2z3 þ Dle ð47:20Þ

Step 3: Define an auxiliary system

_v ¼ �cvþ x ð47:21Þ

where c is a positive constant, and x is an auxiliary signal. Consequently, the
control law design switch to design x.

Expanding (47.17), it can be show that

a2 ¼ 1
b

�c2 c1x1 þ x2 � c1yr � _yrð Þ þ y
::
r � x1 � yrð Þ � f x; tð Þ � c1 x2 � _yrð Þ � D tanh

c1x1 þ x2 � c1yr � _yr
e

� �� �

ð47:22Þ

Hence one can see that a2 is a function of x1, x2, yr, _yr and y
::
r.

_a2 ¼ @a2
@x2

f x; tð Þ þ bg vð Þ þ dð Þ þ @a2
@x1

x2 þ @a2
@yr

_yr þ @a2
@ _yr

y
::
r þ @a2

@ y
::
r
y
:::
r ð47:23Þ

After further derivation, we have

_z3 ¼ @g
@v

�cvþ xð Þ � _a2

¼ @g
@v

�cvþ xð Þ � @a2
@x2

f x; tð Þ þ bg vð Þ þ dð Þ � @a2
@x1

x2 � @a2
@yr

_yr � @a2
@ _yr

y
::
r � @a2

@ y
::
r
y
:::
r ð47:24Þ
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Note that @g@v is varying, which makes the design and analysis difficult. To deal with
it, we use a Nussbaun function

N vð Þ ¼ v2 cos vð Þ ð47:25Þ

The control law for x is designed as follows:

x ¼ N vð Þ�x ð47:26Þ

_v ¼ cvz3 �x ð47:27Þ

�x ¼� c3z3 þ @a2
@x1

x2 þ @a2
@yr

_yr þ @a2
@ _yr

y
::
r þ @a2

@ y
::
r
y
:::
r þ cv

@g
@v

þ b
@a2
@x2

g vð Þ � bz2 þ @a2
@x2

f � l
@a2
@x2

� �2

z3

ð47:28Þ

where the coefficient c3 [ 0.
Define the Lyapnov function

V3 ¼ V2 þ 1
2
z23 ð47:29Þ

Then

_V3 � � c1z
2
1 � c2z

2
2 þ bz2z3 þ Dleþ z3 _z3

¼ �c1z
2
1 � c2z

2
2 þ bz2z3 þ Dleþ z3 _z3 þ �x� �xð Þ

¼ �c1z
2
1 � c2z

2
2 þ bz2z3þDleþ z3

@g
@v

x� c3z3 � bz2 � @a2
@x2

d � l
@a2
@x2

� �2

z3

( )
� z3 �x

� � c1z
2
1 � c2z

2
2 � c3z

2
3þDleþ @g

@v
N vð Þ � 1

� �
z3 �x� z3

@a2
@x2

d � l
@a2
@x2

� �2

z23

ð47:30Þ

We obtain:

_V3 � � CV3 þ Dleþ 1
cv

nN vð Þ � 1ð Þ _vþ 1
4l
D2 ð47:31Þ

where C ¼ 2min c1; c2; c3f g.
Define @g

@v ¼ n, and @g vð Þ
@v

��� ��� ¼ 4
ev=uM þ e�v=uMð Þ2

����
����� 1.
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By direct integrations of the differential inequality (47.31), we have

V3 �V3ð0Þe�Ct þ 1
C

Dleþ D2

4l

� �
1� e�Ct
� �þ e�Ct

cv

Z t

0

nN vð Þ � 1ð Þ _veCsds ð47:32Þ

We can conclude that the closed-loop system is stable from Lemma 47.1.

47.4 Simulation Example

Consider a two-order system as follows:

_x1 ¼ x2
_x2 ¼ �a1x1 � a2x2 þ bsat vð Þ þ �d tð Þ ð47:33Þ

where a1 ¼ 8, a2 ¼ 2, b ¼ 1, uM ¼ 2, y ¼ x1. The desired trajectory is given as
yr ¼ 0:1 sin t. �d tð Þ ¼ 0:1 sin tð Þ.

Parameters in controller are chosen as c1 ¼ 10, c2 ¼ 10, c3 ¼ 10, c ¼ 5, l ¼ 10.
The initial conditions are chosen as x1 ¼ 0:4, x2 ¼ 0.
The simulation results are shown in Figs. 47.2 and 47.3, where Fig. 47.2

expresses the trajectories of x1, x2; Fig. 47.3 expresses the trajectory of v.
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Fig. 47.2 Trajectories of x1, x2
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47.5 Conclusion

In this paper, a sliding-mode control approach has been presented for the two-order
nonlinear systems in the presence of input saturation and external disturbance. Two
well-defined smooth functions are introduced to approximate the primary functions
to solve the problem of nondifferentiability. The Nussbaum function is introduced
to deal with the problem of saturation. The stability analysis has proved the stability
of the whole closed-loop system.
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Chapter 48
Fault Diagnosis with Adaptive Projection
Algorithms for Complex Non-Gaussian
Stochastic Distribution Systems

Yangfei Ye, Yang Yi, Xiaokang Sun and Tianping Zhang

Abstract This paper discusses the fault diagnosis problem for a class of non-
Gaussian stochastic processes with unknown fault. By using the spline function and
T-S model simultaneously, the probability density function (PDF) control problem
can be transformed into the control problem of T-S fuzzy weight dynamics. In this
framework, an adaptive fuzzy filter based on output PDF is designed to estimate the
size of system fault. Meanwhile, in order to solve the bounded problem of the fault,
an adaptive projection algorithm is applied into adjust the estimated value for the
fault. As a result, the satisfactory stability and fault diagnosis ability can be guar-
anteed by rigorous theoretical proof.

Keywords Non-gaussian stochastic processes � Fault diagnosis � Adaptive
projection algorithm � T-S fuzzy model

48.1 Introduction

All along, the fault detection and diagnosis (FDD) is an important technique to
improve the security of system and has received considerable attention in the field
of control engineering [1]. Many significant results have also been presented and
applied into different control systems [2, 3]. On the other hand, the T-S model was
viewed as a powerful modeling tool since it is a powerful solution that bridges the
gap between linear and nonlinear control systems [4]. Many complex nonlinear
models can be described by T-S fuzzy model [2, 5, 6]. In order to further enhance
the stability of T-S fuzzy models with unknown fault, the FDD algorithms based on
T-S fuzzy models have been discussed [2].

With the higher requirements for process control, the control for output proba-
bility density functions (PDFs) in different actual processes has become a chal-
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lenging task [7–9] and it is also called as non-Gaussian stochastic distribution
control (SDC) problem. Recently, some meaningful approaches have also been
discussed to solve the system modeling and shape control difficulties existed in
those non-Gaussian SDC systems [10, 11]. On the other hand, due to the com-
plexity and uncertainty in SDC systems, some unknown faults and disturbances
may exist. Since 2000, the FDD algorithm for SDC systems has begun to be
considered based on filter theory [8, 9, 12, 13]. In these results, the modeling
problem is ignored and only linear models or general nonlinear models are con-
sidered in FDD [8, 12, 13]. Technically, some control algorithms need to be
designed to guarantee the bounded of the estimated value of unknown fault.

Motivated by the above observations, the objective is to develop an effective
fault diagnosis algorithm for non-Gaussian stochastic distribution systems with
unknown fault. In the two-step modeling framework, the T-S fuzzy weight model is
established to model the nonlinear dynamical relationship between the control input
and the output PDFs. Instead of common nonlinear filter, an adaptive fuzzy diag-
nostic filter is designed by combining the measurable output PDF with the T-S
fuzzy weight dynamics. Meanwhile, the projection algorithm is applied to guar-
antee the bounded of the estimated value of fault. Moreover, a group of linear
matrix inequalities (LMIs)-based solution is presented such that the estimation error
system is stable and the error converges to a small region.

48.2 System Modeling with Spline Function and T-S Model

Denote uðtÞ 2 Rm as the control input, y tð Þ 2 a; b½ � is the output of the non-
Gaussian stochastic system, F is supposed as a constant vector and represents the
unknown fault. Similar to previous results, the conditional probability of output y tð Þ
on a; b½ � can be defined as follows:

P a� yðtÞ� bf g ¼
Zb

a

cðz; uðtÞ;FÞdz ð48:1Þ

where cðz; uðtÞ;FÞ represents the output PDF.
In the following, a spline expansion is imported to approximate the out PDFs,

where biðzÞ are basis functions. tiðz; uðtÞ;FÞ are the corresponding weight values.

Due to the constraint
R b
a cðz; uðtÞ;FÞdz ¼ 1, only n� 1 weights are independent.

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c z; u tð Þ;Fð Þ

p
¼

Xn
i¼1

ti u tð Þ;Fð Þbi zð Þ ð48:2Þ

Thus, the output PDF can be further rewritten as
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c z; u tð Þ;Fð Þ

p
¼ B zð ÞV u tð Þ;Fð Þ þ h V u tð Þ;Fð Þð Þbn zð Þ ð48:3Þ

where V uðtÞ;Fð Þ ¼ t1ðu;FÞ. . .tn�1ðu;FÞ½ �T , BðzÞ ¼ b1ðzÞ. . .bn�1ðzÞ½ �. VðtÞ :¼
V uðtÞ;Fð Þ can be described as a function, that is, hðVðtÞÞ (see [8, 10] for details). It
can be concluded that the following Lipschitz condition can be satisfied within its
operation region, for any V1ðtÞ and V2ðtÞ, there exists a known matrix U such that

h V1ðtÞð Þ � h V2ðtÞð Þk k� U V1ðtÞ � V2ðtÞð Þk k ð48:4Þ

The next step is to find the dynamic relationship between the control input and
the weight vectors. T-S fuzzy model is applied into approximate the weighting
dynamics. The expression of T-S fuzzy weight model can be showed as follows:

Plant Rule i: If h1 is li1; . . .; hp is lip, then

_x tð Þ ¼ Aix tð Þ þ Biu tð Þ þ JiF
V tð Þ ¼ Eix tð Þ

�
ð48:5Þ

where xðtÞ 2 Rm are the unmeasured states, VðtÞ :¼ V uðtÞ;Fð Þ 2 Rn�1 is the
independent weights vector. Ai, Bi, Ji and Ei represent the known parameter
matrices. hjðxÞ and lijði ¼ 1; . . .; r; j ¼ 1; . . .; pÞ are the premise variables and the
fuzzy sets respectively. r is the number of the if-then rules and the number of
the premise variables is p. The T-S fuzzy weight model can be redefined as

_x tð Þ ¼ Pr
i¼1

hi hð Þ Aix tð Þ þ Biu tð Þ þ JiFð Þ

V tð Þ ¼ Pr
i¼1

hi hð ÞEix tð Þ

8>><
>>: ð48:6Þ

It is noted that for any h, hiðhÞ satisfies hiðhÞ� 0;
Pn

i¼1 hiðhÞ ¼ 1.

48.3 Fault Diagnosis with Adaptive Projection Algorithm

In order to estimate the fault, we construct the following adaptive fuzzy filter:

_̂x tð Þ ¼ Pr
i¼1

hi hð Þ Aix̂ tð Þ þ Biu tð Þ þ Le tð Þ þ JiF̂ tð Þ� �
e tð Þ ¼ Rb

a
r zð Þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

c z; u tð Þ;Fð Þp � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ĉ z; u tð Þð Þp� �

dz

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ĉ z; u tð Þð Þp ¼ Pr

i¼1
hi hð ÞB zð ÞEix̂ tð Þ þ h

Pr
i¼1

hi hð ÞEix̂ tð Þ
� �

bn zð Þ

8>>>>>>><
>>>>>>>:

ð48:7Þ
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where x̂ tð Þ is the estimated state, L is the gain to be determined, and rðzÞ can be
regarded as the pre-specified vector. Different from some traditional filter design
methods, the residual signal eðtÞ is formulated as an integral with respect to the
difference of the measured FDF and the estimated FDF.

By defining �E ¼ Pr
i¼1

hiðhÞEi, eðtÞ ¼ xðtÞ � x̂ðtÞ. The residual signal can be

shown to satisfy

eðtÞ ¼
Zb

a

rðzÞBðzÞ�EeðtÞdzþ
Zb

a

rðzÞ hð�ExðtÞÞ � hð�Ex̂ðtÞÞ½ �bnðzÞdz

¼ C1eðtÞ þ C2½hð�ExðtÞÞ � hð�Ex̂ðtÞÞ� ð48:8Þ

In order to guarantee the bounded of the estimated value for the fault, an
adaptive law with projection algorithm is designed as follows:

_̂F tð Þ ¼

�C1F̂ tð Þ þ C2e tð Þ;
if F̂ tð Þ�� ��\M=2 or F̂ tð Þ�� �� ¼ M=2 and F̂T tð ÞC1F̂ tð Þ � F̂T tð ÞC2e tð Þ� 0

�C1F̂ tð Þ þ C2e tð Þ þ F̂T tð ÞC1F̂ tð Þ � F̂T tð ÞC2e tð Þ� � F̂ tð Þ
F̂ tð Þk k2 ;

if F̂ tð Þ�� �� ¼ M=2 and F̂T tð ÞC1F̂ tð Þ � F̂T tð ÞC2e tð Þ\0

8>>>><
>>>>:

ð48:9Þ

where F̂ is the estimated value of the fault, Ci [ 0 are the designed learning rate.

48.4 System Analysis and Theorem Proof

In this section, the stability and diagnosis performance will be discussed by the
following theorems.

Theorem 48.1 Suppose the initial value of F̂ðtÞ satisfies the inequality
F̂ 0ð Þ�� ���M=2, where M is a known positive constant. If the adaptive projection

algorithm (48.9) is applied into adjust the F̂ðtÞ, we can get the conclusion that the
inequality F̂ðtÞ�� ���M=2 can be satisfied during the whole control process.

The proof of theorem is omitted here to save space.
Denoting ~F tð Þ ¼ F tð Þ � F̂ tð Þ, the error system can be expressed as
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_e tð Þ ¼ Pr
i¼1

hi hð Þ Ai � LC1ð Þe tð Þ � LC2 h �Ex tð Þð Þ � h �Ex̂ tð Þð Þð Þ þ Ji~F
� �

_~F ¼ C1F̂ � C2e tð Þ � I � F̂TC1F̂ � F̂TC2e tð Þ� �
F̂

F̂k k2

8><
>: ð48:10Þ

Theorem 48.2 Suppose F̂ð0Þ�� ���M=2, Fk k�M=2. For the known parameters
k1 [ 0 and the known matrix Ciði ¼ 1; 2Þ, there exist matrices P[ 0, R and
constant k1 [ 0 satisfying

P1i þ k1I PJi � CT
1C

T
2 RC2 0

JTi P
T � C2C1 �2C1 0 C2C2

CT
2R

T 0 �k�2
1 I 0

0 CT
2C

T
2 0 � 1

2 I

2
664

3
775\0; i ¼ 1; 2. . .:r ð48:11Þ

P1i ¼ symðPAi � LC1Þ þ 2k21 þ 1
� �	

k21
� �

�ETUTU�E

then the error system (48.10) can be proved as stable in presence of fault. For any t,
the error satisfies the inequality eðtÞk k2 � k�1

1 C1k kM2. The gain L of fuzzy filter is
computed by L ¼ P�1R.

Proof Define the Lyapunov function as follows:

W e tð Þ; x tð Þ; x̂ tð Þ; ~F; t� � ¼ U e tð Þ; x tð Þ; x̂ tð Þ; tð Þ þ ~FT tð Þ~F tð Þ ð48:12Þ

Based on (48.10), we can get

_W ¼
Xr

i¼1

hi hð ÞeT tð Þ P Ai � LC1ð Þ þ Ai � LC1ð ÞTP� �
e tð Þ þ 2

Xr

i¼1

hi hð ÞeT tð ÞPJi~F tð Þ

þ 1

k21
eT tð Þ�ETUTU�Ee tð Þ � h �Ex tð Þð Þ � h �Ex̂ tð Þð Þk k2


 �
� 2eT tð ÞPLC2 h �Ex tð Þð Þ � h �Ex̂ tð Þð Þð Þ

þ 2 ~FTC1F̂ � ~FTC2e tð Þ� �� 2I � ~FTC1F̂ � ~FTC2e tð Þ� �
~FTF̂

.
F̂

�� ��2
 �
ð48:13Þ

By using Schur complement formula with respect to (48.11), the inequality
(48.11) means Xi\diag �k1I; 0f g. So we can get

_W� � k1 e tð Þk k2þ2~FTC1F� � k1 e tð Þk k2þ C1k kM2 ð48:14Þ

Thus _W\0, if k1 e tð Þk k2 � C1k kM2 holds. So for any t, it can be seen that
eðtÞk k2 � k�1

1 C1k kM2, which also implies the error system (48.10) is stable in the
presence of the fault. h
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48.5 Simulation Results

Suppose that the output PDFs can be approximated using the following spline
function:

bi ¼
sin 2pzj j; z 2 0:5 i� 1ð Þ; 0:5i½ �
0; z 2 0:5 j� 1ð Þ; 0:5j½ �

(
i 6¼ j; i ¼ 1; 2; 3; z 2 0; 1:5½ �

The fault F is defined as FðtÞ ¼ 0, when t� 5 and if t[ 5, FðtÞ ¼ 1. When the
rule i ¼ 2, the model parameters are given as follows:

J1 ¼ 1:45; 1:1½ � B1 ¼ �0:6;�0:65½ � A1 ¼ �2 0:83; �0:8 �1:5½ �
E1 ¼ �1 0; 0:2 1½ � J2 ¼ 1:45; 1:1½ � B2 ¼ �0:65;�0:6½ �
A2 ¼ �2 0:525; �0:4 �1:3½ � E2 ¼ �1 0; 0:2 1½ �

It is noted that the member functions are defined as the Gaussian type function.
By selecting the parameters k ¼ g ¼ 1, hi ¼ 1, C1 ¼ 1:6 6:88½ �, C2 ¼ 0:33, we
can get

P ¼ 3:6690 �1:1809; �1:1809 15:3658½ � R ¼ �0:0248;�1:8607½ �
L ¼ �0:0469;�0:1247½ �

Figure 48.1 is the fault and its estimated value that shows the estimation error
can be converge in a small field and also describes the responses of the system state.
It can be clearly seen when t = 5 s, the fault will occur. Figure 48.2 represents the
residual signal and the 3D mesh plot of the output PDF.

Fig. 48.1 Responses of the fault and its estimated value and responses of the system state
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48.6 Conclusion

The main research of this paper is the fault diagnosis problem for a class of non-
Gaussian stochastic distribution systems. By combining spline approximation with
fuzzy modeling, a novel fuzzy filter based on output PDF is designed to estimate
the system state and the unknown fault. Moreover, the adaptive projection algo-
rithm is considered to guarantee the bounded of the estimated value of the fault and
the satisfactory diagnosis ability can also further be verified by using optimization
algorithm.
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Chapter 49
Multimode Anomaly Detection Under
the Multiscale Framework

Funa Zhou, Yu Zhang, Xiaoliang Feng, Chenglin Wen
and Juan Wang

Abstract Multiscale characteristic of fault signals determines the necessity of
multiscale analysis in multimode anomaly detection. Firstly, mode identification is
implemented. Then, multiscale MSPCA detection modeling and multiscale time-
varying rolling balls anomaly detection model is, respectively, established to each
steady state and transition mode. Simulation result shows that the multimode
monitoring method under multiscale framework can significantly reduce the
missing detection rate of critical faults, which can effectively avoid major accidents.

Keywords Multimode � Transition mode � Multiscale � Anomaly detection

49.1 Introduction

Traditional multivariate statistical monitoring method assumes that process running
with single operating mode. Multimode process abnormal monitoring should take
both the stable mode and transition mode into consideration [1]. Existed multimode
process monitoring mainly focuses on multiple model method [2] and method
based on Gaussian mixture model [3, 4]. Since statistic feature extraction fails to
well describe the dynamic characteristics of the transition process [1], missing or
false alarm during monitoring is inevitable. Paper [5] proposed an anomaly
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detection method based on differential geometry feature extraction (Differential
Geometry Feature Extraction, DGFE) techniques. But unique rolling ball anomaly
detection model cannot well detect abnormal in time-varying transition mode.

On the other hand, the multiscale characteristic of fault signals during the
multimode monitoring process determines the necessity of introducing the idea of
multiscale analysis into multimode anomaly detection, which can enhance the
ability of detecting abnormal signal, thus effectively avoid major accidents [6–8].

For the reasons mentioned above, multimode anomaly detection under the
mutiscale framework is developed in the following parts of this paper.

49.2 Anomaly Detection Model Based on Improved
Rolling Balls

For the dynamic transition process, paper [5] proposed a DGFE method to depict
the dynamic characteristic of transition process. This method assumes that ideal
transition mode corresponding to the observation of each sensor is a dynamic curve
with random fluctuation. The position, slope, and curvature matrix of the offline and
online transition data is P0; S0; K0 and P; S; K, respectively. With n samples, m
variables and i ¼ 1; 2; . . .; n� 2, The statistic R of transition process of statistics
can be calculated via Eq. (49.1).

Ri ¼
Xm
j¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pi; j � P0ði; jÞ
� �2þ Si; j � S0ði; jÞ

� �2þ Ki; j � K0ði; jÞ
� �2q

ð49:1Þ

where the subscript of Pi; j; P0ði; jÞ or Si; j; S0ði; jÞ or Ki; j; K0ði; jÞ denote the corre-
sponding values of online and offline of the ith samples of jth variables.

Since the randomness of observational data, the value of statistic R is random.
Statistic R should vary in some range decided by the variance of R itself while
system is well functioned. The calculation method of the control limit of statistic
R in Literature [5], assumes that the deterministic ideal transition curve is available,
r r[ 100ð Þ set of normal transition data under normal conditions is generated. For
any two groups of normal transition data, calculated by Eq. (49.1), V ¼ C2

r times
calculation.

DPv ¼ Ps
0 � Pt

0; DS
v ¼ Ss0 � St0; DK

v ¼ Ks
0 � Kt

0 ð49:2Þ

Tv
i;j ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðDPv

i; jÞ2 þ ðDSvi; jÞ2 þ ðDKv
i; jÞ2

q
ð49:3Þ

where v ¼ 1; 2; . . .;V ; s; t ¼ 1; 2; . . .; r and s 6¼ t. Calculate the maximum in each
column for every matrix T , which can get V groups of maximum vector, then
construct a new matrix B with the V vectors.
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bv ¼ max
1� i� n�2

Tv
i; j; v ¼ 1; 2; . . .;V ; BT ¼ bT1 ; b

T
2 ; . . .; b

T
V

� � ð49:4Þ

The control limit for each observed variables:

sj ¼ max
1� v�V

Bv; j; ð j ¼ 1; 2; . . .;mÞ ð49:5Þ

The control limit of transition process is calculated via Eq. (49.6):

C ¼
Xm
j¼1

sj ð49:6Þ

For transition process, variance of the observed data can be time varying. Unique
rolling balls anomaly monitoring model can inevitably lead to missing and false
alarm for time-varying transition process. We need longitudinal statistical analysis
with the multiple sets of normal working condition observations, find out statistical
characteristics of the data on each observation point, and establish time-varying
control limit of online anomaly detection model accordingly.

Ci ¼
Xm
j¼1

1
V

XV
v¼1

Tv
i; j

 !
ð49:7Þ

where Ci denotes the control limit of ith samples.
Sphere radius ri ¼ C in Fig. 49.1, each sphere radius ri ¼ Ci in Fig. 49.2. The

figures show that when the variance of a certain point of transition process is
different, sphere radius calculated with Eq. (49.6) is not suitable to all sample
points, establish time-varying rolling ball model can well detect abnormal occurred
in the transition dynamic characteristics.

Fig. 49.1 Time-invariant
rolling balls model
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49.3 DGFE Multiscale Modeling for Transition Mode

DGFE-based anomaly detection method proposed in paper [5] is modeled on single
scale without considering the multiscale feature of the observation. Combining
multiscale method with DFGE method, the algorithm proposed in this section can
effectively extract the multiscale feature of the dynamic transition mode as well as
noise suppression.

Firstly, wavelet decomposition is used firstly to extract the multiscale feature.
Then improved Differential Geometry Feature Extraction (IDGFE) in Sect. 49.2 is
used to establish the rolling balls model on each scale. Since L times decomposition
to the observation is implemented, Lþ 1 models on all scale’s detail and smoothing
on the coarsest scale is included to establish the final anomaly detection model.

By extracting feature of the history data of rðr[ 100Þ times operation of the
system’s transition process, which is generated by Monte Carlo simulation in this
paper, the control limit on each scale is established via Eq. (49.7). Then multiscale
filtering for history and online data is implemented.

In the last step, r sets of reconstructed data are used to model the final multiscale
IDGFE MSIDGFEð Þ detection algorithm. The total modeling and detection process
can be depicted in Fig. 49.3.

Multiscale IDGFE history data modeling is an online-data-driven modeling
process. The detailed modeling process follows as:

(1) Wavelet decomposition is implemented to all r sets of history data. Wavelet
transforms coefficients of smoothing Ar

0L
and detail Dr

0k .

A0L ¼ ½A1
0L;A

2
0L; . . .;A

r
0L�; r ¼ 1; 2; . . .;V ð49:8Þ

D0k ¼ ½D1
0k;D

2
0k; . . .;D

r
0k� ð49:9Þ

where k ¼ 1; 2; . . .; L; r ¼ 1; 2; . . .;V .
(2) Similar wavelet decomposition is implemented to the online observation, the

wavelet transform coefficients AL and D ¼ ½D1;D2; . . .;DL� is obtained.

Fig. 49.2 Time-varying
rolling balls model
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(3) Control limit Ck
i ðk ¼ 1; 2; . . .; L; i ¼ 1; 2; . . .; n� 2Þ of the for the detail

coefficients Dr
0i is established via Eq. (49.10). The value of Rk is also calcu-

lated on each scale.
If DGFE detection is significant, i.e., RkðiÞ�Ck

i ði ¼ 1; 2; � � � ; n� 2Þ, the
filtered detail coefficients is equal to the original detail coefficients. Otherwise,
i.e., RkðiÞ\Ck

i , the filtered detail coefficients are equal to zeros, i.e.,
Dkði; :Þ ¼ zerosð1;mÞ; Dr

0kði; :Þ ¼ zerosð1;mÞ.
(4) Implement inverse discrete wavelet transform (IDWT), the filtered observation

X̂ can be reconstructed. The reconstructed R and the reconstructed control
limit Ci is calculated to implement the final multiscale IDGFE anomaly
detection.

49.4 Multimode Online Monitoring Under the Multiscale
Framework

49.4.1 Mode Identification

Partitioning the offline data and online data, respectively, based on Gaussian
Mixture Model algorithm [3]. First, determine the posteriori probability of moni-
toring samples belongs to each Gaussian component [3]: P xi 2 Cj

� �
(the posteriori

probability of sample ith sample belongs to the jth Gaussian component). If pos-
teriori probability of the monitoring sample belongs to each Gaussian component is
very small, close to zero, then classify the sample as transitional process data
(Figs. 49.4 and 49.5).
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Fig. 49.3 Main idea of MSIDGFE
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49.4.2 Different Mode Anomaly Detection Are Carried Out
with Different Detection Model

Online steady state data using multiscale PCA filtering scheme, online transition
mode using the filtering scheme described in Sect. 49.3. For the data after filtering,
each steady state mode monitored with the corresponding MSPCA model. As for
the transition mode, calculate the transition mode statistic R according to Eq. (49.1)
with the reconstituted offline and online data. According to Eq. (49.7) calculate
control limit threshold Ci, and according whether Ri greater than Ci to judge
whether a transition mode is abnormal.

49.5 Simulation

In this paper, simulation experiment is designed for multimode with two stable
modes (A; B), and the transition mode: A ! B. Mode A; B takes 512 sample points,
respectively, transition mode takes 256 sample points. The observable variables of
mode A set as X0 ¼ x1; x2; x3; x4½ �,

Fig. 49.4 Modes partition
figure

Fig. 49.5 Normal
distribution test
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x1 ¼ normrnd 0; 0:8; n; 1ð Þ; x2 ¼ normrnd 0; 0:8; n; 1ð Þ ð49:10Þ

x3 ¼ x1 þ x2ð Þ:=sqrt 2ð Þ þ 0:6randn n; 1ð Þ ð49:11Þ

x4 ¼ x1 � x2ð Þ:=sqrt 2ð Þ þ 0:4randn n; 1ð Þ ð49:12Þ

transition mode Y0 ¼ y1; y2; y3; y4½ �,

y1
y2
y3
y4

2
664

3
775 ¼

0 0 0 0 0
�0:5 0 0 0 0
0 �0:5 0 0 0
3 0 �0:1 0 0

2
664

3
775

y1
y2
y3
y4

2
664

3
775þ

1 0 0
0 1 0
0 0 1
0 0 �1:5

2
664

3
775U þ

e1
e2
e3
e4

2
6664

3
7775 ð49:13Þ

where t ¼ linspace 0:1; 2p; nð Þ; U ¼ 0:5 sinðtÞ þ t;�logðtÞ; lnðnÞ þ t; t½ �0; ei ¼ 0:2t
�Nð0; 1Þ; i ¼ 1; 2; 3; 4; 5ð Þ is time-varying.

The observable variables of mode B set as Z0 ¼ z1; z2; z3; z4½ �, add the white
noise with 0.2 variance to the first 400 points of z3; z4.

z1 ¼ normrnd 8; 1:2; n; 1ð Þ; z2 ¼ normrndð4; 1:2; n; 1Þ ð49:14Þ

z3 ¼ z1 þ z2ð Þ:=sqrt 2ð Þ þ 0:6randn n; 1ð Þ ð49:15Þ

z4 ¼ z1 � z2ð Þ:=sqrt 2ð Þ þ 0:4randn n; 1ð Þ ð49:16Þ

Generate fault signal Add high-frequency fault to variable 1 between 101 and
200th samples. Add constant deviation fault to variable 2 between 301 and 400th
samples. Add slow variation interference to variable 1 between 613 and 712th
samples. Add high-frequency fault and constant deviation fault to variable 1 and
variable 2 between 869 and 968th samples, respectively. Add slow variation
interference to variable 2 between 1,169 and 1,280th samples. Then the abnormal
observations shown in Fig. 49.6.

Normal distribution test of the multimode data is shown in Fig. 49.5, which
shows that all observation variables of multimode are not subject to Gaussian
distribution, and cannot adopt global method for unified modeling. Multimode
process needs to establish different anomaly detection model for each stable mode
and transition mode. Figures 49.7 and 49.8 show the anomaly detection result of
global PCA and global MSPCA, respectively.

Using the method of literature [5], establishes single scale anomaly detection
model. Multiscale features of multimode data is not considered in this method. The
monitoring results are shown in Fig. 49.9.

Figures 49.7, 49.8 and 49.9 show that neither global method nor single scale
multimode method can well detect abnormal. Figure 49.10 shows that the multi-
scale multimode anomaly detection method proposed in this paper can significantly
reduce the missing detection rate of critical faults, which can effectively avoid
major accidents.
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Fig. 49.6 Abnormal signal
observations

Fig. 49.7 Global PCA

Fig. 49.8 Global MSPCA

Fig. 49.9 Single scale
multimode detection
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Table 49.1 shows the missing and false alarm rate of the four methods described
in this paper. The global PCA (GPCA), global MSPCA (GMSPCA), and single
scale multimode detection methods (SSM) cannot achieve ideal effect of detection
with high missing or false alarm rate. While multimode anomaly detection under
the framework of multiscale (MSM) can well detect abnormal occurred in multi-
mode process with multiscale characteristics.

49.6 Conclusions

This paper introduces multiscale analysis into multimode monitoring process. For
multimode system with time-varying transition process, multiscale model com-
bining with time-varying rolling balls model can significantly reduce the missing
detection rate without increasing the false detection rate.
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Chapter 50
Mixed H2/H∞ Robust Controller
with Degree Constraint in Angular Metric

Bin Liu, Yangyang Cui and Jiuqiang Sun

Abstract In the framework of the angular metric, robust stability margin is used to
characterize the stability robustness of the closed-loop system. The mixed H2/H∞

robust controller with degree constraint is designed, whose degree is not larger than
that of the plant. The characteristics of mixed H2/H∞ controller with degree con-
straint are discussed, and the form of the controller is parameterized. After that, we
get the constraint conditions and the interpolation equations. The mixed H2/H∞

controller can be synthesized by solving the nonlinear equations, where a group
preserving scheme is adapted. In comparison with the LMI controller and the
central controller, the mixed H2/H∞ robust controller has the best LQG perfor-
mance when the robust stability margin is given.

Keywords Angular metric � Mixed H2/H∞ control � Degree constraint � Group
preserving scheme

50.1 Introduction

The main task of the mixed H2/H∞ control is to minimize the H2 norm of one
transfer function, while imposing restriction on H∞ norm of the other transfer
function [1, 2]. There have been quite many researches to solve the mixed H2/H∞

control problem [3–5]. An overwhelming majority of the methods are based on
linear matrix inequality (LMI) technique. Numerical experiences show this
framework is quite conservative, even not as good as the central controllers [6, 7].
In this paper, we will study a special and yet important mixed H2/H∞ control with
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degree constraint, where the robust stability margin is used to characterize the
stability robustness in the metric framework [8].

The organization of the paper is as follows: In Sect. 50.2, the suboptimal H∞

controller with degree constraint and the mixed H2/H∞ controller with degree
constraint are discussed; Sect. 50.3 proposes a modified Newton method to solve
nonlinear equations induced by mixed H2/H∞ control problem; In Sect. 50.4, a
numerical example is presented to illustrate the efficiency of the new method.

50.2 Mixed H2/H∞ Robust Control in Angular Metric

Consider the standard feedback configuration shown in Fig. 50.1, where P, C
represent the plant and the controller, respectively.

According to the definition of the robust stability margin in angular metric [9],

sin jP;C ¼ inf
x2R

1� P jxð ÞC jxð Þj jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ P jxð Þj j2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ C jxð Þj j2

q ;

where jP;C is defined as the robust stability margin. When the controller can sta-
bilize the plant set with uncertainty maximally, we call the feedback control system
has the optimal robust stability in the angular metric. If the robust stability margin is
given by h, the mixed H2/H∞ control problem can be stated as follows.

Problem description: For a given k-th degree plant P sð Þ ¼ pn sð Þ=pm sð Þ and the
robust stability margin h in angular metric, design the controller C sð Þ satisfying

min
jP;C [ h;degC sð Þ� k

Tyw
�� ��

2;

where Tyw is the transfer function matrix from w1 w2½ �T to y1 y2½ �T .

+

-

-

+
w1 u1

w2

u2

P

C

y1

y2

Fig. 50.1 Configuration of
the feedback system
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Algorithm Mixed H2/H∞ controller design with degree constraint.

Step 1. Spectral factorization. Find the monic and stable polynomial pd sð Þ
such that

pm �sð Þpm sð Þ þ pn �sð Þpn sð Þ ¼ pd �sð Þpd sð Þ:

Step 2. Central controller design. According to [11–13], compute the central
controller

Cc sð Þ ¼ hc sð Þ=gc sð Þ:

Step 3. Initial condition. Compute pc sð Þ;

pc sð Þ ¼ pm sð Þgc sð Þ � pn sð Þhc sð Þ;

and

wc ¼ G pcð Þ;

then, apply Routh table to calculate rc ¼ U wcð Þ; which is the initial condition of
H2 optimization [10].
Step 4. H2 optimization.

(a) For x 2 R2k , compute r ¼ 1
x

� �
, w ¼ U�1 rð Þ, respectively;

(b) solve the equation

G pð Þ ¼ w; ð50:1Þ

to obtain p sð Þ;
(c) solve Diophantine equation

pm sð Þg sð Þ � pn sð Þh sð Þ ¼ p sð Þ

to obtain g sð Þ, h sð Þ, and
C sð Þ ¼ g sð Þ=h sð Þ;

(d) find the optimal xopt 2 R2k that minimizes Tyw
�� ��

2. Let

ropt ¼ 1
xopt

� �
;

and compute
p ¼ G�1 U�1 ropt

� �� �
:
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Step 5. Robust stability margin and H2 norm computation:

jP;C ¼ arcsin
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ P �sð ÞþC sð Þ
1�P sð ÞC sð Þ

��� ���2
1

r ;

Tyw
�� ��

2 ¼
P 1� CPð Þ�1 PC 1� PCð Þ�1

CP 1� CPð Þ�1 C 1� PCð Þ�1

� �����
����
2
:

Thus the resulting controller can provide better nominal performance than that of
the central controller, which is the initial condition of the optimization. In above
steps, the key one is to solve the nonlinear algebraic Eq. (50.1). Here, we introduce
a modified Newton method to solve the nonlinear Eq. (50.1).

50.3 Group Preserving Scheme to Solve the Nonlinear
Equations

50.3.1 Variable Transformation

The Eq. (50.1) can be rewritten as the nonlinear algebra equation

F pð Þ ¼ G pð Þ � w ¼ 0:

We introduce a fictitious time-like variable τ in the following transformation of
variable from p to y [14]:

y sð Þ ¼ 1þsð Þp; ð50:2Þ

where τ and p are independent variables. Hence

dy
ds

¼ p: ð50:3Þ

If the parameter v 6¼ 0, the Eq. (50.1) is equivalent to

0 ¼ vF pð Þ: ð50:4Þ

Adding Eq. (50.3) to Eq. (50.4),

dy
ds

¼ p� vF pð Þ: ð50:5Þ
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By using Eq. (50.2), we derive

dy
ds

¼ y
1þs

� vF
y

1þs

� 	
; ð50:6Þ

Further,

d
ds

y
1þs

� 	
¼ �vF

y
1þs

� 	
: ð50:7Þ

that is,

dp
ds

¼ � v
1þs

F pð Þ: ð50:8Þ

The roots of (50.1) are the fixed points of (50.8), which can also be rewritten as
the following form:

_p ¼ f pð Þ: ð50:9Þ

50.3.2 Augmentation of the Nonlinear Equations

The Euclidean norm of the vector p is

pk k ¼
ffiffiffiffiffiffiffiffiffiffiffi
p; ph i

p
¼

ffiffiffiffiffiffiffiffi
pTp

p
: ð50:10Þ

where �; �h i denotes the inner product of two n-dimension vectors.
Obviously, if p 6¼ 0, pk k[ 0. Taking the derivatives of both the sides of (50.10)

with respect to τ, we have

d pk k
ds

¼ _pTpffiffiffiffiffiffiffiffi
pTp

p ¼ fTp
pk k : ð50:11Þ

Equation (50.9) and Eq. (50.11) can be combined together into a simple matrix
equation:

d
ds

p
pk k

� �
¼ 02k�2k f= pk k

f T



pk k 0

� �
p
pk k

� �
: ð50:12Þ
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It is obvious that the first row in (50.12) is the same as (50.19), but the inclusion
of the second row in (50.12) gives a Minkowskian structure of the augmented state

variables of K :¼ pT pk k� �T
, which satisfies the cone condition:

KTfK ¼ pTp� pk k2¼ pk k2� pk k2¼ 0; ð50:13Þ

where f ¼ I2k 02k�1

01�2k �1

� �
is a Minkowski metric.

Consequently, we have an nþ 1-dimensional augmented differential equations
system:

_K¼AK; ð50:14Þ

where A ¼ 02k�2k f= pk k
f T



pk k 0

� �
satisfying ATfþ fA ¼ 0 is a Lie algebra so n; 1ð Þ of

the proper orthochronous Lorentz SOo n; 1ð Þ.

50.3.3 Group Preserving Scheme

Because of A 2 so 2k; 1ð Þ, we can get

K lþ1 ¼ DlK l; ð50:15Þ

by discretized mapping Dl, where

Dl ¼ exp tAl½ � ¼
I2k þ al�1ð Þ

f lk k f l f
T
l

bl f l
f lk k

bl f
T
l

f lk k al

2
4

3
5; ð50:16Þ

al :¼ cosh
t f lk k
glk k

� 	
; bl :¼ sinh

t f lk k
glk k

� 	
; t ¼ slþ1 � sl:

Substituting 50.16 for Dl into 50.15, we obtain

plþ1 ¼ pl þ gl f l; ð50:17Þ

plþ1

�� �� ¼ al plk k þ bl
f lk k f l; plh i; ð50:18Þ
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where

gl :¼
bl plk k f lk k þ al � 1ð Þ f l; plh i

f lk k2 ð50:19Þ

is the adjustment factor.
In every iterative, when Kl is mapped to the Klþ1, the discretized mapping Dl

preserves the following properties: DT
l fDl ¼ f, detDl ¼ 1, Dl;00 [ 0, where

Dl 2 SO0 2k; 1ð Þ is the group value of Dl at sl; Dl;00 is the 00-th component of Dl; Kl

denotes the numerical value of K at sl and Kl satisfies (50.13). The group properties
are preserved in this scheme for all t[ 0, so the method is called a group preserving
scheme.

According to the expression of gl in (50.19) and the Schwartz inequality,

gl � 1� exp 1� t f lk k
plk k

� 	� �
plk k
f lk k [ 0; 8t[ 0: ð50:20Þ

So the equivalent condition of plþ1 ¼ pl is f l ¼ 0, which means (50.17) has the
same equilibrium point as the (50.1). The stopping criterion of the above iterative
algorithm can be determined by plþ1 � pl

�� ��� e1, where �k k denotes the 2-norm of
the vector, e1 is a given convergent error.

The above numerical iterative algorithm (50.17)–(50.19) is in agreement with
Euler method. Hence, the one-step iterative formula has the first order convergence.

50.4 Numerical Example

Denote the robust stability margin corresponding to the optimal H2 controller and
optimal H∞ controller by b2 Pð Þ and bopt Pð Þ respectively, and denote the optimal H2

norm by Tyw
�� ���

2, where Tyw denotes the transfer function from w ¼ w1 w2½ �T to

y ¼ y1 y2½ �T . Obviously, bopt Pð Þ is the upper bound of jP;C, and there will be no
solution to the problem with given h[ bopt Pð Þ.

Consider the plant [15]

P sð Þ ¼ �6:475s2 þ 4:0302sþ175:77
s 5s3 þ 3:5682s2 þ 139:5021sþ 0:0929ð Þ ;

which is the transfer function of the flexible beam, and we can get that

bopt Pð Þ ¼ 0:3646; b2 Pð Þ ¼ 0:2234; Tyw
�� ���

2¼ 3:3067:
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Simulation results show that for the given same conditions, mixed H2/H∞

controller has the best LQG cost performance, comparing with the LMI robust
controller and the central controller. Figure 50.2 gives the comparisons between
various controllers, and Fig. 50.3 gives the actual robust stability margin jP;C of the
mixed H2/H∞ controller corresponding to different prespecified h.
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Chapter 51
ADRC Based Attitude Control
of a Quad-rotor Robot

Yi Li, Zengqiang Chen, Mingwei Sun, Zhongxin Liu and Qing Zhang

Abstract In this paper, active disturbance rejection control (ADRC) technique is
described in detail. Typical algorithms for each component are given as well. In
order to control the attitudes of a quad-rotor robot as we desired, two kinds of
continuous ADRC controllers are designed. The satisfactory real-time control
experimental results indicate that the continuous ADRC can not only meet the
control accuracy requirement but also can achieve rapid and effective response for
the nonlinear coupled systems. Eventually, the advantages and scopes of applica-
tion of the two controllers are summarized.

Keywords ADRC � Extended state observer � Quad-rotor � Nonlinear dynamics

51.1 Introduction

Nowadays, the advanced control algorithms have the potential to achieve better
dynamic performance and stronger robustness than the conventional ones.
Although the classical PID controller has been extensively applied to the auto-
mation of industrial process due to its weak dependence on the exact dynamics
model of the controlled plant, its disadvantages and deficiencies are still clear when
dealing with the control process with remarkable uncertainties or subject to
intensive perturbations. Under these circumstances, active disturbance rejection
control (ADRC), which was proposed by Prof. Han [1, 2] almost three decades ago,
has become a novel and effective control strategy in the field of nonlinear systems.
A detailed design and tuning method for the linear extended state observer which
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was proposed by Prof. Gao [3, 4] is demonstrated in [4]. The ADRC control
approach has a lot of attractive characteristics such as swift response, accurate
control, active rejection disturbance, strong robustness, etc. Also with the advantage
of simple structure, it is easy to be applied in practice. Till now, ADRC has been
successfully and widely used in many experimental installations and industrial
processes.

The quad-rotor robot is an underactuated dynamic system composed of six
output coordinates (fully spatial movements) and four input forces (the thrust
provided by each propeller). This multivariable, nonlinear, high-order, and strong-
coupling system imposes severe difficulties for flight control design. However,
attitude control is the backbone of flight control. To date, there are many control
approaches have been used to control the attitudes of the quad-rotor robot, such as
backstepping control [5], linear quadratic (LQ) control [6], and so on.

In this paper, we propose a new methodology for motion control applications. It
is based upon the recent development in ADRC. Through hardware tests, it is
demonstrated that this is a promising new technology. It is a more powerful method
in controlling the attitude of the quad-rotor robot than any other approaches we
have ever used and is easy to use.

The organization of the paper is as follows. Section 51.2 gives an introduction to
active disturbance rejection technique. The experimental results and a comparison
of dynamic performance measures for using the two sorts of continuous ADRC are
presented in Sect. 51.3. Eventually, concluding remarks are given in Sect. 51.4.

51.2 ADRC Algorithm

The ADRC control approach consists of three important components: Tracking
differentiator (TD), extended state observer (ESO), and nonlinear state error feed-
back (NLSEF). The structure of ADRC strategy is shown in Fig. 51.1.

51.2.1 Tracking Differentiator

Here, the smooth trajectory of the given signal and its high-order derivatives can be
obtained through arranging a transition process by the use of tracking differentiator.
One feasible nonlinear second-order TD can be designed as

_v1 ¼ v2
_v2 ¼ f han v1 � v; v2; r; h1ð Þ

�
ð51:1Þ

Besides the above algorithm, another effective linear second-order TD can be
represented as
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_v1 ¼ v2
_v2 ¼ �1:76Rv2 � R2 v1 � vð Þ

�
ð51:2Þ

where v denotes the input signal; v1 is the tracking signal of v and v2 is the tracking
signal of the derivative of v; h1 is an adjustable filter factor; both r and R represent
the adjustable speed factors. And the greater the value of speed factor is, the shorter
the transition process will be. The TD also can be seen as a filter if there is any noise
in the input signal. fhan(x1, x2, r, h) is defined as

d ¼ rh

d0 ¼ hd

y ¼ x1 þ hx2

a0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2 þ 8r yj j

p

a ¼
x2 þ a0 � d

2
sign yð Þ; yj j[ d0

x2 þ y=h; yj j � d0

8><
>:

fhan x1; x2; r; hð Þ ¼ �rsign að Þ; aj j[ d

�ra=d; aj j � d

�

8>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>:

ð51:3Þ

51.2.2 Extended State Observer

The system states and the comprehensive disturbance, which include external
unknown disturbance and internal uncertainties that determined by the system itself,
can be estimated in real time by the ESO, which is the core part of the ADRC
technique. The estimated sum of disturbance will be regarded as compensation and

TD NLSEF PLANT

1/b0 b0

ESO
Z1

Zn

Zn+1

v1

vn
v e1

en
u0 u

w

y

Fig. 51.1 Block diagram of ADRC
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added into the controller. Hence, the original nonlinear system will turn into a new
linear cascade integrator control system, which is more easily to control. One
feasible continuous ESO can be designed as

e ¼ z1 � y
_z1 ¼ z2 � b01falðe; a1; dÞ
_z2 ¼ z3 � b02falðe; a2; dÞ

..

.

_zn ¼ znþ1 � b0nfalðe; an; dÞ þ b0u
_znþ1 ¼ �b0ðnþ1Þfalðe; anþ1; dÞ

8>>>>>>><
>>>>>>>:

ð51:4Þ

where z1, z2,…,zn are the observer outputs and stand for the estimated system states,
respectively; zn+1 is the extended state variable and denotes the estimated com-
prehensive disturbance; e is the difference between z1 and the system output y; β01,
β02,…,β0(n+1) are the observer gains; a1, a2,…,an+1 are the adjustable parameters; δ
represents the length of linear interval; fal(e, a, δ) can be expressed as

falðe; a; dÞ ¼ ej jasignðeÞ; ej j[ d
e

d1�a; ej j � d

�
ð51:5Þ

51.2.3 Nonlinear State Error Feedback

The NLSEF will combine the tracking signals provided by TD and the observer
estimation system states offered by ESO appropriately by using special nonlinear
functions to obtain the virtual control u0. Take the second-order system for instance,
the errors of system states are defined as

e1 ¼ v1 � z1
e2 ¼ v2 � z2

�
ð51:6Þ

There are two approaches to calculate the virtual control u0 as follows:

ðIÞ u0 ¼ b0falðe0; a0; dÞ þ b1falðe1; a1; dÞ þ b2falðe2; a2; dÞ
where the error e0 ¼

R t
0 e1 sð Þds; β0, β1 and β2 are integral, proportional, and

derivative adjustable parameters, respectively.

ðIIÞ u0 ¼ �fhan e1; c � e2; r; hð Þ
where c, r and h are adjustable parameters.
Eventually, the control law can be represented as
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u ¼ u0 � z3
b0

or u ¼ u0 � z3
b0

ð51:7Þ

where the compensating factor b0 is an adjustable parameter.

51.3 Experiments of Attitude Control

In this part, two kinds of continuous ADRC controllers will be applied in real-time
controlling the attitude [7] of the quad-rotor hover system, which is produced by a
Canadian company named Quanser. To complete the real-time experiments, the
following hardwares are required: Power amplifier, data acquisition board, hover
specialty plant. Quarc, the real-time control software, is used to control and monitor
the plant in real time. Finally, the advantages and drawbacks of each strategy are
summarized.

51.3.1 Dynamics Model

The hover system [8] consists of a frame with four propellers mounted on a three
DOF pivot joint such that the body can freely yaw, pitch, and roll, as seen in
Fig. 51.2. When a positive voltage is applied to any motor, a positive thrust force is
generated and this causes the corresponding propeller assembly to rise. The thrust
force generated by the front, back, right, and left motors are denoted by vf, vb, vr and
vl, respectively. So the system can be written in state space form as

Fig. 51.2 Three-degree-of-
freedom quad-rotor hover
plant
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y
::

p
::

r
::

2
4

3
5 ¼

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

2
4

3
5 _y

_p
_r

2
4

3
5þ

kt;c
Jy

kt;c
Jy

kt;n
Jy

kt;n
Jy

lkf
Jp

� lkf
Jp

0 0

0 0 lkf
Jr

� lkf
Jr

2
664

3
775

vf
vb
vr
vl

2
664

3
775 ð51:8Þ

where y, p and r denote the angle of yaw, pitch, and roll, respectively. Table 51.1
below lists the main parameters associated with the quad-rotor helicopter.

51.3.2 Experiments

The system can be divided into yaw channel, pitch channel, and roll channel. The
block diagram of the controlled system with the ADRC controllers will be as shown
in (Fig. 51.3):

The initial state of the system is set to zero. And the real-time control will last for
40 s. The set point in each channel will be a square wave of 3° amplitude and
0.05 Hz frequency. The experimental parameters of two controllers are shown in
Tables 51.2 and 51.3.

Table 51.1 Parameters of the quad-rotor robot

Symbol Description Value Unit

Kt,n Normal rotation propeller torque-thrust constant 0.0036 N m/V

Kt,c Counter rotation propeller torque-thrust constant −0.0036 N m/V

Kf Propeller force-thrust constant 0.1188 N/V

Jy Equivalent moment of inertia about the yaw axis 0.1104 Kg m2

Jp Equivalent moment of inertia about the pitch axis 0.0552 Kg m2

Jr Equivalent moment of inertia about the roll axis 0.0552 Kg m2

l Distance between pivot to each motor 0.1969 m

ADRC for yaw channel
ADRC for pitch channel
ADRC for roll channel

transition 
matrix

set point

plant
vl

yaw angle ; pitch angle ; roll angle

set point

set point

control law

control law

control law
vr
vb

vf

Fig. 51.3 Block diagram of the controlled system
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Figures 51.4 and 51.5 show that each continuous ADRC controller can achieve
the performance we expected rapidly and stably. Depending on the real-time
experimental data, we can have the dynamic performance measures of the two kinds
of controllers, as listed in Tables 51.4 and 51.5. Td, Tr, Tp and σ stand for the delay
time, the rise time, the peak time and the percent overshoot, respectively. The
settling time, Ts, is defined as the time required for the system to settle within 5 %
of the input amplitude. The delay time Td < 0.9 s, the rise time Tr < 1.4 s and the
peak time Tp < 2.2 s imply that the system has an excellent performance in terms of
the swiftness of response. Meanwhile, The settling time Ts < 2.1 s and the percent
overshoot σ < 4.6 % indicate that the ADRC controllers can achieve the

Table 51.3 Experimental parameters of type II controller

Block TD ESO NLSEF

Yaw R = 2 a1 = 1, a2 = 0.5, a3 = 0.25,
δ = 0.001,

c = 50, r = 100, h = 0.001,
b0 = 0.009

β01 = 42, β02 = 588, β03 = 2744

Pitch R = 2 a1 = 1, a2 = 0.5, a3 = 0.25,
δ = 0.001,

c = 100, r = 70, h = 0.001,
b0 = 0.004

β01 = 30, β02 = 300, β03 = 1000

Roll R = 2 a1 = 1, a2 = 0.5, a3 = 0.25,
δ = 0.001,

c = 100, r = 70, h = 0.001,
b0 = 0.004

β01 = 30, β02 = 300, β03 = 1000

Table 51.2 Experimental parameters of type I controller

Block TD ESO NLSEF

Yaw R = 2 a1 = 1, a2 = 0.5, a3 = 0.25,
δ = 0.001,

a0 = 0.6, a1 = 0.1, a2 = 0.4,
δ = 0.035,

β01 = 36, β02 = 432, β03 = 1728 β0 = 35, β1 = 300, β2 = 180,
b0 = 0.008

Pitch R = 2 a1 = 1, a2 = 0.5, a3 = 0.25,
δ = 0.001,

a0 = 0.6, a1 = 0.1, a2 = 0.4,
δ = 0.035,

β01 = 36, β02 = 432, β03 = 1728 β0 = 25, β1 = 200, β2 = 130,
b0 = 0.008

Roll R = 2 a1 = 1, a2 = 0.5, a3 = 0.25,
δ = 0.001,

a0 = 0.6, a1 = 0.1, a2 = 0.4,
δ = 0.035,

β01 = 36, β02 = 432, β03 = 1728 β0 = 25, β1 = 200, β2 = 130,
b0 = 0.008
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performance in terms of the robustness and the closeness of the response to the
desired response.

By comparison with the two kinds of continuous ADRC controllers, we can
draw the conclusion that the type I ADRC controller are more suitable if our goal is
to achieve the fastest and the most accurate response to the input. Obviously, the
type II ADRC controller is very convenient for the adjustment of parameters.

Overall, the real-time attitude control is completely successful by using the two
sorts of continuous ADRC controllers.

Fig. 51.4 Real-time control results of type I controller
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Table 51.5 Dynamic
performance measures of type
II controller in real-time
control

Performance
measure

Td (s) Tr (s) Tp (s) Ts (s) σ (%)

Yaw 0.841 1.307 2.123 1.979 3.467

Pitch 0.895 1.300 2.404 1.952 4.199

Roll 0.887 1.295 2.113 1.858 3.857

Fig. 51.5 Real-time control results of type II controller

Table 51.4 Dynamic
performance measures of type
I controller in real-time
control

Performance
measure

Td (s) Tr (s) Tp (s) Ts (s) σ (%)

Yaw 0.828 1.259 2.344 2.008 2.002

Pitch 0.859 1.215 2.459 1.956 3.125

Roll 0.853 1.219 2.546 1.964 3.467
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51.4 Conclusion

In this paper, we have designed two kinds of continuous ADRC controllers to
achieve the attitude control of a quad-rotor hover system, which has a unique
mechanical structure. With the effective and efficient adjustment of parameters, two
controllers have been successfully applied in the real-time control and all the
dynamic performance measures have been summarized and analyzed. The experi-
mental results have demonstrated that the continuous ADRC control approaches
have a strong robustness and antidisturbance performance and the ability to
decouple a complicated nonlinear coupled system.
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Chapter 52
Design and Implementation of a PMSM
Rotor Position Detecting System with High
Speed and High Precision

Bo Zhu, Huailin Zhao, Jihong Zhu and Yang He

Abstract To solve the problem of detecting motor rotor position accurately of the
Permanent Magnet Synchronous Motor (PMSM), this paper designs and realizes a
method of demodulating the signal of PMSM rotor position based onΔ-Σmodulation
and Cascade Integrator Comb (CIC) filter. This method uses Δ-Σ modulation chip
ADS1205 and specially designed filter chip AMC1210 for motor control. With the
combination of ADS1205 and AMC1210, the PMSM rotor position information is
demodulated, and the 16-bit demodulated angle data are got. The actual system
validation shows that the decoding circuits have high precision, PMSM can be stable
and reliable when running at 10,000 RPM, proving the feasibility of the design.
Compared with the conventional A/D sampling method, this method is more stable
and reliable, cheaper, and has higher signal-to-noise ratio.

Keywords PMSM � Δ-Σ modulation � CIC filter � High precision

52.1 Introduction

The PMSM is rapidly becoming a hot researching field of AC speed regulating
system because of its small size, light weight, high efficiency, compact structure,
good stability, fewer rotor problem, no mechanical commutator and brushes, etc.
[1]. In PMSM control system, the PMSM vector control has high control accuracy,
which is determined by the accuracy of the resolver and its decoding circuits [2].
The resolver gets more and more applications in PMSM driving system because of
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its stability, high resolution, antishock vibration, strong adapting temperature and
humidity change ability, and so on. In this paper, we introduce the Δ-Σ modulation
and CIC extraction filter method to detect the rotor position. After verification of the
actual system, it is shown that this method can greatly improve the accuracy of
detecting the rotor position and is very suitable for high-speed, high-precision
control of the PMSM. Compared with the conventional A/D sampling method, this
method is more stable and reliable, cheaper, and has higher signal-to-noise ratio.

52.2 Overall Design of the PMSM Control System

The overall block diagram of the PMSM control system is shown in Fig. 52.1. DSP
mainly completes the master controller and host computer communication, control
algorithms, current closed loop, speed closed loop, current and voltage detection, and
other tasks. CPLDmainly completes the logical combination, timing control, driving
topologies reconfigurable logic, gate driving, fault isolation, overcurrent protection,
reducing the burden of DSP logic control arithmetic and other tasks of the motor.

The master controller DSP communicates with the host computer via RS-422 bus
or CAN bus. The host computer transmits the speed command to DSP, DSP trans-
mits the detected motor rotor speed, phase current and motor rotor position signal to
the host computer. DSP generates SPWM to CPLD, CPLD drives the H-bridge to
control the motor work after logic control. Current sensor transmits the detected
phase current to DSP to do vector control algorithm to CPLD to do current pro-
tection. The resolver decoding circuits transmit the detected rotor position and speed
information to DSP, and DSP generates corresponding control voltage according to
the received rotor position and velocity information to achieve synchronous rotation
of the permanent magnet rotor’s magnetic field and the armature’s magnetic field.

52.2.1 Principle Analysis of the Resolver

The variable reluctance resolver has no rotor winding, the primary and secondary
windings are located on the stator, but the special design of the rotor makes the

DSP CPLD H-bridge PMSM

Resolver

Current sensorComparator

Host computer

Fig. 52.1 The overall block diagram of the PMSM control system
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secondary winding coupling occurring sine and cosine wave variation with the
variation of the angular position [3]. The principle diagram of the variable reluc-
tance resolver is shown in Fig. 52.2.

In Fig. 52.2, R1–R2 is the exciting winding or the primary winding, S1–S3 and
S2–S4 are the secondary windings. When the primary winding inputs the high-
frequency sine wave, the pulse magnetic field is rotating with the rotor, thus the
winding S1–S3 and S2–S4 induce corresponding sine and cosine signal varying
with the rotor position [4]. The relationship between the input and output is shown
in formula 52.1.

ER1�R2 ¼ E0sinxt
ES1�S3 ¼ E0sinxtsinh
ES2�S4 ¼ E0sinxtcosh

8<
: ð52:1Þ

E0 is the amplitude of the exciting signal.
ω is the angular frequency of the exciting signal.
θ is the angle of the rotor position.

52.2.2 Δ-Σ Modulation Principle

Δ-Σ modulation uses the oversampling method to convert the input analog voltage
into digital signal. The digital signal is the input of the integrator. The integrator can
be seen as a low-pass filter and has −6 dB inhibitory ability for noise. The integrator
transmits the output data to the 1-bit A/D converter, the A/D converter outputs the 0
and 1 bit stream, the bit stream transmit back to the differential amplifier through
the 1-bit D/A converter [5]. The first-order Δ-Σ modulation principle block diagram
is shown in Fig. 52.3.

The first-order Δ-Σ modulator Z-domain transfer function is shown in
formula 52.2

R1

R2

S1 S3

S4

S2

θ

Fig. 52.2 The principle
diagram of the variable
reluctance resolver
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Y Zð Þ ¼ Z�1X Zð Þ þ 1� Z�1� �
E zð Þ ð52:2Þ

In formula 52.2, it is shown that the first-order Δ-Σ modulation has no distortion
transmission to the input signal X(Z), while to the quantization noise E(Z), in the
view of frequency domain, the noise signal transmits through a high-pass filter.
Quantization noise after Δ-Σ modulation is shown in Fig. 52.4. By Δ-Σ modulation,
the baseband quantization noise is greatly reduced [6].

Due to increasing orders, the second-order Δ-Σ modulation noise shaping effect
is better than the first-order Δ-Σ modulation in the case of the same sample fre-
quency. That is, its output baseband has letter noise signal.

52.2.3 The CIC Filter Principle

CIC extraction filter has two main roles: One is removing high-frequency noise
signal, the other is reducing the sample frequency [7]. CIC extraction filter includes
two basic parts, the integral part and the comb-shaped part. The block diagram of
CIC extraction filter is shown in Fig. 52.5.

Single-stage CIC extraction filter, namely series N = 1, integrator of the integral
part is a unipolar point of IIR filter, its feedback coefficient is 1, the Z-domain
transfer function is shown in formula 52.3.

1-bit DAC

Difference Amp

To Digital Filter

Signal Input

Integrator
Comparator
1-bit ADC

X1

X2 X3

X4

Δ Σ

Fig. 52.3 The first-order Δ-Σ modulation principle block diagram
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Fig. 52.4 Quantization noise
after Δ-Σ modulation
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H1 Zð Þ ¼ 1
1� Z�1 ð52:3Þ

Comb-shaped part is a symmetrical FIR filter, the Z-domain transfer function is
shown in formula 52.4

H Zð Þ ¼ 1� Z�DM ð52:4Þ

M is an integer frequency conversion factor, D is the differential delay factor,
which called the differential time delay. According to the above analysis, the
transfer function of the CIC extraction filter is shown in formula 52.5.

H Zð Þ ¼ 1
1� Z�1 1� Z�DM

� � ð52:5Þ

The amplitude-frequency response of the transfer function is shown in
formula 52.6

H ejx
� � ¼ sinðxDM2 Þ

sinðx2Þ
����

���� ð52:6Þ

52.2.4 Hardware Circuits Design of the Resolver
Demodulation

The resolver demodulation circuits schematic is shown in Fig. 52.6. The filter chip
AMC1210 generates two complementary PWM waves PWM1 and PWM2 to drive
the primary side of the resolver. In its two mutually perpendicular secondary sides
induced sine waves CHA+ , CHA− and cosine waves CHB+ , CHB−. The second-
order Δ-Σ modulator ADS1205 demodulates the receiving sine and cosine wave
signal by oversampling and noise shaping technology, moving the noise to the
high-frequency band, and then transmits the resulting bit stream data to AMC1210
to do digital filter through interface OUTA and OUTB. The AMC1210 filters out
the high-frequency noise signal by CIC filter on the one hand, on the other hand

1−Z DAJZ −

Integral part Comb-shaped part

Fig. 52.5 CIC extraction filter block diagram
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reduces the sample rate [8]. DSP calculates the motor rotor position signal θ
according to formula 52.7, and then generates corresponding SPWM signal to
control the movement of the motor rotor according to the motor rotor position
information.

h ¼ arc tan
ES1�S3

ES2�S4
ð52:7Þ

In formula 52.7, θ is the motor rotor position, Es1−s3, Es2−s4 are the two sec-
ondary winding signal of the resolver, respectively.

52.3 Results and Analysis

The experiment adopts the three-phase and six-pole surface permanent magnet
synchronous motor, the main parameters are: rated power P = 2.4 KW, rated
voltage U = 280 V, rated phase current I = 3.8 A, rated speed n = 10,000 RPM,
torque constant KT = 0.156 N m A−1, the stator phase inductance L = 2.060 mH,
stator phase resistance R = 0.728 Ω.

Through the oscilloscope observation, the signal waveform of the resolver is
shown in Fig. 52.7. It can be seen that the signal is very stable and has no distortion,
moreover, the signal has high quality and low noise. The amplitude of the signal is
4.4 V. The frequency of the signal is 10 kHz. Proving the demodulation circuits
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with the combination of ADS1205 and AMC1210 has high-speed, high signal-
to-noise ratio, strong anti-interference ability, and stable ability.

The host computer is written by LabVIEW software, Fig. 52.8 shows the actual
running state of the motor under the given speed 10,000 RPM. When given the
speed command of 10,000 RPM through the host computer, in the left top of the
Fig. 52.8, we can see that the motor speed is stabilized at around 10,004 RPM,

Fig. 52.7 The induction signal in the secondary winding of the resolver

Fig. 52.8 The actual running state of the PMSM with the given speed 10,000 RPM
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indicating that the steady-state error of the PMSM is very small. In the lower parts
of the Fig. 52.8 shows the three-phase current waveform of the PMSM, indicating
that the control effect is perfect. Therefore, the demodulation circuits are very
suitable for high-speed and high-precision control of PMSM.

52.4 Conclusion

In this paper, the design of the demodulation circuits of the resolver with the
combination of ADS1205 and AMC1200 has good characteristics such as high-
speed, high-precision, high signal-to-noise ratio, strong anti-interference ability,
stable and reliable performance and cheap price, etc. The experiment shows that the
control system is very stable and reliable, and the PMSM can reach the high speed
of 10,000 RPM. It also shows that the demodulation circuits satisfy the require-
ments of high-speed and high-precision control of the PMSM. On whole, the design
is feasible.
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Chapter 53
Analysis and Design of Disturbance
Observer for Piezoelectric Hysteresis
Nonlinear System

Hefei Sun and Zhen Zhang

Abstract Disturbance observer (DOB) is widely used in high accurate control of
servo systems. But hysteresis nonlinearity of the piezoelectric actuator in the system
decreases the performance of the system and even causes oscillation. The focus of
this paper is on three areas. First, Hammerstein hysteresis model is proposed to
describe the dynamic hysteresis effects of piezoelectric actuator. Then, the
influences of the hysteresis in the piezoelectric actuator on the DOB performances
are analyzed using describing function method. Finally, a DOB combined with
hysteresis compensator is designed for piezoelectric actuator. The simulation and
experimental results show that, compared with control case without hysteresis
compensation, the hysteresis inverse compensator improves the performance of the
system and decreases oscillation in high frequency.

Keywords Disturbance observer � Hysteresis nonlinearity � Hammerstein model �
Describing function method � Hysteresis compensator

53.1 Introduction

Recently, there are many applications of DOB in the accurate tracking control
system at high speeds such as hard disk drives and manufacturing applications
[1–3]. The idea of DOB is to enforce robust input/output behavior by introducing
appropriate compensation to modeling error, parameter perturbations, and external
disturbances [4]. Piezoelectric actuators with high precision and fast response have
been widely used in high-performance tracking control. However, the hysteresis
characteristics in piezoelectric actuators decrease the performance. In some pub-
lished works of DOB design, non-inverse compensation regards the hysteresis
nonlinearity as a disturbance modeled by an operator-based hysteresis model [5].
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Nevertheless, experimental studies show that the hysteresis effects are not “simple”
nonlinearities to be considered as disturbances [6, 7]. Thus, to effectively com-
pensate hysteresis effects operating at different excitation frequencies and avoid
potential limit cycles resulting from inexact cancellation, it is essential to employ an
inverse-based compensation of the hysteresis.

In this paper, Hammerstein nonlinear model is used to describe the dynamic
hysteresis effects in the piezoelectric actuator [8]. The hysteresis nonlinear block in
the Hammerstein model is based on the Modified Prandtl-Ishlinskii (MPI) hyster-
esis model [9]. Based on the MPI model, a hysteresis compensator is designed. An
LTI block in Hammerstein model is identified by cascading the inverse compen-
sator with the piezoelectric actuator. Then describing function method is used to
analyze the hysteresis effects on DOB performances. A novel disturbance observer
combined with hysteresis compensation is proposed. Simulation results show that
the bandwidth increases effectively by hysteresis compensation. Experimental
results show that the designed disturbance observer with inverse compensation
effectively eliminates the high-frequency oscillations caused by hysteresis nonlin-
earity and improves control accuracy.

53.2 Dynamic Hysteresis Modeling of Piezoelectric
Actuator

53.2.1 Hammerstein Hysteresis Model for Piezoelectric
Actuator

In this subsection, a block-oriented model is proposed for the PZT actuator shown
in Fig. 53.1. The model is of Hammerstein model structure, in which H presents a
hysteresis nonlinear subsystem and G presents an LTI subsystem. The subsystems
in Fig. 53.1 do not correspond to the physical component in the PZT actuator. An
identification method of the proposed Hammerstein model is designed. By the
identification method the proposed model is equivalent to the physical system of the
PZT actuator. The identification method is given as follows:

Step 1: A quasi-static excitation signal u is applied to the PZT actuator, and then
the output of the PZT suspension v is measured.
Step 2: From the measured data (u, v), the subsystem H is modeled using MPI
[10] hysteresis model. The hysteresis compensator H−1 is designed based on the
inverse of the subsystem H [9].

u
H

x
G

v

Fig. 53.1 Hammerstein system of the PZT suspension
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Step 3: By cascading the inverse compensator H−1 with the PZT actuator shown
in Fig. 53.2, the subsystem G can be measured and identified.

An experimental system is set up to acquire modeling data as shown in Fig. 53.3.
The D/A converter transforms the control signal to piezoelectric actuator by the
specified power amplifier (0–150 V). The displacement is measured by the eddy
current sensor, and the corresponding transfer ratio of displacement to the voltage
measured is 8 mV/um. Finally, actuator displacement is transformed via the A/D
converter to dSPACE control card and recorded in the PC. The real-time control
experiment works with a sampling frequency 10 kHz.

Figure 53.4 gives the static hysteresis subsystem in Hammerstein model and the
identified LTI subsystem is expressed as

G ¼ 3:114e04sþ 1:8e07
s2 þ 3:979e04sþ 1:846e07

ð53:1Þ

Figure 53.5 gives the modeling results under different input frequency and the
relative error (RE) and Root Mean Square Error (RMSE) are given in Table 53.1. It
is shown that the proposed model agrees well with experimental data.

Piezo electric actuator

H -1 H G
u y x v' ' ' '

Fig. 53.2 Identification of the LTI subsystem

Power
Amplifier

PZTdSPACE

Power

Senser

Fig. 53.3 Experimental system
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53.2.2 Hysteresis Compensator

From the identified H, the inverse compensator H−1 is designed and used to cancel
the hysteresis effects in the piezoelectric actuator [9]. The input signal is sinusoidal
wave with 1 Hz frequency. The hysteresis loop and its inverse are shown in
Fig. 53.6a. The responses of the open loop hysteresis compensation system are
given in Fig. 53.6b. It can be seen in Fig. 53.6b that the hysteresis effects are
reduced significantly by the hysteresis compensator.

53.3 Disturbance Observer

In this section, the disturbance observer is briefly described first. Then the
describing function method is used to analyze the influences of the hysteresis on the
DOB performances. Finally a novel DOB combining with hysteresis compensator
is designed based on the proposed hysteresis model of piezoelectric actuator.
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Fig. 53.4 Identification results of hysteresis subsystem
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Table 53.1 Dynamic models
error under different input
frequency

1 Hz 40 Hz 70 Hz 100 Hz

RE (um) 0.2236 0.4873 0.5712 0.9558

RMSE 0.0110 0.0214 0.264 0.0457
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53.3.1 Disturbance Observer

Figure 53.7 shows the structure of the disturbance observer. In Fig. 53.9, GpðsÞ is
the plant, GnðsÞ is the nominal model of the plant, and QðsÞ is a low-pass filter.
Signal u, d, n, y are the command, disturbance, noise, and output respectively.
Signal d̂ is the disturbance estimate after filtering by low-pass filtering. The com-
mand u is normally provided by an outer loop controller designed based on the
nominal plant model GnðsÞ. An appropriately designed QðsÞ can provide a good
balance between disturbance rejection performance versus stability robustness and
noise sensitivity. There have been some work focusing on the design of it [10].

From Fig. 53.7, the transfer functions of the DOB are given as follows:

GUY ¼ GPGn

Gn þ GP � Gn½ �Q ð53:2Þ

GDY ¼ GPGn 1� Q½ �
Gn þ GP � Gn½ �Q ð53:3Þ

GNY ¼ �GPQ
Gn þ GP � Gn½ �Q ð53:4Þ
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As Q ! 1 at low frequencies, GUY ! Gn and GDY ! 0. It illustrates that the
plant can be regarded as the nominal model and the low frequency disturbance is
suppressed. At high frequencies, Q ! 0 and GNY ! 0. This means that the high
frequency noise can be suppressed by DOB. The allowable bandwidth of Q is
limited by the unmodeled dynamics. Usually, these unmodeled dynamics are
treated as perturbation of the nominal system as

GpðsÞ ¼ GnðsÞð1þ DðsÞÞ ð53:5Þ

DðsÞ is unmodeled dynamics. Since the open-loop gain for the disturbance
observer system, in the absence of unmodeled dynamics, is

GolðsÞ ¼ QðsÞ
1� QðsÞ ð53:6Þ

The complimentary sensitivity function, TðsÞ, for DOB loop is equal to QðsÞ. So
robust stability of the inner loop formed by the disturbance observer is guaranteed
by [8]:

TðjxÞDðjxÞk k1 � 1 ð53:7Þ

Some works focus on the limits of time delay as unmodeled dynamics upon
bandwidth of Q [8]. In subsection B, the effects of the hysteresis nonlinearity on the
DOB will be discussed.

53.3.2 The Effects of Hysteresis on DOB

In this section, the discrete Prandtl-Ishlinskii (PI) model [9] is used to describe the
hysteresis nonlinearity and the describing function method is applied to analyze the
disturbance observer system with hysteresis nonlinearity. Disturbance observer for
piezoelectric actuator is as shown in Fig. 53.8, in which the proposed Hammerstein
model is used to describe the dynamic hysteresis. The subsystem H is represented
by PI model.

Gp

Q

1/Gn

H
u y

n

dFig. 53.8 The block diagram
of DOB with hysteresis
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Let the input be x ¼ A sinðwtÞ, then the describing function of the play operator is:
when A=r\1, the output is zero;
when A=r� 1, the output is as follows:

NðAÞ ¼ mþ jn

¼K
p

p
2
þ arcsin 1� 2r

A

� �
þ 2 1� 2r

A

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r
A

1� r
A

� �r� �
þ j � 4Kr

A
r
A
� 1

� �
ð53:8Þ

where m ¼ K
p

p
2 þ arcsin 1� 2r

A

	 
þ 2 1� 2r
A

	 
 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r
A 1� r

A

	 
qh i
, n ¼ 4Kr

A ðrA � 1Þ.
Therefore, the discrete PI model can be expressed as

NPI ¼
Xn
i¼1

ðwhimi þ jwhiniÞ

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

whimi

 !2

þ
Xn
i¼1

whini

 !2
vuut \ arctan

Pn
i¼1 whimiPn
i¼1 whini

ð53:9Þ

The describing function of H is NðAÞ, then the plant can be expressed as

NPIGp¼ð1þ DÞGn ð53:10Þ

Assume that Gp ¼ Gn,

D¼NPI � 1 ð53:11Þ

According to (53.7), to visualize the limit imposed by hysteresis on the robust
stability of DOB, consider the Bode plot of the magnitudes of 1=D and candidates
for Q as shown in Fig. 53.11. The candidate Q-filters are all chosen to be of the
form

Q sð Þ ¼ 3ssþ 1

s3s3þ3s2s2 þ 3ssþ 1
ð53:12Þ

53.3.3 DOB Combined with Hysteresis Compensator

As the hysteresis effects in piezoelectric actuator decrease the performances of the
system, a novel DOB is designed based on the proposed Hammerstein hysteresis
model. In this DOB, the inverse compensator H−1 is used to cancel the hysteresis
effects of the piezoelectric actuator shown in Fig. 53.9.
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By hysteresis inverse compensation, it can be assumed that the plant is an LTI
system because the inverse compensation error is small as shown in Fig. 53.6b.

53.4 Simulation and Experimental Results

In this section, the simulation and experimental results of the designed DOB are
given. In order to illustrate the effects of the inverse compensator, three controllers
results are given: (1) PID control; (2) PID control with DOB; (3) PID control with
DOB combining with hysteresis inverse compensation. In all cases, the parameters
of PID controller and DOB are the same.

53.4.1 Simulation Results

For both disturbance observers, the filter with a cutoff frequency is 450 Hz. Choose
step signal as input, d ¼ 20 sinð50tÞ as disturbance. Figure 53.10 gives the
block diagrams of PID control with DOB combined with hysteresis compensator.
Figure 53.11 compares the output results of three cases. Figure 53.12 compares the
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Fig. 53.9 DOB combined with hysteresis compensation
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Fig. 53.10 PID control with DOB combined with hysteresis compensator
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bode diagram of DOB with hysteresis compensation and without hysteresis
compensation.

In case one, the peak–peak error is about 0.4. In case two, the DOB is used to
suppress the disturbance, the peak–peak error is reduced to 0.075. In case one and
case two control results, there are high frequency oscillations owing to hysteresis in
the piezoelectric actuator. For the third case, from Fig. 53.11, it can be seen that the
peak–peak error is reduced to 0.02 and high frequency oscillations are eliminated.
Figure 53.12 shows that the DOB with hysteresis compensation has a phase margin
of /m ¼ 40� and the DOB without hysteresis compensation has a smaller phase
margin of /m ¼ 30�.
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From the simulation results, it can be seen that disturbance observer can effec-
tively suppress the disturbance of hysteresis system, hysteresis compensation can
eliminate the oscillations and improve performances of the system.

53.4.2 Experimental Results

Experimental results of three cases are shown in Fig. 53.13. The comparison of
three control results is shown in Table 53.1. Figure 53.14 shows the Power
Spectrums of the tracking control errors.

It can be seen from Table 53.2 that by using the hysteresis compensation, the
control accuracy is improved significantly. From Fig. 53.14, it is shown that
the oscillation of the system around 3,700–6,400 Hz owing to hysteresis can be
suppressed effectively by hysteresis compensator.
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53.5 Conclusions

In this paper, Hammerstein hysteresis model is proposed to describe the dynamic
hysteresis effects of piezoelectric system. The hysteresis nonlinear block in the
Hammerstein model is based on the Modified Prandtl-Ishlinskii (MPI) hysteresis
model. Based on the proposed hysteresis model, a hysteresis compensator is
designed. Then, the influences of the hysteresis in the piezoelectric actuator on the
DOB performances are analyzed using describing function method. Simulation
results illustrate that the hysteresis decreases the bandwidth of the system and cause
high frequency oscillation. Finally, a DOB combined with hysteresis compensator
is designed for piezoelectric actuator. The experimental results show that, compared
with control case without hysteresis compensation, the hysteresis inverse
compensator improves the performance.
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Chapter 54
PID Tuning for LOS Stabilization System
Controller Based on BBO Algorithm

Kuifeng Su, Tianqing Chang, Bin Zhu and Bin Han

Abstract This paper is a discussion on a novel controller tuning method for the
PID-based BBO method. The proposed approach had superior characteristics,
including stable convergence characteristic, easy implementation, and good com-
putational efficiency. From experimental results, the designed PID controllers-based
BBO have less overshoot and short response time compared to that of the classical
method. Therefore, BBO approach is taken as a better solution to improve the
performance of the PID controller.

Keywords PID controller � Biogeography-based optimization � Line-of-sight

54.1 Introduction

Line-of-sight (LOS) stabilization systems are an essential part of modern surveillance
and fire control systems, and form the basis of many implementation for acquisition,
searching, targeting and navigation. Stabilization systems are used to keep the LOS
steady in inertial space to eliminate the shake from carrier and point the LOS to
desired direction. The stabilization performance of LOS is the key factor in modern
fire control and surveillance systems. Therefore, the controller design is very
important progress. Conventionally, these controllers have been designed using
classical techniques and implemented in the digital or analog domain. Many control
methods such as Robust control, fuzzy logical control, adaptive control, and slide-
model control have been studied [1–6]. Among them, the best known is the pro-
portional-integral derivative (PID) controller, which has been widely used for its
simplicity and robust performance in a wide range of operating conditions [1].
However, it is difficult to tune the gains of PID controllers properly because the LOS
is a multivariate, highly nonlinear system and there is tight coupling between azimuth
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and elevation axis. Over the past years, many heuristic methods have been proposed
for tuning of PID controller parameters. Many artificial intelligence techniques have
been employed to improve the controller performance, such as particle swarm
optimization, neural-fuzzy logic, and so on.

Previous simulation and application research has shown that Biogeography-
based optimization (BBO) works well in noisy environment and has computation
efficiency [7–10]. Compared with GA and evolutionary strategy optimization
algorithm, it is not related to problems of regeneration and producing next gener-
ation; there is also a marked difference between ACO and BBO. ACO will produce
a new set of solutions in each iteration, while BBO will maintain its solution set to
the next iteration in each iteration and adjust solution space according to the
migration probability. BBO has more in common with PSO and DE. Compared
with PSO and DE, BBO directly updates by migration of the solution. Therefore,
the solutions of BBO algorithm can share properties with each other.

In this paper, the PID controller design is carried out for a two-axis gyro-mirror
stabilization system. The LOS is stabilized in azimuth and elevation against the
angular disturbances. Two stabilization loops work simultaneously for the overall
stabilization of the line-of-sight. This work focuses on the application of BBO to
PID controller tuning, and a performance criterion in time domain is proposed for
evaluating the performance of a BBO-PID controller that was applied to the
complex control system. The gyro-mirror stabilization system experimental results
show that the proposed method has better performance.

54.2 Line-of-Sight Stabilization System

The schematic diagram of the LOS stabilization system is shown in Fig. 54.1. It
consists of three main components where the first component consists of the fly-
wheel and its motor and controller. The second component consists of two gimbal
structure that is responsible for providing two DOF to the flywheel; the inner and
outer gambal provides movement along the yaw and the pitch axis, respectively.
The third component is a mirror that is geared to the gimbals through a 2:1
reduction drive mechanism. Specifically, the inner gimbal provides movement
along the yaw axis while the outer gimbal provides movement along the pitch axis.
As can be seen, the controllers in the gyroscope drive the torque motor in the

Fig. 54.1 Stabilized mirror and coordinate system

534 K. Su et al.



gimbals for tracking applications. The flywheel is driven by a DC torque motor and
the angular velocity is kept as constant as possible.

For the convenience of design, installation to realization of target tracking
system, steering stabilization is generally used. Target tracking as a pointing control
system is implemented via two servo loops, the outer track or pointing loop and an
inner stabilization or rate loop. Cameras, FLIR, or other tracking sensors detect the
feature to get the target location. The track controller uses this information to
generate rate control reference signal, which direct the gimbal of sight to the target
LOS. The stabilization rate loop is used to isolate all sensors from platform motion
and external disturbances, which perturbs the tracking sight. Typical line-of-sight
stabilization control system structure is shown in Fig. 54.2.

Where, Md is the moment output of torque motor, Mf is the disturbance of
moment, xf is the disturbance of velocity, h is the angle after integration of output
angular velocity. DC torque motors are used for LOS control systems because of
their excellent performance, ease of control, and high efficiency characteristics
(Fig. 54.3).

According the above figure, on the condition of continual current, the armature
circuit is

Ua ¼ Ea þ IaRa þ La
dIa
dt

ð54:1Þ
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where Ua is the control voltage, Ea is the armature back electromotive force, Ra is
the armature winding resistance, Ia is armature current, La is the whole inductance.
The equation of armature back electromotive force is,

Ea ¼ Ce
dh
dt

ð54:2Þ

where, Ce is the back electromotive force constant, h is the angle of rotor. The
moment is as follows:

Md ¼ CmIa ð54:3Þ

where Cm is the motor moment coefficient. The equation for moment balance is

J
d2h
dt2

¼ Md þMf ð54:4Þ

where J is the platform moment of inertia, Md is the torque output of motor Mf is
the torque of friction disturbance. Support the initial condition is zero, making
Laplace transformation with Eqs. 54.1. and 54.2, then

UaðsÞ ¼ EaðsÞ þ IaðsÞRa þ LasIaðsÞ
EaðsÞ ¼ CeshðsÞ
MdðsÞ ¼ CmIaðsÞ
Js2hðsÞ ¼ MdðsÞ þMf ðsÞ

8
>>>><

>>>>:

ð54:5Þ

According to the above equation, the block diagram of torque motor is as follows
(Fig. 54.4).

54.3 BBO Algorithm

According to the island migration model of biogeography, Dan Simon proposed
BBO in 2008. In biogeography, the richness of species on the island entirely depends
on the two processes, namely the immigration of new species and extinction of
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species that originally occupied the island, as shown in Fig. 54.5. When the
immigration rate is equal to the extinction rate, species on the island reaches a
dynamic equilibrium, that is, the species counts is relatively stable, and the category
of species is S0 at this time; when the species counts on the islands is 0, the
immigration rate of species k reaches the maximum; when the category of species on
the island reaches the maximum Smax, the emigration rate or extinction rate of
species l reaches the maximum. However, the composition of species is constantly
changing and updating. This is the core of the theory of island biogeography.

54.4 BBO-PID for the Gyro-Mirror Control System

BBO is employed to tune PID parameters (Kp, Ki, Kd) using the model of line-
of-sight, the optimization system structure is shown in Fig. 54.6. First, it produces
initial habitat of BBO in search space represented bymatrix, and HIS is mapped as the
number and mobility k; lð Þ of species S for each habitat. Each habitat represents a
candidate solution for PID parameters where their values are set in the range of 0–200.
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Fig. 54.5 The two solutions of the problem S1 is relatively poor, while S2 is relatively good
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Furthermore, performance index is defined as a quantitative measure to describe
the system performance of the designed PID controller, which is the fitness of the
optimization problem. Using this BBO optimization technique, PID parameters can
be tuned to meet the required specification. For a PID-controlled system, there are
often four indices to depict the system performance: ISE, ITAE and ITSE. They are
defined as follows:

ISE ¼
Z1

0

e2ðtÞdt ð54:6Þ

ITAE ¼
Z1

0

t eðtÞj jdt ð54:7Þ

ITSE ¼
Z1

0

te2ðtÞdt ð54:8Þ

To improve the instantaneous response and reduce steady error, we take ITSE as
fitness of the PID parameters optimization. Utilize the immigration rate and emi-
gration rate to restore the habitat, and then recalculate each HIS. For each habitat,
refresh the probability distribution of species, update the species according to
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Table 54.1 Optimized PID
parameters Tuning method Kp Ki Kd

Z-N PID 157.5 327.8 38.1

BBO-ISE 102.3 27.9 29.75

BBO-ITSE 98.9 29.3 20.6
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mutation operator, and then recalculate the fitness. End the algorithm cycle
according to the termination condition.

Compared with conventional Z-N tuned PID controller, the system response
produces high overshoot, but better performance is obtained with the implemen-
tation of BBO-based PID controller tuning. The different fitness for BBO algorithm
gives different system performance, as shown in Table 54.1. Furthermore, Fig. 54.7
gives the trajectory of system response for the above PID parameters.

54.5 Conclusion

In this work is proposed a novel controller tuning method for the PID controller
parameters optimization-based BBO method. From the results, the designed PID
controllers-based BBO have less overshoot compared to that of the classical method
(Z-N). The proposed method integrates the BBO algorithm with ITSE performance
criterion into a BBO-PID controller, which has short settling time compared with
other criteria such as ISE and ITAE. Therefore, the benefit of using a BBO
approach is observed as a complement solution to improve the performance of the
PID controller designed by conventional method.
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Chapter 55
Low Altitude Photogrammetry Positioning
Technology in Evaluation of GNSS
Dynamic Positioning Accuracy

Dian-Wei Cong and Qi-Feng Xu

Abstract Positioning accuracy test of GNSS is of great significance. The dynamic
positioning evaluation technology is worthy of study. This paper gives a good
solution. When the geodetic coordinates of the ground mark points are known, the
exterior orientation elements of the high quality nonmetric digital camera can be
precisely calculated in low altitude photogrammetry. The simulation results show
that the coordinates of the exposure station of the camera can be precisely calcu-
lated. Finally, an actual test was held in the actual photogrammetry environment.
These works lay the foundation for low altitude photogrammetry evaluation test for
the next step.

Keywords Photogrammetry � Space resection � Dynamic positioning � Exterior
orientation � Digital camera � Accuracy test � Camera calibration

55.1 Introduction

The positioning accuracy of the GNSS (global navigation satellite system) is an
important technical indicator. The positioning accuracy is determined by the
comprehensive effect of a series of error sources. Theoretically, it can be calculated
according to the formula by the influence of the basis superposition error sources.
The method used to estimate the PVT (positioning, velocity and timing) accuracy of
GPS can follow the basic equation:

Ac ¼ UERE� DOP

where, Ac means PVT accuracy and UERE means the user equivalent range error.
Some error source (such as atmospheric propagation delay, the multipath effect,
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etc.) characteristics are hard to be modeled because they are not the same as
theoretical characteristics. Then the theoretical positioning accuracy cannot reflect
the real performance of the GNSS. Therefore, accuracy test should be carried on in
the actual conditions of application when the system is completed.

There are many studies on the static positioning accuracy [1, 2]. The static
positioning accuracy can illustrate the accuracy of GNSS measurements in a certain
range, but it has limitations as it cannot fully reflect the dynamic positioning
accuracy.

The dynamic positioning value varies with time because the carrier is usually in
movement. It is instantaneous and unrepeatable. There are a number of differences
between dynamic positioning accuracy evaluation and static positioning accuracy
evaluation. The dynamic positioning techniques should be synchronous to GNSS
positioning. The positioning accuracy should be three times better than the posi-
tioning accuracy of GNSS. These factors greatly limit the dynamic evaluation
methods. It is much more difficult to implement the evaluation dynamic positioning
accuracy than the static positioning.

This paper summarizes the existing evaluation methods of dynamic positioning.
Aircraft equipped with CCD takes a photograph of the ground coding markers. The
3D coordinates of the marks are known. The 3D coordinates of the CCD can be
solved by one single image space resection method. If the positioning accuracy is
high enough, the method can be used as the receiver dynamic evaluation method.

Photography is instantaneous. There are essential differences between photo-
grammetry positioning technology and GNSS positioning method. These basic
concepts of measurement are different. Using photography method can avoid the
same work mode, the measurements, and the systematic bias. Photogrammetry
accuracy is uncorrelated with movement speed. So the photogrammetry technique
is suitable for evaluation of GNSS dynamic positioning. This paper verified the
feasibility of the method through simulation experiments. An actual test was held in
the actual photogrammetry environment. These works lay the foundation for low
altitude photogrammetry evaluation test for the next step.

55.2 The Existing Evaluation Methods of Dynamic
Positioning

There are some dynamic positioning technologies, which include system simulation
method, trajectory simulation method, photography method, radio ranging method,
DGNSS (Differential GNSS) method, double antenna method, and so on.

System simulation method can simulate several parts of GNSS (including the
space segment and the test environment of ground segment) [3, 4]. This method is
applicable to static, low dynamic, and high dynamic circumstances. But the accu-
racy is closely related to the system model which has been established.
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Trajectory simulation method can generate circular motion or linear motion or
sine motion trajectory through setting up the testing equipment [5]. It is limited
because the movement of equipment is restrained. The trajectory has a periodic
evaluation and hence is not suitable for high dynamic positioning evaluation.

The Information Engineering University established the first domestic high
accuracy dynamic positioning standard using photography method [6]. It can take a
photograph to the known coordinate marks with two mutually perpendicular CCD
digital cameras placed on the vehicle. Using the elevation database information and
the angle between the device and the symbol, we can calculate the high accuracy
coordinate of the camera. Dynamic positioning accuracy is better than 0.1 m, but
due to limited dynamic range of the vehicle, the speed of device should be less than
100 km/h. This method can get 2D location accuracy only.

Radio ranging method sets up a number of special base stations on the ground
(3D coordinates are known). It can calculate the three-dimensional position by
measuring the distance between the movement carrier and the rangefinder. The
dynamic positioning accuracy is on the meter level. This method is applicable to
static, low dynamic, and high dynamic circumstances. This method has used in the
evaluation of GPS at the early stage of construction. Its disadvantage is using the
radio measuring distance as GNSS did and the systematic error cannot be
eliminated.

DGNSS method is also a kind of radio measurement method. The dynamic
positioning accuracy can reach decimeter level or even centimeter level [7, 8]. But it
requires that the receiver cannot lose lock in the process of measurement. Its
disadvantage is that it also uses the radio measuring distance as GNSS did.

Double antenna method can obtain the distance between the two receivers fixed
on the plane [9]. The true distance can be measured in advance. The reliability of
the result is unreliable because the distance error is related to two receivers.

55.3 Low Altitude Photogrammetry Positioning
Technology

In photogrammetry, the spatial position and posture of CCD can be calculated by
the elements of exterior orientation [10]. One image has six parameters. Three
parameters are used to describe the exposure station’s coordinate (X, Y, Z) in the
camera, the other three parameters are attitude parameters.

Single image space resection is an important photogrammetry positioning
technology. Exterior orientation elements can be calculated with the control points
and the corresponding image point coordinates. The basic principles of the single
image space resection can be viewed from the related literature [11].
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55.4 Simulation Test of Low Altitude Photogrammetry
Positioning Technology

The paper has set the simulation environment of low altitude photogrammetry. The
aircraft equipped with CCD takes a photograph of the ground coding marks. The
3D coordinates of the CCD can be solved by one single image space resection
method. If the positioning accuracy is high enough, the method can be used as the
receiver dynamic positioning evaluation method.

The following simulation test will be divided into two situations. We will view
the positioning accuracy from the different flight height and different focal length.
Considering the measurement cameras are too expensive and the nonmetric cameras
are developing rapidly, the test chose Hasselblad H4D-60 digital camera which
have 60 million pixels. The CCD size is 40.2 mm × 53.7 mm, single pixel size is
6.858 × 10−6 m. Assume that the camera has been strictly calibrated.

The camera pose can be adjusted to near-normal case photography by attitude
adjusting platform. The image coordinates measurement error is 1 pixel. The
number of each simulation test is 100 times. Four ground code points are distributed
on the four corners of the square. The ground code marker coordinates are precisely
measured in geodetic coordinates. The accuracy can reach the centimeter level.

55.4.1 Simulation Test with Different Flight Height

Set the camera focal length to 100 mm. The ground points are the same as shown in
Fig. 55.1: Code points are distributed on the four corners of the 20 m2. Point 5 is the

Fig. 55.1 Schematic diagram
of different flight height
simulation
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real exposure station of the camera. Point 6 is the iterative position of the camera.
The ground field area is 80.4 × 107.4 m when the flight height is 200 m. The ground
field area is 40.2 × 53.7 m when the flight height is 100 m. The calculation errors of
the exposure station camera’s position are shown in Tables 55.1 and 55.2. ‘dXs’,
‘dYs’, ‘dZs ‘represents the errors between the calculating position and real exposure
station of the camera.

Tables 55.1 and 55.2 show data on the basis of the same focal length, same
ground code points, and same image coordinates measurement error. The position
accuracy is increased about 6 times when the flight height decreases doubled (from
200 to 100 m). The main reason is that angle is the basic concept of photogram-
metry. The flight height reduction can cause the images structure of the ground code
points to be more reasonable.

55.4.2 Simulation Test with Different Focal Length

Two groups of experiments were carried out when the camera focal length is 100
and 60 mm. The flight height is 200 m. The ground points shown in Fig. 55.1
adjusted according to the focal length. The ground field area is 80.4 m × 107.4 m
when the camera focal length is 100 mm. The ground field area is 134 m × 179 m
when the camera focal length is 60 mm. The calculation errors of the exposure
station camera’s position are shown in Tables 55.3 and 55.4.

Tables 55.3 and 55.4 show data on the basis of the same flight height and same
image coordinates measurement error. The position accuracy is increased about 4
times when the focal length decreases 2/5 (from 100 to 60 mm). The main reason is
that the angle is the basic concept of photogrammetry. The focal length reduction
can cause the images structure of the ground code points to be more reasonable.

Table 55.1 The calculation
errors of camera’s position
when the flight height is
200 m (unit: m)

dXs dYs dZs

1r 0.437560613 0.443856312 0.336413988

2r 0.875121226 0.887712624 0.672827976

Table 55.2 The calculation
errors of camera’s position
when the flight height is
100 m (unit: m)

dXs dYs dZs

1r 0.071163429 0.087174613 0.048225149

2r 0.142326858 0.174349226 0.096450299

Table 55.3 The calculation
errors of camera’s position
when the focal length is
100 mm (unit: m)

dXs dYs dZs

1r 0.119324073 0.149378271 0.151389177

2r 0.238648146 0.298756541 0.302778355
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55.5 Accuracy Test of Photogrammetry Positioning
Technology

A practical test was held to verify the actual photography positing accuracy. The
camera used was Hasselblad H4D-60 (Fig. 55.2). The mark was designed as in
Fig. 55.3. We set 21 marks on the teaching building according to the rules in
Fig. 55.4. The test area is 33 × 45 m. Then we take photos of marks as shown in
Fig. 55.5.

The center coordinates of the marks can be calculated by the software. Because
the elements can greatly affect the measuring results, the inner orientation elements,
lens distortion, image plane distortion and eccentric distortion have been accurately
calibrated (Table 55.5). We can get 6 elements of exterior orientation (real exposure
station and attitude parameter) according to the collinearity equation. The real
exposure station can compare with the coordinate calculated of exposure station.
Then the photogrammetry positioning accuracy can be calculated (Table 55.6).

Some conclusions can be obtained from the actual test. Photogrammetry can get
a good positioning accuracy which is better than 5 cm in three directions at a
distance of 36 m. We can get a possible deduction according to the relationship
between accuracy and distance. The positioning accuracy can be achieved 0.28 m
by photography when the distance increases to 200 m. The accuracy can meet the
test demand for satellite navigation system testing.

The purpose of this method is used to evaluate the receiver dynamic positioning
accuracy. So we should guarantee the photography measurement time and the
receiver positioning keeping strictly synchronous. The time delay of camera’s
electronic shutter is in tens of milliseconds and the number is not fixed. It cannot

Table 55.4 The calculation
errors of camera’s position
when the focal length is
60 mm (unit: m)

dXs dYs dZs

1r 0.024345139 0.046510749 0.028954216

2r 0.048690278 0.093021499 0.057908432

Fig. 55.2 Hasselblad camera
(H4D-60)
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Fig. 55.3 The designed mark

Fig. 55.4 The rules of setting
marks

Fig. 55.5 Taken photograph
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meet the demand of time synchronization. We have developed a liquid crystal
shutter that can guarantee the synchronizing time better than 1 ms [6].

55.6 Conclusion and Prospect

Photogrammetry positioning technology has essential difference measurements in
principle with GNSS positioning method. These basic concepts of measurement are
different. So the photography method can avoid using the same work mode, the
measurements, and the systematic bias. Photogrammetry accuracy is independent of
movement speed. So the Photogrammetry technique is suitable for evaluation of
GNSS dynamic positioning accuracy.

This paper summarizes the existing dynamic positioning accuracy evaluation
methods and gives another good technology. Two situations of simulation tests
(different fight height test and different focal length test) have been developed.
Simulation test results show that the three-dimensional coordinates of the camera’s
exposure station can be precisely calculated. Finally, an actual test was held in the
actual photography environment. These works lay the foundation for practical
evaluation test for the next step.

Table 55.5 Hasselblad H4D-60 camera calibration results

Name Parameter calibration Numerical value

Elements of interior orientation (unit: mm) f 35.16886519

x0 −0.07538115

y0 0.13781071

Radial distortion k1 −2.04596877 × 10−6

k2 1.44537223 × 10−8

k3 −2.05053145 × 10−11

Decentering distortion p1 8.68344598 × 10−6

p2 −6.63216415 × 10−6

Image plane distortion b1 2.30406854 × 10−4

b2 1.40071523 × 10−4

Table 55.6 Photogrammetry positioning accuracy (unit: m)

X (m) Y (m) Z (m)

Real exposure station 0.010 −0.429 −0.069

Coordinate calculated of exposure station −0.037 −0.395 −0.021

Photogrammetry positioning accuracy 0.047 −0.034 −0.048
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Chapter 56
Discrete-Time Integral Sliding Mode
Fault-Tolerant Control with Uncertainties

Duan Wenjie, Wang Dayi and Liu Chengrui

Abstract This paper researches fault-tolerant control for discrete-time multi-input
multi-output (MIMO) linear time-invariant (LTI) systems with both matched and
unmatched uncertainties. A discrete-time integral sliding mode (DISM) controller
and an improved direct method for control allocation are proposed as the recon-
figurable control method. Closed-loop stability with matched and unmatched
uncertainties for discrete-time MIMO LTI systems with DISM is studied, and the
accuracy boundaries for are determined for the final states. A spacecraft model is
simulated with multi-faults, efficiency factor inaccuracies, matched uncertainties,
and unmatched uncertainties, which exemplifies our FTC scheme.

Keywords Discrete-time � Integral sliding mode � Fault-tolerant � Uncertainties

56.1 Introduction

Fault-tolerant control (FTC) is a hot research topic, especially for aircrafts and
spacecrafts with high requirements for reliability, maintainability, and survivability
[1–4]. Fault detection and diagnosis (FDD) and reconfigurable control (RC) are two
main research fields in FTC [5]. FDD information, the basis of active RC, is always
assumed to be precise, whereas inaccuracies may exist. Moreover, external
disturbances and model uncertainties also affect the performance of FTC. All
uncertainties, which can be divided into the two categories of matched uncertainties
and unmatched uncertainties, are a challenge for FTC.

To design FTC schemes factoring in uncertainties, a robust controller is urgently
required. ISM is favorable for withstanding uncertainties [6–10]. ISM controller
and control allocation are both used in the FTC scheme [11–13], where control
allocation is used to redistribute the actuator redundancy based on FDD informa-
tion. However, uncertainties are not accounted for. As most control strategies are
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implemented in discrete time, we proposed the design of a discrete-time integral
sliding mode controller (DISM) [14–17]. Most of the papers on DISM controllers
only consider matched uncertainties [14–16]. Reference [17] studies system sta-
bility with a DISM controller for single-input linear time-invariant (LTI) systems,
using both matched and unmatched uncertainties. However, closed-loop stability
for multi-input discrete-time LTI systems with unmatched uncertainties for a DISM
controller remains unaddressed, and it is more complicated than that for single-
input discrete-time LTI systems.

In this paper, we design an FTC scheme including DISM and control allocation
for discrete-time MIMO LTI systems. Multi-faults, the inaccuracy of FDD infor-
mation, matched uncertainties, and unmatched uncertainties are considered. Closed-
loop stability is studied, and the accuracy boundaries of the final states under dif-
ferent cases are determined. For the control allocation problem, different methods are
used, such as the direction method [18, 19], pseudo-inverse method [11–13, 20], and
optimal method [21]. The solution for the direct method spans the whole attainable
moment space (AMS). We improve this method by rearranging the facets of the
AMS by an angle indicator in order to decrease the number of calculations required.

The rest of this paper is organized as follows. Section 56.2 briefly states the
problem of DISM FTC and establishes the discrete-time model. Section 56.3
constructs the sliding mode, presents the design of the virtual controller and
discusses the control allocation process. Section 56.4 applies the FTC scheme to a
spacecraft model. Finally, a conclusion is provided in Sect. 56.5.

56.2 DISM FTC Problem

A continuous MIMO LTI system with uncertainties is represented by

_x ¼ Ax tð Þ þ Bv tð Þ þ n tð Þ
v tð Þ ¼ B0W tð Þu tð Þ þ g tð Þ

�
ð56:1Þ

where A 2 R
n�n is the system matrix, xðtÞ 2 R

n is the state vector, uðtÞ 2 R
p is the

vector of control inputs of all actuators, vðtÞ 2 R
q is the virtual control input,

nðtÞ 2 R
n denotes uncertainties,

B0 2 R
n�p is determined by mounting orientations of all actuators, and B 2 R

n�q

is the control effective matrix about the virtual control, which will be discussed
later. gðtÞ 2 R

q contains all known matched disturbances, and WðtÞ ¼
diagfx1ðtÞ;x2ðtÞ; . . .;xpðtÞg 2 R

p�p is a diagonal matrix denoting the efficiency
factors of all actuators satisfying 0�xiðtÞ� 1, where xiðtÞ ¼ 1, xiðtÞ ¼ 0 and
0\xiðtÞ\1 denote that the ith actuator is totally healthy, totally stuck, and partly
stuck, respectively. If the input command to the ith actuator is sdi, its actual output
torque is xiðtÞ � sdi. For a system with q0 degrees of freedom (DOFs), we have
q ¼ q0, which means that the dimension of the virtual input equals the DOFs.
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Assumption 56.1

rankðWÞ� q

This assumption guarantees that (56.1) is always controllable, i.e., when faults
occur, the over-actuated system always has enough available actuators. In this
paper, we do not consider the under-actuated case when rankðWÞ\q.

In this paper, the efficiency matrix B in (56.1) is required to have the form

B ¼
b1
b2
..
.

bn

2
6664

3
7775 ð56:2Þ

where bi 2 R
q is a row vector with no more than one non-zero parameter. For

instance, bi ¼ ½0; 1; 0� q ¼ 3ð Þ. B is of full column rank, i.e., p\n, so there exists
zero vectors in B. In can be described by B and its orthocomplement row space B?,
i.e., BBþ þ B?B?þ ¼ In [10]. Thus, matched uncertainties and unmatched uncer-
tainties can be respectively defined as

nm tð Þ ¼Bþn tð Þ 2 R
q

nu ¼B?B?þn tð Þ 2 R
n

ð56:3Þ

From (56.3), we have

n tð Þ ¼ BBþn tð Þ þ B?B?þn tð Þ ¼ Bnm tð Þ þ nu tð Þ ð56:4Þ

Assumption 56.2 nm and nu are bounded and smooth, which satisfy

0� nmk k� dm\1
0� nuk k� du\1 ð56:5Þ

The new virtual control: v1ðtÞ ¼ vðtÞ þ g, which means that the analytical
disturbance g is directly compensated by v1ðtÞ. Then, (56.1) can be rewritten as

_x tð Þ ¼ Ax tð Þ þ B v tð Þ þ nm tð Þð Þ þ nu tð Þ ð56:6Þ

where, for simplicity, we still use vðtÞ in (56.6) to denote v1ðtÞ by neglecting the
subscript and the new vðtÞ is the one that has compensated g.

The FTC control allocation strategy is shown in Fig. 56.1, which clearly shows
that the control allocation depends on efficiency factors WðtÞ. WðtÞ can be obtained
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online using a fault reconstruction scheme such as sliding observers [22] through
the differences between the measurement of the actual actuator deflection and its
desired value. When faults occur, WðtÞ changes online, and then, the control
command will be reallocated among all available actuators so as to obtain the
desired virtual control input. The efficiency factors are assumed to have been
obtained with whatever method is employed with the FDD, denoted as bW tð Þ,
however, bW ðtÞ may not be exactly accurate. To obtain better FTC performances,
we will evaluate all uncertainties in the DISM controller.

For the ith actuator, its actual efficiency factor wiðtÞ and its estimation ŵiðtÞ are
proposed to have the following relationship [12, 13]

wiðtÞ ¼ 1� di tð Þð Þŵi tð Þ ð56:7Þ

where diðtÞ describes the inaccuracy level diðtÞ 2 0; 1½ �ð Þ. According to (56.6), if
ŵiðtÞ ¼ 0, whatever diðtÞ is, wiðtÞ ¼ 0. In a practical case, if ŵiðtÞ ¼ 0 and
diðtÞ ¼ 0:1, we may have wiðtÞ ¼ 0:1, in which case, (56.7) is incorrect. In this
paper, we propose that

WðtÞ ¼ ŴðtÞ � dðtÞ ð56:8Þ

where dðtÞ ¼ diag d1ðtÞ; d2ðtÞ; . . .; ; dpðtÞ
� �� �

, diðtÞ is redefined as the residual
value, i.e., diðtÞ ¼ ŵiðtÞ � wiðtÞ.

Then, (56.6) can be rewritten as

_x tð Þ ¼ Ax tð Þ þ B B0 Ŵ tð Þ � d tð Þ� �
u tð Þ þ nm tð Þ� �þ nu tð Þ

¼ Ax tð Þ þ B B0Ŵ tð Þu tð Þ þ nm tð Þ � B0d tð Þu tð Þ� �þ nu tð Þ
¼ Ax tð Þ þ B v0 tð Þ þ n0m tð Þ� �þ nu tð Þ

ð56:9Þ

where v0 tð Þ ¼ B0Ŵ tð Þu tð Þ; n0m tð Þ ¼ nm tð Þ � B0d tð Þu tð Þ. It is obvious that the inac-
curacy of W produces matched uncertainties. As (56.9) has the same form as (56.6),
the following discussion is based on (56.6).

This paper develops the DISM FTC method for MIMO linear system with
matched and unmatched uncertainties.

The discrete-time model can be obtained by discretization of (56.6). High-order
Tailor expansions, used in [16, 17], are not appropriate for uncertainties because the
derivatives of the uncertainties and high-order derivatives are not known. Our paper

Controller Control allocation system

FDD

v u

W

Fig. 56.1 Control allocation strategy
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employs an Euler approximation, and the corresponding discrete time description
with sample time T is

xkþ1¼ Uxk þ C vk þ nm;k
� �þ Tnu;k ð56:10Þ

where U ¼ I þ AT , C ¼ BT . Defining dm; k ¼ nm; kT , du; k ¼ nu; kT , then
dk ¼ Bdm; k þ du; k ¼ Bnm; k þ nu; k

� �
T .

In (56.10), (U, C) is always controllable.

56.3 Controller Design

In this section, the framework of the DISM FTC scheme is constructed. First, the
discrete-time integral sliding surface and the DISM controller are designed to
maintain a sliding motion and ensure the closed-loop stability considering matched
and matched uncertainties. Then, an improved control allocation scheme is
introduced.

56.3.1 Controller

A discrete-time integral sliding-surface is defined as the following:

rkþ1 ¼ G xkþ1 � x0ð Þ þ ekþ1

ekþ1 ¼ ek þ Exk
ð56:11Þ

where E ¼ �G U� I � CK0ð Þ, G 2 R
q�n is selected so as to make GC invertible,

K0 is the gain matrix that distributes all eigenvalues of (U� CK0) in the unit circle.
vk ¼ �K0xk can stabilize (56.10) without nm; k and nu;k.

Proposition 56.1 For system (56.10), the sliding mode parameter rk , in (56.11),
will have a final accuracy of OðT2Þ if controller (56.12) is accepted.

vk ¼ �K0xk � n̂m; k � ðGCÞ�1GT n̂u; k � ðGCÞ�1rk ð56:12Þ

where n̂m; k and bnu; k are uncertainties estimated by their last values,

n̂m; k ¼ nm; k�1, n̂u; k ¼ nu; k�1, which are calculated by

d̂k ¼ dk�1 ¼ xk � /xk�1 � Cvk�1

nm; k ¼ d̂m; k=T ¼ Bþd̂k=T

nu; k ¼ d̂u; k=T ¼ B?B?þd̂k=T

ð56:13Þ
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Proof (56.11) can be rewritten as

rkþ1 ¼ G xkþ1 � x0ð Þ þ ek þ Exk ð56:14Þ

From a backward expression of the first equation of (56.11), we can obtain

ek ¼ rk � G xk � x0ð Þ ð56:15Þ

Substituting (56.15) into (56.11) leads to

rkþ1 ¼ G xkþ1 � x0ð Þ þ rk � G xk � x0ð Þ þ Exk ð56:16Þ

Substituting (56.10) into (56.16), we have

rkþ1 ¼ ðGU� Gþ EÞxk þ GCnm; k þ GTnu; k þ rk ð56:17Þ

Because E ¼ �G U� I � CK0ð Þ, we have

rkþ1 ¼ GCK0xk þ GCvk þ GCnm; k þ GTnu; k þ rk ð56:18Þ

Substitution of (56.12) into (56.18) leads to

rkþ1 ¼ GC nm; k � n̂m; k
	 


þ GT nu; k � n̂u; k
	 


ð56:19Þ

According to Assumption 56.2 and Euler discretization, we have

nm; k � n̂m; k ¼ nm; k � nm; k�1 ¼OðTÞ
nu; k � n̂u; k ¼ nu; k � nu; k�1 ¼OðTÞ

ð56:20Þ

Due to C ¼ BT , we obtain

rkþ1 ¼ OðT2Þ ð56:21Þ

Thus, we know that our controller can ensure the DISM. Next, we will analyze
the closed-loop stability.

Define U0 ¼ U� CK0ð Þ. h

Assumption 56.3 All the eigenvalues of U0 are nonzero and distinct.
This assumption can be achieved by the pole assignment method.

Proposition 56.2 For system (56.10), if controller (56.12) is adopted, under
Assumption 56.3, the closed-loop stability is determined by the unmatched
uncertainties,

(1) if nu;k 2 L2
T
L1, the final state xk ¼ OðT2Þ;

(2) if nu; k 2 L1, xk is within the boundary duTþOðT2Þ
1�k1

.
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Proof A backward expression of (56.19) is

rk ¼ GCðnm;k�1 � n̂m; k�1Þ þ GTðnu; k�1 � n̂u; k�1Þ ð56:22Þ

Substituting (56.22) into (56.12) leads to

vk ¼ �K0xk þ Q1; k ð56:23Þ

where Q1; k ¼ �bnm; k � GCð Þ�1GTbnu;k � nm; k�1 � bnm; k�1

	 

� GCð Þ�1GT nu;k�1

�
�bnu;k�1Þ.

Substituting (56.23) into (56.10) leads to the closed-loop system equation,

xkþ1 ¼ U� CK0ð Þxk þ C nm; k � n̂m; k
	 


� C nm; k�1 � n̂m; k�1

	 

þ Tnu; k � C GCð Þ�1GT n̂u; k � C GCð Þ�1GT nu; k�1 � n̂u; k�1

	 

¼ ðU� CK0Þxk þ ðI � !ÞTnu; k þ Qu; kT þ Qm; k

ð56:24Þ

h

where ! ¼ CðGCÞ�1G, Qu; k ¼ !ðnu; k � bnu; kÞ � !ðnu; k�1 � bnu; k�1Þ, Qm; k ¼ C

nm; k � n̂m; k
	 


� C nm; k�1 � n̂m; k�1

	 

.

Similar to (56.20), we can obtain Qm; k ¼ OðT2Þ. From (56.24), the size and
nature of the unmatched uncertainties will determine the closed-loop stability, and
we analyze the effects of unmatched uncertainties in the closed-loop system.

In this paper, G ¼ BT is used; then, ! can be obtained as follows:

! ¼ diagðt1; . . .; tnÞ ð56:25Þ

where ti ¼ 0 if bi is a zero vector, otherwise, ti ¼ 1.
Then, we obtain

! � nu ¼ 0 ð56:26Þ

which means that Qu; k ¼ !ðnu; k � n̂u; kÞ � !ðnu; k�1 � n̂u; k�1Þ ¼ 0. Thus, (56.24)
can be rewritten as

xkþ1 ¼ ðU� CK0Þxk þ ðI � !ÞTnu; k þ Qm; k ð56:27Þ

We define U0 ¼ ðU� CK0Þ, U1 ¼ ðI � !Þ; then, (56.27) can be written in the
form of

xkþ1 ¼ U0xk þ U1Tnu; k þ Qm; k ð56:28Þ
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The solution of (56.28) is

xk ¼ Uk
0x0 þ

Xk�1

i¼0

Ui
0U1Tnu; k þ

Xk�1

i¼0

Ui
0Qm; k ð56:29Þ

According to Assumption 56.3, U0 can be described as

U0 ¼ PJP�1 ð56:30Þ

where J ¼ diagð½k1 k2 � � � kn�Þ, 1[ k1 [ k2 [ � � � [ kn [ � 1. P is the
transection matrix satisfying P�1P ¼ I.

Substituting (56.30) into (56.29) yields

xk ¼ PJkP�1x0 þ P
Xk�1

i¼0

JiP�1U1Tnu; k þ P
Xk�1

i¼0

JiP�1Qm; k ð56:31Þ

According to (56.25), we know that U1 ¼ I � ! ¼ diagð1� t1; . . .; 1� tnÞ.
Then, we can get

U1k k� 1 ð56:32Þ

Then, from (56.31), we have

xkk k� T Pk k
Xk�1

i¼0

Jk ki P�1
�� �� U1k k nu;k

�� ��
þ Pk k

Xk�1

i¼0

Jk ki P�1
�� �� Qm;k

�� �� ð56:33Þ

where Jk k ¼ k1, nu; k
�� ��� du.

When k is sufficiently large, we get

xkk k� T nu; k
�� ��þ Qm; k

�� ��� �X1
i¼0

ki1 ¼
duT þ OðT2Þ

1� k1
ð56:34Þ

The ultimate bound of xk is determined by nu; k. We discuss two cases as in [6]
for nu; k:

(1) if nu; k 2 L2
T
L1, k ! 1, nu; k ! 0, from (56.34), xk �OðT2Þ;

(2) if nu; k 2 L1, according to (56.34), xk is within the boundary xkk k� duTþOðT2Þ
1�k1

.

Note that when nm; k ¼ 0, the conclusions of the aforementioned two cases for

nu; k are xk ¼ 0 and xkk k� duT
1�k1

, respectively.
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56.3.2 Control Allocation

We improve the direct method proposed by Durham [18, 19] in this section.
Redundancy is very important for FTC, and control allocation is used to treat the
redundancy when faults occur, which can redistribute the virtual control to
redundant actuators without changing the virtual control law. The control allocation
problem in this paper is about finding a solution u of the equation

v ¼ B0Ŵu ð56:35Þ

The directed method yields the solution within the maximum attainable moment
space (AMS). W define F ¼ B0Ŵ 2 R

p�q. Variance in Ŵ leads to changes in the
AMS, and we should update the AMS according to the online FDD information.

There are two main steps in the original method: set up AMS and get all the
vertices and then find the intersection facet and determine the controls. The speed of
the method is improved by adding a new step to rearrange the search process along
a predefined sequence using an angle indicator. The improved method is described
below in A, B, and C, where B represents our improvements.

A: Computation of the AMS
F can be subdivided as F ¼ ½F1;F2; . . .;Fq�. For every pairwise combination of

(Fi;Fj), two parallel facets sij and sji are located on the boundary of the AMS with
the maximum distance between each other. All the boundary facets compose a set,
defined as @UT , including a total of q� ðq� 1Þ facets.

For sij, using the following three steps, all the vertices can determined.
First, the normal vector of sij, nij is

nij ¼ Fi � Fj ð56:36Þ

where nij points to the outside of the envelope.
Second, the facet sij is

mij ¼
Xq

k¼1; k 6¼i; j

mk; max ð56:37Þ

where, mk;max ¼ Fkuk;max if FT
k nij [ 0

Fkuk;max if FT
k nij [ 0

�
, uk; max and uk; min are the maximum and

minimum values, respectively, of the kth control of u.
Third, the vertices of sij can be obtained by

vtij ¼ mij þ Fi

ui;min

ui;min

ui;max

ui;max

2
664

3
775þ Fj

uj;min

uj;max

uj;max

uj;min

2
664

3
775 ð56:38Þ

B: Rearrangement of all the facets
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It is proposed that the facets of @UT are rearranged in an ascending sequence by
the following indicator:

lij ¼
nijv

nij
�� �� vj j ð56:39Þ

where lij is the cosine of the corner between nij and v. The smaller the magnitude of
lij is, the smaller the corner between nij and v we can obtain. We executed this
arrangement using the MATLAB tool for bubble sorting.

C: Computation of the control input
To determine the intersection facet, we evaluate all the facets in @UT one by one

using the following:

a3v ¼ a1Fi ui; max � ui; min
� �

þ a2Fj uj; max � uj; min
� �þ vtij; 1

ð56:40Þ

where a1, a2 and a3 are three parameters, vtij;1 is the first vertex of sij.
If a3 [ 0, a1 2 ½0; 1�, a2 2 ½0; 1�, then sij is the desired facet.
sij corresponds to control vector uij, and we can determine the controls with

ub ¼ uij þ a1ðui;max � ui;minÞ þ a2ðuj;max � uj;minÞ ð56:41Þ

If a3 � 1, u ¼ ub=a3; if a3\1, the desired moment exceeds the maximum
available moment, and we set u ¼ ub. Thus, a3\1 represents that the input of the
system is saturated.

Note that If the AMS is a regular polygon, the intersection facet can be obtained
very quickly by our rearranged sequence. Additionally, the direct method can point
out saturation. When a certain direction is saturated, the solution is u ¼ ub, where
ub is located on the edge of AMS, pointing from the origin to the intersection point.
The solution ub represents the maximum output ability of the system.

56.4 Simulation

56.4.1 System Description

The model of a spacecraft with reaction wheels is

Ix€/þ Iy � Iz
� �

x2
0 � x0hyðtÞ

� �
/þ

Iy � Iz � Ix
� �

x0 � hyðtÞ
� �

_/ ¼ � _hxðtÞ þ x0hzðtÞ
Iy€hþ hxðtÞ _/þ x0u

	 

� hzðtÞ _/� x0/

	 

¼ � _hyðtÞ

Iz€/þ Iy � Ix
� �

x2
0 � x0hyðtÞ

� �
/�

Iy � Iz � Ix
� �

x0 � hyðtÞ
� �

_/ ¼ � _hzðtÞ � x0hxðtÞ

ð56:42Þ
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where /, h, and u are Euler angles; Ix, Iy and Iz are the moments of inertia; hxðtÞ,
hyðtÞ, and hzðtÞ are the total angular momenta in the axis directions; and x0 is the
orbital angular velocity.

For a spacecraft with reaction wheels, attitude regulation is achieved by angular
momentum exchanges between the satellite and wheels. We define hðtÞ ¼ h1 tð Þ;f
. . .; hnu tð Þg, where nu is the number of momentum wheels.

hðtÞ ¼ h0 þ
Z t

t0

_h tð Þds ð56:43Þ

where hðtÞ should be calculated at every time-step, which increases the complexity.
Equation (56.42) can be written in vector form as

_x tð Þ ¼ A�1
1 A2 þ DAð Þx tð Þ þ A�1

1 B1v1 tð Þ þ A�1
1 n1 tð Þ

¼ Ax tð Þ þ Bv1 tð Þ þ n0 tð Þ ð56:44Þ

where x ¼ u _u h _h w _w
� �T

, A1 = diag 1 Ix 1 Iy 1 Iz½ �ð Þ,
A ¼ A�1

1 A2, B ¼ A�1
1 B1, n0 tð Þ ¼ A�1

1 n1ðtÞ þ A�1
1 DAxðtÞ,

A2 ¼

0; 1; 0; 0; 0; 0
� Iy � Izx2

0

� �
; 0; 0; 0; 0; � Iy � Iz � Ix

� �
x0

0; 0; 0; 1; 0; 0
0; 0; 0; 0; 0; 0
0; 0; 0; 0; 0; 1
0; Iy � Iz � Ix

� �
x0; 0; 0; � Iy � Ix

� �
x2

0; 0

2
6666664

3
7777775
;

DA ¼

0 0 0 0 0 0
x0hy 0 0 0 0 hy
0 0 0 0 0 0

�x0hx hz 0 0 �hzx0 �hx
0 0 0 0 0 0
0 �hy 0 0 x0hy 0

2
6666664

3
7777775
;

B1 ¼
0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0 1

2
4

3
5
T

;

n1 tð Þ ¼ 0 x0hz tð Þ 0 0 0 �x0hx tð Þ½ �T ;
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vðtÞ ¼ � _hx tð Þ _hy tð Þ _hz tð Þ
� �T¼ �B0 _hðtÞ

Adding uncertainties into (56.44), we obtain

_x tð Þ ¼ Ax tð Þ þ Bv tð Þ þ n tð Þ ð56:45Þ

where v tð Þ ¼ v1 tð Þ þ Bþn0 ¼ B0W tð Þu tð Þ þ Bþn0.
Next, (56.45) should be written in a discrete form as discussed in (56.10).

Considering the inaccuracy of the efficiency factors discussed in (56.7) 	 (56.9)
and rewriting (56.45) in a discrete form leads to

xkþ1 ¼ Uxk þ C vk þ nm;k
� �þ Tnu;k

vk ¼ B0 bWuk þ Bþn0 � B0dkuk

(
ð56:46Þ

where dk ¼ d1; d2; . . .; dp
� �

is the inaccuracy matrix of all efficiency factors, U ¼
I þ AT and C ¼ TB.

56.4.2 Simulation Results

The parameters used are Ix ¼ 200 kgm2, Iy ¼ 100 kgm2, Iz ¼ 180 kgm2, x0 ¼
2p=36000, T ¼ 0:01 s, b ¼ 35:26
. The uncertainties are nm ¼ ½0:05sinð�2ptÞ
0 0�T, nu1 ¼ 0:05e�2pt 0 0 0 0 0

� �T
, nu2 2 L1 ¼ 0:05sin �2ptð Þ 0½

0 0 0 0�T .
Case I: Faults d, nm and nu1 exist
In this case, Ŵ ¼ diag 0:8 1 0:6 1 1 1ð Þ, d ¼ diag 0:1 0 0:2 0 0 0ð Þ.

Matched uncertainty nm and unmatched uncertainty nu1 exist. Faults occur at
t ¼ 3 s, when t[ 3 s, Ŵ ¼ diag 1 0 1 0 1 1½ �ð Þ, i.e., two wheels are totally
stuck. The initial values are x0 ¼ 0:1 0 0 0 0 0½ �T ,
u0 ¼ 0 0 0 0 0 0½ �T .

The controller, designed as shown in (56.12), is

vk ¼ �K0xk � n̂m; k � ðGCÞ�1GT n̂u; k � ðGCÞ�1rk ð56:47Þ

where K is obtained using the MATLAB function “place” as “K = place(U, C, ker)”
and ker ¼ 0:991 0:992 0:993 0:994 0:995 0:996½ �; n̂u; k and n̂m; k is
obtained by (56.13).

After simulation, the system states are shown in Fig. 56.2. Input commands for
all actuators are shown in Fig. 56.3. The outputs of the actuators are Wu. From the
simulation, we can see that all faults and uncertainties have been well treated by our
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controller and the final accuracy of xðkÞ is 10�6. Because xðkÞ\OðT2Þ ¼ 10�4,
Proposition 56.2 is satisfied for all state variables.

Case II: Faults d, nm and nu2 exist
In this case, all the initial conditions and parameters are the same as those of case

I, but with a different kind of unmatched uncertainties, nu2. The controller is also
designed as (56.12), which is not repeated here. The simulation results are illus-
trated in Figs. 56.4 and 56.5. From the figures, it is obvious that the system states is
maintained within a certain bound. According to Proposition 56.2, the final
boundary is xk k� 0:05�0:01þ0:0001

1�0:996ð Þ ¼ 0:15, and it is clear that the simulation results

meet the analysis requirements.

56.4.3 Simulation Summary

We discuss FTC problems for a spacecraft with multi-faults, efficiency factor
inaccuracies, matched uncertainties, and unmatched uncertainties in this section.
Simulations show that the efficiency factor inaccuracy problem is addressed satis-
factorily using matched uncertainties. Two cases for unmatched uncertainties are
discussed and simulated: (1) nu 2 L2

T
L1; (2) nu 2 L1. Figures 56.2 and 56.3

show that if nu 2 L2
T
L1, the system is stable, whereas Figs. 56.4 and 56.5

illustrate that if nu 2 L1, x is bounded. The simulations prove Proposition 56.2.

56.5 Conclusions

This paper is devoted to FTC for discrete-time multi-input multi-output LTI
systems with matched/unmatched uncertainties. The discrete-time sliding mode and
control allocation are researched. Both matched and unmatched uncertainties are
studied for closed-loop stability and final state boundaries with a discrete-time
sliding mode controller. The uncertainties caused by the inaccuracy of efficient
factors are treated as matched uncertainties nmð Þ. With the controller in this paper, it
is concluded that the size and nature of unmatched uncertainties nuð Þ determine the
stability of the final closed-loop system. Two different cases nu 2 L1 and nu 2
L2

T
L1 are explored, with bounded or stable OðT2Þð Þ system final states. Control

allocation is important for FTC, and we improve the direct method by rearranging
the facets of the AMS with an angle indicator for decreasing the number of
calculations required. Our proposed scheme is tested using an spacecraft model in
simulations in the presence of multi-faults, inaccurate efficiency factors, matched
uncertainties, and two kinds of unmatched uncertainties.
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Chapter 57
Parametric Design of a Descriptor
Functional Observer for Standard
Linear Systems

Guosheng Wang, Feng Guo and Bing Liang

Abstract A parametric design problem of a descriptor functional observer for
standard linear systems is investigated. The design aim of the descriptor functional
observer for standard linear systems is to present the parametric form of the
descriptor functional observer which can estimate the system state as the time goes
into infinity. Based on the parametric solutions for a class of Sylvester matrix
equations, the parametric expressions of all the gain matrices for the descriptor
functional observer in standard linear systems are proposed. Finally, a numerical
example and its simulation results show that the proposed parametric design
method of the descriptor functional observer for standard linear systems is effective
and simple.

Keywords Standard linear system � Descriptor functional observer � Parametric
design

57.1 Introduction

Since state estimation is initially proposed [1, 2], the theory of observers for linear
time-invariant systems, which reconstruct the state from measurements of the input
and output, is well established [3–6]. An impulsive observer that estimates the exact
state of a linear continuous-time system in predetermined finite time is investigated
in [3]. Design of finite time state observers in linear time-invariant systems
is investigated in [4]. Design of parametric unknown input observers in linear
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time-invariant systems is investigated in [5]. The design of a perfect reduced-order
unknown-input observer for standard systems is formulated and solved in [6]. By
using a parametric solution for a class of Sylvester matrix equations [7–9], the
parametric expressions of all the gain matrices for the descriptor functional observer
for standard linear systems are proposed in this paper.

57.2 Problem Formulation

Consider a class of standard linear systems in the form of

_xðtÞ ¼ AxðtÞ þ BuðtÞ
yðtÞ ¼ CxðtÞ

(
; xðt0Þ ¼ x0; t� t0; ð57:1Þ

where x 2 <n, u 2 <p and y 2 <q are the state vector, the input vector, and the
output vector, respectively, of system (57.1); A 2 <n�n, B 2 <n�p and C 2 <q�n

are known matrices satisfying the following two assumptions:

Assumption 57.1 rankðBÞ ¼ p and rankðCÞ ¼ q;

Assumption 57.2 The matrix pair ðA; CÞ is observable, that is,

rank sI � AT CT
� � ¼ n; 8s 2 C

Consider a functional observer of form

E _z ¼ Fzþ Guþ Hy
x̂ ¼ Pzþ Qy

�
ð57:2Þ

where z 2 <n is the state vector of observer (57.2), and E 2 <n�n with rankðEÞ ¼ n,
F 2 <n�n, G 2 <n�p, H 2 <n�q, P 2 <n�n and Q 2 <n�q are the gain matrices of
observer (57.2) to be determined.

Definition 57.1 Given the standard linear system (57.2) satisfying Assumptions A1
and A2, if there exist constant matrices E 2 <n�n, F 2 <n�n, G 2 <n�p, H 2 <n�q,
P 2 <n�q and Q 2 <n�n in (57.2) such that the following two conditions hold
simultaneously:

lim
t!1 zðtÞ � TxðtÞ½ � ¼ 0 and lim

t!1 x̂ðtÞ � xðtÞ½ � ¼ 0 ð57:3Þ

where T 2 <n�n, the observer (57.2) is called as a descriptor functional observer of
system (57.1).

Problem DPDFO (Parametric Design of Descriptor Functional Observer).
Given the standard linear system (57.1) satisfying Assumptions A1 and A2, if the
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descriptor functional observer exits, determine the parametric expressions of the
gain matrices E 2 <n�n, F 2 <n�n, T 2 <n�n, G 2 <n�p, H 2 <n�q, P 2 <n�q and
Q 2 <n�n in (57.2) and (57.3) such that the estimation conditions (57.3) hold.

57.3 Solution to Problem DPDFO

57.3.1 Existing Condition for the Descriptor Functional
Observer

In the next theorem, we give the necessary and sufficient condition for the
descriptor functional observer.

Theorem 57.1 Given the linear time-invariant system (57.1) satisfying Assumption
A1 and Assumption A2, the descriptor functional observer (57.2) for the standard
linear system (57.1) exists if and only the following equations hold

FT � ETAþ HC ¼ 0 ð57:4Þ

G� ETB ¼ 0 ð57:5Þ

and

QC þ PT � I ¼ 0 ð57:6Þ

Proof Denote the observer error by

e1 ¼ zðtÞ � TxðtÞ ð57:7Þ

Multiplying E1 on both the left sides of (57.7) and differentiating the obtained
result with respect to time, we obtain

E _e1 ¼ E _zðtÞ � ET _xðtÞ ð57:8Þ

Substituting (57.1) and (57.2) into (57.8), we obtain

E _e1 ¼ E _zðtÞ � ET _xðtÞ ¼ Fe1 þ ðFT � ETAþ HCÞxþ ðG� ETBÞu ð57:9Þ

From (57.9), we can find that

E _e1 ¼ Fe1 ð57:10Þ
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holds, if and only if the following conditions hold:

FT � ETAþ HC ¼ 0 ð57:11Þ

and

G� ETB ¼ 0 ð57:12Þ

while the following condition holds

lim
t!1 e1 ¼ lim

t!1 zðtÞ � TxðtÞ½ � ¼ 0 ð57:13Þ

if and only if the eigenvalues of the matrix pair ðE;FÞ have negative real parts.
In addition, we denote the state estimator as

e2 ¼ x̂ðtÞ � xðtÞ ð57:14Þ

Substituting (57.2) into (57.14), we obtain

e2 ¼ x̂ðtÞ � xðtÞ ¼ Pe1 þ ðQC þ PT � IÞx ð57:15Þ

From (57.14), we can find that

e2 ¼ Pe1 ð57:16Þ

if and only if the following condition holds:

QC þ PT � I ¼ 0 ð57:17Þ

Based on the above reductions, we know that the two conditions in (57.3) hold
for the descriptor functional observer of system (57.1) if and only if Eqs. (57.4),
(57.5), and (57.6) hold. h

Based on Theorem 57.1, we will put forward the parametric expressions of the
gain matrices of the descriptor functional observer in the standard linear system for
Problem DPDFO and the corresponding algorithm to design the parametric
descriptor functional observer of the standard linear system in the next two
subsections.

57.3.2 Parametric Solutions to Matrices E, F, T and H

Because of rankðEÞ ¼ n, without loss of generality, we select the matrix E as a
Vandermonde matrix in the following form:
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E ¼

1 a1 a21 � � � an�1
1

1 a2 a22 � � � an�1
2

..

. ..
. ..

. ..
. ..

.

1 an�1 a2n�1 � � � an�1
n�1

1 an a2n � � � an�1
n

2
66666666664

3
77777777775

ð57:18Þ

where ai; i ¼ 1; 2; . . .; n can be selected from any real scalars.
From (57.4), we can obtain

FTE � ETAE þ HCE ¼ 0 ð57:19Þ

Denote

TE ¼ T1 ð57:20Þ

AE ¼ A1 ð57:21Þ

and

CE ¼ C1 ð57:22Þ

Then Eq. (57.19) can be changed into

FT1 � T1A1 þ HC1 ¼ 0 ð57:23Þ

Assume that the matrix F is nondefective, thus the matrix can be written as

F ¼ W KW�1 ð57:24Þ

where K ¼ diagðs1; s2; . . .; snÞ, si; i ¼ 1; 2; . . .; n is a group of distinct complex
scalars that are self-conjugate and have negative real parts, and the matrix W is an
eigenvector matrix of the matrix F.

Substituting (57.24) into (57.24), we obtain

KW�1T1 �W�1T1A1 þW�1HC1 ¼ 0 ð57:25Þ

Denote

T2 ¼ W�1T1 ð57:26Þ

and

H1 ¼ W�1H ð57:27Þ
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From (57.24), we can obtain

KT2 � T2A1 þ H1C1 ¼ 0 ð57:28Þ

Transposing (57.27), we obtain

AT
1T

T
2 � CT

1H
T
1 ¼ TT

2 K ð57:29Þ

Because the matrix pairs ðA; CÞ and ðAE; CEÞ are controllable, there are two
polynomial matrices NðsÞ 2 <n�q½s� and DðsÞ 2 <q�q½s� such that

sI � ðAEÞT ðCEÞT
� � NðsÞ

DðsÞ
� �

¼ 0; 8s 2 C ð57:30Þ

From the reference [7–9], we can obtain the column vectors of matrices T2 and
H1, respectively, as

t2i
h1i

� �
¼ gTi N

TðsiÞ
gTi D

TðsiÞ
� �

; i ¼ 1; 2; � � � ; n ð57:31Þ

where the parametric vectors gi 2 C
q, i ¼ 1; 2; . . .; n satisfy the following

constraint:
Constraint C1. si ¼ sk , gi ¼ gk; i ¼ 1; 2; . . .; n.
Thus

T2 ¼ gT1N
Tðs1Þ gT2N

Tðs2Þ � � � gTnN
TðsnÞ

� � ð57:32Þ

and

H1 ¼ gT1D
Tðs1Þ gT2D

Tðs2Þ � � � gTnD
TðsnÞ

� � ð57:33Þ

From (57.19), (57.25) and (57.31), we can obtain the parametric expression of
the matrix T as

T ¼ W gT1N
Tðs1Þ gT2N

Tðs2Þ � � � gTnN
TðsnÞ

� �
E�1 ð57:34Þ

From (57.26) and (57.32), we can obtain the parametric expression of the matrix
H as

H ¼ W gT1D
Tðs1Þ gT2D

Tðs2Þ � � � gTnD
TðsnÞ

� � ð57:35Þ
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57.3.3 Parametric Solutions to Matrices G, Q, and P

From (57.5), we can obtain

G ¼ EW gT1N
Tðs1Þ gT2N

Tðs2Þ � � � gTnN
TðsnÞ

� �
E�1B ð57:36Þ

From (57.6), we can obtain

Q P½ � ¼ C
W gT1N

Tðs1Þ gT2N
Tðs2Þ � � � gTnN

TðsnÞ
� �

E�1

� �þ
ð57:37Þ

where :½ �þ stands for the matrix’s pseudoinverse.

57.4 A Numerical Example

Consider the standard linear system (57.1) with the parameters

A ¼
�15 21 �8
4 �7 3

�1:5 3 �1:5

2
4

3
5; B ¼

0
0
1

2
4

3
5; C ¼ 6 �8 3

�3:5 6 �2:5

� �

We select the matrix E as

E ¼
1 2 4
1 3 9
1 4 16

2
4

3
5

It is easy to test that the matrix pairs ðA;CÞ and ðAE;CEÞ are observable.
Compute the polynomial matrices NðsÞ and DðsÞ satisfying (57.30) as

NðsÞ ¼
sþ 3 �1
0 1
1 0

2
4

3
5; DðsÞ ¼ �s2 � 5s� 6 sþ 2

sþ 3 �s� 2

� �

Without loss of generality, we choose the matrix F as

F ¼
�2 0 0
0 �3 0
0 0 �5

2
4

3
5
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Thus the eigenvalues of the Hurwitz matrix F are by s1 ¼ �2, s2 ¼ �3, s3 ¼ �5
and the eigenvector matrix W of matrix F is W ¼ I3. Denote the free parameter
vectors gi 2 C

2, i ¼ 1; 2; 3 by

g1 ¼ a
b

� �
; g2 ¼ c

d

� �
; g3 ¼ e

f

� �

where a, b, c, d, e, and f are real scalars.
Calculate the parametric expressions of the matrices T and H from (57.34) and

(57.35) as

T ¼
6a� 6bþ 3:5d � e� 0:5f 8b� 8a� 6d þ 2eþ f 3a� 3bþ 2:5d � e� 0:5f

6b� 3:5d þ 0:5f 6d � 8b� f 3b� 2:5d þ 0:5f
6a� 3:5cþ 0:5e 6c� 8a� e 3a� 2:5cþ 0:5e

2
4

3
5

H ¼
0 a
�d d

�6e� 3f 3f � 2e

2
4

3
5

From (57.36), we can obtain

G ¼
197:5aþ 39:5b� 107c� 26:75d þ 8:5eþ 4:25f
395aþ 79b� 240:75c� 53:5d þ 29:75eþ 8:5f

671:5aþ 118:5b� 428c� 80:25d þ 59:5eþ 12:75f

2
4

3
5

From (57.37), we can obtain the parametric expressions of matrices Q and P.
Because their expressions are too long, we don’t show them in this paper.

Specially, we select the free parametric vector as

g1 ¼ �1
1

� �
; g2 ¼ 0

�1

� �
; g3 ¼ �1

0

� �

And we can obtain

T ¼
�14:5 20 �7:5

9 �14 5:5
�6:5 9 �3:5

2
4

3
5; H ¼

0 �1
1 �1
6 2

2
4

3
5; G ¼

�139:75
�292:25
�532:25

2
4

3
5

Q ¼
2:7188 1:1797
5:3125 1:3711
9:4063 1:3574

2
4

3
5; P ¼

1:6563
3:8594
6:9219

0:8281 �0:75
2:2344 �1:2813
4:2734 �2:1094

2
4

3
5
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Substituting the above gain matrices into the descriptor functional observer in
(57.2), we finish the design of the descriptor functional observer in this standard
linear system. Assume that uðtÞ ¼ sin t is the input signal of the system (57.1),
x0 ¼ ½ 1 2 �1 �T is the initial state of the system (57.1) and z0 ¼ ½ 5 7 8 �T is
the initial state of the descriptor functional observer. Using the Matlab function
ODE45, we give the simulation results to compare the state components of system
(57.1) and the descriptor functional observer in Figs. 57.1, 57.2 and 57.3. We can
see that the errors between the linear system and the designed descriptor functional
observer converge to zero as time goes into infinity.
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Fig. 57.1 The first state components of the system and the observer
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Fig. 57.2 The second state components of the system and the observer
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Fig. 57.3 The third state components of the system and the observer
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57.5 Conclusion

In this paper the design problem of a descriptor functional observer for standard
linear systems is studied. The parametric expressions of the gain matrices for the
descriptor functional observer are proposed by using the parametric solution to a
class of the matrix equations. Finally, the simulation results show that this proposed
method of designing the descriptor functional observer in standard linear systems is
simple and effective.
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Chapter 58
Stability Analysis of FDCM-Based
Controller for Hypersonic Vehicles

Xiong Luo and Ruixin Li

Abstract Adaptive control is a fundamental problem in control system design.
This paper addresses an important but challenging issue in the design of intelligent
adaptive controllers, which is the stability guarantee. The intelligent adaptive
control based on fuzzy dynamic characteristic modeling (FDCM) was proposed for
nonlinear system design and analysis through the combination of fuzzy dynamic
modeling and characteristic modeling approaches. Motivated by our previous
research work, we discuss the stability properties of an FDCM-based controller in
its application of hypersonic vehicle. Considering the requirement of complex
controller design for hypersonic vehicle, an FDCM-based control design structure is
first developed. Then, under some conditions in system parameters of FDCM, our
controller stability analysis problem is formulated. By defining a Lyapunov func-
tion and using the Lyapunov stability construct, we develop a new result of uni-
formly asymptotic stability for the proposed FDCM-based controller in hypersonic
vehicle control application. This result provides a theoretical guarantee to our
proposed controller design and implementation.

Keywords Fuzzy dynamic characteristic modeling (FDCM) � Stability analysis �
Controller � Nonlinear golden section controller

58.1 Introduction

Adaptive controller design has been a long-term focus in the control system com-
munity to provide mechanisms to control complex nonlinear systems. There is
considerable enthusiasm for the research and application of adaptive control methods
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for nonlinear systems. Although many approaches have been used for adaptive
control purpose for well over the last decade, their application either has been limited
to low-dimensional plants or has been limited to high-dimensional systems in which
accurate mathematical models are available or fully understood. Therefore, it is
obvious that the difficulties of obtaining a tractable yet accurate mathematical model
impose a very challenging obstacle to the controller design problem.

To cope with this obstacle, an effective design method, namely all-coefficient
adaptive control, was proposed through the use of the characteristic modeling
approach and the golden-section control strategy [1]. While designing such a
controller, no accurate model is needed, even the approximate model is not very
important. Considering the control performance requirements in engineering
practice, this characteristic-modeling-based adaptive control can serve as an alter-
native and complementary technique in nonlinear system control problem. Fur-
thermore, to improve the modeling performance for complex nonlinear systems,
this method can be redesigned with the help of fuzzy dynamic modeling strategy
which provides an effective framework for modeling by decomposing a nonlinear
into a collection of local linear models [2]. Then, motivated by the fuzzy dynamic
modeling method and characteristic modeling method, we presented a novel system
analysis approach, namely fuzzy dynamic characteristic modeling (FDCM) method
[3]. Due to its fuzzy-rule-based scalability of the fuzzy dynamic model worked as a
universal approximator and the practice-requirement-oriented simplification of the
characteristic model defined as a second-order differential equation, FDCM plays an
important role in dealing with the nonlinear tracking control problems. Because of
its unique features, FDCM has been applied to some complex control problems,
such as hypersonic vehicle control [4–6], networked control [7], and so on.
Although the FDCM-based control system framework was implemented in our
previous research work [4], the stability analysis results for the control system of
nonlinear cases are inadequate. Motivated by it, the purpose of the present paper is
to give a new result of uniformly asymptotic stability for the FDCM-based con-
troller under its application for hypersonic vehicle control problem. This result
provides a theoretical guarantee to our proposed controller design and implemen-
tation for complex applications.

58.2 Preliminaries

58.2.1 Characteristic Model-Based All-Coefficient Adaptive
Control

In view of the practical needs of controller, the characteristic modeling is developed
to build up a model for target system through the analysis of the dynamic features
of that system. While implementing the characteristic modeling, this method has its
unique features [8]. Generally speaking, a characteristic model can be written as a
second-order differential equation below:

578 X. Luo and R. Li



yðk þ 1Þ ¼ a1ðkÞyðkÞ þ a2ðkÞyðk � 1Þ þ bðkÞuðkÞ; ð58:1Þ

where y(k) denotes the output and u(k) represents the input at time step k. In
addition, the coefficients, i.e., α1, α2, and β, are slowly time-varying, and they
change within a certain range.

When designing a characteristic model, an online adaptive identification algo-
rithm is adopted instead of deducing from the analytical system equation to obtain
those slowly time-varying coefficients. Actually, with the help of online data, we
could use any recursive regression method to find the coefficients we need. Here a
gradient descent algorithm is given below [9]:

hðk þ 1Þ ¼ hðkÞ þ c1uðkÞ
c2 þ uTðkÞuðkÞ yðk þ 1Þ � uTðkÞhðkÞ� �

; ð58:2Þ

where θ(k) = [α1(k), α2(k), β(k)] and φ(k) = [y(k), y(k − 1), u(k)]. In addition, γ1 and
γ2 are two positive constants. After the coefficients of next time step are calculated,
they should be restricted to the range set before. Since it is an online adaptive
algorithm, characteristic modeling method can be employed without knowing the
exact analytic model before. Then, some all-coefficient adaptive controllers can be
designed for the characteristic model. Specifically, the golden-section controller is
one of adaptive controllers, which is used together with the characteristic model.

58.2.2 Fuzzy Dynamic Characteristic Model-Based
Intelligent Control

Characteristic modeling method needs to compress all the information of the high
order model into several given characteristic parameters. The characteristic mod-
eling therefore is essentially an online adaptive method, and it is very important to
restrict the result coefficients in a reasonable range in order to make the identifier
precise enough. For some problem especially when the system changes drastically,
e.g., hypersonic vehicle system, covering all the possible state of the system with a
single range will cause an inevitable large solution space [4].

To solve this problem, we introduce the fuzzy logic to partition the large space
into several smaller subspaces. Here, the whole solution space is divided into
r subspaces. Then for each space, a characteristic model is established by restricting
the coefficients in corresponding sub-solution-spaces. Finally, the r results are
summed up by multiplying with fuzzy factors wi that describes how close the
current system is to this subspace.
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The fuzzy dynamic characteristic model can be written as follows [3]:

Li
� �r

i¼1¼
IF and

p

j¼1
njðkÞ is Mij

j

THEN yiðk þ 1Þ ¼ ai1ðkÞyðkÞ þ ai2ðkÞyðk � 1Þ þ biðkÞuðkÞ

8<
:

9=
;: ð58:3Þ

Here, the fuzzy factor is defined as

wiðkÞ ¼ aiðkÞPr
i¼1 a

iðkÞ; ð58:4Þ

where aiðkÞ ¼ Qp
j¼1 M

ij
j njðkÞ
� �

.
We can design the controller in each subspace, and the fuzzy adaptive controller

is derived in accordance with parallel distributed compensation (PDC) method.

58.3 Main Results

Considering the high speed of the vehicle during re-entry and the tracking char-
acteristic of the piecewise linear drag acceleration versus velocity profile, a non-
linear differential golden-section adaptive control law is designed [10]. Meanwhile,
a suitable compensation control law is also introduced [9].

The PDC-based fuzzy adaptive controller is given as follows:

Ri
� �r

i¼1¼
IF and

p

j¼1
njðkÞ is Mij

j

THEN uiðkÞ ¼ uigðkÞ þ uiaðkÞ

8<
:

9=
;; ð58:5Þ

where

uigðkÞ ¼ � 1

b̂i kð Þ l1â
i
1ðkÞ þ l2â

i
2ðkÞ

� �
yðkÞ � Xi yðkÞð Þ yðkÞ � yðk � 1Þð Þ� �

; ð58:6Þ

uiaðkÞ ¼ � 1

b̂iðkÞ l2 âi1ðkÞ þ âi2ðkÞ � 1
� �

yðkÞ� �
; ð58:7Þ

and l1 = 0.382, l2 = 0.618, l1 + l2 = 1. In addition, âi1, â
i
2, and b̂

i are the identification
results of parameters ai1, a

i
2, and bi obtained by using the weighted least squares

method. Specifically, Xi(y(k)) is a nonlinear function of y(k).
The control input uiaðkÞ is introduced to the stability analysis. As a suitable

compensation control law, it can avoid the case that the control performance is
deteriorated or that the closed-loop system is even unstable due to the estimation
errors. If the sample time is small enough, uiaðkÞ ! 0 since ðâi1ðkÞ þ âi2ðkÞ

� � ! 1.
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Substituting (58.6) and (58.7) into (58.5), we obtain:

uiðkÞ ¼ uigðkÞ þ uiaðkÞ

¼ � 1

b̂iðkÞ âi1ðkÞ þ 2l2âi2ðkÞ � Xi yðkÞð Þ � l2
� �

yðkÞ þ Xi yðkÞð Þyðk � 1Þ� �
:

ð58:8Þ

By using the fuzzy inference method with a center-average defuzzifier, product
inference, and singleton fuzzifier, the overall FDC-based fuzzy adaptive controller
in (58.5) can be written as

uðkÞ ¼ �
Xr

i¼1

wiðkÞ
b̂iðkÞ âi1ðkÞ þ 2l2âi2ðkÞ � Xi yðkÞð Þ � l2

� �
yðkÞ þ Xi yðkÞð Þyðk � 1Þ� �

:

ð58:9Þ

By substituting (58.9) into (58.3) and using the fuzzy inference method men-
tioned above, we obtain the equation of the close-loop system as follows:

yðk þ 1Þ ¼
Xr

i¼1

Xr

j¼1

wiðkÞwjðkÞ ��hij1ðk; yðkÞÞyðkÞ � �hij2ðk; yðkÞÞyðk � 1Þ� �
; ð58:10Þ

where

�hij1ðk; yðkÞÞ ¼ �ai1ðkÞ þ
biðkÞ
b̂ jðkÞ â j

1ðkÞ þ 2l2â
j
2ðkÞ � X j yðkÞð Þ � l2

� �
; ð58:11Þ

�hij2ðk; yðkÞÞ ¼ �ai2ðkÞ þ
biðkÞ
b̂ jðkÞ X jðyðkÞÞ: ð58:12Þ

Then the closed-loop system (58.10) can be transformed into the following form:

Yðk þ 1Þ ¼
Xr

i¼1

Xr

j¼1

wiðkÞwjðkÞ Kijðk; yðkÞÞ YðkÞ� �
; ð58:13Þ

where

Kijðk; yðkÞÞ ¼ 0 1
��hij2ðk; yðkÞÞ ��hij1ðk; yðkÞÞ

� 	
; ð58:14Þ

YðkÞ ¼ yðkÞ yðk þ 1Þ½ �T: ð58:15Þ
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For written convenience, we have the following definitions:

KijðkÞ,Kijðk; yðkÞÞ; �hij1ðkÞ, �hij1ðk; yðkÞÞ and �hij2ðkÞ, �hij2ðk; yðkÞÞ:

We provide the following stability condition for the closed-loop system (58.13).

Theorem 58.1 Assuming 0\biðkÞ=b̂iðkÞ� 2 and XiðyðkÞÞj j\H where H is a
constant for all i 2 {1,2,…,r}, the closed-loop system (58.13) designed by the
fuzzy adaptive controller (58.5) and parameter estimation algorithm (58.2), is
uniformly asymptotic stable where its origin is the equilibrium point, if for all i, j 2
{1,2,…,r}, let

F1ðkÞ ¼
Xr

i¼1

Xr

j¼1

�hij1ðkÞ and F2ðkÞ ¼
Xr

i¼1

Xr

j¼1

�hij2ðkÞ;

the following conditions hold:

(1) Let DF1ðkÞ ¼ F1ðk þ 1Þ � F1ðkÞ ¼
Pr

i¼1

Pr
j¼1

�hij1ðk þ 1Þ � �hij1ðkÞ
� �

be the
change rate of F1(k), then it satisfies:

D1;minðkÞ\� e1DF1ðkÞ\D1;maxðkÞ: ð58:16Þ

(2) Give the following definitions:

DF2
1ðkÞ ¼ F2

1ðk þ 1Þ � F2
1ðkÞ ¼

Xr

i¼1

Xr

j¼1

�hij1ðk þ 1Þ� �2� �hij1ðkÞ
� �2h i

; ð58:17Þ

DF2
2ðkÞ ¼ F2

2ðk þ 1Þ � F2
2ðkÞ ¼

Xr

i¼1

Xr

j¼1

�hij2ðk þ 1Þ� �2� �hij2ðkÞ
� �2h i

: ð58:18Þ

Then they satisfy:

DF2
1ðkÞ\N1;maxðkÞ; DF2

2ðkÞ\N2;maxðkÞ ð58:19Þ

where

D1;minðkÞ ¼ SðkÞ
2

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q11ðkÞq22ðkÞ � �d

q
; ð58:20Þ

D2;maxðkÞ ¼ SðkÞ
2

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q11ðkÞq22ðkÞ � �d

q
; ð58:21Þ
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N1;maxðkÞ ¼ �F2
2ðk þ 1Þ þ ð1þ 2e1 � d2ÞF2

1ðk þ 1Þ � F4
1ðk þ 1Þ þ d2 � d1 � d22;

ð58:22Þ

N2;maxðkÞ ¼ ð1� d2ÞF2
2ðk þ 1Þ � F2

1ðk þ 1ÞF2
2ðk þ 1Þ þ d1 � d11; ð58:23Þ

where e1; �d; d1; d2; d11; d22 2 R
þ and they are all small scalar constants.

In addition, they satisfy:

d1 \ d2 ; �d \d11 d22; and e1\d1 =ð
ffiffiffi
3

p
H1Þ;

where H1 denotes the upper bound of F1ðkÞj j, which means:

F1ðkÞj j ¼
Xr

i¼1

Xr

j¼1

�hij1ðkÞ
�����

�����\H1:

And

SðkÞ ¼ �2p12ðk þ 1Þ � 2 p12ðk þ 1ÞF2ðk þ 1Þ � p22ðk þ 1ÞF1ðk þ 1ÞF2ðk þ 1Þ½ �;

where PðkÞ ¼ p11ðkÞ p12ðkÞ
p21ðkÞ p22ðkÞ

� 	
, QðkÞ ¼ q11ðkÞ q12ðkÞ

q21ðkÞ q22ðkÞ
� 	

, and

p11ðkÞ ¼ F2
2ðkÞ þ d1

p12ðkÞ ¼ p21ðkÞ ¼ e1F1ðkÞ
p22ðkÞ ¼ F2

1ðkÞ þ d2

8<
: ;

and

q11ðkÞ ¼ p11ðkÞ � p22ðk þ 1ÞF2
2ðk þ 1Þ

q12ðkÞ ¼ q21ðkÞ ¼ p12ðkÞ þ p21ðk þ 1ÞF2ðk þ 1Þ � p22ðk þ 1ÞF1ðk þ 1ÞF2ðk þ 1Þ
q22ðkÞ ¼ p22ðkÞ � p11ðk þ 1Þ þ 2p12ðk þ 1ÞF1ðk þ 1Þ � p22ðk þ 1ÞF2

1ðk þ 1Þ

8<
: :

Proof With the definitions mentioned above, the fuzzy dynamic characteristic
model system (58.13) can be transformed into the following form:

Yðk þ 1Þ ¼
Xr

i¼1

Xr

j¼1

wiðkÞwjðvÞ KijðkÞYðkÞ� � ¼ KðkÞYðkÞ; ð58:24Þ

where KðkÞ ¼ Pr
i¼1

Pr
j¼1

KijðkÞ ¼ 0 1
�F2ðkÞ �F1ðkÞ

� 	
.
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Define a Lyapunov function as:

VðkÞ ¼ YTðkÞ PðkÞ YðkÞ: ð58:25Þ

Then, DVðkÞ ¼ �YTðkÞ PðkÞ � KTðkÞPðk þ 1ÞKðk þ 1Þ� �
YðkÞ.

Therefore, with the definition, we have

QðkÞ ¼ PðkÞ � KTðk þ 1ÞPðvþ 1ÞKðk þ 1Þ: ð58:26Þ

Firstly, by following similar approach used in proving Theorem 58.1 in [10], we
can easily conclude that P(k) is uniformly bounded and positive definite. Moreover,
we can prove that Q(k) is also uniformly bounded and positive definite through the
use of the similar analysis of Theorem 58.1 in [10].

Then, there exists a uniformly bounded and positive definite matrix P(k), such
that the matrix Q(k) defined by (58.26) is uniformly bounded and positive definite,
from the Lyapunov stability theory, we can conclude that the closed loop system is
uniformly asymptotic stable. h

Remark 58.1 Since ðai1ðkÞ þ ai2ðkÞ
� � ! 1 when the sample time is small enough,

the control input uiaðkÞ is set to 0. Then the control output in Ri is only a nonlinear
differential golden-section adaptive control. It means uiðkÞ ¼ uigðkÞ.
Remark 58.2 In the condition of this theorem, it should be noted that the origin of
this closed-loop system is the equilibrium point. This stability theorem is therefore
presented when the proposed controller is designed for the case of maintaining the
system output at 0. For other output tracking applications, the control law should
be rewritten by using (y(k) − y*(k)) and (y(k − 1) − y*(k − 1)) to replace y(k) and
y(k − 1) in (58.5), respectively. Here y*(k) represents the desired system output at
step k.

58.4 Conclusion

This paper has investigated the problem of stability for a class of FDCM-based
controllers in its application of hypersonic vehicles. Starting from the general
formulation of FDCM-based controller, in view of the high speed of the hypersonic
vehicle during re-entry and the tracking characteristic of requirements, a special
controller has been developed through the combination of a nonlinear differential
golden-section adaptive control law and a suitable compensation control law. The
stability condition under which the closed-loop system is uniformly asymptotic
stable is derived. This result may also be useful for obtaining similar performance
guarantee for FDCM-based controller in other complex applications.
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