
H. Wang et al. (Eds.): ICYCSEE 2015, CCIS 503, pp. 334–343, 2015. 
© Springer-Verlag Berlin Heidelberg 2015 

A Data Stream Subspace Clustering Algorithm  

Xiang Yu1, Xiandong Xu1, and Liandong Lin2 

1Department of Computer Science and Technology, Heilongjiang Institute of Technology, 
Harbin, China 

yuxpointfly@163.com 
2 Heilongjiang Province Key Lab of Senior- Education for Electronic Engineering,  

Heilongjiang University, Harbin, China 
1267013@qq.com 

Abstract. The main aim of data stream subspace clustering is to find clusters in 
subspace in rational time accurately. The existing data stream subspace cluster-
ing algorithms are greatly influenced by parameters. Due to the flaws of  
traditional data stream subspace clustering algorithms, we propose SCRP, a 
new data stream subspace clustering algorithm. SCRP has the advantages of 
fast clustering and being insensitive to outliers. When data stream changes, the 
changes will be recorded by the data structure named Region-tree, and the  
corresponding statistics information will be updated. Further SCRP can regulate 
clustering results in time when data stream changes. According to the experi-
ments on real datasets and synthetic datasets, SCRP is superior to the existing 
data stream subspace clustering algorithms on both clustering precision  
and clustering speed, and it has good scalability to the number of clusters and 
dimensions. 
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1 Introduction 

Recently, researches on data stream mining are motivated by more and more  appli-
cations on continuous stream data, such as customer click streams, multimedia data, 
etc. By contrast with traditional data sets, data stream consists of a series of dynamic 
data objects which are massive and unordered[1,2,3]. Since not all data  objects in 
data stream are maintained, it is necessary to be fault tolerant when clustering data 
stream. With the level of data collection technology increases and more and more 
characteristics data stream have, it is difficult to cluster data stream in high-
dimensional space or cluster data stream in subspace effectively and efficiently. Clus-
tering data stream in subspace needs to scan data sets several times, so it is almost 
impossible to process data stream with traditional subspace clustering methods. 

HPStream[4] is a classic subspace clustering algorithm for high-dimensional data 
stream, Since it has several advantages such as fast clustering, high clustering preci-
sion, etc., HPStream is always used as the comparison to other algorithms on cluster-
ing speed and clustering precision. After data are partitioned into clusters, HPStream 
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chooses clustering dimension with heuristic strategy. However, HPStream needs to 
determine the number of average dimensionality as parameter, which is hard to de-
termine generally[5][6]. And there exists an obvious high-dimensional clustering 
problem. In 2007, Sun proposes GSCDS, a data stream subspace clustering algorithm 
based on grid which can cluster high-dimensional data stream[7]. In certain clustering 
subspace, GSCDS has high clustering speed and precision. When partitioning data 
space, the top-down partition method is adopted and then the subspace is related to 
clusters. GSCDS can identify clusters in different subspace with arbitrary shapes and 
the parameter of subspace need not to be predefined, and it has low computing com-
plexity which is related to dimensionality of data space d, the number of grid cells m 
and the loop number of region partition, that is dmn( )O . However, when clusters in 
different subspace, GSCDS needs to run several times from top to down. In 2007, 
Park proposes a data stream subspace clustering algorithm based on grid[8][9], and it 
is based on, cell tree, a clustering algorithm on all dimensions. Park partitions data 
space into grid cells at different level and the grid cells are stored in a tree structure 
called sibling tree. In sibling tree, the clusters in each subspace can be easily found. 
There are three phases in this algorithm. In the first phase, a sibling tree is constructed 
by partition data space into grid cells at different levels. With data stream flows, the 
new coming data object falls into the corresponding grid cell according to its dimen-
sional value, and the statistics of the grid cell is updated. In the second phase, dense 
grid cells are further partitioned. In the third phase, sparse grid cells are merged. The 
algorithm can cluster in all subspaces at different levels, but it needs to determine 
several parameters during the construction of sibling tree, and the parameters will 
further influence the final clustering results. 

This paper proposes a new clustering algorithm SCRP(Subspace Clustering based 
on Region Partition), which can minimize the parameter influence on clustering and 
adopts down–top strategy. When partitioning regions, the distribution situations of 
data points on each dimension are considered. When clustering, the dense regions on 
each dimension overlap and then subspace clusters appear. Since the partition regions 
are formed on the basis of grid cells, SCRP has the advantages of grid clustering   
algorithms which can fast cluster and are not sensitive to outliers[10,11,12]. SCRP 
can find subspace clusters effectively and adjust the subspace cluster information 
according to the changes of data stream. When data stream changes, the region infor-
mation will also change which will further influence the subspace clusters. 

2 Definition 

2.1 Concepts of SCRP 

Dense grid Cell: The grid cells whose dense support exceed the dense threshold ρ . 
Dense Region: The region consists of connected dense grid cells on each dimension. 
Partition Regions: The region sets consist of dense regions and sparse regions which 
are formed by merging dense grid cells and sparse grid cells. 
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Region-tree：region–tree is a limited set formed of k k ≤( 2 )d subspace nodes. Re-
gion-tree has only one root node, and the number of sons involved in each node will 
not exceed d, where d is the dimensionality of data space. 

2.2 Principle of Region Partition in SCRP 

Suppose D is a set consists of n d-dimensional data points， 1 2{ , ,..., }nD x x x= ,
 

⊆ dD R . 

Data point x is denoted as 1 2{ , ,..., ,..., }i i i ij idx x x x x= ，where 1,2,...,j d= ，and ijx  is the 

value of
i

x on dimension j. When data stream flows, the slipping window is defined by 

time and the statistics information of each corresponding node in region-tree is updated 
according to the data in slipping window, such as the average value of data points in a 
region, etc. Then cluster in subspace according to requirements. 

First, SCRP finds all dense regions on each dimension, and then merge connected 
dense regions and sparse regions to form partition regions. The set 1 1 1 1

1 2{ , , , }dR R R R= …  

involves dense regions on each dimension, where 1
iR denotes the set of dense regions 

on dimension i. For example, in 3-dimensional subspace, acC and bcC are the clusters 

which are overlapped by dense region 1
cR  with 1

aR  in subspace ac and 1
cR
 
with 1

bR
 

in subspace bc, as shown in Figure 1. 
 

 
(a) Dimension ac 

 
(b) Dimension bc 

Fig. 1. Two dimensional subspace clusters in three-dimensional space 
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Project the data in 1 2{ , ,..., }nD x x x= on dimension i, the result is shown in figure 2. 

According to the distribution situation of data projection, when region partition on 
dimension i completes, the result of region partition is kept in 1

iR . Similarly, the result 

of ordered partition regions on other dimensions is kept in the corresponding sets. 
Finally, the dense regions on each dimension are kept in 1 1 1 1

1 2{ , , , }dR R R R= … . 

 

Fig. 2. Data projection on the ith dimension 

2.3 SCRP Clustering 

In SCRP, when clustering, the similarities of overlapped regions in subspace are 
compared with the specified threshold. If the similarity exceeds the threshold, the 
overlapped region is identified as a cluster of the subspace. The region similarity is 
denoted as sim = ∩1 1 1 1( , ) | |i j i jR R R R , where 1 1 1,i jR R R∈ . In SCRP, a tree structure called 

region-tree is used to preserve subspace clusters. In region-tree, we can find clusters 
in all subspaces, and the sequence of dimensions is not important. Region-tree is  
constructed according to the predefined order 1 2 dd d d→ → →… . Figure 3 shows a  

 
 

 

Fig. 3. Structure of Region-tree 
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region-tree in 3-dimensional data space, and a, b, c denotes three dimensions in data 
space respectively. In each data space, different regions and the grid cells involved in 

the regions are preserved in the region link structure. i
XR  denotes the region link in i-

dimensional data space which records the basic information of each region in the data 
space, where subscript X denotes the region sequence number and the dimensions 
involved. The region in region-tree involves at least one grid cell. In grid cell Yg , the 

statistics is recorded, and subscript Y denotes the sequence number of grid cells and 
the of the subspace. In region link, the statistics of each region can be computed by 
the statistics of the grid cells involved. The statistics of the region will continually be 
updated with the changes of the data points in the region. 

3 SCRP Subspace Clustering 

First, SCRP clustering mainly consists of two phases. In the first phase, the statistics 
information of each grid cell is recorded. Based on the statistics information, the parti-
tion regions are formed on each dimension. With the changes of data stream, the par-
tition results and the corresponding statistics of regions is updated. When the density 
of grid cells changes, the regions formed by connected grid cells also change, and the 
partition regions need to be renewed.  

The update process of region partition is as follows:  
Sparse Region Split: When the density of sparse region exceeds the threshold, 

then split the sparse region into grid cells and reunite the grid cells into regions. 
Dense Region Split: When the density of dense region falls under the threshold, 

split the dense region into grid cells and reunite the grid cells into regions. 
In the second phase, construct region-tree, and record the information of each  re-

gion and the grid cells involved. Based on the information, compute the similarity of 
overlapped regions and then cluster. The process of SCRP is as follows: 

Algorithm: SCRP.  

Input： sp ρ δ, , . 
Output： result . 

① NULL;result =  
② NULL;root =  

③ 1 1 1 1
1 2{ , , , }dR R R R= … ; 

④ PartitionSpace dδ( , ) ; 

⑤while（ ix  arrives） 

⑥  update grid cell statistics information according to the value of  ix on each 

dimension.  
⑦   for（each dimension  j） 
⑧     region partition or update on dimension  j 

⑨    preserve the partition results or update results in 1
jR  

⑩   endfor 
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○11 endwhile 

○12 1( )root Construct_RT R= ; 

○13 ( , );result SP_Clustering root sp=  

○14 return result ; 
In the algorithm, sp denotes the clustering subspace, ρ δ,  denotes the dense thre-

shold and the partition parameter of grid cell respectively, result preserves the cluster-
ing result, R1

 preserves the partition regions on each dimension, and root  denotes 
the root of region-tree. 

SCRP first partitions d-dimensional data space with parameter δ , and updates the 
statistics information of grid cells according to the arrival of data points. When      
clustering in subspace, the connected grid cells on each dimension whose densities 
exceed threshold ρ

 
 are merged, further the partition regions are formed and pre-

served in R1 , then construct region-tree and cluster in the subspace sp. 

4 Experiments Analysis 

In order to analyze the clustering speed, clustering precision and scales, KDD-CUP99, 
a real-world data set of MIT, together with a synthetic data set containing 500000 60-
dimensional data objects generated by a data generator are used. In the synthetic data 
set, the domain of data point on each dimension is [0,500], and each data point is in-
volved in one cluster or exists as an outlier. In data space, the outliers in the synthetic 
data set are less than 5 percent of the total data points and are uniformly distributed. 

4.1 Quality Evaluation 

Commonly, when clustering data stream at different time or in different subspace, the 
results will be different, and it is hard to evaluate the clustering quality when simulating 
data stream with the data in synthetic data set. Since CLIQUE is a clustering algorithm 
with high precision, its clustering result is always used as the measure to evaluate the 
clustering quality of other algorithms. 
 In the experiments, the clustering result of CLIQUE is used as the precision measure 
when compare the clustering quality between SCRP and HPStream. CLIQUE runs several 
times with different partition granularities, and the best clustering result is used as the 
precision measure. When simulate data stream changing, CLIQUE needs to run several 
times to guarantee the clustering precision. In order to test the validity of the algorithm, the 
synthetic data set is divided into two parts to simulate the wave change of data stream. 

In this experiment, parameter δ  is set δ = 20  in SCRP, when the new coming 
data points increase to 1000, the region density and the region-tree need to be updated 
because of the density decay. The parameter of HPStream is set l = 20 , where l  
denotes the average dimensionality. The comparison results of clustering precision are 
shown in figure 4 and figure 5. As can be seen, the clustering quality of SCRP is  
superior to HPStream. 
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When data stream changes, the historical information decays to reduce the influence on 
SCRP clustering. Other than HPStream, SCRP preserves historical information but reduc-
es its influences gradually. According to the changes of data stream, SCRP updates the 
statistics information of regions and gets accurate clustering results. When wave changes 
coming, the stability of SCRP is superior to HPStream. Compared with HPStream, SCRP 
does not need to divide data into clusters and provide the average dimensionality in ad-
vance, in addition, SCRP does not have too much requirements on parameters.  

 

 
KDD-CUP99, stream speed 200/s  

Fig. 4. Comparison of precision 

 
Synthetic data set, stream speed 200/s  

Fig. 5. Comparison of precision 

4.2 Runtime Evaluation 

In the experiment, the parameter of SCRP is δ = 20 , when the new coming data 
points increase to 1000, the region density and the region-tree need to be updated 
because of the density decay. The average dimensionality is set 20l = . As shown in 
figure 6, compared with HPStream, SCRP needs less time, and it becomes more   
obvious when the region-tree is formed and tends to stable. 
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Synthetic data set, stream speed 200/s  

Fig. 6. Comparison of runtime 

4.3 Scalability Evaluation 

In the experiment, the parameter of SCRP is δ = 20 , when the new coming data points 
increase to 1000, the region density and the region-tree need to be updated because of 
the density decay. The experiment aims to test the scalability of SCRP when the data 
dimension and the number of clusters change. As shown in figure 7, SCRP has good 
scalability to the number of clusters, and its runtime is almost linear to the number of 
clusters in subspace, as the number of clusters increases, the runtime also increases. 
 

 
Synthetic data set, stream speed 100/s 

Fig. 7. Counts of clusters in subspace 

SCRP is different to CLIQUE, its performance can hardly be influenced by the di-
mensionality, and it has good scalability to the changes of dimensionality. As shown 
in figure 8, the runtime of SCRP is almost linear to the dimensionality, as the dimen-
sionality increases, the runtime also increases. 
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Synthetic data set, stream speed 100/s  

Fig. 8. Change of dimensions 

5 Conclusion 

In this paper, a region-tree structure is designed to preserve the changes of data 
stream, and SCRP, a data stream subspace clustering algorithm based on region parti-
tion is proposed. Compared to the current data stream subspace clustering algorithms, 
SCRP can cluster in subspaces at all levels and costs less time. In addition, SCRP can 
hardly be influenced by outliers and it can record and adjust the clustering results 
according to the changes of data stream in region-tree. The experiments on real data 
set and synthetic data set show that SCRP has good effectiveness and applicability, 
and it is superior to traditional data stream subspace clustering algorithms. In the fu-
ture, we will extend our work on how to reduce the influences on clustering quality 
when the grid partition granularity changes. 
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