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Abstract. The traditional search engines don’t consider that the users interest 
are different, and they don’t provide personalized retrieval service, so the re-
trieval efficiency is not high. In order to solve the problem, a method for perso-
nalized web image retrieval based on user interest model is proposed. Firstly, 
the formalized definition of user interest model is provided. Then the user inter-
est model combines the methods of explicit tracking and implicit tracking to 
improve user’s interest information and provide personalized web image re-
trieval. Experimental results show that the user interest model can be success-
fully applied in web image retrieval. 

Keywords: user interest model, personalized, interest learning, web image  
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1 Introduction 

Information retrieval services provided by traditional search engines do not take into 
account the user's differences lead to different users enter the same keyword, the same 
search results returned. But in reality, due to differences in background knowledge, 
interests and other aspects of the different needs of users tend to be different. With the 
rapid development of information technology at the same time, people in trouble 
among the massive data, which does not distinguish between the user's information 
retrieval will consume a lot of search time and reduce the efficiency of information 
retrieval. 

In order to get a more accurate search results in line with the actual needs of differ-
ent users, personalized Web image retrieval has become a research hotspot. The es-
sence of personalized for different users with different service strategy to provide 
different services, and personalized Web image retrieval is interested in the initiative 
to learn and record the user based on the user feedback on the search results, suggest-
ing that the user's interest demand [1]. So consider the differences in the user's search, 
you can greatly improve retrieval efficiency. To solve the above problems, this paper 
presents the user interest model, support the user's personalized Web image retrieval, 
in order to improve retrieval efficiency. 

                                                           
* Corresponding author. 
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User interest model [2] is a personalized image retrieval core, which is used to 
store and manage user interest information. By collecting user feedback, establish 
initial user interest model, and then through a long learning, and constantly update the 
user interest model, and ultimately get the user's interest tends to provide personalized 
search services for different users. Currently, most studies of user interest model is 
still rare in the image field. Hsuetal[3] The user interest model used in medical image 
retrieval, but only for this type of image; Lietal[4] According to the user's interest to 
adjust the visual characteristics of the underlying weights, but ignores the Figure like 
the high-level semantic information. Through the establishment of user interest mod-
el, the use of explicit and implicit method of combining learning and to consider user 
interest by the time the impact of this factor, and constantly improve the user's interest 
in information provided by the user interest model personalized web image search 
service for users [5]. 

1.1 Image Semantic Feature Extraction 

Low-level visual features of images by color, texture and shape features characteristic 
composition. Among them, the color characteristics of HSV color space based on 20 
non-uniform quantization algorithm [6], a total of 20 dimensions. Four statistic texture 
feature extraction using GLCM, select the features that the problem: Contrast, consisten-
cy, relevance pixel gray scale and as entropy feature vector [7], at 00,450,900, 1350 ex-
tracting the four directions, four texture, composed of 16-dimensional feature vector [8]. 
Feature extraction using the seven-dimensional shape of Hu's invariant moments. In this 
paper, a method based on SVM semantic association to obtain semantic information of 
the image, as shown in Figure 1 specific method. 
 

 

Fig. 1. Extraction of image high-level semantic feature 

Based on SVM [9] semantic correlation method is to extract semantic information 
through the establishment of low-level image features to high-level features of the visual 
mapping. First calculate the underlying visual image feature vector, and use them as 
SVM input vectors, then the image class to learn to build low-level visual features of the 
image is mapped to the high-level semantics. Semantic correlation method, the semantics 
of a class associated with each one as a separate classification of the two, that is, for 
ei`ther a semantic category, the positive training examples are all the images included in 
the class, and is not a counter-example all other classes of image class. 

Web   

Image 

Texture 
feature 

svm 

classifier

Seman

tic features 

Color feature 

Shape 



190 Z. Qiu, H. Chen, and H. Zhang  

2 User Interest Model 

User interest model describes the user's interests and hobbies, plays a central role in 
personalized retrieval system, is the foundation of personalized service. User interest 
model is mainly visited by statistical and learning to get the user information, the need 
to constantly update [9]. 

User interest model (User interest model, UIM) is defined as six group: 
),,,,,,( δTFQSUM = Among them, ),...,,( 21 nuuuU = is a collection of user;  

)....,,...,,( 21 ni SSSSS = is a collection of interest to the user seman-

tics; ),...,,( 21 imiii sssS = ,it show that M i represents the user interest semantic; 

),...,,...,,( 21 ni QQQQQ =  is interested in the semantics of the initial weights cor-

responding set of users, ),...,,( 21 imiii qqqQ = ,it represents the initial weights for the 

user i of interest semantic of m; 
),...,,...,,( 21 ni FFFFF =  is that who interested in the right to terminate the cor-

responding user set value semantics. ),...,,( 21 imiii fffF = ,it represents that user i 

value the right to terminate the m interested in semantics; 
),...,,...,,( 21 ni TTTTT = record that users interested in the semantics of the time it 

first appears, Important parameters that affect the long-term interests of the users, 
),...,,...,,( 21 imijiii ttttT = ,it represents that Users interested in the semantics of m i for 

the first occurrence of the time. 
δ  is a collection of user behavior, after a series of operations in the user's right to 

the semantic values of interest to the user corresponding to the set value set by the 
initial weight value is converted to the right to terminate collection. 
 The main behavior of users as follows: 
 Query: keyword search query the user submitted images; 
 Click on browse: the user clicks on a thumbnail, browse image-related information; 
 Favorites: Users will add the current page to your favorites; 
 Download: Users download and save the image; Rating: user feedback on the 

search results and evaluation. 

Users interested in the extent of the image is mainly reflected by the access behavior 
of users, depending on the access behavior of users, for users interested in semantic 
weights updated accordingly, as shown in Table 1. 

Different users have different semantics for the same degree of interest, and therefore 

the evaluation made by different feedback δ  , weights based on the user interest se-
mantic semantics will be the degree of interest of users is divided into A, B, C, D 
shown, E5 a rating scale, specific criteria for the classification are shown in Table 2,the 

lager δ  weight, show more interest to users of the semantic category, corresponds to 
the higher degree of interest. 

A user interest corresponding to the highest degree, E corresponds to the lowest 
degree of user interest. 
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Table 1. Semantics weight value influence from user visiting action 

user access behavior δ  Image semantic weights ),( ijij fq  

Query 1.0+= ijij fq    
ijij qf =  

Click on Browse 2.0+= ijij fq    ijij qf =  

Favorites 3.0+= ijij fq    ijij qf =  

Download 4.0+= ijij fq    ijij qf =  

Evaluation 1.0×+= αijij fq ijij qf =  

 

Table 2. User interest degree to semantics 

The degree of 
user interest 

A B C D E 

Weights α  0  1 2  3  4  

3 Users Interested in Learning 

Due to the volatility of the user's interest has, therefore need to access the user's beha-
vior, the use of interest corresponding learning algorithm to adapt to constantly update 
the user's corresponding changes [10]. To address this problem, we first establish the 
initial user interest model based on the information and the user's first visit to the 
behavior of user-submitted, and user access behavior using explicit and implicit learn-
ing method combining constantly improve the user interest model. 

3.1 Explicit Learning 

Explicit learning refers users to choose their own interest or the semantics of the re-
trieved images for feedback and evaluation, so as to achieve the purpose of learning 
[11]. According to the semantics of the user is interested, you can get the user rating 
matrix, using an M × N matrix to represent, as shown in equation (1). M wherein M 
represents the row number of users, N of the N columns represent the semantics of a 
user element represents a semantic score 
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information, that after a user browse images, images of scores presented to illustrate 
the extent of the image of the user interested. We define the rating scale is divided 
into five, as shown in Table 3-2. Through the study of user feedback information, the 
system to dynamically update the user interest information. 

In practice, the user's interest is constantly changing, and each user generally only 
a small part of all the information on the entries were evaluated, all due to the 

),( NMR  become an extremely sparse matrix. User rating for sparse matrix prob-

lems, Based on the user's implicit interest in learning to solve. 

3.2 Implicit Learning 

Since the display user data collected to learn there may be some false information or 
non-real feedback and evaluation, we can analyze the behavior of the user's access to 
the user's interest in implicit learning, in order to constantly improve the user interest 
model, to provide users personalized service [12]. 

Users interested in implicit learning is automatic, so the system can automatically 
update the user interest model based on user access behavior. Users to perform que-
ries, click Browse, when collections, download and other actions, the user interested 
in semantics corresponding weights will increase. When utilizing user interest model 
retrieval of image information, priority will weights greater semantic class returned to 
the user. User access behavior reflects the degree of interest to users of the resource, 
the impact of user access to semantic degree of interest shown in Table 1. According 
to the behavior of users can get access to the following scoring matrix: 
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                (2) 

When a user interested in for a resource, the user when browsing this page will 
consume more time and will often repeat visits to the page, so we can use the access 
time and access frequency to calculate the user a certain degree of interest in seman-
tics, and users will be affected interest of time, with the loss of time and gradually 
weakened, and therefore the degree of user interest can be defined as: 

hl

TTl

e
L

l

T

t

N

n )(log2

)(F
−

××+=                        (3) 

Where n is the number of visits to the semantic-based nodes, the total number of 
N-based visits, t is access to the semantic node consumes time, T is the total time of 
the site visit used, l-oriented semantics visit nodes , L is the total number of points 
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semantic festival website. 
hl

TTl

e
)(log 2 −

is amnesia factor,h1 is Life Cycle parameters, 
generally, One week after exposure to new knowledge will begin to forget, so h1 
equals seven, T for users interested in the semantics of the first occurrence time, Tl is 
the last time the user behavior. Degree of interest in using the above model of equa-
tion (1) to be updated, user rating matrix obtained, see equation (4). 
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Combining the formula (2) and (4) update the user to obtain the final score matrix, 
see equation (5). 
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4 Results 

Experiment, Corel Photo gallery and join the network video material in the library 
portion of the image, a total of 6000 images, these images into 80 semantic categories, 
such as mammals, birds, reptiles, plants, vehicles, buildings and so on. Select a pic-
ture in each of the semantic class as a representative, and labeling. Taking into ac-
count the large amount of computation problems, the experiment only 80 randomly 
selected semantic class 100 image as a query test set, the image retrieval model based 
on user interest and user interest model does not use image retrieval done comparative 
experiments, the test results are shown in Figure 2. 

As can be seen from the experimental results, the model-based image retrieval of 
user interest, and do not use the results of user interest model approach compared to 
average precision has been significantly improved. After a user submits a query image 
keywords, correct image appears before the first one is the probability of 10 up to 
96%, compared with not using user interest model higher than 6.9%. Visible, user 
interest model presented in this paper can be more accurate characterization of the 
user's interest, applied to Web image retrieval, effectively improve the efficiency of 
the image retrieval. 
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Fig. 2. Image semantics annotation accuracy by using user interest model 

5 Conclusions 

User interest model is the key technology of personalized image retrieval through user 
feedback speculated that the user needs to effectively compensate for the semantic 
gap problem underlying visual features and high-level semantics between. This paper 
presents an improved user interest model, and gives the formal definition, then the use 
of explicit and implicit tracking combined method for tracking user interest for learn-
ing, and constantly improve the user interest information [13]. Can provide persona-
lized Web image retrieval service for users through the user interest model. The expe-
rimental results show that the model of interest to the user to effectively improve the 
efficiency of the image retrieval. Will further study among users with similar interests 
hobby migration issues, has studied the use of user interest information to improve the 
new registered users interested in information retrieval quickly provide personalized 
service for new users. 
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