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Preface

As the program chairs of the International Conference of Young Computer Sci-
entists, Engineers and Educators 2015 (ICYCSEE 2015), it is our great pleasure
to welcome you to the proceedings of the conference, which was held in Harbin,
China. The goal of this conference is to provide a forum for young computer sci-
entists, engineers, and educators. Even though ICYCSEE is a new conference,
it has already had an impact on the community.

The call for papers of this year’s conference attracted 200 paper submissions.
After the hard work of the Program Committee, 61 papers were accepted to ap-
pear in the conference proceedings. The main topic of this conference is big data
which is one of the hot research fields. The accepted papers cover a wide range
of topics related to big data such as big data management, big data learning,
big data harvest, big data communication, big data analysis, big data education,
and big data applications.

We would like to thank all the Program Committee members for their hard
work in completing the review tasks. Their collective efforts made it possible to
attain quality reviews for all the submissions within a few weeks. Their diverse
expertise in each individual research area has helped us to create an exciting
program for the conference. Their comments and advice helped the authors to
improve the quality of their papers and gain deeper insights.

On behalf of the Program Committee, we would also like to thank the two
keynote speakers. Prof. Yan Huang, from University of North Texas, gave a talk
titled “Data-Driven, Dynamic, and Smarter Urban Transportation Systems.”
Mr. Xiaosheng Tan, the CTO, VP and CPO (Chief Privacy Officer) of the Qihoo
360 Technology Co. Ltd., discussed “Big Data Based Threat Detection.”

Great thanks should also go to the authors and participants for their tremen-
dous supports in making the conference a success. We thank Dr. Lanlan Chang
from Springer, whose professional assistance was invaluable in the production of
the proceedings.

Besides the technical program, this year the ICYCSEE offered different ex-
periences to the participants. We welcome to you the north-east China to enjoy
the beautiful scene of ice and snow in Harbin. We hope you enjoy the conference
proceedings.

December 2014 Hongzhi Wang
Haoliang Qi

Wanxiang Che



Organization

The International Conference of Young Computer Scientists, Engineers and
Educators (ICYCSEE) 2015 (http://icycsee.hljit.edu.cn) took place in
Harbin, China, January 10–12, 2015, hosted by the Heilongjiang Institute of
Technology.

General Chairs

Hongzhi Wang Harbin Institute of Technology
Li Dong Heilongjiang Institute of Technology

Program Chairs

Haoliang Qi Heilongjiang Institute of Technology
Wanxiang Che Harbin Institute of Technology

Educational Program Chairs

Zhaowen Qiu Northeast Forestry University

Industrial Program Chairs

Yanjuan Sang Gopha Group

Demo Chairs

Zhongyuan Han Heilongjiang Institute of Technology

Local Chairs

Zeguang Lu ZhongkeYunhai Inc.
Leilei Kong Heilongjiang Institute of Technology

Register Chairs

Junyu Lin Harbin Engineering University



VIII Organization

Financial Chairs

Hui Gao Harbin Huade University

Program Area Chairs

Artificial Intelligence Guanglu Sun, Harbin University of Science and
Technology

Big Data Jinbao Wang, Harbin Institute of Technology

Program Committee

Bach, Nguyen Carnegie Mellon University, USA
Bu, Jiajun Zhejiang University, China
Bao, Zhifeng University of Tasmania, Australia
Bigi, Brigitte Laboratoire Parole et Langage Aix en Provence,

France
Bond, Francis Nanyang Technological University, Singapore
Ben, Guosheng Institute of Computing Technology, Chinese

Academy of Science, China
Blache, Philippe Laboratoire Parole et Langage Aix en Provence,

France
Bu, Yingyi UCI, USA
Banchs, Rafael Human Language Technology Institute for

Infocomm Research A*Star, Singapore
Cai, Shu University of Southern California, USA
Chan, Paul Human Language Technology Institute for

Infocomm Research A*Star, Singapore
Chen, Hsin-Hsi National Taiwan University, Taiwan
Cao, Xiaochun Institute of Information Engineering, Chinese

Academy of Sciences, China
Castelli, Eric Maryland Institute College of Art, Vietnam
Chang, Chin-Chen Feng Chia University, Taiwan
Cheng, Chin-Chuan Academia Sinica, Taiwan
Cen, Ling Human Language Technology Institute for

Infocomm Research A*Star, Singapore
Caelen-Haumont, Genevieve Hanoi University of Science and Technology,

Vietnam
Choi, Key-Sun Korea Advanced Institute of Science and

Technology, Korea
Chang, Tao-Hsing National Chiao Tung University, Taiwan
Cui, Bin Peking University, China



Organization IX

Che, Wanxiang Harbin Institute of Technology, China
Chen, Yidong Amoy University, China
Cai, Zhipeng Georgia State University, USA
Chen, Xiaojiang Northwest University, China
Chen, Wenliang Human Language Technology Institute for

Infocomm Research A*Star, Singapore
Chen, Wenliang SooChow University, China
Chen, Boxing National Research Council Canada, Institute

for Information Technology, Canada
Cao, Hoang-Tru Ho Chi Minh City University of Technology,

Vietnam
Dong, Tianyang Zhejiang University of Technology, China
Deng, Yong Southwest University, China
Do, Quang University of Illinois at Urbana-Champaign,

America
Do, Ngoc-Diep Hanoi University of Science and Technology,

Vietnam
Dong, Minghui Institute for Infocomm Research, Singapore
Duan, Xiangyu Human Language Technology Institute for

Infocomm Research A*Star, Singapore
Dinh, Dien University of Natural Sciences, Vietnam
d’Alessandro, Christophe The Computer Science Laboratory for

Mechanics and Engineering Sciences, France
F., Robert Carnegie Mellon University, USA
Fu, Guohong Heilongjiang University, China
Guan, Yi Harbin Institute of Technology, China
Gao, Jing Buffalo, The State University of New York,

USA
Guo, Li Institute of Information Engineering, Chinese

Academy of Sciences, China
Guo, Tao China Information Technology security

Evaluation Center, China
Ge, Tingjian University of Massachusetts, Lowell, USA
Gao, Jianfeng Microsoft, USA
He, Lin Wuhan University, China
Ho, Bao-Quoc University of Natural Sciences, Vietnam
Huang, Xuanjing Fudan University, China
Hsieh, Fuhui Tatung University, Taiwan
He, Zhongjun Baidu, USA
Hu, Chunming Beihang University, China
Huang, Gai-Tai Takming University of Science and Technology,

Taiwan
Ho, Tu-Bao Japan Advanced Institute of Science and

Technology, Japan
Han, Yinhe Institute of Computing Technology, Chinese

Academy of Science, China



X Organization

Hong, Helena Nanyang Technological University, Singapore
Hu, Yunhua Microsoft Research Asia, China
Huang, Yun National University of Singapore, Singapore
Jiang, Bo Zhejiang Gongshang University, China
Ji, Donghong Wuhan University, China
Kashioka, Hideki The National Institute of Information and

Communications Technology, Japan
Kong, Fang Soochow University, China
Khattak, Asad Kyung Hee University, Korea
Kim, Jong-Bok Kyung Hee University, Korea
Liu, Qun Institute of Computing Technology, Chinese

Academy of Science, China
Lin, Hongfei Dalian University of Technology, China
Liu, Bingquan Harbin Institute of Technology, China
Li, Deng Middle and Southern University, China
Lu, Jiaheng Renmin University, China
Liu, Chao-Lin National Chengchi University, Taiwan
Li, Shoushan Soochow University, China
Li, Haifeng Harbin Institute of Technology, China
Luong, Chi-Mai Institute of Information Technology, Vietnam
Li, Guoliang Tsinghua University, China
Lam, Olivia The University of Hong Kong, Hong Kong
L., Daniel Acadia University, Canada
Liu, YuanChao Harbin Institute of Technology, China
Liu, Yang Tsinghua University, China
Le, Thanh-Huong Hanoi University, Vietnam
Leung, Cheung-Chi Human Language Technology Institute for

Infocomm Research A*Star, Singapore
Liu, Xiaoguang Nankai University, China
Lu, Dongxin ZTE Shenzhen Joint Technology Co., Ltd.,

China
Lu, Xugang The National Institute of Information and

Communications Technology, Japan
Lu, Jun Soochow University, China
Lai, Tom City University of Hong Kong, Hong Kong
Li, Peng Harbin University of Science and Technology,

China
Liu, Donghong Central China Normal University, China
Lang, Jun Human Language Technology Institute for

Infocomm Research A*Star, Singapore
Ma, Shuai Beihang University, China



Organization XI

Ma, Shaoping Tsinghua University, China
Miao, Di Naval University of Engineering, China
Ma, Yanjun Baidu Inc., China
Miao, Qiguang Xidian University, China
Meng, Yao Fujitsu R&D Center Co., Ltd., China
Ma, Bingxian University of Ji’nan, China
Martin, Philippe University of Toronto, Canada
Michaud, Alexis National Center for Scientific Research, France
Ma, Bin Human Language Technology Institute for

Infocomm Research A*Star, Singapore
Nocera, Pascal University of Avignon, France
Narang, Vaishna Jawaharlal Nehru University, India
Nguyen, Quoc-Cuong Hanoi University of Science and Technology,

Vietnam
Ni, Jun The University of Iowa, USA
No, Yongkyoon Chungnam National University, Korea
Nguyen, Thi-Minh-Huyen The University of Lorraine, France
Nie, Jianyun University of Montreal, Canada
Nguyen, Viet-Son Hanoi University of Science and Technology,

Vietnam
Nguyen, Phuong-Thai Vietnam National University, Vietnam
Nasun, Urt Inner Mongolia University, China
Peri, Bhaskararao Tokyo University, Japan
Potthast, Martin Bauhaus-Universität Weimar, Germany
Pan, Heng Zhongyuan University of Technology, China
Phan, Thi-Tuoi Ho Chi Minh City University of Technology,

Vietnam
Qin, Pinle North University of China, China
Qian, Longhua Soochow University, China
Riza, Hammam Agency for the Assessment and Application

of Technology, Indonesia
Song, Yangqiu UIUC, USA
Sornlertlamvanich, Virach Thammasat University, Thailand
Shan, Shiguang Institute of Computing Technology, Chinese

Academy of Sciences, China
Shi, Xiaodong Amoy University, China
Sun, Jun National University of Singapore, Singapore
Smaili, Kamel The University of Lorraine, France
Shao, Bin MSRA, China
Sun, Le Institute of Software Chinese Academy

of Sciences, China
Su, Jinsong Amoy University, China
Shen, Jialie Singapore Management University, Singapore
Tang, Jin Anhui University, China



XII Organization

Truong, Quang-Dang-Khoa Nagaoka University of Technology, Japan
Tao, Jianhua Institute of Automation of the Chinese

Academy of Sciences, China
Tran, Do-Dat Maryland Institute College of Art, Vietnam
Tian, Feng Institute of Software of Chinese Academy

of Sciences, China
Vallee, Natalie Institute National Polytechnique de Grenoble,

France
Vitrant, Alice The National Center for Scientific Research,

France
Vu, Hai-Quan University of Natural Sciences, Vietnam
Wang, Huiqiang Harbin Engineering University, China
Wang, Jinbao Harbin Institute of Technology, China
Wu, Yunfang Peking University, China
Wang, Hsin-Min Academia Sinica, Taiwan
Wu, Chung-Hsien National Cheng Kung University, Taiwan
Wang, Tao IDG Arts Company, China
Wang, Ronggang Peking University ShenZhen Graduate School,

China
Wu, Xianchao Baidu Inc., China
Wutiwiwatchai, Chai National Electronics and Computer Technology

Center, Thailand
Wang, Haifeng Baidu, China
Wu, Wenjun Beihang University, China
Wa, Siu Human Language Technology Institute for

Infocomm Research A*Star, Singapore
Wang, Changbo East China Normal University, China
Wang, Xuan Harbin Institute of Technology Shenzhen

Graduate School, China
Wang, Hui National University of Singapore, Singapore
Wu, Di Dalian University of Technology, China
Wang, Zhihui Dalian University of Technology, China
Wang, Cheng Xiamen University, China
Wu, Di Sun Yat-sen University, China
Xu, Jiuyun China University of Petroleum, China
Xie, Xing Microsoft Research, China
Xiong, Deyi SooChow University, China
Xue, Yongzeng Harbin Institute of Technology, China
Yao, Nianmin Dalian University of Technology, China
Yao, Yu Northeastern University, China
Ye, Haizhi Henan Normal University, China
Yen, Ngoc Hanoi University of Science and Technology,

Vietnam



Organization XIII

Yang, Muyun Harbin Institute of Technology, China
Yu, Hao Fujitsu, China
Yang, Xiaochun Northeast University, China
Zhang, Rui Melbourne University, Australia
Zheng, Dequan Harbin Institute of Technology, China
Zhou, Shijie University of Electronic Science and

Technology of China, China
Zhang, Dongdong Microsoft Research Asia, China
Zou, Qingguo Lanzhou University, China
Zhang, Haiyi Acadia University, Canada
Zhang, Yue Singapore University of Technology and Design,

Singapore
Zhang, Tian Nanjing University, China
Zhang, Min Human Language Technology Institute for

Infocomm Research A*Star, Singapore
Zheng, Nengheng Shenzhen University, China
Zhao, Xiaohui University of Canberra, Australia
Zhao, Hai Shanghai Jiao Tong University, China
Zhang, Min Soochow University, China
Zhang, Xiaoheng The Hong Kong Polytechnic University,

Hong Kong
Zhu, Leihuang Beijing Institute of Technology, China
Zhang, Hui Institute for Infocomm Research, Singapore
Zhang, Quan Institute of Acoustics of the Chinese Academy

of Sciences, China
Zhang, Wenqiang Fudan University, China
Zhu, Muhua Northeastern University, China
Zhu, Qiaoming Soochow University, China
Zhen, Han Beijing Jiaotong University, China
Zhou, Yu Institute of Automation of the Chinese

Academy of Sciences, China
Zhu, Weijun Zhengzhou University, China
Zhang, Baoxian University of Chinese Academy of Sciences,

China
Zheng, Jun Southeast University, China
Zhang, Hongli Harbin Institute of Technology, China
Zhang, Zhiqiang Harbin Engineering University, China
Zhu, Jingbo Northeastern University, China
Zong, Chengqing Institute of Automation of the Chinese

Academy of Sciences, China



Table of Contents

Big Data Theory

Theory of the Solution of Inventive Problems (TRIZ) and Computer
Aided Design (CAD) for Micro-electro-mechanical Systems (MEMS) . . . 1

Huiling Yu, Shanshan Cui, Dongyan Shi, Delin Fan, and Jie Guo

A Distributed Strategy for Defensing Objective Function Attack in
Large-scale Cognitive Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

Guangsheng Feng, Junyu Lin, Huiqiang Wang, Xiaoyu Zhao,
Hongwu Lv, and Qiao Zhao

An Energy Efficient Random Walk Based Expanding Ring Search
Method for Wireless Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

Huiqiang Wang, Xiuxiu Wen, Junyu Lin, Guangsheng Feng,
and Hongwu Lv

Reconstructing White Matter Fiber from Brain DTI for Neuroimage
Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

Gentian Li, Youxiang Duan, and Qifeng Sun

Resolution Method of Six-Element Linguistic Truth-Valued First-Order
Logic System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

Li Zou, Di Liu, Yingxin Wang, and Juan Qu

Graph Similarity Join with K -Hop Tree Indexing . . . . . . . . . . . . . . . . . . . . 38
Yue Wang, Hongzhi Wang, Chen Ye, and Hong Gao

Efficient String Similarity Search on Disks . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
Jinbao Wang and Donghua Yang

A Joint Link Prediction Method for Social Network . . . . . . . . . . . . . . . . . . 56
Xiaoqin Xie, Yijia Li, Zhiqiang Zhang, Shuai Han, and Haiwei Pan

HCS: Expanding H-Code RAID 6 without Recalculating Parity Blocks
in Big Data Circumstance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

Shiying Xia, Yu Mao, Minsheng Tan, and Weipeng Jing

Efficient Processing of Multi-way Joins Using MapReduce . . . . . . . . . . . . . 73
Linlin Ding, Siping Liu, Yu Liu, Aili Liu, and Baoyan Song

A Selection Algorithm of Service Providers for Optimized Data
Placement in Multi-Cloud Storage Environment . . . . . . . . . . . . . . . . . . . . . 81

Wenbin Yao and Liang Lu



XVI Table of Contents

Data-Aware Partitioning Schema in MapReduce . . . . . . . . . . . . . . . . . . . . . 93
Liang Junjie, Liu Qiongni, Yin Li, and Yu Dunhui

An ICN-Oriented Name-Based Routing Scheme . . . . . . . . . . . . . . . . . . . . . . 101
Sun Yanbin, Zhang Yu, Zhang Hongli, Fang Binxing, and Shi Jiantao

Partial Clones for Stragglers in MapReduce . . . . . . . . . . . . . . . . . . . . . . . . . 109
Jia Li, Changjian Wang, Dongsheng Li, and Zhen Huang

A Novel Subpixel Curved Edge Localization Method . . . . . . . . . . . . . . . . . 117
Zhengyang Du, Wenqiang Zhang, Jinxian Qin, Hong Lu,
Zhong Chen, and Xidian Zheng

Maximal Influence Spread for Social Network Based on MapReduce . . . . 128
Qiqi Shi, Hongzhi Wang, Dong Li, Xinfei Shi, Chen Ye,
and Hong Gao

Implementation of Dijkstra’s Token Circulation on Sensor Network . . . . . 137
Zhiqiang Ma, Achuan Wang, and Jifeng Guo

Co-simulation and Solving of Clapper Type Relay Dynamic
Characteristics Based on Multi-software . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

Guo Jifeng, Ma Yan, Ma Zhiqiang, Li He, and Yu Haoliang

iHDFS: A Distributed File System Supporting Incremental
Computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

Zhenhua Wang, Qingsong Ding, Fuxiang Gao, Derong Shen,
and Ge Yu

Unstructured Big Data Processing

Chinese Explanatory Segment Recognition as Sequence Labeling . . . . . . . 159
Yu He, Da Pan, and Guohong Fu

An Unsupervised Method for Short-Text Sentiment Analysis Based on
Analysis of Massive Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

Zhenhua Huang, Zhenrong Zhao, Qiong Liu, and Zhenyu Wang

Normalization of Homophonic Words in Chinese Microblogs . . . . . . . . . . . 177
Xin Zhang, Jiaying Song, Yu He, and Guohong Fu

Personalized Web Image Retrieval Based on User Interest Model . . . . . . . 188
Zhaowen Qiu, Haiyan Chen, and Haiyi Zhang

Detection of Underwater Objects by Adaptive Threshold FCM Based
on Frequency Domain and Time Domain . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196

Xingmei Wang, Guangyu Liu, Lin Li, and Shouxuan Jiang

Discovering Event Regions Using a Large-Scale Trajectory Dataset . . . . . 204
Ling Yang, Zhijun Li, and Shouxu Jiang



Table of Contents XVII

An Evolutional Learning Algorithm Based on Weighted Likelihood for
Image Segmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

Yu Lin-Sen, Liu Yong-Mei, Sun Guang-Lu, and Li Peng

Visualization Analysis for 3D Big Data Modeling . . . . . . . . . . . . . . . . . . . . 220
TianChi Zhang, Jing Zhang, JianPei Zhang, HaiWei Pan,
and Kathawach Satianpakiranakorn

MBITP: A Map Based Indoor Target Prediction in Smartphone . . . . . . . 228
Bowen Xu and Jinbao Li

A Method of Automatically Generating 2D Animation Intermediate
Frames . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237

Zhaowen Qiu, Haiyan Chen, Tingting Zhang, and Yan Gao

Machine Learning for Big Data

Metric Learning with Relative Distance Constraints:
A Modified SVM Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 242

Changchun Luo, Mu Li, Hongzhi Zhang, Faqiang Wang,
David Zhang, and Wangmeng Zuo

An Efficient Webpage Classification Algorithm Based on LSH . . . . . . . . . 250
Junjun Liu, Haichun Sun, and Zhijun Ding

Semi-supervised Affinity Propagation Clustering Based on Subtractive
Clustering for Large-Scale Data Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 258

Qi Zhu, Huifu Zhang, and Quanqin Yang

Gene Coding Sequence Identification Using Kernel Fuzzy C-Mean
Clustering and Takagi-Sugeno Fuzzy Model . . . . . . . . . . . . . . . . . . . . . . . . . 266

Tianlei Zang, Kai Liao, Zhongmin Sun, Zhengyou He,
and Qingquan Qian

Image Matching Using Mutual k-Nearest Neighbor Graph . . . . . . . . . . . . . 276
Ting-ting Li, Bo Jiang, Zheng-zheng Tu, Bin Luo, and Jin Tang

A New Speculative Execution Algorithm Based on C4.5 Decision Tree
for Hadoop . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 284

Yuanzhen Li, Qun Yang, Shangqi Lai, and Bohan Li

An Improved Frag-Shells Algorithm for Data Cube Construction Based
on Irrelevance of Data Dispersion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 292

Dong Li, Zhipeng Gao, Xuesong Qiu, Ran He, Yuwen Hao,
and Jingchen Zheng



XVIII Table of Contents

An Availability Evaluation Method of Web Services Using Improved
Grey Correlation Analysis with Entropy Difference and Weight . . . . . . . . 300

Zhanbo He, Huiqiang Wang, Junyu Lin, Guangsheng Feng,
Hongwu Lv, and Yibing Hu

Equal Radial Force Structure Pressure Sensor Data Analysis and Finite
Element Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 309

Lian-Dong Lin, Cheng-Jun Qiu, Xiang Yu, and Peng Zhou

Knowledge Acquisition from Forestry Machinery Patent Based on the
Algorithm for Closed Weighted Pattern Mining . . . . . . . . . . . . . . . . . . . . . . 320

Huiling Yu, Jie Guo, Dongyan Shi, Guangsheng Chen,
and Shanshan Cui

Information Propagation with Retweet Probability on Online Social
Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 326

Xing Tang, Yining Quan, Qiguang Miao, Ruihong Hou,
and Kai Deng

A Data Stream Subspace Clustering Algorithm . . . . . . . . . . . . . . . . . . . . . . 334
Xiang Yu, Xiandong Xu, and Liandong Lin

Big Data Security

Fine-Grained Access Control for Big Data Based on CP-ABE in Cloud
Computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 344

Qi Yuan, Chunguang Ma, and Junyu Lin

The New Attribute-Based Generalized Signcryption Scheme . . . . . . . . . . . 353
Yiliang Han, Yincheng Bai, Dingyi Fang, and Xiaoyuan Yang

An Improved Fine-Grained Encryption Method for Unstructured Big
Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 361

Changli Zhou, Chunguang Ma, and Songtao Yang

Education Track

Research and Reflection on Teaching of C Programming
Language Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 370

Hui Gao, Zhaowen Qiu, Di Wu, and Liyan Gao

A Peer Grading Tool for MOOCs on Programming . . . . . . . . . . . . . . . . . . . 378
Zhaodong Wei and Wenjun Wu

DIPP—An LLC Replacement Policy for On-chip Dynamic
Heterogeneous Multi-core Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 386

Zhang Yang, Xing Zuocheng, and Ma Xiao



Table of Contents XIX

Data Flow Analysis and Formal Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . 398
Yanmei Li, Shaobin Huang, Junyu Lin, and Ya Li

10-Elements Linguistic Truth-Valued Intuitionistic Fuzzy First-Order
Logic System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 407

Yingxin Wang, Xin Wen, and Li Zou

Industry Track

The Research of Heartbeat Detection Technique for Blade Server . . . . . . 418
Weiwei Jiang, Naikuo Chen, and Shihua Geng

The Monitoring with Video and Alarm System Based
on Linux Router . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 425

Qiqing Huang, Yan Chen, Honge Ren, and Zhaowen Qiu

The Design and Implementation of an Encrypted U-Disk
Based on NFC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 433

Yunhang Zhang, Chang Hou, Yan Chen, Qiqing Huang, Honge Ren,
and Zhaowen Qiu

An On-chip Interconnection QoS Verification Platform of Processor of
Large Data for Architectural Modeling Analysis . . . . . . . . . . . . . . . . . . . . . . 439

Li Qinghua, Qin Jilong, Ding Xu, Wang Endong, and Gong Weifeng

Demo Track

Paradise Pointer: A Sightseeing Scenes Images Search Engine Based on
Big Data Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 448

Jie Pan, Hongzhi Wang, Hong Gao, Wenxuan Zhao, Hongxing Huo,
and Huirong Dong

Chinese MOOC Search Engine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 453
Bo An, Tianwei Qu, Haoliang Qi, and Tianwei Qu

HawkEyes Plagiarism Detection System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 459
Leilei Kong, Jie Li, Feng Zhao, Haoliang Qi, Zhongyuan Han,
Yong Han, and ZhiMao Lu

LRC Sousou: A Lyrics Retrieval System . . . . . . . . . . . . . . . . . . . . . . . . . . . . 464
Yong Han, Li Min, Yu Zou, Zhongyuan Han, Song Li, Leilei Kong,
Haoliang Qi, Wenhao Qiao, Shuo Cui, and Hong Deng

Reduce the Shopping Distance: Map Region Search Based on High
Order Voronoi Diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 468

Zhi Yu, Can Wang, Jiajun Bu, Mengni Zhang, Zejun Wu,
and Chun Chen



XX Table of Contents

Applications of Bootstrap in Radar Signal Processing . . . . . . . . . . . . . . . . . 474
Lei Liu, Dandan Fu, Yupu Zhu, Dan Su, and Ming Diao

SAR Image Quality Assessment System Based on Human Visual
Perception for Aircraft Electromagnetic Countermeasures . . . . . . . . . . . . . 480

Jiajing Wang, Dandan Fu, Tao Wang, and Xiangming An

A Novel Multivariate Polynomial Approximation Factorization of Big
Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 484

Guotao Luo and Guang Pei

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 497



H. Wang et al. (Eds.): ICYCSEE 2015, CCIS 503, pp. 1–7, 2015. 
© Springer-Verlag Berlin Heidelberg 2015 

Theory of the Solution of Inventive Problems (TRIZ)  
and Computer Aided Design (CAD)  

for Micro-electro-mechanical Systems (MEMS) 

Huiling Yu1,2, Shanshan Cui2, Dongyan Shi3, Delin Fan2,*, and Jie Guo2 

1Postdoctoral Research Station of Mechanical Engineering,  
Harbin Engineering University, 150001, China 

yhl2016@163.com 
2Northeast Forestry University, 150040, China 

{yhl2016,Cuishanshan510122,gj2618}@163.com, dlfan33@aliyun.com 
3College of Mechanical and Electrical Engineering,  

Harbin Engineering University, 150001, China 
920537172@qq.com 

Abstract. Satellite remote sensing technology[1] is widely used in all walks of 
life ,which plays an increasingly remarkable results in natural disasters(sudden 
and major).With more and more launch and application of high resolution satel-
lite, the texture information in remote sensing imagery becomes much more ab-
undant. In the age of big data, for the infrared remote sensor has short life, 
which annoys many people. In the packaging process, due to a difference in 
thermal expansion coefficients [2] between the flip-chip bonded MEMS device 
and the substrate, cooling after bonding can cause the MEMS to buckle. Com-
bine TAIZ theory with the flexure design in CAD to solve the problem. It can 
be obtained that increasing fold length can reduce warpage. By solving the de-
formation problem of MEMS devices can facilitate the development of flip chip 
technology, and make for the further application of the TRIZ theory in the study 
of remote sensing equipment. 

Keywords: TRIZ conflict matrix, coefficient of thermal expansion, pile welding, 
Fourier's Law. 

1 Introduction 

MEMS developed with the advancements of Semiconductor, using similar integrated 
circuit technology. Along with the integration and performance of integrated circuits 
have been constantly improving in accordance with the Moore's Law [3],MEMS tried 
to make mechanical components or systems, sensor, actuator and instrument equip-
ment miniaturization. The electronic industry is seeing an increasing interest of 
MEMS devices across multiple consumer applications. Design and manufacturing 
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technology of the MEMS [4] chip has been quite mature, but because the research of 
MEMS packaging technology[5]has lagged far behind, so that many MEMS chip 
does not have practical application, which limits the development of MEMS. MEMS 
packaging technology has its own particularity and complexity. The above poses a 
tough test for Packaging Technology. To prevent the device (due to thermal mis-
match) producing too much stress is the key problem in package technology, which 
leads to decreasing reliability in the processes of dynamic resource encapsulat-
ing[6].Reliability of MEMS is essential to its successful application. In order to solve 
this problem, TRIZ and the flexure design are used in the package technology. This 
paper regards the LED of the infrared camera as the object of study .Find the optimi-
zation of the parameters and the deterioration of the parameters, and then finds out a 
Principle to solve this problem. 

2 TRIZ Theoretical Basis 

TRIZ [7] is a method for creating a science. It is oriented to guide people to innova-
tion. Solving the problem is the core problem of the invention, and the design 
doesn’t overcome conflicts which are not innovative. Discovering and resolving 
conflicts are the force of evolution, which can make the product more idealized. 
TRIZ analysis tool consist of algorithm, Su-field analysis, conflict analysis and 
Functional analysis. The tools are used for analyzing, problem model and conver-
sion. In the process of technical conflict, check the conflict matrix [8]. Different 
control parameters (A value of 1 or 2) will produce different technical conflict (con-
flict 1 and conflict 2).Choose proper parameters in order to seek out a correct prin-
ciple. Then apply the conflict matrix and invention principle to form the innovation 
solution, as is shown in figure 1.   

 

 

Fig. 1. Conflict analysis process 
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3 TRIZ Innovative Methods Applied in a Flexible Welding 
Process 

3.1 Description and Analysis of the Bonding Failure in Infrared Camera 

Flip chip bonding develops towards bump high density [9] and ultra-fine pitch. The 
higher the chip power consumption and power density are, the more pronounced ef-
fects and surface effects are .The mismatch of heat stress is more severe ,which can 
cause the MEMS devices to distortion, warping or scratches more easily. Excessive 
stress concentration can produce the bonding failure. In the package and this welding 
process, changing the external temperature can cause the release of too much stress 
due to a difference in thermal expansion coefficients, which causes the package devia-
tion. The main reason for the bonded failure [10] of the infrared camera is LED'S heat 
dissipation issues, which can have significant effect on the life of the device. After 
welding process, there is temperature difference between surface and internal as a 
result of diverse state. This reason can produce the periodic shear stress on the weld-
ing surface. Solder crack even the wafer crack would be taken shape caused by the 
periodic shear stress, eventually result in device failure owning to thermal fatigue. In 
the chip and the bonding layer, the maximal thermal shear deformation [11] can be 
estimated by a formula. 

            dTDS ∗ΔΔ= 2/α                             (1) 

In the formula (1), D is chip diagonal size; S is the thermal shear deformation; d is 
welding layer thickness; Δ T=T Max-T Min, T max is the solidification of the solder 
wire temperature, T min is the lowest temperature screening device; Δ α is the thermal 
expansion coefficients between the chip and the substrate material. The bigger Δ α is, 
the more S becomes. The increase of S will lead to buckle of the device more easily. 

3.2 The Solution of the Bonding Failure in Infrared Camera 

In this paper, we solve this problem by using the correct material selection, welding 
method, weld design, flexure design [12], temperature control and TRIZ. Combine 
parameters of the flexure design with its own problem, and we conclude that changing 
the folding length, folding spacing and number of folding can reduce the warpag. Fold 
spacing and fold length [13] can be shown in figure2.Then, we can find out the opti-
mization of the parameters and the deterioration of the parameters in conflict matrix. 

In accordance with the above procedure, deal with the welding process issues and 
seek out the basic factors that need to be solved. The basic elements of flip chip bond-
ing technology [14] innovation methods include the conflict parameters and prin-
ciples. The conflict parameters for flip chip bonding process refer to having the oppo-
site behavior characteristics. In practice, we can find the optimization of the parame-
ters and the deterioration of the parameters through technical analysis and abstraction. 
We can seek out the principle by these parameters in conflict matrix. Conflict parame-
ters which are applied in the flip chip bonding process, one part is from descriptions  
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Fig. 2. Parameters for the flexure design 

that TRIZ is used in the field of flip welding, and the other part is from an overview 
on the flip of the welding process. In the actual flip welding, due to the characteristics 
of the parameter itself, even though one parameter also has the conflict relationship. 
For example, the speed parameter contains flip welding speed, wire feed speed, weld-
ing wire melting speed, cooling speed. When improving the welding wire melting 
speed, may lead to the deterioration of the welding speed. Thus, innovators can more 
fully consider the conflict relationship between parameters, in order to get the best 
innovation solution embodied overall best performance.  

In this paper, we solve the bonding failure by changing the folding length. We in-
crease the folding length; meanwhile, the area will increase. So the area is the deteri-
oration parameter. Obviously, an optimization parameter is the stress or pressure. We 
find out the thermal expansion principle by two parameters in conflict matrix. Specif-
ically, as is shown in table1. 

Table 1. Conflict Matrix 

  6 
  Area of non-moving object 

11 The stress or press 10,15,36,37 
   

 
The identification and resolution of contradictions is a key element of the TRIZ 

problem solving ethos. Inside all interesting problems and we always find one or 
more such contradictions. If we can identify these contractions and resolve them, we 
will have devised a high quality solution to problem-not merely a better compromise, 
but an innovative solution that breaks free from the existing constraints and provides a 
step-change towards an ideal system. This contradiction can be expressed as graph 3, 
which typically takes this form: 

In theory, we explain the rationality of the solution by a formula. In the formula 
(2), σ is the shear stress; Ws is the shear force; A is the cross sectional area. The cross 
sectional area is proportional to the fold length, on the contrary, σ is inversely propor-
tional to that of the cross sectional area. When we increase the fold length, A (the 
cross sectional area) will increase, in a result, σ will minish. Therefore, increasing the 
fold length can be used in flexure design to reduce the warpage[15]. 

 

 AWs /=σ                            (2) 
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Fig. 3. Flexure design analysis of conflict matrix 

The rationality of the method has been proved in theory, By experimentation, we 
change the folding length so as to gain the amount of deformation value (Table 2)at 
50 degrees Celsius. 

Table 2. Thermal deformation values measured at50 ℃ 

Length 
（mm） 

0 8 16 24 32 40 48 56 

Deformation 
（um） 

 
0 

 
11.026 

 
12.052 

 
10.483 

 
13.703 

 
29.8 

 
13.703 

 
10.483 

Length 
（mm） 

64 72 80      

Deformation
（um） 

 
12.052 

 
11.026 

 
0 

     

 
A graph is gained by above table, through the analysis of this graph, we can arrive 

at a conclusion that this is an axis of symmetry (As shown in figure 4). 

 

Fig. 4. .Schematic diagram of different body surface thermal expansion values 
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In the theory of thermal expansion, The Fourier's Law is described as follows, in 
the thermal phenomenon, heat through the given cross-section per unit time is propor-
tional to area and the rate of temperature change of the interface perpendicular to the 
direction .We can describe the theory by using the formula (3).In this formula. φ is 
density of heat flow rate ,A is the area,(dt/dx)is the temperature of the object changing 
along the X axis direction rate[16]. 

    
dx

dt
Aλφ −=                         (3) 

That is to say, the bigger the area is, the faster the temperature spreads. When we 
increase the folding length, at the same time, the area will increase, which can reduce 
the warpage. However, we can conclude that the amount of deformation value is not 
always proportional to the fold length (Figure 4). In other words, when the length of 
the fold length exceeds a value, increasing the fold length can cause the decrease of 
deformation. So we can change the fold length to solve the bonding failure in infrared 
camera. 

4 Conclusion  

Use TRIZ matrix and flexible design to solve the conflict chip bonding failures. It can 
be concluded that an optimal flexure design will include the longest fold length possi-
ble. Besides, that encourages designers to consider the effect from another aspects 
(hardness，number of folds , fold spacing ).By now, reliability is the key to success-
ful application of MEMS devices. However, we know little about the reliability of 
MEMS devices and MEMS failure modes so far. Therefore, we still have a lot of 
work to do on how to improve the reliability of MEMS devices through optimization 
design and advanced technology. 
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the Central Universities (DL12EB01-02, DL12CB05) and Heilongjiang Postdoctoral 
Fund (Grant No. LBH-Z11277) and Natrual Science Foundation for Returness of 
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Abstract. Most of existed strategies for defending OFA (Objective Func-
tion Attack)are centralized, only suitable for small-scale networks and
stressed on the computation complexity and traffic load are usually ne-
glected. In this paper, we pay more attentions on the OFA problem in
large-scale cognitive networks, where the big data generated from the
network must be considered and the traditional methods could be of
helplessness. In this paper, we first analyze the interactive processes be-
tween attacker and defender in detail, and then a defense strategy for
OFA based on differential game is proposed, abbreviated as DSDG. Sec-
ondly, the game saddle point and optimal defense strategy have proved
to be existed simultaneously. Simulation results show that the proposed
DSDG has a less influence on network performance and a lower rate
of packet loss.More importantly, it can cope with the large range OFA
effectively.

Keywords: cognitive networks, objective function attack, game model.

1 Introduction

The large-scale cognitive network technology is considered to be a great progress
in promoting the reality of cognitive radio networks, but the objective function,
i.e., the profit value of network, is crucial to guarantee the network running
at an optimal state in such a massive circumstances[1,2]. According to recent
studies[3,4,5,6,7], this objective function is quite sensitive to its massive opera-
tional data or big data, such that it is easily attacked by malicious users especially
in a unstable wireless surroundings. This kind of attack, named Objective Func-
tion Attack(OFA), could tamper with the parameters related to the objective
function and mislead its cognitive process.

The detail about the OFA could be found in our previous work[8]. Generally
speaking, in order to achieve a maximized revenue, an OFA attacker usually

H. Wang et al. (Eds.): ICYCSEE 2015, CCIS 503, pp. 8–15, 2015.
c© Springer-Verlag Berlin Heidelberg 2015
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forces the cognitive engine to adjust its objective-function parameters abnor-
mally such that those parameters are deviated from their optimal values. This
problem is still an open issue. Traditional scheme to detect OFA is through
checking the fluctuation of operational parameters[4,8]. The optimizing process
will be terminated forcefully if one or more parameters fluctuate beyond the
expectation. Making use of IDS to detect OFA is another approach[5] , which is
effective in a small scale network other than the expensive deployment cost. Some
recent studies employ swarm intelligence to verify all parameters that could be
tampered[4]. Although it’s promising in detecting the parameter fluctuations,
a heavy computation and communication load will be caused simultaneously.
Moreover, a central mechanism is usually required in existing OFA defenses.

This paper is an extension of our previous work[8]. Considering the fact that
those existed OFA defense methods mostly employing central engine to monitor
environment and adjust operational parameters will cause a long response delay
and non-ideal defense effect, a differential game model is introduced to defending
OFA in a distributed way. The rest of this paper is structured as follows: Section
2 constructs a differential game model for defending OFA. Section 3 presents an
experimental validation of the proposed approach and discusses the experimental
results. Section 4 concludes this paper.

2 System Model

2.1 Objective Function and Its Fluctuation

The objective function is the basis on which the network system could opti-
mize its operational parameters, and the maximum of objective function could
be achieved by environment observation and adaptation. Generally, the network
operational parameters are usually divided into two categories, one is perfor-
mance utility R and the other one is security utility S. Therefore, the objective
function can be rewritten as (1):

f = w1R+ w2S (1)

where f represents the objective function, and wj (j=1, 2) represents the weights

of parameters R and S, s.t.,
∑2

j=1 wj = 1 .
When the running environment has changed under a normal circumstance,

i.e., no attack exists, the value of its objective function will fluctuate within an
acceptable range frequently. Here, we employ fluctuation-checking method [4] to
check the OFA. If the fluctuation of objective function does not exceed an upper
bound mj , i.e., equation(2) holds at time t.

max

⎛
⎝ n∑

i=1,i�=j

wi‖f (t)
i (x)− f

(t−1)
i (x)‖θ

⎞
⎠

1/θ

< mj (2)

where f
(t)
i is the objective-function value at time t, and θ is the threshold factor.
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2.2 DSDG: Modeling OFA and Its Defense Strategy Based on
Differential Game Theory

In the interactive process, both the attacker and the defender select their strate-
gies based on a payoff function J(u, v), where u and v are controlling functions
for the attacker and defender respectively. The information pattern of the con-
trolling functions is as follows: all the controlling functions adopted by one side
before time t are understood completely by the other side, but they do not know
the counterpart’s following controlling function next time.

Given that both sides are rational, if there are u∗(t) ∈ U and v∗(t) ∈ V
existed for the attacker and defender respectively such that the inequation (3)
holds true for all u ∈ U , v ∈ V , then the optimal strategy is that the attacker
selects strategy u∗ and the defender selects v∗.

J(u, v∗) ≤ J(u∗, v∗) = {κ} ≤ J(u∗, v) (3)

In other words, once the defender selects strategy v∗, the total loss will not
exceed κ whatever the defender selects, and vice versa. Thus, κ is the optimal
payoff, i.e., κ is related to the saddle point of this game.

According to above discussions, the network system will continually adjust its
operational parameters to maximize its revenue. However, if the adjustment is
too much, some potential threats will be incurred. Accordingly, a threat factor
P (t) is introduced to limit the parameters adjustment. P (t) is mainly affected
by the parameters on a node system, whose expression could be determined from
two stages including network initialization as well as suffering an OFA.

In the initialization stage, the threat factor is affected by the continuous ad-
justment process of performance utility R(t) and security utility S(t) , and has
an approximate liner relation with them. Thus, the default value or initial value
of P (t) could be represented as follows:

P (t) = αR(t) + βS(t) (4)

where α and β denote the impact coefficients for performance and security utility.
In second stage, i.e., a network node under an attack, some parameters will

be adjusted to maximize its objective function, but some new threats will be
incurred simultaneously. Besides the operational parameters, the node security
is also related with its neighbors’ threat factors. Thus, P (t) will be various with
both itself parameter configurations and its neighbors’ while suffering an attack.
In consideration of the transmission radius, the threat of a network node mainly
comes from its neighbors that could be covered by the transmission power. Due
to the exponential decay of wireless channels, the impact degree is decreased
exponentially. On this basis, the transmission scope is divided into n sub-areas
according to its distance, and then the mean of threat factors is calculated as:

P̄i(t) =
n∑

r=1

⎛
⎝ 1

N
· dr ·

Nr∑
j=1

Pr,j(t)

⎞
⎠ (5)
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where Nr denotes the node quantity in the rth sub-area, dr denotes the impact
weight of the rth sub-area to the ith node, and Pr,j denotes the threat factor of
the jth node in the rth sub-area.

An OFA process can be described as follows: an attacker takes strategy u(τ) to
disturb one of the operational parameters in the target node, such as performance
utility R. On the contrary, the node system will take strategy v(τ) to reduce
other parameters like security utility S, such that the attacked parameter could
be improved for maximizing its objective function. However, if the security level
S(t) is lowered to a dangerous level, it is easy to be attacked by malicious users for
this target system under such circumstances. Due to this issue, a threat factor
P (t)(0 ≤ P (t) ≤ 1) is introduced in this paper, which guarantees the target
node security level S(t) remaining above a predefined threshold. Moreover, our
ultimate goal is to select an optimal strategy to defense the faced attack at the
end of interval T . Thus, the process of OFA attack and defense is modeled as a
differential game in our work, which is described as in as (6) and (7).⎧⎪⎪⎪⎨

⎪⎪⎪⎩
R′(t) = −u(τ) + v(τ)

S′(t) = −sign∗kv(τ)
P ′(t) = ∂vm(τ)

R(0) = ξ1, S(0) = ξ2

(6)

J(u, v) =

∫ T0

t0

{w1R(t) + w2S(t)− w3P̄ (t)}dt (7)

Equations (6) are differential expressions of R(t), S(t) and P (t); u(τ) and v(τ)
are the strategies adopted by the attacker and its defender respectively. S(t) is
the security utility of the node system at time t and sign = (S0 − St)/|S0 − St|
, where S0 and St are the security utilities before and after suffering attack
respectively. Coefficient k(0 < k < 1) denotes the impact degree of S(t) from
v(τ) . The security of running environment is reflected by parameters ∂ and
m . If the security of fundamental surroundings is low, those two parameters
should be increased correspondingly. On the contrary, they should be decreased.
R(0) = ξ1 and S(0) = ξ2 denote the initial performance utility and security
utility. In Equation(7), J(u, v) is a payoff function of a node system, where
wj(j = 1, 2, 3) are the weights of R(t) , S(t) and P̄ (t). Equations (6) and (7)
conform to the general pattern of OFA and its defense. If the attacker uses an
elaborated strategy to impair some parameters in a target node, this node in
turn has to adjust other parameters to maintain its current maximum profit.
According to this model, if there exists a saddle point κ(τ) in combination (6)
and(7), there will be a best strategy existed for defending OFA.

2.3 Proof of Saddle Point

Generally, both attacker and defender have their own optional strategy levels.
Let u (0 ≤ u ≤ 1) denotes the attacker’s strategy level, i.e., attacking power.
u = 1 represents the most intensive attack, and u = 0 means the opposite case.
In this way, v ( 0 ≤ v ≤ 1 ) is the defense strategy level.
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Without loss of generality, [t0, T0] is denoted the duration of an OFA, i.e.,
the OFA begins at time t0 and ends at time T0, in which there are n-time
game rounds between the attacker and defender. As our previous work[8], we
use a quad G(U, V, n, T ) to represent the process between the attacker and de-
fender. Here, U = 〈u1, u2, · · · , un〉 and V = 〈v1, v2, · · · , vn〉. In other words,
the attacker’s strategy is ui and the defender’s strategy is vi in the ith game
round respectively (i = 1, 2, · · · , n). Thus, the whole progress is divided into
n sub-processes, and the jth sub-process is continuing for a duration Ij =
[t0 + δ · (j − 1), t0 + δ · j](j = 1, 2, · · · , n), where δ = (T0 − t0)/n. Accord-
ingly, the attacker and network try to get the best result, thus the last payoff is
approximately equal to (8):

J(u, v) = sup
Γ δ·1

inf
Δδ·1

· · · sup
Γ δ·n

inf
Δδ·n

J [Δδ·1, Γ δ·1, Δδ·2, Γ δ·2, · · · , Δδ·n, Γ δ·n] (8)

where Δδ·j and Γ δ·j means the activity or strategy at jth step adopted by the
attacker and defender respectively. Thus, if a strategy pair [Δ∗, Γ ∗] meets the
condition J [Δ,Γ ∗] ≤ J [Δ∗, Γ ∗] = {κ} ≤ [Δ∗, Γ ], [Δ∗, Γ ∗] is the saddle point of
this differential game model. In other words,Δ∗ and Γ ∗ are the optimal strategy
for the OFA attacker and its defender respectively. Their detailed definitions
could be found in our previous work[8], where we have inferred that there is
a Nash Equilibrium from the point of experiment. In this paper, we pay more
attention on the theoretical proof.

In a cognitive network, the attacker and its defender game with each other
with a form of (6) and (7), and there is a differential game value κ existed ,
which is accord to the optimal strategy at the current time.

Proof. The differential game equations and payoff function are represented as
(6) and (7). Given (0, t) as a game process interval, the related parameters R(t),
S(t) and P (t) are calculated as follows:⎧⎪⎨

⎪⎩
R(t) =

∫ t

0
[−u(τ) + v(τ)]dτ + ξ1

S(t) =
∫ t

0 −sign ∗ kv(τ)dτ + ξ2

P (t) =
∫ t

0
∂vm(τ)dτ

(9)

Let γ1 = w1ξ1 and γ2 = w1−w2sign∗k, where γ1, γ2 > 0 . P̄ (t) is determined
according to (5). To easy analysis, let Ψ denotes :

Ψ = P̄i(t) =

n∑
r=2

⎛
⎝ 1

Nr
· dr ·

Nr∑
j=1

Pr,j(t)

⎞
⎠+ αξ1 + βξ2 (10)

Thus, P̄ (t) = d ·
∫ t

0
∂vm(τ)dτ + Ψ , and Ψ is a constant.

The payoff function can be transformed to the following equation (11).

J(u, v) =

∫ T0

t0

{
w1

∫ t

0

−u(τ)dτ + γ2

∫ t

0

v(τ)dτ − d · w3

∫ t0

0

∂vmdτ − Ψ + γ1
}
dt

(11)
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Without loss of generality, let constant d = 1/2 to simplify the expression in
the process of deviation. During the process of game, let the node system take
the dominant strategy and inferior strategy respectively, and then calculate the
value κδ and κδ as shown in (12).⎧⎪⎪⎪⎨

⎪⎪⎪⎩
κδ =

1

2

(
γm−1
2

√
2γ2

w3m∂
− γ2

2

w3m2∂
− w1

)
T 2
0 + (γ1 − Ψ)T0 + σ

κδ =
1

2

(
γm−1
2

√
2γ2

w3m∂
− γ2

2

w3m2∂
− w1

)
T 2
0 + (γ1 − Ψ)T0 + σ

(12)

Thus,

κ =
1

2

(
γm−1
2

√
2γ2

w3m∂
− γ2

2

w3m2∂
− w1

)
T 2
0 + (γ1 − Ψ)T0 + σ (13)

Consequently, κδ = κδ is established, i.e., the optimal strategy is existed in
the differential game.

Q.E.D.

3 Simulation and Analysis

Performance utility R, security utility S and threat factor P are main parame-
ters, whose weights are w1, w2 and w3 respectively. R = 0.6 and S = 0.85 are
current optimum values with weights 0.4 and 0.3 respectively, which are obtained
through learning under normal circumstances. The value of P with a weight 0.3
is thought to be zero at the beginning. The node system under attack will be
a period of vulnerability before those parameters resumed. During this period,
the node system is susceptible to be attacked. However, we introduce a threat
factor P (t) to limit the reduction of S(t), thus the period of vulnerability will
be shorted and the risk of suffering from other attacks will also be reduced in-
directly. In order to verify above views, our simulations are conducted within a
square 10km× 10km region, where 200 nodes are placed randomly.

As shown in figure 1, 20 nodes that have been selected randomly in advance are
attacked simultaneously. This figure shows the comparison of defense strategies
with a threat factor P or not. At t = 9 , the parameter R closes to the dangerous
level, but the value S is decreased to counter this situation. Then at t = 15, the
fluctuations of all parameters are resumed to their normal levels. Moreover, the
security utility will not be decreased too much during the process of defense due
to the threat factor.

Figure 2 shows the comparison of traffic loads between DSDG and PSO. Here,
the nodes are divided into 3 categories randomly: normal, attacking, and affected
nodes. The packet size is set to be 64B, the traffic is generated automatically, and
the affected nodes selected randomly are limited to 30. In PSO, lots of monitoring
data are required to collect from the network surroundings, the traffic load is
quite high especially when an OFA happens, which has a negative impact on



14 G. Feng et al.

Fig. 1. The defense process Fig. 2. Traffic loads

the network performance. In contrast, our approach only collects threat factor
P from its neighbors periodically, thus its negative impact is relatively lesser.

Figure 3 shows the comparison of defense efficiency between two approaches.
If the number of affected nodes is less than three, the PSO has a faster conver-
gence speed. Otherwise, the defense efficiency of the proposed approach declines
slowly, but the efficiency of PSO is decreased dramatically. The reason is that
the parameters of the affected nodes are resumed only in the assistance of all
the other nodes in PSO. While there are too many affected nodes, some er-
rors are possibly existed in the collected data from network surroundings, which
have negative impact on optimizing the parameters. With the quantity of the
affected nodes increasing, more error environmental data are collected by the
PSO, which results a larger gap between the reconfigure parameters and the
optimal ones. If more than ten nodes are attacked simultaneously, the PSO ap-
proach is almost invalid. In the proposed approach, if some nodes are suffering
attack simultaneously, their threat factors will be increased correspondingly and
then be collected by their neighbors respectively. According to this, their neigh-
bors could infer that the security state is deteriorated. Therefore, their defense
process will triggered to response in time.

Fig. 3. Efficiency of two methods Fig. 4. Packet loss rate of two methods
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Figure 4 shows the comparison of packet loss in attacking period between
two methods. In PSO, the security utility of the affected node has been lowered
below the risk level before the optimal configurations are calculated. Thus, the
cognitive engine is required to collect all other nodes parameters to find a global
optimal configuration, which causes a higher rate of packet loss. On the contrary,
the proposed method only collects the threat factors from its neighbors, and thus
both the traffic load and the packet loss rate are lower than the PSO’s.

4 Conclusion

In this paper, we model the OFA defense with some differential equations, and
the game process between attacker and defender is described in a distributed way
in large-scale network circumstances. Meanwhile, the independent and real-time
defense strategy is employed by each network node to avoid the long response
delay. Each node optimizes its parameters independently, which has reduced
computation and traffic significantly.
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Abstract. Wireless networks generate large amount of data. It is important to 
design energy efficient data search method since power of wireless nodes is fi-
nite. Expanding Ring Search (ERS) is a data search technique exploring for tar-
gets progressively, which is widely used to locate destinations or information in 
wireless networks. The existing studies on improving the energy efficiency of 
ERS cannot work without positioning systems. In this paper, we combine the 
technique of random walk with ERS, and propose a random walk based expand-
ing ring search method (RWERS) for large-scale wireless networks. RWERS 
can work without using positioning systems, and improve the energy efficiency 
of ERS by preventing each node from transmitting the same request more than 
once using the technique of random walk. We compare RWERS with the op-
timal ERS strategy and CERS in networks with various shapes of terrains. The 
simulation results show that RWERS decreases the energy cost by 50% without 
decreasing in success rate compared with ERS, and has twice the success rate of 
CERS when the network is sparse. RWERS can be applied to various shapes of 
terrains better compared with CERS.  

Keywords: wireless networks, big data, Expanding Ring Search, random walk, 
energy efficient. 

1  Introduction 

Wireless networks consist of wireless nodes with finite power, which makes it impor-
tant to design energy efficient search method.  

There are a number of works on designing energy efficient search method. Jin, Shi, 
Jiang, and Zhong estimate the popularity of the searched items, and then use such 
knowledge to guide search process [1, 2, 3, 4]. Tang, Liu and Zuo introduce the Ant 
Colony Algorithm into Flooding-based search to decrease its high amount bandwidths 
and resources in unstructured peer-to-peer networks [6,7,8]. However, peer-to-peer 
networks are mainly based on the virtual overlay network constructed in the applica-
tion layer. There is mismatch between the overlay network and the physical network 
[9], so the works mentioned above, focusing on peer-to-peer networks, are inappro-
priate for wireless networks.  
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Duy uses the concept of overhearing scheme and proposes a method to cut down the 
transmissions of the leaf nodes [10]. Shweta extends his works [11]. Rachuri applies 
the principles of area coverage to ERS and propose a protocol called Coverage based 
Expanding Ring Search (CERS) for energy efficient and scalable search in WSNs [12]. 
In CERS, the transmissions are performed such that only a subset of total sensor nodes 
transmit the search packet to cover the entire terrain area while others listen. Lu pro-
poses Unduplicated Expanding Ring Search methods (UERS), which performs like 
CERS, but without selections of relaynodes[13]. These two works cannot work without 
positioning systems. Different from their work, we focus on designing search method 
that works without the knowledge of positions. 

We combine the technique of random walk with ERS, and propose a new energy 
efficient search method (RWERS) for wireless networks. RWERS explores for targets 
progressively, and prevents each node from transmitting the same request more than 
once using the technique of random walk to improve the energy efficiency of search 
process. Furthermore, the nodes located near the source node do not need to transmit 
the same request every time a search is conducted, and the load is balanced. RWERS 
can work properly without GPS or other positioning systems, which makes RWERS 
more scalable, especially for wireless networks composed of low-cost nodes, and can 
be applied to various shapes of terrains.  

The rest of this paper is organized as follows. We present the details of RWERS in 
Section 2. Section 3 presents results of simulations which verify our conclusions. We 
conclude our work and state future work directions in Section 4. 

2 Protocol Design 

2.1 Basic Idea 

The basic idea of RWERS is to try to make the nodes that have received the request in 
previous searches silent in the new search.  

When a source node prepares to find a resource, it first floods a request to all the 
nodes within a small radius, which is the same as the first search of ERS. If the first 
search fails, the source node sends a random walk message to find a helper, a node 
located at the edge of the area that has been flooded. Then the helper starts the second 
search on behalf of the source node. Every time a search fails in locating the resource, 
the source node finds a new helper that will start the next search. This continues until 
the resource is found or all the nodes are requested.  

It is hard for a node to decide whether to relay the request when the search is 
started by a helper. However, if the pre-knowledge of the distance (minimum hops) 
from the source node is known, a node can make decision based on the pre-
knowledge, and the problem is solved. Before the source node finds resource for the 
first time, we assign each node with an altitude to help nodes get this pre-knowledge. 

2.2 Random Walks Based Expanding Ring Search 

Altitude Assignment 
The source node first sets 0 as its altitude, and broadcasts a message with TTL=0. When 
a node receives the request for the first time, it increases the TTL of the message, and sets 
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the TTL value as its altitude. When it receives the message again, it extracts the source 
address and the TTL from the message, and keeps them in memory (The information got 
from the duplicated messages tells the altitudes of neighbors). This process continues 
until all the nodes receive the message. Thus, each node is assigned with an altitude, and 
the local information, the altitudes of neighbors, is obtained at the same time.  

The altitude assignment process is only performed once, and the altitude informa-
tion can be used in all the target discoveries afterwards. 

RWERS 
Let 1 2 3SSet { , , ,..., }nL L L L=  be the search strategy of RWERS, where iL is an in-

teger, representing the altitude limitation of the i th search, and 1i iL L +< . 

The first search 
The source node first broadcasts a request. When a node receives the request for the 
first time, it checks whether it is the target. If so, it sends a reply to the source node; if 
not, it checks whether its altitude is lower than 1L . If the answer is yes, it broadcasts 

the request; if not, it does nothing. So all the nodes with altitude lower than 1L  are 
requested. If the first search fails, the second search starts.  

The ith search ( 2i ≥ )  
If the 1i − th search fails, helper discovery begins. The i th search begins after the 
helper is found. 

A random walk message starts its walking from the source node. When a node 
receives the message, it checks whether it has sent the request or not. If so, it means 
that the node is not located at the edge of the area that has been flooded, and it cannot 
be selected as a helper, thus the node sends the random walk message to one of its 
neighbors whose altitudes are higher (the altitudes of neighbors are obtained in the 
altitude assignment process); if not, the node selects itself to be a helper. This helper 
discovery process will be preformed several times until a helper is found. 

The helper broadcasts a request carrying the altitude limitation, iL . Each node 
checks whether it has received the request before, and whether it is the target. When 
the answers are all no and its altitude is lower than iL , it broadcasts the request.  

If the i th search fails, the next search starts. 

3 Simulations 

We compare RWERS with ERS, CERS, and Gossip [14] in the networks with various 
shapes of terrains. 

3.1 Simulation Setup 

Nodes are uniformly deployed, and the transmission radius of nodes is fixed at 30m. 
We assume that a single target exists in the network and each non-source node has 

equal probability to be the target. The strategy for ERS is { ( 1) / 2 , }R R−⎢ ⎥⎣ ⎦ as it is 
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found to be optimum [13]. The parameter, k , for CERS is fixed at 1 as this value is 
proved to be most energy efficiency one. The simulation scenarios: 
Circle: We consider two networks in the circular terrains with radius being 180m and 
360m respectively, and the source node is fixed at the origin, the number of nodes is 
varied from 200 to 2000 in increments of 200.  
Square: We consider a network in the square terrain (360m*360m), and the source 
node fixed at the center, the number of nodes is varied from 200 to 1200 in incre-
ments of 200.  
Rectangle: We consider a network in the rectangle terrain (720m*360m), and the 
source node fixed at the center, the number of nodes is varied from 200 to 1200 in 
increments of 200. 

3.2 Simulation Results 

Circle Terrain. Figure 1 shows the variation of the number of requests versus the 
node density using RWERS, ERS and CERS in a network with small terrain radius 
(180m). The number of requests can reflect the energy cost. The most energy consum-
ing method is Gossip as we can see from Figure 1. The number of requests for CERS 
is much smaller than other method, but it can only works under the condition that the 
positions of nodes are known. Other methods can work properly without knowing 
locations.  

The success rate increases with N as shown in Figure 2. When N is less than 400, 
the success rate is less than one for each method mainly due to the lack of network 
connectivity. When N is greater than 600, ERS and RWERS can detect target in prob-
ability 1, the success rate of CERS is much lower than other methods. CERS uses a 
coverage based method to select RelayedNodes, and the decrease of N can strongly 
effect this process, resulting in low success rate. 

We further double the terrain radius and halve the density of previous simulation, 
and run it again. Figure 3 and 4 show the results. When the terrain radius is doubled, 
all conclusions are the same as the previous ones except the success rate, which de-
creases slightly. This is caused by the halving of network density. The results ob-
tained from the two simulations show that RWERS can decrease the number of re-
quests by 50% comparing with ERS, and double the success rate of CERS when the 
network is sparse, say, less than 0.019/sq.m, in networks with circle terrain. 

Square Terrain.  
Figure 5 and 6 show the performance of RWERS, ERS, CERS, and Gossip in a net-
work with square terrain. Comparing the results with those in circle terrains, we can 
find that RWRES still works properly after changing the terrain shape into square, 
while CERS has a decrease in success rate. The reason is that CERS can only works 
in circle terrains, and it cannot send request into some regions if the terrain is non-
circular shape. [11] 
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Fig. 1. Average number of request transmit-
ted for finding the target in dense network 
with circle terrain 

Fig. 2. Average success probability of the 
target discoveries in dense network with 
circle terrain 

 

 
Fig. 3. Average number of request trans-
mitted for finding the target in dense net-
work with circle terrain 

 

 
Fig. 4. Average success probability of
the target discoveries in dense network 
with circle terrain 

 

Rectangle Terrain. 
Figure 7 and 8 show the performance of RWERS, ERS, CERS, and Gossip in a net-
work with rectangle terrain that length-width ratio = 2: 1. When N is greater than 
1200, the success rate is about 25% for CERS, 80% for RWERS with Increment = 1, 
and almost 100% for RWERS with SSet {1,7,15}= . The results indicate that our me-
thod appears random, which is caused by the lack of connectivity of nodes at the same 
altitude in the network with non-circular terrain. But if the strategy is carefully se-
lected, RWRES can still detect the target in probability 1. Thus RWERS can be ap-
plied to terrains with various shapes, and has more scalability than CERS. 
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Fig. 5. Average number of request transmitted 
for finding the target in the network with
square terrain 

 

Fig. 6. Average success probability of the 
target discoveries in the network with square 
terrain 

 

 

Fig. 7. Average number of request transmitted 
for finding the target in dense network with
rectangle terrain 

Fig. 8. Average success probability of the tar-
get discoveries in dense network with rectan-
gle terrain 

4 Conclusions  

ERS is a widely used flooding technique for locating destinations or information in 
wireless networks. In this paper, we combine the technique of random walk with 
ERS, and propose a new method (Random Walk based Expanding Ring Search, 
RWERS) for improving energy efficiency of ERS in wireless networks. By assigning 
each node with an altitude, RWERS can work without the knowledge of positions, 
which makes it more scalable, especially for wireless networks composed of low-cost 
nodes. By use of helpers, which are found using random walk method, each node 
transmits the same request only once even though multiple searches may be  
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conducted during a target discovery process, thus energy consumption is reduced. We 
compare RWERS with the optimal ERS strategy, and find that RWERS can decrease 
the number of requests by 50% without decreasing in success rate compared with the 
optimal ERS strategy. Comparing with CERS, RWERS works without positioning 
systems, and has twice the success rate when the network is sparse, which makes 
RWERS can be applied to various shapes of terrains better. Our future work will fo-
cus on combining RWERS with other techniques to improve the energy efficiency of 
search further. 
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Abstract. Diffusion Tensor Imaging (DTI), which is the magnetic resonance 
technology, is applied widely, especially in analyzing the brain function and 
disease. DTI is a four dimensional image with the principle of diffusion of water 
molecules, which based on the diffusion characteristic of water. In DTI, each 
voxel has its own value and orientation, which result in the track of movement of 
water molecules by the FACT algorithm. It is the tracking of brain white matter 
fiber, while the tractography is the tracking image of neural fiber bundles ac-
cording to the principle. All images running are big data processing. The trac-
trography is important for analyzing the function of brain, creating the brain 
connectivity and analyzing neuroimage with disease. The paper mainly shows 
the procedure of data processing by registration that has existed in some re-
searches. However, there is a significant comparison with nonlinear-registration 
and linear-registration in the paper.  

Keywords: Magnetic Resonance, DTI, Tractography, Algorithm. 

1 Introduction 

With the help of the imaging technology, the medical profession has got great progress 
in treating previously intractable diseases, for example, the brain diseases. This in-
volves a wide range of imaging, such as Magnetic Resonance Imaging (MRI), Diffu-
sion Weighting Imaging (DWI) and Diffusion Tensor Imaging (DTI). At present, DTI 
becomes a popular imaging modality for brain analysis in vivo. [1][2] Its fundamental 
principle is to measure the movement of water in the brain tissue. In DTI image, every 
voxel encodes the directionality of diffusion, which leads to the possibility of building 
up a tractography by tracking algorithms. [3] 

There are many methods of analyzing brain diseases so far, for example, getting the 
T1-weighted MRI image or analysis of Tract-based Spatial Statistics (TBSS). It is 
known that when we give magnetic resonance, water molecules are stimulated and get 
energy in the location of a magnetic field. [4] And then the energy will be relaxed, 
producing signals. If the movement of water molecules is tend to freedom, such as in 
some tissues whose T1 time is longer, the relaxation takes longer time and the signal 
will be lower. However, in some regions, like fat, whose T1 time is short, the relaxation 
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Universities. 
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takes shorter time and the signal will be high. Therefore, we can use T1-weighted MRI 
images to distinguish different tissues, for example, signal will weak in cerebrospinal 
fluid. Another method is by TBSS, which analyze the differences in Fractional Aniso-
tropy (FA) image that is transformed by DTI image. [5] FA value is the characteristic of 
diffusion of water molecules (I will introduce how to calculate FA value in the next 
background chapter). Each voxel in FA image has its own value and we can get the 
different regions by comparing the whole voxels, so that we classify the normal and 
patient. [6][7] However, they cannot find any fiber track in the brain, such as Alzhei-
mer’s Disease (AD).  

In my research, we use the DTI image to build up tractography, which reflects the 
fibre bundles trending in the brain. [8][9] We aim to classify the healthy persons and the 
patients by the tracking the change of fiber connections. In my work, I concentrate on 
analyzing a single subject first, and then extend to analyzing a group of subjects, and 
found linear-registration is better than nonlinear-registration in tractography by com-
paring the result of registration. 

2 MRI DWI and DTI 

MRI is a method which can measure the movement of molecules, mainly water molecules, 
in vivo and biological tissues. The measurement of water molecules moving is 
non-damaged. Also, the movement of water molecules is not free in tissues, because it can 
be affect by many obstacles, and it reflects the structure of obstacles in turn, such as white 
matter fiber etc. The different characteristics of MRI are due to the different structural 
tissues at microscopic level. For example, in some typical T1-weighted images, water 
molecules are stimulated and get energy in the location of a magnetic field. And then the 
energy will be relaxed, producing signals in MRI. If the movement of water molecules is 
tend to freedom, such as in some tissues whose T1 time is long, the relaxation takes longer 
time and the signal will be lower. However, in some regions, like fat, whose T1 time is 
short, the relaxation takes shorter time and the signal will be high. In T2-weighted images, 
contrast process will happen. And then, it can be checked and analyzed with the difference 
of structure both normal and diseased subjects. Therefore, MRI has been having some 
extremely successful applications especially in clinical application. Mostly, its main clin-
ical application is creating the brain connectivity and the treatment of the intractable brain 
diseases, for example, finding sub-categories disease, tracking disease progression for 
curing, studying normal development or aging, and creating brain connectivity to find 
brain function. 

In order to make MRI images have diffusion more sensitively, the solution by 
adding gradient pulse magnetic field in one orientation, rather than use a same homo-
geneous magnetic field in the application of DWI. Because the molecules move with 
different rates at gradient pulse magnetic field, which lead to molecules procession is 
proportional to the magnetic strength, and then it causes signal attenuation. Moreover, 
another gradient pulse with the same magnetic strength is put the opposite orientation 
to refocus the spins. However, the refocusing maybe not perfect for molecules because 
it moved during the time interval between in two gradient pulse magnetic field, and the 
signal is decreased. The method was firstly designed for NMR by Stejskal and Tanner. 
The correspondence equation is 
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where S  is the signal strength with the gradient pulse magnetic field, 0S  is the signal 

strength without the gradient pulse magnetic field, γ  is the gyromagnetic ratio, G  is 

the amplitude of the gradient pulse, δ  is the time of keeping the gradient pulse, Δ  is 
the time interval between the two pulses, D  is the diffusion-coefficient.  

A coefficient is cited in DWI. It is b parameter, which depend on scanners para-
meters. The diffusion-coefficient D is replaced by ADC. So, the equation is converted 
simply in the following: 
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where S  is the signal strength with the gradient pulse magnetic field, 0S  is the signal 

strength without the gradient pulse magnetic field, b  is the diffusion-weighting factor, 
ADC  is the apparent-diffusion-coefficient, γ  is the gyromagnetic ratio, G  is the 

amplitude of the gradient pulse, δ  is the time of keeping the gradient pulse, Δ  is the 
time interval between the two pulses, D  is the diffusion-coefficient. 

According to Eq. (2), every voxel will be calculated in one orientation by the fol-
lowing equation: 
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where ( ), ,x y z  is the coordinate of every voxel in MRI. 

In DWI, there are three directional gradient pulses. The three gradient pulses can 
give you three values of ADC along each of orientation xADC ,

yADC  and
zADC . So, 

an average diffusivity in the voxel can be calculated in the following equation: 
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where xADC ， yADC and
zADC  are the three directional gradient pulses, and 

iADC is the value of every voxel. 
However, we get that the value of every voxel reflects the isotropic diffusion but not 

the anisotropy of diffusion according to Eq. (4). So, DTI remedy it mostly. 
So, finding a good way to describe the anisotropy of diffusion is the important 

problem. This results in the FA which is the square root of the sum of squares (SRSS) 
of the diffusion differences, divided by the SRSS of the diffusivities. The equation is in 
the following: 
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where 1λ , 2λ and 3λ are the three eigenvalues, λ  is mean diffusivity. 

According to Eq. (5), we get that the FA value is tend to 1 if the λ1 eigenvalue is very 
high but λ2 eigenvalue and λ3 eigenvalue are lower, which illustrate that diffusion is fast 
along λ1 direction and slower in λ2 and λ3 directions. It is anisotropy of diffusion. Also, 
the FA value is tend to 0 if the λ1 λ2 and λ3 eigenvalues are similar, which illustrate the 
diffusion is isotropic. Therefore, the FA is more accurate. 

3 Registration 

Before any meaningful analysis could be conducted in a group of subjects, we have to 
manage some problems existing in DTI images, such as ghosting due to slight motion, 
complete disappearance of image due to severe motion, etc. Therefore, we employ the 
Eddy Correction to solve these problems. Moreover, when we get a group of subjects to 
analysis, we need to transform all the subjects from their native space into a common 
space for comparison. This process is called image registration. As a commonly used 
space, the MNI152 [10] space is my choice. This process involves registering the subjects 
that have been eddy-corrected to MNI152 common space, and then conducting fi-
ber-tracking for all the subjects and comparison. [11] 

There are two ways for registration, linear registration and non-linear registration. 
Linear- registration is that the original image is registered to template image by pan, 
zoom and rotate processing. It will generate a mapping matrix, which is the transfor-
mation process, while the nonlinear-registration is the internal distorted transformation 
process. It will generate a mapping warp, which is the corresponding transformation 
process. 

In research, we register the FA image to the template image (FMRIB58_FA image). 
We find that the result is better using nonlinear-registration than linear-registration. The 
Fig. 1 is the comparison between linear-registration and nonlinear-registration with FA 
image. 

 

Fig. 1. the comparison between linear-registration and nonlinear-registration with FA image (the 
left is FA image after linear-registration, while the right is nonlinear-registration. Color red 
represents the difference.) 
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Fig. 2. the comparison between linear-registration and nonlinear-registration with tractography 
(the left is tractography after nonlinear-registration, while the right is linear-registration) 

However, the final tractography is better by using linear-registration than nonli-
near-registration. According to Fig. 2, we find the left tractography (nonli-
near-registration) is shapeless, but the right tractography is shape like the basic brain 
fiber bundle. 

Finally, the linear-registration is recommened in research because the final com-
parison is tractography.  

4 Tracking 

The fiber tracking (tractography) is reconstructed and for tract according to previous 
algorithm of Fiber Assignment by Continuous Tracking (FACT) method. It is stupid 
for searching algorithm. The Fig. 3 describes the basic principle of tracking. 
 

 

Fig. 3. illustrates that the arrows are principle eigenvector which has the value and orientation. 
The blue route is the tracked fibre tract. So, find a point that the tracking start. It is seed point a0 
whose FA value is larger than the thresholds. The thresholds contain the range of value and angle. 
They are user definable in the program, which reflect the range of real neural fibre region. When 
move along the eigenvector orientation, the tract meets the border of the new voxel at point a1. If 
the eigenvector at point a1 is in the thresholds, the tract orientation will be changed to that of the 
new voxel. This processing is two side directions along the seed point. Finally, the tract is end at 
point whose FA value is lower/larger than the thresholds or the angle between two eigenvectors 
is lower/larger than the thresholds. 
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5 Process and Results 

The data is 10 normal subjects and 10 patient subjects. Table 1 shows the subjects’ 
information. 

Table 1. The subjects’ information 

subjects number 
field
/T 

TR
/ms 

TE
/ms 

directions 
*repeats b0 

normal 10 3.0 12300.0 68.3 41*1 5 

AD 10 3.0 12300.0 68.3 41*1 5 

 
 

 

Fig. 4. the processing of group subjects 

The Fig. 4 is the processing of group subjects. Firstly, convert all raw DICOM data to 
NIfTI data using Dcm2nii tool. Secondly, put all the 4D NIfTI data in Eddy Current 
Correction, and get a group corrected subjects. Then, there are many differences of 
individual subject processing with a group subjects processing. Because of many 
differences of different subjects’ images, we must correct these images and register 
these images to a common space. It is very common that the image have some quality 
problems such as ghosting (phase error due to finite motion), complete disappearance 
of image (due to severe motion), missing data (upload, download, or conversion error). 
So, these images must be corrected. The way of image correction is Eddy Correction 
and Brain Extraction. And when we do some research with these images, we must 
register these images to a common space in order to compare these images with some 
difference. So that, we can investigate the local properties of brain tissues in application 
of some brain disease. The correction and registration are running in FSL. The data is 
reconstructed and tracked. Finally, we view them with TrackVis and find the difference 
between the normal and patients. 

The Fig. 5 is the comparison of tractography before registration and after registra-
tion. The left is 4 tractography randomly selected subjects from 20 subjects before 
registration. The right is 4 tractography that are same subjects after registration.  

The Fig. 6 is the comparison of tractography between normal and patient randomly 
selected. The subject’s tractography A and B are the normal, while the subject’s trac-
tography C and D are the Alzheimer’s disease patients. We define a sphere whose 
radius is 2 and location is same, and tractography can pass through it. The viewing is 
the tractography that pass through the sphere. 
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According to Fig. 5, we get some results. Obviously, the tractography before regis-

tration locate different location on the space and the size of tractography also are dif-
ferent, for example, picture A and C are tend to higher than picture B and D, and AC are 
tend to larger than AD. Moreover, picture D is crook in the space. However, the trac-
tography after registration is tidy because they are registered to MNI152 space, which 
are more benefit and more authoritative for analyzing. 

Fig. 6 illustrates that there are some different tractography by comparing the normal 
and the Alzheimer’s disease patient. At the same coordinate, tractography that pass 
through the sphere are transverse fiber bundles marked red tracks mostly in picture A 
and B. However, in picture C, tractography that passes through the sphere is very tiny 
fiber bundles. In picture D, tractography that passes through the sphere is longitudinal 
fiber bundles marked blue tracks. So we propose that the Alzheimer’s disease result 
from the different fiber bundles in brain, either the lack of necessary neural fiber bun-
dles or the neural fiber deformation.  

6 Conclusions 

From the results of a group subjects containing the normal and patient, we can find that 
there are some difference of fiber tracking. For example, there are some fiber tracking 
interrupted in some regions and the number of fiber tracking is less comparing with the 
normal subject. Maybe, these interrupted and lost fiber result in the disease. Also, if we 
find some patients have some symptoms, we can use the result of fiber tracking to 
analyze the reason that lead to symptoms. So, we can predict some brain disease. 
Meanwhile, we also find some treatments to help cure. The research is about how to 
tracking both one subject and a group subjects. We can find some improve at the reg-
istration term, which is different from some other application, such as, TBSS. Maybe 
the results of TBSS are more intuitive for classifying the normal and patient. But, we 
try to find a right way to describe these differences, for example, the connected strength 
between of two brain regions, or the number of fiber tracking between of two brain 
regions. Another hand, finding an accurate way to get completed fiber tracking may be 
emphasis considered. 

 

Fig. 6. the comparison of tractography be-
tween normal and patient 

Fig. 5. the comparison of tractography 
before registration and after registration
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Abstract. Based on 6-elements linguistic truth-valued lattice implication algebras 
this paper discusses 6-elements linguistic truth-valued first-order logic system. With 
some special properties of 6-elements linguistic truth-valued first-order logic, we 
discussed the satisfiable problem of 6-elements linguistic truth-valued first-order 
logic and proposed a resolution method of 6-elements linguistic truth-valued first-
order logic. Then  the resolution algorithm is presented and an example illustrates 
the effectiveness of the proposed method. 

Keywords: Linguistic truth-valued lattice implication algebra, 6-elements  
linguistic truth-valued first-order logic, Automated reasoning. 

1 Introduction  

Automated reasoning one of the most important research directions of Artificial Intelli-
gence, which allows computers to reason completely, or nearly completely, automatical-
ly. Words and languages are important aspects for embodying human intelligence. A 
lattice is an algebraic abstract of the real world, it can be used to describe certain infor-
mation that may be comparable or incomparable. Human beings usually express world 
knowledge by using natural language with full of vague and imprecise concepts. Lat-
tice-valued logic system is an important case of multi-valued logic [1].  

Nowadays, there exist many alternative methods to linguistic valued based intelli-
gent information processing, such as Martinez et al. proposed a 2-tuple fuzzy linguis-
tic representation model [2-3] and so on. Lattice-valued logic [4],as one kind of multi-
valued logic, extends the chain-type truth-valued field to general lattice in which the 
truth-values are incompletely comparable with each other. Ho discussed the ordering 
structure of linguistic hedges, and proposed hedge algebra to deal with CWW [5]. Xu 
gave α-resolution automated reasoning algorithms, established their soundness and 
completeness in LF(x), which can directly apply to Ln×2F(x) [6]. In 2007, Xu et al. 
gave the α-resolution field of quasi-regular normal generalized literals in LP(x), and 
also gave its concrete judging table [7].Recently, many linguistic approaches have 
been proposed and applied to solve problems with linguistic assessment, e.g., person-
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nel management [8], web information processing [9], multi-criteria decision making 
[10] and fuzzy risk analysis [11-12]. In 2010, He et al. proposed α-lock resolution 
method based on lattice-valued propositional logic LnP(x)and established its sound-
ness and weak completeness [13]. Zou et al. proposed a framework of linguistic 
truth-valued propositional logic and developed the reasoning method of linguistic 
truth-valued logic system [14-15].  

This paper will discuss 6-elements linguistic truth-valued first-order logic system 
based on 6-elements linguistic truth-valued lattice implication algebra. And will dis-
cuss the satisfiable problem of 6-elements linguistic truth-valued first-order logic and 
propose a resolution method of 6-elements linguistic truth-valued first-order logic. 
Then  will present the resolution algorithm and give an example illustrates 
the effectiveness. 

2 Preliminaries  

Definition 1 [16]. Qualitative linguistic hedge variable set is obtained from the parti-
tion of linguistic hedge operator set due to the effect of the linguistic hedge operators 
to the proposition. We can get three classes of the linguistic hedge operators: {streng-
then operators, none, weaken operators}. Denote the set of qualitative values by 
symbol },,{ 0 −+ hhh . Let h be a qualitative linguistic hedge variable, its qualitative 

value [h] is defined as follows: 

       
              +h ，if h is a strengthen operator; 

[ ]h =      0h ，if h has no effect to the truth or there is not hedge operator; 

              −h ，if h is a weaken operator. 
 

The operation “ ⊕ ”, “ ⊗ ”and “ ' ”of qualitative linguistic hedge value is defined 
as follows: 

 

Table1. Operation “ ⊕ ” Table 2. Operation “ ⊗ ” Table 3. Negative operation 

⊕  +h 0h  −h  

+h  +h +h  0h  

0h  +h 0h  −h  

−h  0h −h  −h  
 

⊗ +h 0h −h

+h +h 0h −h

0h 0h 0h 0h

−h −h 0h +h

[ ]x [ ]'x  

+h −h  

0h 0h  

−h +h  
 

 
Let }h{ 00 FhFhFThThThV −+−+= 、、、、、 , ),,,(6 →∧∨= VL  where“ ∨ ”,“ ∧ ”op-

erations are shown in the Hasse diagram of 6L  defined as fig 1 and “＇”,“ → ”opera-

tion are defined as table 4 and table 5 respectively. Then ),,,(6 →∧∨= VL is a lattice 

implication algebra. 
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Fig. 1. Hasse diagram of 6L  

Table 4. Complementary operator of  
),',,,( →∧∨= VL  

 

V  'V  
Fh+ Th+  
Fh0 Th0  
Fh− Th−  
Th− Fh−  
Th0 Fh0  
Th+ Fh+  

Table 5. Implication operator of      ),',,,( →∧∨= VL  

→  Fh+  Fh0 Fh− Th− Th0 Th+  
Fh+ Th+  Th+  Th+ Th+ Th+ Th+  
Fh0 Th0  Th+  Th0 Th0 Th+ Th+  
Fh− Th−  Th0  Th+ Th− Th0 Th+  
Th−  Fh−  Fh− Fh− Th+ Th+ Th+  
Th0  Fh0  Fh− Fh− Th0 Th+ Th+  
Th+  Fh+  Fh0 Fh− Th− Th0 Th+  

3 Six-elements Linguistic Truth-Valued First-Order Logic  

Definition 2. The formal language of 6-elements linguistic truth-valued first-order 
logic is made up of the following symbols: 

 

1. Individual constants: a, b, c,…； 
2. Individual variables: x, y, z,…； 
3. Function of symbols: f, g, h,…； 
4. The first-order languages: F, G, H,…； 
5. Conjunction symbols: ¬ , ∧ , ∨ , → , ↔ ,…； 

6. Quantifier symbols: ∀ , ∃； 
7. Punctuations: ，,（,）. 
 
Definition 3. Let x be a individual variable and )(xP be a formula of atom, 

))()(( xPxv ∀ and ))()(( xPxv ∃  are called Lvfl6 atom where 6Lv ∈ . 
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Definition 4. The formula of Lvfl6 is defined as follows: 
 
1. Lvfl6 atom )(xhP is a formula where Hh ∈ ; 

2. If )(xA is a Lvfl6 formula then ))(()),(( xAxhA ¬ are Lvfl6 formulas too; 

3.If )(),( xBxA are Lvfl6 formulas then ))()((),( xBxAxA ∨¬ , ))()(( xBxA ∧  
and ))()(( xBxA → are  Lvfl6 formulas too; 

4. If )(xA is a Lvfl6 formula and x is a individual variable then )()( xAx∀  and 

)()( xBx∃  are Lvfl6 formulas too; 

5. All the formulas are the symbolic strings which use (1) to (4) with finite times. 
 
Definition 5. A valuation of Lvfl6 is a propositional algebra homomorphism 

66: LLvfl →γ . 

Theorem 1. Let )(xA and )(xB be contains the variable x of 6-elements linguistic 

truth-valued first-order logic formula, the following properties are hold : 

)))()()((())()()()(( xBxAxxBxxAx ∨¬∃≥∃→∀ γγ  

Proof: In 6-elements linguistic truth-valued Propositional logic system, )()( xAx∀  

and )()( xBx∃ as two atoms: 

))()()()(( xBxxAx ∃→∀γ  

))()())()((( xBxxAx ∃∨∀¬≥ γ  

))()()()(( xBxxAx ∃∨∃= γ  

)))()()((( xBxAx ∨∃= γ  

Therefore, )))()()((())()()()(( xBxAxxBxxAx ∨¬∃≥∃→∀ γγ .      
 

Theorem 2. Let )(xP contain the variable x of first-order logic formula and c is a 

constant, the following properties are hold: 
(1) )()()( xPxPx ⇒∀  

(2) )()()( cPxPx ⇒∃  

Proof: Let E be a domain of individual. 
(1)If 

6))()(( LxPx =∀γ . That is to say, for any Ex ∈ , let the truth values of P(x) be 

L6.  So we can get 
6))(( LxP =γ . Therefore, )()()( xPxPx ⇒∀ . 

(2)If 
6))()(( LxPx =∃γ . That is to say, there is a constant Ec ∈ , let the truth values of 

P(x) be L6.  So we can get 6))(( LcP =γ . Therefore, )()()( cPxPx ⇒∃ . 

Definition 6. Let )(1 xPh and ))((2 xPh ¬ be two formulas of Lvfl6, and 

021 ))))((())((( JxPhxPh ∈¬∨γ for any γ , then )(1 xPh and ))((2 xPh ¬ are called com-

plementary literals. 
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Theorem 3. Let G be a formula of Lvfl6 and J be a filter of L6. G is J-false if and only 
if there exists a deduction from G which can deduce J-null clause. 

Proof: According to 6-elements linguistic truth-valued Propositional logic system, it 
can be proved easily. 
Here we give the resolution method of Lvfl6: 
Step 1: Convert the formula into standard form and obtain clauses; 
Step 2: If there exists J0-false then the theorem is proved, stop. Otherwise go to Step 
3; 
Step 3: Resolution of J0-complementary literals, the hedge operator of resolvent is the 
result of the operation of between the former hedge. 
Step 4: If we get J0-false clause, then the theorem is proved, stop. Otherwise go to 
Step 3. 
 

Example 1 
Premise: ))()()(( xQxPx →∀ and ))()()(( xRxQx →∀ . 

Conclusion: ))()()(( xRxPx →∀ . 

Let ThxP +=))((γ , ThxQ −=))((γ and ThxR +=))((γ . 

Transforming premises into clauses, we obtain 
(1) )()( xQxP ∨¬  

(2) )()( xRxQ ∨¬ . 

The negation of the conclusion is 
)))()()((( xRxPx →∀¬  

))()(()( xRxPx →¬∃=  

))()(()( xRxPx ∨¬¬∃=  

))()()(( xRxPx ¬∧∃=  

)()( aRaP ¬∧=  

The resolution proof is as follows: 
(1) ))(())(( xQhxPh −+ ∨¬  

(2) ))(())(( xRhxQh +− ∨¬  

(3) ))(( aPh+  

(4) ))(( aRh ¬+  

(5) ))((0 aQh                                                from(1)and(3) 

(6) ))(())()(( 0 aRhaRhh ++ =⊕                                  from(2)and(5) 

(7) □                                                     from(4)and(6). 
Thus, we have established the conclusion. 

4 Conclusions                                                                  

This paper discusses 6-elements linguistic truth-valued first-order logic based on 6-
elements linguistic truth-valued lattice implication algebra. In 6-elements linguistic 
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truth-valued first-order logic system discusses the satisfiable problem of 6-elements 
linguistic truth-valued first-order logic and proposes a resolution method of 6-
elements linguistic truth-valued first-order logic. We will discuss the lock resolution 
and semantic resolution of the 6-elements linguistic truth-valued first-order logic in 
further work. 
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Abstract. Graph similarity join has become imperative for integrating noisy and 
inconsistent data from multiple data sources. The edit distance is commonly used 
to measure the similarity between graphs. To accelerate the similarity join based 
on graph edit distance, in the paper, we make use of a preprocessing strategy to 
remove the mismatching graph pairs with significant differences. Then a novel 
method of building indexes for each graph is proposed by grouping the nodes 
which can be reached in k hops for each key node with structure conservation, 
which is the k-hop-tree based indexing method. Experiments on real and syn-
thetic graph databases also confirm that our method can achieve good join quality 
in graph similarity join. Besides, the join process can be finished in polynomial 
time.  

Keywords: graph similarity join, edit distance constraint, k-hop tree based in-
dexing, structure conservation, boundary filtering. 

1 Introduction 

Graphs have become a vital part of data representation in many real applications 
including biological and chemical information systems [9], pattern recognition [6] 
and social network [2, 5]. The growing popularity of graph utilization has generated 
more and more problems relevant to graph data analysis. Among them, graph si-
milarity join problem has attracted much attention, which is used in graph infor-
mation integration. The input of the graph similarity join problem we study is a 
graph database while the output is a set of pairs of graphs whose differences are 
within a predefined threshold. The join on two graph databases can be processed in 
similar method. 

In multiple autonomous graph databases, the graphs may have error or the graphs re-
ferring to the same real-world entity may have various structures. Thus Graph similarity 
join with different constraints is important and essential on account that noisy and incon-
sistent data exist in the integrated database. In this case, graph similarity join can help to 
find graph pairs in which the edit distance between the two graphs is smaller than a thre-
shold. We use an example to illustrate such operation. Suppose two corporations whose 
businesses are mainly about social network systems are going to merge. Each corporation 
has a graph database storing his user groups in terms of graphs. Then they need to figure 
out a way to match these graphs in order to integrate two such graphs into one. In these 
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graphs, we assume each node represents a person with his name as the label and an edge 
indicates friendship between the two endpoints. Since in real life such graphs can be really 
big, we only cut a very small portion from two graphs. However, in real world, these 
minor differences may be caused by different representations in different data sources, 
thus the two social groups are probably identical. Therefore, these two graphs need to be 
matched by similarity join.  

Among various graph similarity measures, graph edit distance [1, 7] has been widely 
used in representing distances between graphs. However, the computation of graph edit 
distance is a NP-Complete problem. In order to solve this problem, some approximate 
algorithms have been proposed as alternatives. One of the solutions aims to convert this 
problem to binary linear programming and then compute the bounds [4]. [3] seeks un-
bounded suboptimal answers with heuristic techniques. These two methods are both low 
in efficiency and not suitable for large data set. Other algorithms try to transform graphs 
into different data structures such as indexes. The tree-based q-gram [8] and path-based 
q-gram [9] methods belong to this category. However, tree-based q-gram method is only 
effective for sparse graphs with the loose lower bound caused by the great influence of edit 
operations on common q-grams. Besides, tree-based q-grams are usually short in length, 
which affects the join efficiency by generating candidates in large size. Path-based q-gram 
method is more flexible. However, this method only keeps each node's structural infor-
mation along paths through it and considers each path separately. I believe there is some 
information loss in the process, which may affect the join quality.  

To avoid the drawbacks of these methods, in this paper, we aim to solve the graph si-
milarity join problem effectively with polynomial time and strive to preserve structural 
information. We first build indexes for each graph and then use the indexes to evaluate the 
dissimilarity between each graph pairs in the clusters.  

In our method, we preprocess the graphs to accelerate the join. Graphs are clustered into 
several groups according to their node similarities so that the graphs inside each cluster 
share certain amount of nodes with the same label while those in different clusters seem 
less similar. In order to perform join efficiently in each cluster, we build a novel index for 
each graph by finding the nodes which can be reached within k hops for each key node.  

In summary, we make the following contributions in this paper: 

—In order to apply graph similarity join method with structure conservation, we pro-
pose a novel index structure called k-hop tree. We also make use of key nodes in the 
process to reduce unnecessary expensive comparisons. 

—To efficiently find graph pairs that can be joined, clustering strategy is used by 
grouping the graphs which share certain similarity to some extent. Thus similarity 
join can be applied inside each cluster to avoid useless comparison. 

—We propose an efficiently join algorithm based on k-hop tree indexing.  
—We verify that our method can achieve accurate join results in polynomial time 

through experiments performed on real and synthetic data.  

The rest of the paper is organized as follows. Section 2 provides some preliminary in-
formation, including definitions and notifications. In Section 3, we introduce the indexing 
strategy based on k-hop tree. We describe the preprocessing technique as well as the 
boundary filtering strategy in Section 4. The similarity join algorithm is also proposed in 
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this section. Experimental results and analysis are proposed in Section 5. In Section 6, 
related work is discussed and analyzed. In Section 7, the conclusion is displayed together 
with future works. 

2 Preliminary and Notations 

Problem Statement: The graph similarity join problem we study takes a graph data-
base as input and returns pairs of graphs whose graph edit distance is smaller than a 
certain predefined threshold. We denote the threshold as . Graph similarity join can 
be classified into two types. One is that there are two graph sets G and H, and similarity 
join returns one graph from each set, denoted as {(g, h) | ged(g, h)  , g G, h H}. In 
the other type, similarity join is applied inside a graph set where each graph is distin-
guished from others by a unique identifier. In this case, the problem is {(g, h) | ged(g, h)  , g G, h G, g  h}. Since these two types of problems can be processed in sim-
ilar method. We focus on the second type in this paper.  

Definitions and Notations. In this paper, we focus on the similarity join problem of 
undirected graphs without self-loops or multiple edges to simplify the discussions. A 
graph G is described as a quadruple (V, E, lV, lE), where V denotes the set of vertices, E 
represents the set of edges, lV and lE assign labels to vertices and edges, respectively. The 
number of vertices and edges in G is denoted by |V| and |E|, respectively. lV(u) represents 
the label of node u while lE(e(u, v)) represents the label of an edge between node u and v.  

The graph edit distance [1, 7] between graph g and h is denoted by ged(g, h). It is the 
minimum cost of edit operations that are used to transform graph g into graph h. As 
discussed in [9], the operations include: (1) Insert an isolated vertex into the graph; (2) 
Delete a vertex with all edges connecting to it from the graph; (3) Change the label of a 
vertex; (4) Insert an edge between two disconnected vertices ;(5) Delete an edge from 
the graph and (6) Change the label of an edge. 

3 K-hop Tree Based Indexing Strategy 

In this section, a novel index based on k-hop tree is introduced to accelerate graph 
similarity join. In this method, we build index for each graph by finding the nodes 
which can be reached within k hops for each key node in the graph. This index structure 
is easy to construct and maintain, which leads to more efficient implementation of 
similarity join. 

There has been a notion in previous works which is called k neighborhood, which is 
usually used in finding communities in social networks or studying broadcasting in 
computer networks. Their notion does have different backgrounds from ours, which is 
used for indexing local structural information in graphs. 

Several definitions are introduced to demonstrate how we construct the indexes 
based on k-hop tree.  

Definition 1 (kth Percentile). Given a data set, the value xi with the property that k 
percent of the data entries equals to or below xi is called the kth percentile.  

The most commonly used percentiles other than median are quartiles. The first 
quartile, denoted by Q1, is the 25th percentile while the third quartile, denoted by Q3,  
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is the 75th percentile. Midquartile is the average of the 25th percentile and the 75th 
percentile. That is, midquartile = (Q1 + Q3) / 2. 

Definition 2 (Key Nodes). Given a graph G with n nodes (v1, v2…vn), the graph is 
traversed and the degree of node vi are recorded as di. Let w denote the midquartile of 
degrees. That is, w = (Q1 + Q3) / 2. We define the nodes whose degree is less than w + 1 
as key nodes. Mathematically, vi  key nodes, if di<w + 1. 

After defining key nodes, we introduce how to build the k-hop tree indexing.  

Definition 3 (K-hop Tree Index). Given a graph G with n nodes (v1, v2…vn), for each 
key node vi, we build a tree index for it. The root the tree is vi, its descendents are those 
which can be reached in k hops from vi in the graph.  

The k-hop tree indexing generation is provided in Algorithm 1. Firstly, we find key 
nodes for each graph (Line 2-4). Then in Line 5-7, all the nodes that are within k hops of 
each key node are found. Indexes are generated in Line 8.  

The upper bound of the time complexity of the index generation algorithm is O(Nn3), 
where N is the number of graphs and n denotes the maximal number of vertexes in a graph. 
With the consideration that the size of each graph is not large, the index generation algo-
rithm is efficient. Additionally, the index can be generated offline. 

Algorithm 1. Index Generation 

Input: Data set S, Q1, Q3, k; 
Output: Index_tree 
1 for each graph Gi in S do 
2    for each node v in Gi do 
3       if degree(v) < (Q1[i] + Q3[i])/2+1 then 
4          v  key_nodes[i] 
5    for each key node u in Gi do 
6       W  nodes within k hops to u  
7       Index_node(u)  W 
8       In Index_tree(u), u is root, its children are W  
9 return Index_tree 

4 Graph Similarity Join Algorithms Based on K-hop Tree 
Indexing 

The algorithm consists of two parts. One is the preprocessing step, which works as an 
initial filter to remove non-promising pairs and obtain the candidate set. The other is an 
edit distance based dissimilarity computation algorithm which is applied on each can-
didate pair and decide whether they can match.  

4.1 Preprocessing 

In this subsection, we introduce preprocessing strategy to remove non-promising graph 
pairs, in order to reduce the data size to be processed.  
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For each pair of graph G1 and G2, with their number of vertexes N1 and N2 respec-
tively, we can find the number of common label vertexes, which is denoted by m. There 
may be repeated labels in a graph, but each unique label is only counted once. The total 
number of different vertexes in G1 and G2 is denoted as p. Then we define dissimilarity 
between G1 and G2 in formula (1).  

dissimilarity(G1, G2) = (p–m) /p. (1) 

At the same time, a threshold is predefined to filter out non-promising graph pairs. 
Usually, the threshold is selected according to the data set. If the data set is randomly 
constructed, then a bigger threshold is preferred because random graphs can be more 
different and vice versa. When dissimilarity between two graphs survives the threshold, 
they are promising candidate pairs and are clustered into one group. We use Example 3 
to illustrate the idea of the preprocessing. 

Algorithm 2 shows how the preprocessing step works. The input is a graph data set 
and the output is the clustering results. Firstly, we calculate the number of vertexes with 
the same label each pair of graphs shares in Lines 2. Then in Line 3, we compute the 
dissimilarity between each two graphs according to Formula (1). In Lines 4 to 12, the 
graph pairs whose dissimilarity is no more than the threshold are classified into the 
same cluster. After finishing clustering, we only need to compute the edit distance 
between each graph pairs in each cluster. Thus the join algorithm can run very effi-
ciently.  

Algorithm 2. Clustering 

Input: Data set S, filter threshold ; 
Output: Cluster_Set 
1 for each two graphs Gi and Gj in S do 
2    mat_num(Gi,Gj)= number of common label nodes in Gi, Gj 
3    dissimilarity = 1 – mat_num(Gi,Gj)/(|VGi|+|VGj|) 
4    if dissimilarity <=  then 
5       if sign(Gi) = k then 
6           (Gi,Gj)is added to Clusterk 
7       elseif sign(Gj) = t then 
8           (Gi,Gj)is added to Clustert 
9       else 
10         creat a new cluster Clusterx in Cluster_Set 
11          sign(Gi) = sign(Gj) = x 
12          (Gi,Gj)is added to Clusterx 
13 return Cluster_Set 

 

We later tested the performance of the clustering technique on synthetic data and found 
that more than 94% non-promising graph pairs had been removed in the clustering 
process. That is, we spend relatively small amount of effort doing the clustering and save 
much effort on the join process since the clustering technique is quite simple and ef-
fort-saving. This result is drawn from general data sets. On specific data sets such as 
chemical compounds where graphs may share the same node labels but have very different 
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topology, the clustering technique is less effective. But as long as not all graphs have very 
identical node labels, the technique will still work and lead to improvement in efficiency. 

4.2 K-hop Tree Indexing Based Join Algorithm 

Graph similarity join techniques will be described in this subsection. Before the join, it 
is supposed that an index has been constructed for each graph according to the method 
in Section 3 and the graphs are clustered according to the method in Section 4.1. Then 
in each cluster, we compare each pair of graphs. To accelerate the comparison, the edit 
distance between two graphs is computed through their index structures. Based on this, 
the difference rate between each graph pairs is computed, which works as the criteria to 
decide whether the graph pair can match. 

Note that the graphs in each cluster are already in pairwise format after clustering, so 
we apply comparison on each graph pair in each cluster. We compare graph Gi and Gj 
in the following steps. We use ged(Gi,Gj) to denote the edit distance between the 
indexes of Gi and Gj. The framework of the comparison is a sort-merge on the key 
nodes of the two graphs. To accelerate the comparison of labels, we assign a uniform id 
to each label and the key nodes of each graph are sorted by the ids of their labels. 
(1) Both Gi and Gj have a pointer to indicate their current key node respectively. 
For the current key node u in Gi, apply the idea of sort-merge to see whether there are 
nodes with the same label in Gj. Note that there may be nodes with the same label as u 
in Gi, in this case, we denote them as u1, u2,…ud  and deal with them together. 
a) If there is only one node u in Gi and one node v in Gj with the same label, we 
then compare the indexes of u and v. The edit distance between indexing trees is 
computed as the minimum number of edit operations to unitize (make them consistent) 
the leaf nodes of the two trees. 
b) If there is one node u in Gi and multiple v (v1, v2,…vm) in Gj that have the same 
label, then we compare the indexes between u and v1, v2,…vm respectively. That is, 
compute edit distance of {index(u), index(v1)}, {index(u), index(v2)} and so on. We 
choose the smallest one as the edit distance. 
c) If there are multiple nodes u (u1, u2,…ud) in Gi and one node v in Gj that have 
the same label, then we compare the indexes between u1, u2,…ud and v respectively and 
choose the smallest edit distance. 
d) If there are multiple nodes u (u1, u2,…ud) in Gi and v (v1, v2,…vm) in Gj that 
have the same label, then we compare the indexes of all possible combinations between 
u and v and choose the smallest sum of edit distances as our matching. 
e) Otherwise, there is no such label in Gj. Keep the node waiting until all key 
nodes in Gi have been traversed.   
(2) For each node w that is waiting (according to their order of joining the waiting 
list), compare it with all unmatched key nodes in Gj, and choose the smallest edit 
distance. The way of computing edit distance has been stated in step (1). One difference 
is that we add one to the distance since the two trees have different roots.  
(3) The total graph edit distance ged(Gi,Gj) is the sum of the edit distances de-
termined in previous steps. For each pairwise candidate in each cluster, the graph edit 
distance is computed. 
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(4) Finally, difference rate between each graph pairs, which is denoted as 
diff_rate(Gi, Gj), is computed with formula (2). If it survives the predefined join thre-
shold, then the two graphs can match with each other. Otherwise, they fail in graph 
similarity join.  

diff_rate(Gi, Gj) = 
(2/3) ( , )/(| | | |), if | | | | 10( , )/(| | | |), if | | 10 . 

(2)

In the formula above, |VG| denotes the number of vertexes in G. We heuristically 
divide the computation of diff_rate(Gi, Gj) into two parts on account that when a can-
didate pair has very small vertex size, very few differences between the two graphs can 
cause large influence since in this case, the index of a key node almost contains global 
structural information of the graph rather than local structural information around its 
neighborhood. Therefore, we apply a coefficient to make some adjustments in order to 
get more accurate results. The number 2/3 and 10 are both heuristically chosen based on 
the algorithm we have described. 

5 Performance Experiments 

In this section, experiments are performed on real and synthetic data set for perfor-
mance evaluation on our methods. All experiments are performed on a PC with Intel 
Core Duo 2GHz, 2G main memory and 250G hard disk. The operating system is 
Windows 7. All algorithms are implemented with C++. 

The real graph database is from the Protein Data Bank1, which contains 600 protein 
structures. Synthetic data is generated by randomly creating 100 to 500 graphs where 
the number of vertexes in each graph is randomly generated, the vertex labels are 
randomly assigned from a predefined label set and edges are randomly created between 
two vertexes. The average number of vertexes in the set is 28. 

5.1 The Impact of Clustering and Edit Distance Computation 

In this part, we test the clustering strategy and the edit distance computation algorithm 
by counting the number of candidates and non-promising candidate pairs. 

We use synthetic data for this experiment. The coefficient k is chosen as 2, the filter 
threshold is set to be 0.40 and the join threshold is set to be 0.15. The result is shown in 
Figure 3 (a). The two curves in this figure denote the candidate numbers after applying 
clustering and join respectively. The maximum number of candidate pairs is N(N-1)/2, 
where N is the number of graphs. Based on this observation, more than 94% 
non-promising graph pairs have been removed in the clustering process which surely 
improves the join efficiency.   

                                                           
1 http://www.iam.unibe.ch/fki/databases/ 
 iam-graph-database/download-the-iam-graph-database 
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Besides, the number of candidate pairs that survive similarity join is also provided. 
From the results, we can see that our strategy can effectively filter out unmatched 
candidate pairs though they survive the initial filter. As the number of graphs grows, the 
number of candidate pairs also increases smoothly.  

5.2 The Impact of Parameter K 

In this section, the impact of parameter k on the join results is tested. Two groups of 
experiments are performed on synthetic data. 

The first experiment plots the run time versus the number of joined graph pairs with 
different k in Figure 1(a). We see that the influence of k on run time is small. Besides, 
the number of matched graph pairs first grows with increasing k and then stays almost 
unchanged when k reaches 3 or 4. That is because a larger k can usually generate larger 
indexing structures, thus indexes of different nodes are more likely to be similar. 
Nevertheless, when k increases, it will reach a point where indexes of each node do not 
change any more and consequently the number of joined graph pairs keeps almost 
unchanged. 

The second experiment plots run time versus different parameter k and different 
filter thresholds. The filter threshold is the one applied in the preprocessing step. The 
experimental result is provided in Figure 1(b). When the filter threshold is small, the 
run time is also reduced evidently and less graph pairs are joined later. Consequently, 
when the filter threshold is too small, graph pairs with small vertex sizes will not sur-
vive this initial filter even if they can survive similarity join. Therefore, the threshold 
should be carefully chosen. One possible way would be to keep a relatively small 
hold-out set and use it to determine the most suitable threshold. 

 

(a) The run time with various k             (b)  Run time with k and threshold 

Fig. 1. Experimental results of the Impact of k 

5.3 Compare with other Methods 

We compare our similarity join algorithm with the state-of-the-art algorithms, κ-AT [8] 
and GSimJoin [9]. Even though graph embedding [10] is used for graph classification 
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and clustering, the problem is from ours and in their experiment part, they only tested 
their proposed methods on different datasets in terms of classification accuracy, which 
is totally different from ours. Therefore, we do not compare their methods with ours. 
The Protein graph database is used for the comparison. 

First, the number of candidates after filtering is compared in each method. In κ-AT and 
GSimJoin, the candidates we use are Cand-2. The outcome of the experiment is shown in 
Figure 2(a). From the results, it can be observed that κ-AT generates the least number of 
candidates while GSimJoin and our method generate comparable amount of candidates. 

Then, the total run time of the three methods is evaluated, which is displayed in Figure 
2(b). κ-AT needs more run time than the other two methods though it has smallest can-
didate size. The run time of our method falls in between the other two while that of 
GSimJoin is the least. 

In general, our method obtains good efficiency with guarantee on the join quality. Al-
though GSimJoin has the least run time, as we have indicated, path-based q-gram method 
breaks apart the local structural information since it only keeps each node's structural 
information along paths through it and then considers each path separately. There can be 
some information loss in the process, which may affect the join quality. Therefore, its join 
quality is somewhat doubted. On the other hand, κ-AT is not as efficient as our algorithm. 

 

(a) Candidate number                    (b)  Run time 

Fig. 2. Comparison Experimental Results 

From these experiments, we can draw the following conclusions. The clustering 
process and boundary filtering technique can help to improve the efficiency of our join 
algorithm, with the former one more significant. Besides, our algorithm is robust be-
cause it is not sensitive to the change of related parameters. Moreover, our method can 
achieve both high efficiency and join quality at the same time. 

6 Conclusions 

The wide applications of graph database have generated many data management 
problems, among which graph similarity join is a popular one which has attracted much 
attention in the literature. In the paper, we study the graph similarity join problem with 
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edit distance as the constraint. We propose a new idea of k-hop tree indexing strategy 
for join. After non-promising graph pairs are filtered out, a second filter of boundary 
filtering technique is used to remove candidate pairs which cannot survive the boun-
dary constraints of similarity join. Generally, our algorithm is performed in the fol-
lowing procedures. First, the preprocessing step is applied by clustering all the graphs. 
Second, k-hop tree indexing structures are constructed for each key node of the graphs. 
Then similarity join algorithm is used with boundary filtering to find graph pairs whose 
edit distance survives the join threshold. Finally, the join result is returned. We have 
experimentally verified that our similarity join method is efficient and effective. It is 
also a flexible method without many complicated computations.  

Acknowledgements. This paper was partially supported by NGFR 973 grant 
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Abstract. String similarity search is a basic operation for various ap-
plications, such as data cleaning, spell checking, bioinformatics and in-
formation integration. Memory based q-gram inverted indexes fail to
support string similarity search over large scale string datasets due to
the memory limitation, and it can no longer work if the data size grows
beyond the memory size. In the era of big data, large string dataset
are quite common. Existing external memory method, Behm-Index, only
supports length-filter and prefix filter. This paper proposes LPA-Index
to reduce I/O cost for better query response time, and LPA-Index is a
disk resident index which suffers no limitation on data size compared to
memory size. LPA-Index supports multiple filters to reduce query can-
didates effectively, and it adaptively reads inverted lists during query
processing for better I/O performance. Experiment results demonstrate
the efficiency of LPA-Index and its advantages over existing state-of-art
disk index Behm-Index with regard to I/O cost and query response time.
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1 Introduction

String similarity search[1] is a basic operation for a variety of applications, for
instance data cleaning and bioinformatics. With the rapid growth of data volume
generated and stored by human, large scale string datasets have become quite
common. Google has kept a N-Gram dataset consisting of more than 1012 tuples
by 2011. In the area of bioinformatics, the GeneBank dataset stores more than
106 items and the total size has reached 416GB. The era of big data has come. In
recent years, more and more larger datasets have been reported. It is necessary
to support efficient string similarity search over such large scale datasets.

Existing works on string similarity search are mainly based on q-gram and
memory resident inverted indexes, with which the query processing consists of
two major phases named filtering and verification. They convert each string to
a set of q-grams, and string ids with the same q-gram are organized into an
inverted list. The inverted index includes all the inverted lists whose q-gram
occurs in the string dataset. The size of an inverted index is usually larger than
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the original dataset. When the dataset grows comparable to the memory size,
existing works fail to provide acceptable query performance or even can not
work. Behm-Index[2] implements an external memory based inverted index, and
proposes an adaptive query processing algorithm based on prefix filter.

This paper targets at better query performance, and combines existing op-
timization techniques for string similarity search, including length filter, po-
sitional filter, prefix filter and asymmetric gram scheme, to build LPA-Index.
We present the construction method and implementation details of LPA-Index.
During string similarity search, LPA-Index adopts asymmetric gram scheme and
adaptively selects a set of grams from the query string for loading inverted lists.
Compared to Behm-Index, LPA-Index reduces query cost from two opposite as-
pects. First, LPA-Index employs positional filter in the index structure to further
reduce the number of candidates. At the same time, LPA-Index answers queries
with asymmetric gram scheme in disk environments and significantly reduces
the cost for loading inverted lists. Experimental results on a real dataset show
that LPA-Index achieves a great performance improvement over Behm-Index.

The main contributions of this paper are listed as follows:

1. We design LPA-Index consisting of a memory resident gram trie and a disk
residient inverted index, which support length filter and positional filter to
reduce the query cost in the verification phase.

2. An adpative query processing algorithm is presented for LPA-Index based on
prefix filter and asymmetric gram scheme, and the query cost in the filtering
phase is significantly reduced in disk environments.

3. Extensive experiments are conducted on a real dataset to evaluate LPA-
Index. Experimental results illustrate a significant performance improvement
of LPA-Index over state-of-art Behm-Index.

1.1 Preliminaries

Here we present some necessary preliminaries on string similarity search and
inverted indexes.

Definition 1. Edit Distance Given two strings s and t, the edit distance be-
tween them denoted by ED(s, t) is the minimum number of single character
modification to transform one string to the other. The modifications include in-
sertion, deletion and substitution.

Definition 2. String Similarity Search (based on edit distance) string
similarity search Q(s, θ) consists of a string s and an edit distance threshold θ. It
searches in a string dataset S and return all the strings in S, whose edit distance
to s is no more than θ, i.e. {t|t ∈ S,ED(s, t) � θ}.

String similarity search based on inverted indexes has two major phases: fil-
tering and verification. In the filtering phase, a set of inverted lists are merged
to find candidates whose frequence are no less than a specified threshold. In the
verification phase, edit distance between candidates and the query string are
computed, and the final query results are returned.
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Fig. 1. Structure of LPA-Index

2 LPA-Index

A LPA-Index consists of a main memory resident gram trie and a disk resident
inverted index, as depicted in Fig. 1. The main memory resident gram trie
adopts a trie structure to store all the q-grams of the given string dataset S.
Each leaf node of the gram trie represents a q-gram, and it keeps the disk
address of the inverted list for the corresponding q-gram. Fig. 1 shows the four
trie nodes which store the disk address of 2-gram ”To”, ”#j”, ”#B” and ”oo”.

To enhance the filter effect of LPA-Index with both length filter and positonal
filter, the length of a string s and the positions of s’s q-grams are taken into ac-
counts when calculating the q-gram set of s. Given GS = g0, g1, ..., g|s|+q−2,
in which gi is the ith q-gram of s, LPA-Index builds a new gram set denoted
GSLPA = {(g0, |s|, 0), (g1, |s|, 1), ..., (g|s|+q−2, |s|, |s|+ q − 2)}. During the inser-
tion of (gi, |s|, i) into the gram trie, the numeric values of |s| and i are directly
considered as characters following the content of gi.

In the process of string similarity search which adopts length filter and posi-
tional filter, inverted list with the same q-gram and consecutive string lengths
and gram positions are often loaded at the same time in the filter phase. To
improve the disk reading performance of multiple inverted lists with the same
q-gram and consecutive string length and gram positions, LPA-Index stores in-
verted lists with the same q − gram together, and order them by string length
and gram position. In more details, these inverted lists are firstly ordered by
string length, and then by gram position. To support large string dataset on
disks, LPA-Index stores the disk address of strings in the inverted list other
than string id, which is adopted in Behm-Index. There are two major concerns.
Firstly, if string ids are kept in inverted list, the map from string ids to disk
addresses of strings must be referred in verification phase. The map size grows
linearly with the number of strings, and it is not affordable to keep it in mem-
ory while dealing with large string dataset. Secondly, an integer string id is not
feasible for too large string dataset, although such string datasets are already
visible in real life applications. LPA-Index stores 8B disk addresses instead of
4B string ids due to the above concerns. Though more disk space is consumed,
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LPA-Index works with much less main memory compared to existing state-of-art
Behm-Index. To further reduce the main memory consumption, LPA-Index uses
string length segment and gram position segment instead of the original string
length and gram position. Consecutive string lengths and gram positions are
organized into the same segment, thus the number of entries in the gram trie
is greatly reduced and returns into control. In the rest of this paper, the string
length segment and gram position segment are denoted llen and lpos respectively.

3 Query Processing

Algorithm 1: GramSelection

Input: string dataset S, LPA-Index index for S, query Q(s, θ), start position
ps, end position pe

Output: query gram set QG(s) ⊆ G(s)
1 for ps ≤ i ≤ pe do
2 calculate c(i);

3 if pe − ps ≤ q then
4 return i = argps≤i≤pemin{c(i)}
5 else
6 i = arg ps+pe

2
−q+1≤i≤ ps+pe

2
+q−1

min{c(ps, i− q + 1)× c(i)× c(i+ q − 1, pe)}

7 return GramSelection(ps, i− q+1)∪{GS(s)[i]} ∪GramSelection(i+ q− 1, pe)

LPA-Index stores the length of each invert list in the gram trie, and it selects
a set of grams from L(GS(s)) whose inverted lists are used for query processing
while the other inverted lists keep untouched. To satisfy the constraints of asym-
metric gram scheme, in which each single-character modification destroys just
one gram, LPA-Index selects grams whose positions have no overlap in content.
There are multiple selecting strategy for a given query string s, and LPA-Index
selects a set of gram GmSel(s) from GS(s) to minimize the following cost model.

c(GmSel(s)) =
∏

g∈GmSel(s)

|L(g)|
|S| . (1)

This model comes from the observation that the pruning effect of an inverted
list in the filter phase is approximately decided by its length, and the ratio
|L(g)|/|S| can be regarded as the number of elements L(g) trends to reserve as
candidates. Thus, the model above is an approximation to measure the ratio of
the candidates to the total number of strings |S|. Next we present the definition
of Query Gram Selection, whose goal is to select a set of grams for query processing
and to minimize the cost model in equation 1. Algorithm 1 will solve the Query
Gram Selection problem. Here we denote c(i) = |L(GS(s)[i])|/|S|, which is the
cost of selecting the ith gram from GS(s).
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Definition 3. QueryGramSelectionGivenaLPA-Index index, a query string
s. Compute a gram set GmSel(s) ⊆ GS(s), ∀gi, gj ∈ GmSel(s), their position
difference in GS(s) is noless than gram length q and minimize c(GmSel(s)) =∏

g∈GmSel(s)
|L(g)|
|S| .

Algorithm 2: LPAQueryProcessing

Input: string dataset S, LPA-Index index for S, query Q(s, θ)
Output: string dataset {t|t ∈ S,ED(s, t) ≤ θ}

1 gramList = GramSelection(s,Q(s, θ), 0, |GS(s)| − 1);
2 prefix = |gramList| − θ + 1;
3 read the first prefix inverted lists in gramList;
4 combine the read lists into Lini and calculate the frequency of each disk address;
5 result = φ;
6 τ = 2;
7 while there are lists left and reading a next list is beneficial do
8 read a next list L;
9 combine L into Lini;

10 remove each element in Lini whose frequency is smaller than τ ;
11 τ = τ + 1;

12 for all addr ∈ Lini do
13 t = read(addr);
14 if ED(s, t) � θ then
15 result = result ∪ {t};

16 return result;

The problem Query Gram Selection. defined above is polynomial time
solvable, and Alg. 1 is able to compute the optimal solution between a starting
position ps and an ending position pe in GS(s) with dynamic programming
technique. The optimal solution of Query Gram Selection can be obtained
by running Alg. 1 with ps = 0 and pe = |GS(s)| − 1. Given the starting position
ps and ending position pe, Alg. 1 only selects the gram with minimal cost from
GS(s)[ps] to GS(s)[pe] if pe − ps < q. This is because only one gram can be
chosen according to the constraint of asymmetric gram scheme. If pe − ps � q,
then multiple grams should be selected from GS(s)[ps] to GS(s)[pe]. At this
time, Alg. 1 employs the following optimal sub-structure to construct dynamic
programming.

c(ps, pe) = min
ps+pe

2 −q+1�i� ps+pe
2 +q−1

c(ps, i− q + 1)× c(i)× c(i + q − 1, pe) (2)

Theorem 1. Given a query string s, Alg. 1 is able to compute the optimal solu-
tion of Query Gram Selection when specifying ps = 0 and pe = |GS(s)|− 1.
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Fig. 2. Query Performance on Title Dataset

Given a query string s, whose q-gram set is GS(s), the time complexity of
Alg. 1 is O(q×|GS(s)|×logGS(s)). The space complexity of Alg. 1 isO(|GS(s)|×
logGS(s)).

Alg. 1 computes the query grams, which are used in the filter phase. Then,
Alg. 2 invokes Alg. 1 to answer a string similarity search.In the inverted list read-
ing process, Alg. 2 needs to check whether reading an inverted list is beneficial.
We denote that the cost to verify a candidate as cverify(ms), the cost of reading
the next inverted list L as cL, and the number of elements with τ -frequency
in Lini as numτ . With the assumption the probability that each string address
exists in L is the same, then after reading L we have numtau × (1− |L|/|S|) ele-
ments filtered. In the verification phase, the cost to verify candidates is reduced
by numtau × (1− |L|/|S|)× cverify . On the other hand, reading L incurs a cost
cL = a×|L|+b(ms), where a is decided by the disk data transferring speed and b
is decided by the disk random access speed. In this paper, we test our computer
with a diversity disk readings and the values of a and b are 10−4 and 10 respec-
tively. Verifying a candidate incur a disk random search and an edit distance
computation, and the time is dominated by disk random search, whick a around
10ms. In Alg. 2, a next inverted list is used if numτ×(1−|L|/|S|)×cverify > cL.
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4 Experiments

4.1 Experiment Settings

Our testbed is PC machine, with Intel Core i5-2400 3.10GHz CPU, 4GB memory
and 500GB 7200rpm hard disk. We implement LPA-Index and Behm-Index in
JAVA whose jdk version is 1.06, and the operating system is Ubuntu 12.04 LTS.
The dataset we use is Title extracted from real-life dataset DBLP. Title contains
2078174 article titles, whose average length is 68. We random choose 100 strings
from each dataset as query strings. We test Title dataset with edit distance
threshold 1, 2, 4, 8.

Although the datasets we use are not large in size, we invoke system command
echo 3 > \proc\system\vm\drop caches in java to eliminate the effects of disk
buffer in memory. Thus the experiment results only show disk performance of
string similarity search. The disk page size we use is 8KB.

4.2 Experiment Results

To illustrate the optimization techniques adopted by LPA-Index, we add asym-
metric gram scheme to Behm-Index and denote it by Behm-A. We also eliminate
asymmetric gram scheme from LPA-Index and denote it by LPA-NA.

Fig. 2 depicts the query performance of the four methods on Title dataset.
As shown in Fig. 2(a), Behm-Index took the longest time to finish a query,
followed by Behm-A then LPA-NA. LPA-Index provides shortest average query
time. Compared to Behm-Index, LPA-Index shows a maximal speed-up at 5.
Fig. 2(b) shows the number of inverted lists read by 100 queries. It is easy to
see that LPA-Index and Behm-A use fewer inverted lists. This illustrates that
the asymmetric gram scheme adopted by LPA-Index is effective to reduce the
number of inverted list loaded. Fig. 2(c) presents the number of inverted list entry
read by 100 queries. It can be seen that LPA-Index and LPA-NA read much fewer
entries than Behm-A and Behm-Index. This shows the effectiveness of positional
filter used by LPA-Index. Fig. 2(d) compares the candidate number of the four
methods with 100 queries. From Fig. 2(d), we can see that LPA-Index and LPA-
NA have to verify much fewer candidates. This proves that the positional filter
is able to reduce the cost of verification phase.

5 Related Work

Inverted index compression are proposed by [4]. These works combine multiple
inverted lists or remove partial lists to spare memory space. Incremental up-
date methods of inverted indexes are studied in [5]. [6] proposes asymmetric
gram scheme to reduce the number of inverted lists used for query processing.
Bed-tree[7] is disk resident tree structured index to support string similarity
search. It stores strings in a B+-tree and provide multiple functions. However,
B+-tree involves many disk random search, which incurs long query time in
turn. Behm-Index[2] is the first work known to study inverted index on disk for
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string similarity search. It combines prefix filter and adaptive query algorithm
to answer string similarity search. Compared to Behm-Index, our work sup-
port positional filter to reduce candidate number. At the same time, we adopt
asymmetric gram scheme and design efficient query gram selection algorithm to
significantly improve the query performance.

6 Conclusion

This paper studies string similarity search in disks, and designs LPA-Index,
which combines prefix filter, length filter and positional filter and employs asym-
metric gram scheme. We present an index construction method and an efficient
query algorithm under asymmetric gram scheme. LPA-Index adopts prefix fil-
ter and carefully controls the number of inverted lists used for query processing
based on asymmetric gram scheme. Experiments are conducted on a real dataset
dataset. Performance comparison shows that LPA-Index provide significant per-
formance improvement over the existing state-of-art work Behm-Index.
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Abstract. The popularity of social network services has caused the rapid 
growth of the users. To predict the links between users has been recognized as 
one of the key tasks in social network analysis. Most of the present link predic-
tion methods either analyze the topology structure of social network graph or 
just concern the user’s interests. These will lead to the low accuracy of predic-
tion. Furthermore, the large amount of user interest information increases the 
difficulties for common interest extraction. In order to solve the above prob-
lems, this paper proposes a joint social network link prediction method-JLPM. 
Firstly, we give the problem formulation. Secondly, we define a joint prediction 
feature model(JPFM) to describe user interest topic feature and network topolo-
gy structure feature synthetically, and present corresponding feature extracting 
algorithm. JPFM uses the LDA topic model to extract user interest topics and 
uses a random walk algorithm to extract the network topology features. Thirdly, 
by transforming the link prediction problem to a classification problem, we use 
the typical SVM classifier to predict the possible links. Finally, experimental 
results on citation data set show the feasibility of our method.  

Keywords: Social Network, Link Prediction, Topic Model, Random Walk. 

1 Introduction 

Community-based social network services such as Twitter, Facebook and Myspace 
have already gathered billions of extensively acting users and are still attracting thou-
sands of newbies each day[1][2]. Effectively modeling user interest and friendship 
between users, accordingly recommending services and/or suggesting friends are 
fundamental to all social network services[2].  Link prediction has been recognized 
as one of the key tasks in social network analysis.  

Most link prediction methods depend on such node attributes as user interests, user 
comments, user-created documents and so on. Furthermore, user behaviors may influ-
ence the future link in social networks while the information about a user’s behavior 
is often scattered in both friendship links and interest features. But it is difficult to 
obtain the concrete node attributes because of the privacy issues. In addition, the 
openness and dynamics of social network make the information provided by users be 
not effective or not correct. Most of the present link prediction methods either analyze 
the topology structure of the social network graph or just concern the user’s interests. 
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These will lead to the low accuracy of prediction. Furthermore, the large amount of 
user interest information increases the difficulties for common interest extraction. 
Moreover, most present link prediction approaches ignore the interest relations among 
users. In order to improve the link prediction performance, we synthetically take into 
account both the user interest and the network structure features. Then we propose a 
Joint Link Prediction Method(JLPM) to predict the unknown links between nodes. 
JLPM transforms the link prediction problem into a classification problem and inte-
grates the above two kinds of features. Parimi et al.[3] use the LDA model to model 
user interest and construct features for the link prediction problem based on the result-
ing topic distributions. However, their approach could be inaccurate because that 
neither user friendship nor user behavior information is taken into account. Similar to 
their idea, we also use LDA topic modeling to extract user interest topics features to 
avoid the direct use of user interests. Furthermore, we use a random walk algorithm to 
extract network topology features. 

The contributions of this paper are as follows: (1) Proposing a joint prediction fea-
ture model JPFM and corresponding extracting method which considers not only the 
user interest features but also the network topology features. (2) Proposing a joint 
method JLPM for social network link prediction. (3) Experimental results on real 
datasets show that our method can achieve better performance. 

The rest of the paper is organized as follows: Section 2 discusses related works. 
Section 3 gives the problem formulation. Section 4 provides a detailed description of 
JLPM including the model architecture, feature extraction and model construction. 
Section 5 presents the experimental design and results. We conclude the paper with a 
summary and propose the future works in Section 6. 

2 Related Works 

Link prediction has been an important task for analyzing social networks and also has 
many applications in a wide range of domains [4]. Hsu et al.[5] have studied the 
friendship relations of social network prediction and classification problems based on 
the network structure and user attribute data. They also mentioned interest features. 
But their study does not capture the semantic relationships between the users’ inter-
ests[3].  Taskar et al.[6] have studied the use of a relational markov network frame-
work for the task of link prediction. Similarly O'Madadhain[7] uses machine learning 
methods to analyze the location information network. In these researches the link 
prediction problem is always transformed into a classification problem, and the fea-
tures of the network topology and node information are extracted from the training 
data. Our research is related to theirs, but we use different features. Shuang Hong 
Yang et al. [2] presented a FIP model that integrates the learning for interest targeting 
and friendship prediction into one single process. But FIP considers the link predic-
tion problem and interest targeting problem as paralleled parts. In fact, only after a 
user interest is targeted we could achieve the goal of link prediction. So our research 
takes a different perspective. We extract user interest as a feature for link prediction. 
Magdalini Eirinaki et al. [8] presented a trust-aware system for generating personalized 
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user recommendations in social networks. Our research does not concern the trust 
relationship. Jin Huang et al. [9] address the link prediction problem by aggregating 
heterogeneous social networks and propose a joint manifold factorization method. 
They transfer the common group structure knowledge between two related matrices 
and explore the individual matrix geometric structure. But they mainly focus on the 
graph structure features and ignore the topic feature of individuals. In addition, their 
prediction goal is different from ours. 
  Real social network scale is very large. It is becoming necessary to accurately pre-
process these data for extracting hidden patterns. Topic modeling techniques are one 
of the generative probabilistic models that have been successfully used to identify 
inherent topics in collections of data, and have shown good performance when used to 
predict. Latent Dirichlet Allocation(LDA)[10][11] is such a generative probabilistic 
model. Parimi et al.[3] use the LDA model to model user interest and construct fea-
tures for the link prediction problem based on the resulting topic distributions. They 
verify that the LDA model can reduce the link prediction time complexity. However, 
their approach could be inaccurate because that neither user friendship nor user beha-
vior information is taken into account. Our research is same as theirs when modeling 
the user interest features. But our JLPM method improves the similarity calculation 
accuracy of the topic features and further improves the link predictive accuracy. Lich-
tenwalter et al.[12] proposes the PropFlow algorithm to extract the network topology 
information in complex networks.  

3 Problem Definition 

Assume that G=(V, E) denote an undirected social network , where V={v1, v2, …,vn} 
means n users, E={e1, e2, …,em} represents m friendship links between vi. An edge 
e=(vi,vj) represents the friendship link at time t(e). The link prediction problem can be 
formulated as follows: 

PROBLEM 1. Given a social network G at time t, a training interval[t, t+1] in a su-
pervised training set for link prediction, the link prediction task is to output a list of 
edges not present in G[t], but are predicted to appear in the network G[t+1]. 

Definition 3.1: User Interest Feature (UIF). Each user node v is associated with a 

vector T
v R∈δ of k-dimensional topic distribution ( 1=∑z vzδ ). Each element vzδ  

is the probability of the node on topic z.  We call the vector vδ  as user v’s UIF. 

Definition 3.2: User Interest Feature Matrix IFM = dnikb ×)(  where bik means the 

probability of node vi  on the kth topic, d is the number of topics. 
Definition 3.3: User Interest Topic Similarity Matrix ITSM= nnjits ×)(  where tsij is 

the semantic similarity between the user interest feature vector of user vi and vj, and n 
is the number of users. 

Definition 3.4: Topology Structure Feature (TSF).  In a social network, a user 
node vi usually may has a path to node vj, and this path has a probability weight that a  
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restricted random walk starting from vi ends at vj in r steps or fewer using link weights 
as transition probabilities. The restrictions are that the walk terminates upon reaching 
vj or upon revisiting any node including vi. Formally, each user node vi is associated 

with a vector T
vi R∈γ of n-dimensional path distribution ( 1=∑

≠∩∈ vivjVvj
vijγ ). Each 

vijγ  is the probability of the vi linking to vj.  We call the vector viγ  as user vi’s TSF. 

Definition 3.5: Topology Structure Feature Matrix TSFM= nnijtsfm ×)(  tsfmij means 

the probability of node vi has a path to vj . n is the number of nodes. 
Definition 3.6: Topology Structure Feature Similarity Matrix TSFSM= nnjiss ×)(  

where ssij is the similarity between the vi‘s topology structure feature and that of vj. 
Definition 3.7: Joint Prediction Feature Model (JPFM). JPFM is a matrix

nnjiPF ×)(  , where ),,( linkFlagsstsPF ijijij= , and linkFlag represents that whether 

there is a friend link between vi and vj.  
PROBLEM 2. Detailed Link Prediction Problem. Given a G from time 1 to t, 

Gt=(Vt, Et, JPFMt), where JPFMt is the features at time t, the task is to infer those 
edges eij which satisfies that the linkFlag=N at time t and linkFlag=Y at time t+1. 

4 Joint Link Prediction Method For Social Network 

In this section we propose a joint link prediction method (JLPM) to incorporate node 
features and structure feature for better modeling and predicting the friendship links.  

4.1 Joint Link Prediction Algorithm 

Figure 1 shows the architecture of JLPM. The left part illustrates the input: a social 
network of 8 users. The right part shows the output of our link prediction: the red bold 
edges are predicted possible links. The middle two parts are the critical components 
of our method: feature extraction and link prediction. We need to extract the features 
of user interests and network topology. We transform the predicting problem into a 
classifying problem and use both types of features as input of the learning algorithm. 
 
 

 

Fig. 1. Joint Link Prediction Method Architecture 
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The joint link prediction algorithm can be described as follows: 
Algorithm 4.1: Joint link predicting 
Input: Social network G= (V, E);
Output: The possible link lists; 
1: IFM←ExtractUIF(G); // for each user v in V,extracting user interest features: 
2: TSFM←ExtractTSF(G);//extracting network topology features 
3: A←construct JPFM; 
4: use A as input, classifier learning and predicting; 
5: ranking the link prediction probability and output the top-k values.

 
In step 1, the user interest features are extracted. In step 2, the global network to-

pology features are extracted. In step 3, the local interest feature and global topology 
features are integrated into the unified JPFM matrix. In step 4, we use a classifier to 
learn the prediction model. In our research, we use SVM classifier. Step 5 outputs the 
possible future links. 

4.2 User Interest Feature Extraction 

We use the LDA [10] Topic model to extract the user interest features. The user inter-
est feature extracting algorithm is described as follows: 

Algorithm 4.2: ExtractUIF(); //Extract user interest feature 
Input: Social network G= (V, E);
Output: user interest features matrix ifm; 
1: Call extractTopic();  //get the interest topic probability distribution;: 
2: Calculate the interest topic probability distribution; 
3: save and return the user interest feature matrix;

We build a LDA model to extract interest topics. And we use the Gibbs sampling 
method to estimate the parameters. Given two users ua and ub, The topic distribution 
vector of ua is TA=(ta1,... tak), topic distribution vector of ub is TB=(tb1,... tbk), where 
k is the number of the topics. By calculating the pairwise similarity between user topic 
vectors, we can get the user interest topic similarity matrix.The similarity calculating 
formula is as follows: 
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(4-1) 

4.3 Network Topology Feature Extraction 

In this work, we use a random walk algorithm (extractTSF()) to construct the features 
based on network topology. For each user pair (ua, ub) in the network, we calculate 
the topology similarity of ua and ub. The walk selects links based on their weights. 
This produces a score tsfmsd that can serve as an estimation of the likelihood of new 
links. For each node vs in G, we call extractSingleTSF() algorithm to get the topology 
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structure features. To get the TSF, extractTSF() will call extractSingleTSF() repeated-
ly for all nodes in G. The input of extractSingleTSF() is the social network G, node vs, 
and the max length r. And the output of extractSingleTSF() is the topology structure 
feature matrix tsfm[vs][vd] for user vs. If the path length from vs to vd  is larger than r, 
then tsfm[vs][vd]=0; or else the value of tsfm[vs][vd]  is the link possibility of this 
path. 

4.4 JPFM Constructing 

After the above feature extraction works, we have got the social network features 
similarity matrix ITSM[][] and TSFM[][]. We use a weight sum method as the fol-
lowing formula to synthesize two features. r and are s two adjustable parameters.  

]][[*]][[*]][[ jiTSFSMsjiITSMrjiJPFM +=      ( 4-2) 

5 Experiments 

5.1 Dataset 

We use a subset of the citation dataset of the Citeseer1 site to test the performance 
and scalability of our approach. We crawl about 1000 papers in such topics as “asso-
ciation rule mining”, “sentiment analysis”, “topic models” and “privacy security” and 
so on. Then we extract the title, abstracts, citation relationship information to form the 
citation data set. We consider the paper and author as nodes, and consider the citation 
relationships between papers as the edges.  

5.2 Experimental Design 

In this work, we use the SVM classifier to analyze data in Citeseer. We compare the 
JLPM with the JLPM-T and JLPM-S methods. JLPM-T denotes that it only consider 
the topic interest feature and JLPM-S means that it only takes account of the network 
topology structure features. The following experiments have been performed in our 
work. 1) Experiment 1: we use the JLPM to predict the friend relationship when se-
lecting the different network scale. We compare the performance of JLPM with that 
of JLPM-T and JLPM-S in networks with different number of nodes. This experiment 
will show that how network topology features influence the predicting results. 2) Ex-
periment 2: we use the JLPM to predict the friend relationship when selecting differ-
ent topic number. We compare the performance of JLPM with that of JLPM-T and 
JLPM-S under different number of topics. This experiment will show that how indi-
vidual interest features influence the predicting results. 3) Experiment 3: we observe 
the performances under different r and s parameter values. 4) Experiment 4: we com-
pare our method with Common Neighbor method, Adamic/Adar method and Katz 
method [12]. We evaluate the performance of different approaches in terms of the 

                                                           
1  http://citeseerx.ist.psu.edu/index 
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AUC, namely the area under the receiver operating characteristic curve. AUC is used 
widely in link prediction researches.  

5.3 Results 

Figure 2 and 3 are the results of the experiment1 and experiment 2 respectively. As 
shown in figure 2, we can see that the AUC value of JLPM is between 0.82 and 0.87 
and it shows that the JLPM achieve better performance than single JLPM-S or JLPM-
S method. The main reason is that the JLPM considers both the node feature and the 
network structure features of the social network, and this leads to a better prediction 
results. In experiment 2, as shown in figure 3, it is also obvious that JLPM achieves 
the highest AUC value when comparing with JLPM-T and JLPM-S method. 
 

 

   Fig. 2. AUC at different node numbers         Fig. 3. AUC at different topic numbers 

Figure 4 shows that the AUC values of different r and s parameter values. We can 
see that with the ascending of the percentage topic feature parameter r, the AUC value 
is descending. It means that the topic features play a weaker role than the structure 
feature in link prediction on our test data set. 

 

 

   Fig. 4. AUC at different parameter values       Fig. 5. AUC of different methods 
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We compare our methods with the CN, AA and Katz methods. Figure 5 depicts the 
comparison results. For example, JLPM is superior to CN about 34% in terms of 
AUC. The results demonstrate the superiority of our proposed JLPM method. 

6 Conclusions 

We have proposed a joint link prediction method JLPM, which takes advantage of 
both local user interest data and global network topology structure to predict friend-
ship links in a social network. JPFM model synthesizes the two parts of features. Our 
JLPM method improves the prediction performance by using LDA to extract user 
social interests and using a random walk algorithm to extract the network topology 
features. The experimental results show that the JLPM is effective and practical. 

However, JLPM also has some limitations. For example, our approach just takes 
into account the static image of social network. In the dynamic and evolutionary so-
cial networks, how can JLPM extract various features and yield a precise prediction? 
These are our future works. In addition, more real data sets are needed to testify our 
method. 
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Abstract. This paper introduces a new RAID 6 expanding method
HCS, which is facing the circumstance of big data. HCS expands H-Code
manner RAID 6. Two key techniques are used to avoid parity blocks’ re-
calculating. The first one is anti-diagonal data blocks’ selection, and the
other one is horizontal data migration. These two techniques ensure the
data blocks are retained in the same verification zone, that is horizon-
tal verification zone and anti-diagonal verification zone. Experimental
results showed that, compared with SDM, which is also a fast expan-
sion method, HCS can reduce 3.6% expansion time and promote 4.62%
performance under four traces.

Keywords: Big data, H-Code, RAID expanding, Horizontal coding,
Anti-diagonal parity, Horizontal parity.

1 Introduction

In big data circumstance, the gross of data becomes more and more, this requires
storage device has the ability of expansion. As a fundamental storage device,
RAID [1] [2] is popular used in different scenarios. Different RAID level can be
used in different situation, for RAID 0 expand a single hard disk capacity, and
RAID 1 offers security storage based on mirror data store. High level RAIDs
balance the storage capacity and security, such as RAID 4,5 and 6. RAID 4 and
RAID 5 use 1 disk to store the parity blocks in average, which can ensure the
failure of 1 disk error. RAID 6 uses two disks to store the parity blocks in average
which can ensure the failure of 2 disks error.

With the data increase sharply and quickly, expanding an existence RAID is
a critical situation. Expanding a RAID means two tasks, the first one is adding
some new disks to the existence RAID, and the second is moving old data to
new disks to pursue the balanced data accessing of whole RAID.
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The key techniques lie in the second task. When moving old data, the first
object is online data migration. The storage devices must offer 24×7 service,
and when mi-grating the old data, outer user cannot feel it. The second object is
balanced data accessing. After data migration, each disk should retain the equal
data blocks and parity blocks.

RAID 6 has two kinds of coding, the first one is vertical coding [3] [4] [5]
[6] [7] [8] and the second one is horizontal coding [9] [10] [11] [12] [13].
Vertical coding separates the parity blocks into each disk, and horizontal coding
uses one disk to store parity blocks. In general, vertical coding has balanced data
distribution and horizontal coding does not have balanced data distribution. The
H-Code [3] described in this article is a horizontal coding.

H-Code uses two parity stripes to verify the data blocks, so it can restore the
whole RAID 6 under two disks’ error. H-Code can code n disks, and n = p+ 1,
which p is a prime number. Figure. 1 shows a case of H-Code’s two parity stripes.
In Fig. 1(a), horizontal parity blocks are stored in a disk. For example, PA is
the verification of four blocks which marked as A. Figure. 1(b) shows the anti-
diagonal parity stripe. All the A is verified as QA. Anti-diagonal parity blocks
do not take part in the horizontal verification and vice versa.

(a) Horizontal parity
stripe

(b) Anti-diagonal parity
stripe

Fig. 1. H-Code coding when p = 5

2 Related Works

In recent years, many scientists devote in research the expanding a RAID.
MD-Reshape [14] and GA(Gradual Assimilation) [15] use simple way to ex-

pand a RAID. They read all the data of old RAID, then write them to the new
RAID. These two methods are time wasting way.

SLAS [16] upgraded GA. It uses reorder window and slide window to control
data migration, so it can promote data moving speed. But SLAS is only used in
RAID 0.

ALV [17] uses reorder window and slide window to RAID 5. Compared with
MD-Reshape, ALV can reduce about 35.33% migration time. Although the time
is reduced, ALV also should migrate all the data to new RAID.

FastScale [18] migrates certain data to new disk(s), which can evidently reduce
the data migration time, and FastScale is used in RAID 0.
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PBM [19] expands the RAID 5 through migrating portion of data blocks
and parity blocks. It achieved fast expanding a RAID 5. Legg format the new
disk(s) to avoid recalculation of parity blocks of RAID 5 [20], and Corbett avoid
recalculation verification by redistributing parity blocks [21].

SDM [22] moves the blocks of a RAID 6 through lest I/O costing. SDM can
expand a vertical coding RAID like P-Code [23] and horizontal coding RAID
like RDP [24]. But for H-Code, SDM has no expansion solution.

3 Detail Analysis

HCS is a new expansion solution faces H-Code. HCS has two objects in expanding
RAID 6. That is,

– No parity blocks recalculation. In H-Code, there are two types of parity
blocks that are P and Q. Parity blocks’ recalculation will cost significant
time. HCS uses zeroing technique to avoid P and Q’s recalculation.

– Expanding arbitrary times. After expansion, new RAID 6 is also H-Code
coding manner. So new RAID can be expanded the second time.

For illustrating the formulas and introduce HCS, we define some notations as
Table 1.

Table 1. Some Notations

Symbol Meaning

n Disk count of old RAID
m Disk count of new added
p A prime number
P Horizontal parity block
Q Anti-diagonal parity block
E(n,m) The process of expansion
(R,D) A logical address of a block, which R is row number and D is disk number
Sb Size of a block
Sso Size of stripe in old RAID, the unit is Sb

Ssn Size of stripe in new RAID, the unit is Sb

SN Count of stripes in old RAID

3.1 Data Migration of One Stripe

In this subsection, we describe our data migration means uses E(6, 2). In E(6, 2),
old RAID has 6 disks, and p = 5. After migration, new RAID has 8 disks, and
p = 7. A stripe of H-Code is shows as Fig. 1.

Figure. 2 shows a stripe’s data distribution of 6-disk RAID and 8-disk RAID.
We numbered the disks and data rows. Comparing two figures, we use two key
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techniques to achieve data migration. The first one is anti-diagonal data selec-
tion, which is all the data blocks above parity Qs will be migrated. In Fig. 2, 3
Ds, 2 Cs and 1 B should be migrated. The other one is horizontal data migration.
Horizontal data migration is to fit the target of none parity blocks’ recalculation.
To detailing horizontal data migration, we use Fig. 3 to illustrate.

(a) 6-disk RAID (b) 8-disk RAID

Fig. 2. A stripe data distribution of 6-disk and 8-disk RAID

Fig. 3. Horizontal data migration

First, to avoid horizontal parity blocks’ recalculation, we move data horizon-
tally. That is to say, all the data blocks have the same row number as before they
are moved. Second, to avoid anti-diagonal parity blocks’ recalculation, top-right
data blocks should move to the same verification zone as before. That is to say,
any data block should move to the proper disk to take part in the same verifica-
tion as before, like (R3, D1) move to (R3, D6), (R3, D2) move to (R3, D7) and
(R3, D3) move to (R3, D1). And the third step, all the move-out blocks should
be written 0. For example, after migration, (R3, D3) and (R3, D2) should be
written 0 to ensure no modify the parity value.

3.2 Data Addressing after Data Migration

After data migration, some data blocks have their new address. This forces we
have new data addressing algorithm to ensure right data accessing. The progress
of addressing is to translate outer requests’ LBA to a blocks’ logical address
(R,D).

For a LBA, its block number b is:

b = LBA/Sb (1)
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Next step is to find the corresponding stripe number s. For old RAID, a stripe
has Sso blocks, and for new RAID, a stripe has Ssn blocks.

Sso = n× (n− 2)− 2 (n− 2) = (n− 2)
2

(2)

Ssn = (n+m− 2)
2

(3)

If b < (SN × Sso), b is an old data, otherwise, it’s a new data which fill the
blank blocks after migration. For old data, b/Sso is its stripe number s, and
its offset in the stripe is bmodSso. The logical address of old data block b can
expressed as (R,D), which R can be expressed as equation 4.

R = 
(b mod Sso)/(n− 2)� (4)

For b is unique numbered over parity blocks Q and referred old location D′.

D′ = (b mod Sso) mod (n− 2) (5)

Considering the block b can be right or left of the parity block Q, the real disk
number of b is:

D =

{
D′ R ≥ D′

D′ + 1 R < D′ (6)

Here D is disk number of b before migration. Uses the data migration algo-
rithm, we get the new disk number D∗ of new disk number.

3.3 Data Recovering

RAID 6 can be recovered after 2 disks’ failure. When migrating, this character
should be retained. Migration uses whole-stripe-move method, that is to say,
moving a stripe cannot be interrupted. If failure occurs, current moving stripe
will stop migration and recover its original data distribution.

For not migrated stripe, RAID 6 can use normal recovering progress to recover
the data. For migrated stripe, as Fig. 4 illustrated, we give the recovering chain.
Figure. 4 shows when two disks D4 and D5 are failure, the recover chain is:

Fig. 4. Data recovering when D4 and D5 are failure

A(3, 5) → A(2, 4) → B(2, 5) → B(1, 4) → C(1, 5) → C(0, 4) → CD(0, 5) → QD.
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4 Experimental Results

We use DiskSim [25] to simulate the H-Code RAID 6 and perform the expansion
progress. DiskSim is a block-level disk simulator, we combined the outer requests
and migration requests in a queue, which can be sent to the simulator. In the
queue, we use a fitted number to control the flow. If the outer requests per
second larger than this number, migration requests will slow down, else migration
requests will be sent to the queue.

For no expansion solution faces H-Code, we compared the HCS with SDM,
which is an expansion solution faces horizontal coding, RDP. E(6, 2) and E(8, 4)
are simulated under four traces, which are Hm0 from Microsoft [26], Home2 [27]
from FIU, Financial1 and Financial2 from SPC [28].

4.1 Expansion Time

Fig. 5. Expansion time comparison

Figure. 5 shows the different expansion time under four traces. SDM and HCS
have almost the same expansion time. Experimental results showed that HCS
reduced 3.6% and 3.63% migration time than SDM in E(6, 2) and E(8, 4) cor-
respondingly. The reason is HCS have not to recalculate the parity blocks but
SDM do.

4.2 Performance in Expanding

We use average response time as the metric of performance. From Fig. 6, we can
see HCS has less response time than SDM when expanding. Experimental data
showed that the response time of HCS less than SDM about 4.62% in average.

5 Conclusions and Further Work

H-Code is a new RAID 6 coding manner. We proposed corresponding expansion
method, HCS. HCS use two key techniques to achieve expanding this kind of
RAID, which is anti-diagonal data selection and horizontal data moving. These
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Fig. 6. Performance comparison

two key techniques ensure no parity blocks will be recalculated. Experimental
results showed that we can reduce 3.6% migration time compared with SDM in
average and promote about 4.62% average response time.

After expansion, data blocks in new RAID are not even distributed. It will
cause more access will occur in the parity disk, which is D0 in HCS. But our
goal is to ex-pand the RAID multiple times, and the original H-Code manner
RAID 6 also not an even-distributed RAID. To trade off two goals, more work
should be done in future.
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Abstract. Multi-way join is critical for many big data applications such
as data mining and knowledge discovery. Even though lots of research
have been devoted to processing multi-way joins using MapReduce, there
are still several problems in general to be further improved, such as
transferring numerous unpromising intermediate data and lacking of bet-
ter coordination mechanisms. This work proposes an efficient multi-way
joins processing model using MapReduce, named Sharing-Coordination-
MapReduce (SC-MapReduce), which has the functions of sharing and
coordination. Our SC-MapReduce model can filter the unpromising in-
termediate data largely by using the sharing mechanism and optimize the
multiple tasks coordination of multi-way joins. Extensive experiments
show that the proposed model is efficient, robust and scalable.

Keywords: MapReduce, multi-way joins, sharing and coordination.

1 Introduction

Multi-way join is an important and frequently used operation for many big data
applications including data mining and knowledge discovery. Since join process-
ing is expensive, especially for large data sets, multi-way join is a costly opera-
tion. When processing multi-way joins of big data, a natural solution to ensure
the reasonable response time is parallel processing. As a parallel programming
model, MapReduce [1] becomes the popular big data programming model for its
simplicity, flexibility, fault-tolerance and scalability.

MapReduce is designed to process a single input data set, so multi-way join is
not directly supported by MapReduce framework. Although lots of research have
been devoted to processing join using MapReduce[2–6], the existing works still
have several problems to be further researched. For instance, there are numerous
intermediate data to be transferred from Map phase to Reduce phase. When the
final output is much smaller than the original input, the numerous unpromising
intermediate data would waste the bandwith and I/O. In addition, when pro-
cessing multi-way joins using several passes MapReduce, the next MapReduce
computation cannot start until the previous computation is over.
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In this work, we investigate the problems of multi-way join query processing
in MapReduce and analyze the performance and bottlenecks of the existing so-
lutions. An efficient multi-way join query processing model using MapReduce,
named Sharing-Coordination-MapReduce (SC-MapReduce) is designed. By us-
ing the mechanisms of sharing and coordination, SC-MapReduce can enhance
the parallelism and reduce the network cost. In SC-MapReduce, first, a sharing
mechanism is proposed to filter the unpromising intermediate data and reduce
the network and I/O cost. Then, We design a multi-tasks coordination mech-
anism for processing multi-way joins. Using this coordination mechanism, the
next task do not need to wait for the completion of the previous to start its
processing, which will save the waiting time and enhance the parallelism..

The remainder of this paper is organized as follows. Section 2 introduces
the related work. Section 3 presents our SC-MapReduce model. The sharing
and coordination mechanisms of SC-MapReduce model are given in Section 4.
Section 5 reports the experimental results. Section 6 concludes the paper.

2 Related Work

2.1 Problem Statement

Definition 1. (Two-way Join) Given two data sets R1(A1, S1) and R2(A1, S2)
on a common attribute A1. S1 and S2 can be the single attribute or the array of
multiple attributes, as shown R1(A1, S1) �� R2(A1, S2) = (A1, S1, S2).

Definition 2. (Multi-way Same Attribute Join) Given n (n>2) data sets
Ri(A1, Si)(i=1,2,...,n) on a common attribute A1. Si can be the single attribute
or the array of multiple attributes, as shown R1(A1, S1) �� R2(A1, S2) ��, ..., ��
Rn(A1, Sn) = (A1, S1, S2, ..., Sn)

Definition 3. (Multi-way Different Attributes Join) Given n (n>2) data
sets Ri(Ai−1, Si, Ai+1)(i=1,2,...,n) on common attributes Ai. Si can be the sin-
gle attribute or the array of multiple attributes, as shown R1(A0, S1, A1) ��
R2(A1, S2, A2) ��, ..., �� Rn(An−1, Sn, An) = (A0, ..., An, S1, ..., Sn)

2.2 Join of MapReduce

There are many existing works of processing joins using MapReduce [4–12].
MapReduce online [5] proposes a pipelined job interaction mechanism to avoid
intermediate data materialization. Map-Join-Reduce [9] improves MapReduce
runtime to process complex data analysis tasks on large clusters. Paper [7] studies
and optimizes multi-way equi-join in MapReduce by selecting a query plan with
the lowest input replication cost. Paper [6] is the first one to study all theta-joins
and explores optimality properties for them in MapReduce-based systems. Paper
[4] studies the problem of processing multi-way theta-joins using MapReduce
from a cost-effective perspective. Vernica et al. [8] present an in-depth study of
a special type of similarity join in MapReduce.
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2.3 Multi-way Joins of MapReduce

The multi-way join contains two types, multi-way same attribute join and multi-
way different attributes join. The two-way join is the special case of multi-way
join. Processing multi-way join using MapReduce can be implemented by one
pass MapReduce computation and multiple MapReduce computations in se-
quential. Paper [2] analyzes the efficiency of multi-way join from the view of
network communication cost. Foto N.Afrati [3] discusses how to identify one
pass MapReduce or multiple MapReduce computations.

For one pass MapReduce processing multi-way same attribute or two-way
join, Map phase is mainly responsible for labeling the join tuples and identifying
the relation of the tuples. The real join operations are implemented in Reduce
phase. However, in Shuffle phase, it can transfer the corresponding unpromising
intermediate data many times which would increase the I/O and communication
cost. For the multiple MapReduce computations processing multi-way different
attributes join, each MapReduce computation completes two-way join until all
the data sets are processed in sequential. The next MapReduce computation
waits for the completion of the previous MapReduce computation, and then
starts its computation.

3 SC-MapReduce Framework

3.1 SC-MapReduce Overview

join management module

sharing and coordination module……

Task sheduler

Sharing space

Data node Data node Data node……
share

client

request

communicate

Fig. 1. Architecture of SC-MapReduce Framework

In order to enhance the performance of multi-way joins, in this paper, we pro-
pose SC-MapReduce, a Sharing-Coordination-MapReduce framework. Figure 1
shows the whole architecture of SC-MapReduce which briefly inherits the orig-
inal MapReduce framework, containing the Master node and the Slave nodes.
The Master node is mainly responsible for managing the whole system, schedul-
ing and distributing the computation jobs. Furthermore, the join management
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module and the sharing and coordination module are added in the Master node.
The sharing and coordination module contains the sharing mechanism and the
coordination mechanism. The real computation is done by the Slave nodes.

Join Management Module. The join management module is in charge of
receiving the connecting request from clients and designing the join order of the
multi-way join, then generates the execution queue of multi-way join.

Sharing Mechanism. The sharing mechanism mainly processes the commu-
nications in one computation course. Each Slave node has a share space to save
the sharing information to filter the unpromising intermediate data.

Coordination Mechanism. The coordination mechanism designs for the
parallelism of multiple MapReduce computations of multi-way join. When pro-
cessing multi-way joins, the SC-MapReduce framework can first complete pro-
cessing a part of join data and wait for the completion of the remaining part from
the previous computations, so as to enhance the parallelism of SC-MapReduce.

As shown in Figure 1, when a client submits a multi-way join to the Master
node, it first designs the join order of the multi-way join by the join management
module. Then, the sharing and coordination module of Master node can obtain
the sharing information of the multi-way join and design the implementation
of multiple MapReduce computations. Then, the Map and Reduce tasks can
use the sharing information to filter the unpromising intermediate data. The
multiple computations can also start early to process parts of the inputs. The
details of sharing and coordination mechanisms are illustrated in Section 4.

3.2 Availability and Scalability

Availability. The SC-MapReduce only adds some new functions in MapReduce,
so it only analyzes whether the new modules influence the whole availability
of SC-MapReduce. For the fault-tolerance of sharing information, the sharing
information of each Map task is sent to the JobTracker by heartbeat mechanism,
so it is simultaneous to the implementation of Map tasks. The fault-tolerance of
sharing information is the same to the Map tasks in MapReduce. For the fault-
tolerance of coordination mechanism, if the previous MapReduce computation
fails, the next computation will wait endlessly. We set a threshold t, when the
waiting time exceeds the threshold t, then the next computation will stop and
the failed one will restart.

Scalability. The SC-MapReduce follows the scalability of the MapReduce.
First, the new sharing and coordination mechanisms do not modify HDFS, so
the users can add new Slave nodes naturally. Second, although the new modules
are added to the Master node, the sharing mechanism can be realized by only
following the implementations of Map tasks. The coordination mechanism only
occupies few resource, so the performance of the Master node is not influenced.

4 Sharing and Coordination Module

The sharing and coordination module mainly contains the sharing mechanism
and the coordination mechanism. The sharing mechanism is mainly charge of



Efficient Processing of Multi-way Joins Using MapReduce 77

identifying the sharing information to filter the unpromising intermediate data
during one MapReduce computation course. The coordination mechanism can
generate the parallel implementation of multiple MapReduce computations.

4.1 Sharing Mechanism

In the traditional MapReduce, the implementations of Mappers and Reducers are
independent without communication among Mappers, neither among Reducers.
Each Mapper has no processing information of the other ones, the same as
the Reducers. When the amount of multi-way joins final results is much smaller
than the original data, processing the unpromising data would waste the running
time and increase the network and I/O cost. Therefore, if the Master node can
share some useful sharing information among the Map and Reduce tasks, the
unpromising data can be filtered by the sharing information so as to enhance
the performance of multi-way joins.

The main course of sharing mechanism is as follows. First, for the input join
data sets, the Map tasks process the first few tables according to the join queue
obtained by the join management module. Second, each Map task gains and
saves its local join attributes, and then sends them to the Master node. Then,
after receiving the local sharing information of the Map tasks, the Master node
generates the global sharing information and sends it to the other tables. After
the Map tasks receiving the global sharing information, they can use it to filter
the unpromising intermediate data when processing the other join tables.

However, MapReduce is suit for the single file input. When processing mul-
tiple files, the JobTracker will split all the files, then generates the default job
queue of Map tasks and distributes the Map tasks to the free nodes. Therefore,
we modify some functions of the original MapReduce. SC-MapReduce modifies
the scheduling and constructing mechanisms of Map tasks so as to scan the
tables according to the join queue. After scanning one join table, the sharing
information can be sent, received and distributed among Map tasks and the
Master node. The Master node and the Slave nodes all have sharing space to
send and receive the sharing information. The JobTracker is in charge of starting
and stopping the scheduling queue according to the join queue order.

4.2 Coordination Module

As we know, there are multiple MapReduce computations to complete the multi-
way join. The previous MapReduce computation may be the input of the next
MapReduce computation, so each MapReduce computation should wait for the
completion of the previous computation. However, for the next computation,
there are parts of input data which can be processed first without affecting the
following data. For example, multi-way join R1 �� R2 �� R3, the first MapReduce
computation completes the join of R1 �� R2. The next job realizes join of R3 and
the output of R1 and R2. We can beforehand process the Map tasks of R3 and
wait for the completion of R1 �� R2, and then gain the final results. Therefore,
the parallelism of system can be enhanced by optimal coordination mechanisms.
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Fig. 2. Coordination Mechanism of SC-MapReduce

The coordination mechanism can coordinate the MapReduce computations.
For the multi-way join with n MapReduce jobs, the concurrency is m when
there are m MapReduce jobs running at the same time as shown in Figure 2.
The processing course is as follows.

(1) Start m MapReduce computations in order and construct task queue for the
part of the input data.

(2) For the i MapReduce computation, if its input is completed, then it imple-
ments normally. If it needs to wait for the output of the previous MapReduce,
it designs the dormant state of task queue after completing the following Map
tasks, and then communicates with the Master node.

(3) The Master node restarts the i MapReduce computation when the input of
i MapReduce completes according to the implementation of the tasks, and
then refreshes the task queue and implements the tasks.

(4) After some MapReduce computations complete, the concurrency is smaller
than m. If there are tasks that have not start, the SC-MapReduce adds them
into the task queue and starts the new tasks following step 1 to step 3.

5 Experimental Evaluation

5.1 Experimental Setup

The experimental setup is as follows. The experimental setup is a Hadoop cluster
running on 9 nodes in a high speed Gigabit network, with one node as the Master
node and the Coordinator node, the others as the Slave nodes. Each node has
an Intel Quad Core 2.66GHZ CPU, 4GB memory and CentOS Linux 5.6. We
use Hadoop 0.20.2 and compile the source codes under JDK 1.6.

We take three tables join as an example to evaluate the SC-MapReduce by
comparing with MapReduce in two distributions, uniform and zipf. The data
in our experiments are synthetic data of network logs. Each record has 100B-
10000B and the join attribute is 1B-10B. The log files come from different parts
of the network. The percentages of join attributes are 5%, 10%, 65% and 75%,
with 10% as the default value. The size of the three tables join is 1G, 5G, 10G
and 20G, with 10G as the default value.



Efficient Processing of Multi-way Joins Using MapReduce 79

5.2 Experimental Results

Figure 3(a) shows the performance of multi-way join running time with chang-
ing the join attributes percentage in uniform distribution. We can see that the
performance of SC-MapReduce is better than MapReduce. The running time of
MapReduce is relative stable for no filtering mechanism and uniform distribu-
tion. In SC-MapReduce, the join attributes of 5% and 10% are few, so the global
sharing information is small and can filter more unpromising intermediate data.
Therefore, the running time is relative short.

Figure 3(b) shows the performance of multi-way join running time with chang-
ing the join attributes percentage in zipf distribution. In zipf distribution, there
will be one or few Reduce tasks to process much intermediate data, so the per-
formance in zipf distribution is not as well as the uniform distribution. However,
the sharing information of SC-MapReduce can also filter numerous unpromising
intermediate data.
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Fig. 3. Running Time with Changing Percentage

Figure 4(a) shows the performance of multi-way join running time with chang-
ing the data size in uniform distribution. With the increasing of data size,
the running time of MapReduce and SC-MapReduce both increase, but SC-
MapReduce is optimal to MapReduce. The global sharing information of SC-
MapReduce can filter large scale of join data which are not the final results.

Figure 4(b) shows the performance of running time with changing the data size
in zipf distribution. The running time increases with the increasing of the data
size in SC-MapReduce and MapReduce. The performance of SC-MapReduce is
also better than MapReduce. In zipf, the sharing information of SC-MapReduce
can be used to filter the unpromising intermediate data too.

6 Conclusions

In this paper, we research the problem of multi-way join query processing based
on MapReduce framework. First, we propose an efficient multi-way join query
processing model with the functions of sharing and coordination, SC-MapReduce.
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Then, the sharing and coordination module is illustrated in detail. Finally, ex-
tensive experiments show the efficiency, scalability of our proposed model.
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Abstract. The benefits of cloud storage come along with challenges and open 
issues about availability of services, vendor lock-in and data security, etc. One 
solution to mitigate the problems is the multi-cloud storage, where the selection 
of service providers is a key point. In this paper, an algorithm that can select op-
timal provider subset for data placement among a set of providers in multi-
cloud storage architecture based on IDA is proposed, designed to achieve good 
tradeoff among storage cost, algorithm cost, vendor lock-in, transmission per-
formance and data availability. Experiments demonstrate that it is efficient and 
accurate to find optimal solutions in reasonable amount of time, using parame-
ters taken from real cloud providers. 

Keywords: cloud storage, multi-cloud, service provider selection, data place-
ment, information dispersal algorithm. 

1 Introduction 

Along with the rise of big data, cloud storage providers have made great progress, 
providing online mass storage to users. Cloud storage has the advantages of strong 
availability, good scalability and flexibility, etc. However, there are still some con-
cerns users have about cloud storage, being the obstacles to the growth of it. 

 (1) Availability of services. Although most cloud providers have ensured the relia-
bility and availability of the services highly available through service-level agreement 
(SLA), software bugs, user errors, administrator errors, malicious insiders, and natural 
catastrophes endangering availability are inevitable and unpredictable [1]. Reports 
indicate that many cloud providers appeared a few hours, or even days of service 
interruptions [2]. When the SLA is broken, the compensation may only be some pay-
ment reduction, which does not help reduce costumers’ loss at all [3].  

 (2) Vendor lock-in. When users place a huge amount of data into a particular 
cloud provider, it becomes very difficult to switch to another one, because some pro-
viders charge for data download, which is definitively the most costly part of data 
migration [4]. Meanwhile, so far all of the cloud storage service providers have not 
provided uniform service interface in accordance with each other, increasing the diffi-
culty of data migration in the cloud. Thus, users have a “vendor lock-in”. 
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 (3) Data security. Once data is outsourced in the cloud, users lose complete con-
trol over it [8]. Sensitive data may be exposed in front of the cloud managers, and if 
the cloud appears security attacks, the sensitive data may be damaged permanently or 
be stolen by malicious attacker, and it will result in huge losses.  

One solution to mitigate the above concerns is the multi-cloud storage [5], to 
spread out the data storage among several providers, at a fine granularity rather than a 
coarse one [6]. Among the implementations of multi-cloud storage, the architecture 
based on Information Dispersal Algorithm (IDA) [7] is an outstanding one. That is, 
data objects are split to chunks using IDA, in which a threshold number of trunks are 
needed to retrieve the original data. The trunks are distributed into available service 
providers in such a way that no less than a threshold number of providers can take 
part in successful retrieval of the data, providing better security and reducing vender 
lock-in. Meanwhile, because the data objects are stored redundantly with IDA, the 
risks for example the loss in case of a complete failure of parts of service providers 
are avoided, so the reliability and availability of the data is guaranteed.  

Due to the diversity of cloud service providers, to select them in order to achieve 
the maximum benefits becomes a challenging and important problem in cloud compu-
ting. Different cloud service providers supply a variety of services with different 
SLAs and performance, which are proportional to the cost. However, to users of mul-
ti-cloud storage, the process of provider selection and data placement should be as 
transparent as possible, because what they care most is getting a fine tradeoff among 
all factors. So we need an algorithm to find out the optimal placement of objects 
meeting the need of users on multi-cloud environment. 

This paper focuses on selecting optimal cloud providers for data objects placement 
in the multi-cloud storage architecture based on IDA, taking factors like storage cost 
and data availability, etc. into account. An algorithm is proposed to select a subset of 
a given cloud providers to store data objects, and to work out the threshold number to 
retrieve them, with the goal to achieve good tradeoff among storage cost, algorithm 
cost, vendor lock-in, transmission performance and data availability. 

The rest of this paper is organized as follows: In the next section, we discuss the 
related papers with ours. The optimal cloud service provider selection algorithm is 
described in Section 3. In section 4, we present the results of experiments using price, 
availability and other parameters taken from real cloud providers. Finally, we con-
clude our paper, followed by a list of references. 

2 Related Work 

Multi-cloud has captured significant attention from both industry and academic in the 
recent years. Petcu et al. [5] provided a comprehensive overview on classification, 
needs, obstacles, and future of multi-cloud. Strunk et al. [8] propose π -cloud, a hybr-
id cloud architecture, which aims to put the user in a position to externalize his  
IT-infrastructure without losing data control, based on IDA to ensure availability, 
encryption for secrecy and cryptographic hashing for integrity. They discuss the  
optimal values of n  and k  with respect to availability, time cost and space cost. 
However, they don’t provide a solution for obtaining n  and k . Another solution, 
Scalia [9], adapts the placement of data based on its access pattern and subject to 
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optimization objectives, such as storage costs. The goal of the data placement is to 
minimize the price that the data owner has to pay given a set of customer rules, e.g., 
availability, durability. Their algorithm needs the rules set by customers. RACS (Re-
dundant Array of Cloud Storage) is a cloud storage proxy that transparently splits an 
object among multiple cloud providers [6]. This study’s goal is also to increase avail-
ability and mitigate object lock-in. The idea behind the study is the same as the well-
known techniques, RAID5. Their work differs from ours since our objective function 
is different. 

Singh et al. [10] describe a model that the customer divides his data among several 
service providers available based on his available budget. They provide a linear pro-
gramming model to complete the data distributing with multiple optimization objec-
tives. The work of Yaser Mansouri et al. [4] is to deal with achieving maximum avail-
ability with a given budget as a constraint such that objects are split into chunks repli-
cated across several cloud storage. They use a dynamic algorithm to solve the prob-
lem. The way of splitting an object to chunks and replicating across cloud providers in 
our algorithm is different from theirs. 

Though the works above are about provider selection on multi-cloud environment, 
they have differences in fundamentals, constraints or objective functions from ours. 
To the best of our knowledge, our work in this paper has never been studied yet. 

3 Service Provider Selection Algorithm 

In multi-cloud storage architecture based on IDA, the data object is chunked by 
( , )k n -threshold scheme, and the chunks are stored separately into different service 
providers. Thus, the service provider selection can be parameterized with n  provid-
ers to store the chunks and k  providers required to restore the original object. 

3.1 Problem Description 

Consider a set of independent cloud storage service providers represented 

by { }
1

p

ii
SP sp

=
=∪ , where isp  is an individual service provider, and SP p= .  

Definition 1. (Object Placement Solution): Let Φ denote a subset of SP , and 

let { }1

n

obj jj
sp

=
Φ =∪ be a placement solution of data object obj , where jsp SP∈ , 

and obj SPΦ ⊆ . Each chunk will be stored in one provider, so the size of objΦ  is n , 

equal to the amount of chunks. 
Definition 2. (Storage Cost): Let ( )objFu Φ  be the cost of uploading all chunks of 

object obj  to service providers in objΦ . For jsp , we use jPput  to denote its price for 

single data upload request (PUT or POST request in HTTP), and jPup  to denote the  

per GB price for transferring data into jsp . The size of each data chunk can be 

represented by obj k . Thus, we have: 
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Let ( )objFs Φ  be the cost of storing all chunks of obj  in objΦ  in time objT .  Here 

we use objT  to denote the stored time of obj , and its value is the average stored time 

of data objects of its type, got by doing statistics, or equal to the data migration cycle 
when there doesn’t exist statistical data. Let jPstorage  be the storage price of jsp for 

per GB and per month. So, ( )objFs Φ can be obtained as: 
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The probability of downloading a data chunk from provider jsp  is k n , as we only 

need k  providers to restore obj . We define the predicted total downloaded amount of 

obj  in the stored time objT  as objD , use jPget  to denote the price for single data 

download request (GET request in HTTP), and jPdown  to denote the per GB price 

for transferring data out from jsp .The cost for downloading chunks to retrieve obj  

can be predicted as: 
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n

obj j obj j obj
j

objk
Fd Pget D Pdown D

n k=
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∑  (3) 

In summary, the storage cost of objΦ  is given by: 

 ( ) ( ) ( ) ( )obj obj obj objF Fu Fs FdΦ = Φ + Φ + Φ  (4) 

Definition 3. (Expected Availability) In SLA, service availability refers to the proba-
bility of the service is available upon an agreed period of time. The expected availa-
bility for objΦ  is the possibility to retrieve obj  from objΦ , and we use ( )objA Φ to 

denote it: 

 ( ) 1 (1 )
obj j j

obj j j
sp sp

A ava ava
Ω⊂Φ ∈Ω ∉Ω

⎛ ⎞
Φ = − • −⎜ ⎟⎜ ⎟

⎝ ⎠
∑ ∏ ∏  (5) 

Where ( (0,1])java ∈  is the service availability of jsp , Ω  denotes the subsets of 

objΦ , size less than k . When the data object in objΦ is available, there should be at 

least k  service providers available. We calculate ( )objA Φ  by adding up the possibil-

ity that there are no more than k  available service providers in objΦ . 

Definition 4. (Network Performance) Let jnet  be the network transfer performance 

between our system and jsp . It determines whether our system can efficiently com-

plete the objects’ storage, and it is a reflection of network performance, which can be 
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calculated by measuring the average value of data transfer speed of a certain period of 
time for several times. The overall network transfer of objΦ  is defined as: 

 
1

1
( )

n

obj i
i

N net
n =

Φ = ∑  (6) 

Definition 5. (Vendor Lock-in) The lock-in factor ( ) (0,1]objL Φ ∈ of a placement solu-

tion is defined as: 

 
1

( )objL
n

Φ =  (7) 

Definition 6. (Algorithm Cost) The time complexity of IDA is ( )logO k n⋅ , meaning 

that the larger the value of k  or n  is, the longer the time to split and merge the ob-
ject needs. The algorithm cost of objΦ using IDA can be defined as:   

 ( ) logobjC k nΦ = ⋅  (8) 

Definition 7. (Objective function) The objective of object placement solution selec-
tion is to find a subset obj SPΦ ⊆ for each object so that ( )objF Φ , ( )objL Φ and C( )objΦ is 

minimized, ( )objF Φ and ( )objN Φ is maximized. We define our objective function in 

Equation (9): 
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 (9) 

Where , , [0,1]λ η ϕ ∈  are the weight factors between storage cost, algorithm cost 
and vendor lock-in, and 1λ η ϕ+ + = . They will be assigned by users, such that the 

values of ( )objF Φ , ( )objC Φ and ( )objL Φ  will make a trade-off in placement solution 

selection. We normalize the values of ( )objF Φ , C( )objΦ  and ( )objN Φ  by having they 

divided by their maximum value.  

3.2 Selection Algorithm  

We solve the problem defined by above section with some recursive relations. As-
sume that we have a provider set SP  size of p . We use ,i jΦ  to denote a provider 

subset of i providers, where ,i j jΦ = , j i p≤ ≤ . The amount of these subsets like 

,i jΦ  is j
iC . Let { }

j
iC th

i, j i, jth=1
Target = Φ∪ represent all these subsets, and then we have a 

recursive equation as follows: 
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Where isp  is the i -th provider of n providers in SP , and 1,i jTarget −
′  represents 

union set { }
1

1

1, 1

j
iC th

i j ith=1
sp

−
−

− −Φ ∪∪ . We can work out i, jTarget  by its recursive relation 

with 1,i jTarget −  and 1, 1i jTarget − − according to Equation (10). 

Now we consider the placement solution of obj . If we define ,i jΦ  

as 1, 1i j isp− −Φ ∪ , for the placement solution , ,obj i jΦ  and , 1, 1obj i j− −Φ for obj , the storage 

cost , ,( )obj i jF Φ  can be calculated by the following recursive equation: 
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(11) 

Where [1, j]q ∈ is the threshold value for , ,obj i jΦ  to retrieve obj . Also, the ex-

pected availability , ,( )obj i jA Φ when the threshold value is q can be calculated by Equ-

ation (12): 
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The network performance , ,( )obj i jN Φ can be calculated as: 

 , , , 1, 1

1
( ) ( ) i

obj i j obj i j

i net
N N

i i− −
−Φ = Φ +  (13) 

Considering the placement solution set ,obj i, jTarget  for storing obj  into j  provid-

ers, for each , , ,obj i j obj i, jTargetΦ ∈  and [1, j]q ∈ , the storage cost, expected availability, 

network performance of  , ,obj i jΦ  can be calculated by Equation (11)-(13). The selection 

algorithm for storing obj  into p  providers is outlined in Fig. 1. 

3.3 An Implementation of Algorithm 

In this section, we present a multi-cloud storage architecture in which the service 
provider selection algorithm is implemented. The mainly related services of the pro-
posed architecture are shown in Fig. 2. 
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Fig. 1. Service provider selection algorithm 

 

 

Fig. 2. The multi-cloud storage architecture 
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A .Main Service 
The main service provides a friendly, flexible user interface for the applications 

and clients to complete data management and service provider management. The data 
control module processes and forwards users’ data storage or access requests. Service 
provider management module controls the joining, leaving and configuring of provid-
ers, taking charge of real-time monitoring of their load state and connection state. 
B. Data Storage Service 

Data chunking module uses IDA to split data objects, and record the chunks’  
meta information. Data security module is used to encrypt and signature the objects, 
in order to ensure the data’s confidentiality and integrity. Storage scheduling  
module is responsible for completing the storage of the data chunks according  
to the service provider selection algorithm, and storing them into different providers 
at last. 
C. Data Recovery Service 

When recovering data objects, the data security module takes charge of the decryp-
tion and integrity validation. Recovery scheduling module calculates the optimal re-
covery solutions and gets the data chunks. The data merging module restores the orig-
inal data with the IDA. 
D .Data Management Service 

Data management service is used for querying, deleting the stored data objects. 
Meanwhile, data management service collects object’s stored time, object’s down-
loaded amount, service providers’ network performance, and other information by 
doing statistics, providing support for selection of the optimal service providers. 
E .Data Migration Service  

Upon procedure of storing an object, its placement solution may not be optimal 
under actual situation, for example, the object’s storage time and downloaded amount 
is changing so the storage cost of it is changing over time. To solve this issue, the data 
migration service will find the objects need to be migrated and make the migration 
plan, if the cost of the migration is acceptable. It runs automatically and periodically. 
F. Service provider access service 

Service provider access service provides uniform access interface of the heteroge-
neous cloud storage service providers in the system, communicating with the service 
providers to identity authentication, access and manage the stored data. 

4 Experiment 

We performed several experiments to assess the performance of our algorithm. Expe-
riments are conducted on an Intel Core i3 laptop. The parameters setting of cloud 
storage providers used in the experiments are shown in Table 1.  
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Table 1. Cloud storage service providers’ parameters 

Service 
providers 

Storage 
Price 

Request Price Data Transfer Price Availability Network 
Performance PUT/POST GET In Out 

Amazon S3 
(Tokyo) 

0.033 $0.047 $0.0037 $0.00 $0.00 99.99% 0.4409 

Amazon S3 
(Singapore ) 

0.03 $0.05 $0.004 $0.00 $0.00 99.99% 0.3612 

Windows 
Azure 

0.024 $0.0005 $0.0005 $0.00 $0.04 99.9% 0.5012 

Aliyun 0.0292 $0.0017 $0.0017 $0.00 $0.125 99.9% 0.9752 
QiNiu 0.0275 $0.0017 $0.0017 $0.00 $0.0833 99.9% 1.2461 
 
 
In Table 1, the unit of storage price is dollar per GB per month, the unit of request 

price is dollar per 10,000 requests, the unit of data transfer price is dollar per GB, and 
the unit of network performance is MB per second. For Amazon S3, we use the para-
meters of Standard Storage of its three levels. For Windows Azure, we take the para-
meters of Locally Redundant Storage for block blobs of the four redundancy levels. 
And if the service providers develop tiered pricing, we just use the lowest level for 
pricing in our experiments. Average value of data transfer speed is measured by up-
loading files 200MB in size for 5 times. For Experimental purposes, the size of data 
object obj  is 1 GB, stored time is 1 month, and downloaded amount is 1,000 times. 

The weight factors play important roles in the selection algorithm, and the values 
of them show what users are more concerned with. For example, as the value of λ  in-
creases, the effect of storage cost of an object placement solution increases. In Table 
1, we can see that parameters of Aliyun and QiNiu have advantages over the others, 
especially the parameters about storage cost. As shown in Table 2, the larger λ  is, the 
greater the likelihood of Aliyun or QiNiu will be a member of the optimal object 
placement solution is. Meanwhile, when λ  become larger in the three weight factors, 
the objective function value increases, which mean the solution is less competitive. 

Table 2. Cloud storage service providers’ parameters 

Weight 
Factors 

Optimal  
Solution 

Threshold 
Value 

Objective 
Function Value 

{0.5,0.3,0.2} {Aliyun, QiNiu} 2 0.1774 
{0.4,0.4,0.2} {Aliyun, QiNiu} 1 0.1611 
{0.3,0.5,0.2} {Aliyun, QiNiu} 1 0.1682 
{0.5,0.2,0.3} {Aliyun, QiNiu} 2 0.2142 
{0.4,0.2,0.4} { Azure, Aliyun, QiNiu} 2 0.2674 
{0.3,0.2,0.5} {Aliyun, QiNiu} 2 0.3108 
{0.3,0.4,0.3} {Aliyun, QiNiu} 1 0.2147 
{0.3,0.5,0.2} {Aliyun, QiNiu} 1 0.1682 
{0.1,0.4,0.5} {Azure, Aliyun, QiNiu} 1 0.3083 
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In our algorithm, when k =1, it means that an object have n replicas and the way 
to store objects is similar to the way of redundant storage. Because IDA is not used in 
normal redundant storage, the algorithm cost is zero. If we let η =0 and fix k =1, it is 
like in the redundant storage architecture. Table 3 is parts of the result of our algo-
rithm when 0.6, 0, 0.4λ η ϕ= = =  and k =1, where {Windows Azure, Aliyun, Qi-
Niu} is the best solution with the objective function value 0.2096. Our algorithm can 
make an optimal selection in the redundant storage architecture. 

Table 3. Placement solution selection in redundant storage 

(NVSC: Normalized value of storage cost, EA: Expected availability, VL: Vendor lock-in, 
NVNP: Normalized value of network performance, OFV: Objective function value) 

Placement solution NVSC EA NVNP VL OFV 

{Windows Azure} 0.0093 0.999 0.4022 1 1.0094 

{Aliyun} 0.0119 0.999 0.7826 1 0.5207 

{Aliyun, QiNiu} 0.0229 0.999999 0.8913 0.5 0.2398 
{Amazon S3 (Tokyo),  
Windows Azure} 0.0398 0.9999999  0.378 0.5 0.5923 
{Windows Azure, Aliyun, 
QiNiu} 0.0322 0.999999999 0.7283 0.333333 0.2096 
{Amazon S3 (Tokyo), Ama-
zon S3 (Singapore), Aliyun} 0.0727 0.99999999999 0.4754 0.333333 0.3722 

 
In another experiment, we choose objΦ = {Amazon S3 (Tokyo), Amazon S3 (Sin-

gapore), Windows Azure, Aliyun, QiNiu}, and make 0.5, 0.3, 0.2λ η ϕ= = = . The in-
fluence of threshold value q  is shown in Fig. 3. When the placement solution is 

fixed, the changing of q  has no effect on the value of network performance and 

vender lock-in. We observed that the objective function balances the effects of storage 
cost, expected availability and algorithm cost of objΦ . When 2q = , the objective value 

of objΦ  reaches its minimum.  

 

Fig. 3. Values of objective function, etc      .   Fig. 4. Values of objective function and ver-
sus threshold values                              threshold versus weight factors 
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Because the value of vender lock-in doesn’t change over the threshold value, we 
make ϕ be a fixed value when we test the effects of weight factors on objective func-
tion value and threshold value. Fig. 4 depicts the result of test for solution {Amazon 
S3 (Tokyo), Amazon S3 (Singapore), Windows Azure, Aliyun, QiNiu}. Both the 
value of threshold and objective function decreases when λ  is varied from 0.7 to 0.1. 
If λ  decreases, the effect of the algorithm cost increases. So the smaller the value of 
threshold, the smaller the value of objective function. Our algorithm chooses the solu-
tions with smaller threshold value. 

5 Conclusions 

We addressed an issue related to placing data chunks of the objects in multi-cloud 
architecture based on IDA. In order to tackle the issue, we propose a selection algo-
rithm based on recursive relations. The experiments show that the proposed algorithm 
is efficient and accurate to determine the optimal solution of the objects placements 
with given weight factors. As our future work, we aim to consider the queries and the 
processing cost when selecting the cloud providers. Also, the cost of migration from 
one provider to another due to urgent needs will be studied. 
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Data-Aware Partitioning Schema in MapReduce 
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Abstract. With the advantages of MapReduce programming model in parallel 
computing and processing of data and tasks on large-scale clusters, a Data-
aware partitioning schema in MapReduce for large-scale high-dimensional  
data is proposed. It optimizes partition method of data blocks with the same 
contribution to computation in MapReduce. Using a two-stage data partitioning 
strategy, the data are uniformly distributed into data blocks by clustering and 
partitioning. The experiments show that the data-aware partitioning schema is 
very effective and extensible for improving the query efficiency of high-
dimensional data. 

Keywords: Cloud Computing, MapReduce, High-dimensional data, Data-
aware partitioning. 

The information technology such as next-generation internet, internet of things and 
cloud computing has been extensively developed and applied, users face many chal-
lenges such as massive data or big data. Data exist in the form of high dimensions in 
many fields. For example, data of financial transactions, multimedia, space and biolo-
gy can have up to dozens and even hundreds of dimensions.  Similarity query is the 
commonly used method of the high-dimensional space data. Many researchers are 
focusing on that how to improve the efficiency of similarity query for large-scale 
high-dimensional data. 

To improve the query performance for high-dimensional data, an efficient data 
access strategy is crucial. The common method for avoiding unnecessary data access 
is the data partition technology. In the big data era how to perfectly combine the data 
partition technology with the model of parallel computing becomes a new research 
direction. In recent years, researches on data partition technology in the environment 
of cloud computing have attracted much attention [1,2,3,4]. Eltabakh et al. proposed 
CoHadoop [5] for extending the Hadoop. A file-level property locator is described in 
NameNode and the relevant data partitions are stored to the same DataNode. Howev-
er, it is still difficult for the CoHadoop to identify whether the two files are relevant or 
not. In the paper published by Zaschke on the SIGMOD conference in 2014, a multi-
dimensional data storage and index structure named PH tree [6] were described. To 
reduce storage space, PH tree shares binary description prefixes of the index structure, 
and support rapid data access during point query and range query. But it is still neces-
sary to further study how to extend the PH tree to the MapReduce framework. Liu et 
al. published a paper [7] domestically in 2013 proposing a sampling algorithm for 
determining the space partition function rapidly. The index structure with MapReduce 
computing model was established, and the K-nearest neighbor join query was realized 



94 L. Junjie et al. 

 

by using distributed R-tree index. The method is mainly confined to the geospatial 
knnJ query. The influence on the performance of algorithm brought by multi-
dimensional space was not tested. 

Aiming at the lacks of data block partition optimization strategy and cannot guar-
antee that each data partition has the same contribution to the computation in MapRe-
duce framework. In this study, a Data-aware partitioning schema in MapReduce is 
proposed. The ability of parallel computing and processing of data and tasks on large-
scale clusters in MapReduce is utilized. The partition mechanism of the high-
dimensional data blocks is optimized based on the high-dimensional data distribution 
and the characteristics of approximate query. The experiments show that the data-
aware partitioning schema has significant advantages in promoting the query efficien-
cy and expansibility of high-dimensional data. 

1 Related Work 

To overcome the problems in high-dimensional space effectively, the author proposed 
a high-dimensional index mechanism [8] based on bitcodes in early years. In the me-
chanism, the advantages in representation of approximate vectors and transform ap-
proach of one-dimensional vector are comprehensively used. Moreover, one-
dimensional distance is used to represent the distance relationship between the point 
object and reference point, and bitcodes are used to approximately show the positional 
relationship. The high-dimensional vectors are compressed into two-dimensional 
vector (distance, bitcode), which is called bitcode representation for short. Then all 
the point objects are organized by using the unique B+ tree index. The range to be 
searched can be greatly reduced through two layers of filtering during indexing to 
realize the rapid KNN query.  

Table 1. Symbol Description 

Symbol Meaning 

1 2
{ , , ..., }

n
DS P P P=  Dataset of high-dimensional vector 

d  Data dimension 

1 2( , ,..., )dP p p p  high-dimensional description of data point P 

( , )p pP D B  

2-dimensional description of data point P, that is 

bitcode index value， PD is distance between 

P and the reference point, PB is bitcode of P 

1 2C={C , C ,...,C }m  Set of clusters 

1 2{ , ,..., }mO O O O=  Center point set of clusters  

1 2 2
AS={A ,A ,..., A }d  Set of partitions in a cluster 

1 2A( , ,..., )db b b  The bitcode of a partition 
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In this study, the bitcode representation is used to encode the high-dimensional 
vectors and filter the candidates during query. In data analytic environment, data sets 
are relatively stable. 

To simplify the problem, the following reasonable assumptions are made.  

2 Data Partitioning 

The MapReduce framework is composed of a Master node for providing metadata 
service and many Slave nodes for storage. This design is suitable for parallel compu-
ting and task processing of large-scale data. To adapt to the mechanism, data prepro-
cessing is necessary before the indexes are established. In this way, data can be di-
vided into several data blocks as uniformly as possible, and then all of them can con-
tribute to the final result. 

2.1 Cluster Partitioning 

The first thing of cluster partitioning is to carry out clustering analysis on the data set 
DS. Without losing generality, K means−  clustering method is usually used to per-

form global analysis on data in the d  -dimensional space. The data cluster 

1 2C={C , C ,...,C }m  and corresponding center of mass 1 2{ , ,..., }mO O O O=  can 

be obtained. 

2.2 Partitioning 

After the data clustering and partitioning, each data cluster is further partitioned ac-
cording to the distribution characteristics of the data. Then the partition 

1 2 2
AS={A ,A ,..., A }d  of data clusters can be obtained. For the sake of conveni-

ence, the center of mass of data clusters are taken as the reference points for compu-
ting the bitcode index values of partitions and point objects. Other points can also be 
taken as reference points. 
Theorem 1. (Dimensions of Partitions) Suppose that cluster size is denoted by

( )Size C  , and the size of point object is denoted by ( )Size P  . The size of query 

result is denoted by K, then dimensions used to partition a cluster are defined as follows: 

2

( )
log ( )

( )

Size C
d d d

Size P K c

⎢ ⎥′ ′= ≤⎢ ⎥× ×⎣ ⎦
 

where c is a constant ( 1c ≥  ). It is used to guarantee that the number of these point 
objects, which are contained in the partitions, is at least c times of K. Then require-
ment for the number of objects in query result can be basically met by determining 
only one candidate partition for each candidate cluster. Hence computation complexi-
ty for searching many partitions is avoided. Let’s take 20-dimensional vector space in 
experimental data for example. The size of data set DS is 540MB, and the size of 
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point object is 104Byte. The DS is divided into 4 clusters which are A, B, C and D 
according to K-means clustering algorithm, where the size of cluster B is 250MB. 
Suppose that K=10 and c=20. The dimension for partitioning the data cluster B  is 
13 according to theorem 1. Cluster B  is divided into 213 partitions. 

 

  

Fig. 1. Schematic diagram of data partition 

Definition 1. Bitcode of a Partition '1 2A( , ,..., )
d

b b b   Suppose that the center of mass 

of the cluster where partition A is located is denoted by '1 2( , ,..., )
d

O o o o  . Since all 

the point objects in the same partition have the same bitcodes [8], the bitcode of parti-

tion A can be obtained by that of any point '1 2( , ,..., )
d

P p p p  in the partition. 

1
(1 )

0
i i

i

p o
b i d

otherwise

≥⎧ ′= ≤ ≤⎨
⎩

 

It can be seen from definition 1 that the bitcode of a partition represents the posi-
tional relationship between the partition and reference point of cluster. Any partition 
in the data cluster can be represented by the unique bitcode string with the length of 
d ′ . The two-dimensional vector space is taken as an example. The representation of 
bitcode of each partition is shown as Figure 1. 

3 Data Storage 

To combine the principle of relevance and parallelism during data storage, the data-
aware partitioning schema places all the Blocks of a cluster data into a Slave node. 
One Slave node can store the data of many clusters. Moreover, the data of all parti-
tions in a cluster are uniformly distributed into each block of the cluster. After candi-
date partitions are scanned during query, parallel computing can be executed by using 
multiple Map tasks. In this way, parallelism and query efficiency are improved.  

In the data-aware partitioning schema, a locator table is designed on the Master node 
to store the distribution information on the Slave nodes of each cluster. As shown in 
Figure 2 and Figure 3, the locator able indicates that cluster A and cluster D are stored 
on Slave1. Cluster B is stored on Slave 2, and cluster C is stored on Slave 3. Therefore, 
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data block A1 and A2 of cluster A and data block D1 of cluster D are stored on Slave1. 
Data block B1, B2 and B3 of cluster B are stored on Slave2. Data block C1 and C2 of 
cluster C are stored on Slave3. Other three Slave nodes store the backup of the clusters. 

 

 

Fig. 2. The logical storage structure of data partition 

4 Experimental Results and Analysis 

4.1 Experimental Environment 

In the experiment, an internal network was constructed with 4 HP blade servers to 
constitute a Hadoop cluster. One of the nodes was taken as Master, and the other three 
nodes were taken as Slaves. Each node on the network accesses each other through a 
100M network card. CPU of the server of Master node: Inter (R), Xeon (R), E5620, 
2.4GHz and 4.4 Core. Memory: 8GB, Disk: 300G*8. CPU of the server of Slave 
node: Inter(R), Xeon (TM), 3.00GHZ and 4 Core. Memory: 1GB. Disk: 146.8G*2. 
Each server was installed with OS: 64bit, CentOS6.2, Hadoop of Version 1.0.3 and 
Eclipse of Version 4.3.1. The default parameter configuration block of Hadoop is 
64M, and the number of backups is 3. 

4.2 Experimental Result and Analysis 

The factors influencing the run time of experiment are data size, data dimension, K 
value of query and number of servers and so on. Therefore, when the influence on run 
time brought by a certain factor is studied, other factors are fixed. Then the reliability 
of experimental data can be assured. Index construction is the pretreatment processes 
in this study, following a write-once read-many access model. Thus, the time of index 
construction is not included in the total time. 
Scalability.  The scalability of the data-aware partitioning schema is studied from 
two aspects. 
(1) Effect of data dimension: It is shown in Fig.3 that the data size is 20 million and 
K=20, and the number of cluster nodes is 4. The change of execution time of KNN 
query is observed when the data dimensions are 10, 20, 30, 40, 50 and 100, respec-
tively. It can be seen from the experimental result that when the number of servers are 
fixed, the execution time increases as the data dimension increases. The amplitude of 
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dent of data size and data dimension, the data-aware partitioning schema is consistently 
faster than traditional MapReduce. This suggests that the data storage with locality and 
relevance can better adapt to similarity query requirement with large-scale high-
dimensional dataset. Moreover, dimension reduction encoding method based on the data 
distribution characteristics in high-dimensional space have obvious effect for promoting 
the query efficiency. 

5 Conclusion 

For the MapReduce parallel processing mechanism of data and tasks, a data-aware 
partitioning schema for high-dimensional data that is appropriate for the MapReduce 
framework is proposed. Targeting at the distribution characteristics of large-scale 
high-dimensional vector space, the requirements for the approximate query and the 
programming pattern of MapReduce, an optimization strategy for data partitioning 
based on clusters and partitions is designed. All the data sets are uniformly distributed 
into each block in the cluster, and they are responsible for the calculation. In this way, 
the advantage of parallel processing of MapReduce tasks can be fully utilized. More-
over, the representations of high-dimensional vectors are compressed by using two-
dimensional bitcode index values to decrease the effect brought by high dimensions. 
The experiment shows that the data-aware partitioning schema for high-dimensional 
data based on the MapReduce programming model has obvious advantage of promot-
ing the query efficiency and scalability. 
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Abstract. Information-Centric Networking (ICN) treat contents as the first class
citizens and adopt content names for routing. However, ICN faces challenges of
big data. The massive content names and location-independent naming bring scal-
ability and efficiency challenges for content addressing. A scalable and efficient
name-based routing scheme is a critical component for ICN. This paper proposes
a novel Scalable Name-based Geometric Routing scheme, SNGR. To resolve the
location-independent names to locations, SNGR utilizes a bi-level sloppy group-
ing design. To provide scalable location-dependent routing for name resolution,
SNGR proposess a universal geometric routing framework. Our theoretical anal-
yses guarantee the performance of SNGR. The experiments by simulation show
that SNGR outperformances other similar routing schemes in terms of the scala-
bility of routing table, the reliability to failures, as well as path stretch and latency
in name resolution.

Keywords: name-based routing, routing scalability, Information-Centric Net-
working.

1 Introduction

Information-Centric Networking (ICN) evolves to a buzzword for future Internet archi-
tecture research due to the increasing demand for scalable and efficient content distri-
bution in the Big Data Era. ICN focuses on contents that humans care about rather than
where contents are. In ICN, contents are identified by unique names and are retrieved
by name-based routing, i.e., finding a path to a content object rather than a host.

However, name-based routing faces the challenges of big data, which brings seri-
ous scalability and efficiency problems for two reasons. First, the massive namespace
of contents could be several orders of magnitude larger than that of network devices.
Google reported that it had indexed approximately 1012 URLs [2]. Second, whenever
a content moves, the routing system may update routing tables or resolution tables to
trace the content. Moreover, if content names are completely location-independent, then
the topological aggregation of names is nontrivial, and the efficient routing is difficult
in lack of location information.

In order to make ICN scalable and efficient in the big data era, a name-based routing
scheme should fulfill the following requirements.

– Location independence. A content name is not necessarily bound to its loca-
tion or owner, and thus routing by location-independent names should be supported.
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– Scalability. The size of routing table should scale with the size of contents and
the size of network.

– Low stretch. The ratio of the length of routing path to the length of shortest path
should be low.

– Reliability. The routing system should still work in the case of failures on a
limited set of nodes or links.

– Anycast support. For the same content, the routing scheme should be capable
of finding a nearby replica among multiple replicas distributed in various locations.

In most of name-based routing schemes for ICN, the location independence of con-
tent naming is achieved through either an explicit or implicit name resolution service.
Those using explicit name resolution, such as DONA[10], PSIRP [11] and NetInf [6],
first resolve a content name to a locator, and then obtain the content from the corre-
sponding location. In the DHT-based name resolution schemes[6], [11], [13], scalabil-
ity is achieved through hierarchy, but the top level DHT cannot guarantee scalability
and low stretch. Those using implicit name resolution, such as CCN/NDN [8], directly
announce names into the routing system and do routing by names, but may generate
lots of updates whenever contents move.

Besides those for ICN, other previous scalable routing schemes cannot satisfy some
of above requirements. VRR [5] and Disco [15] are based on compact routing and do
not support anycast. Some DHT-based geometric routing schemes [12], [14] cannot
guarantee the greedy embedding of topology and so are lack of low stretch and relia-
bility. Some geometric routing schemes with greedy embedding [7], [9] can avoid the
above shortcomings and naturally support anycast, but are not location-independent.

In this paper, we explore a universal name-based routing design for greedily embed-
ded geometric routing schemes and present a Scalable Name-based Geometric Routing
scheme, SNGR. SNGR consist of two components: a bi-level sloppy grouping design
and a geometric routing framework (GRF). The bi-level sloppy grouping design is a
specific implementation of name resolution on logical topology. GRF is a universal
framework. Generally, any geometric routing scheme can be modified based on GRF
and provide location-dependent routing for name resolution.

The rest of the paper is organized as follows. Section II discusses related work. Sec-
tion III describes the SNGR scheme. While Section IV presents our theoretical analyses,
Section V shows evaluation results. Finally, the paper is concluded in Section VI.

2 Related Works

We briefly reviewed related works in two categories: general scalable routing schemes
and name-based routing schemes for ICN.

General Scalable Routing Schemes. Virtual Ring Routing (VRR)[5] applies DHT on
physical network with compact routing. The average state of node is O (

√
n), but the

upper bounds of the state and the path stretch are not guaranteed. Disco [15] combines
compact routing with consistent hash, guaranteeing the state of node Õ (

√
n) and the

worst-case stretch 7 for the first packet. However, landmark nodes may be bottlenecks.
In some cases, reliability of Disco needs to be improved. PIE[7] is a geometric routing
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scheme. Each node only stores next-hop nodes and uses greedy forwarding for rout-
ing. However, PIE is location-dependent routing. Though a name-based routing scheme
Sgern[16] is proposed, it is only a specific instance based on PIE and without specific
design for name resolution.

Name-Based Routing for ICN. In CCN/NDN [8], contents are directly routed by their
names. CCN/NDN also suffers from routing table scalability issue because the size of
routing table is related to the number of contents. DONA[10] adopts a tree-like hier-
archical topology. The number of routing entries in a router increases as the hierarchy
of that router goes up. Some methods [6], [11], [13] are based on hierarchical DHTs.
Though they provide local name resolution, routing schemes in independent domains
and the top level domain cannot guarantee the scalability and the low stretch. αroute [3]
proposes a alpha-based DHT and maps the overlay topology into the underlay topology.
However, the distribution of resolution entries is unbalanced.

3 SNGR Routing Scheme

3.1 Overview of SNGR

Namespace topology

Network topology

subgroup
group

Fig. 1. Structure of SNGR

SNGR (shown by Fig.1) consists of two levels: a logical namespace topology and a
physical network topology. The namespace topology adopts a bi-level sloppy grouping
strategy to achieve a scalable name resolution system which resolves a content name to
multiple locations. The network topology adopts a geometric routing framework, GRF,
to provide a location-dependent routing scheme for name resolution.

The bi-level sloppy grouping strategy divides names into multiple groups logically.
Within a group, names can be subdivided. Routers are assigned into groups and sub-
groups according to their names, and are responsible for the resolution of content names
that fall into the same group and subgroup.

GRF, which is a universal geometric routing framework, is proposed to provide the
location-dependent routing scheme. Unlike traditional geometric routing, GRF brings
vicinity [15] to geometric routing and adopts a new routing strategy which combines
greedy routing and source routing.

Anycast and in-network caching can also be supported by SNGR, they can be our
future work. Next, we will describe the components of SNGR in a bottom-up fashion.
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3.2 Geometric Routing Framework

Geometric routing [7,9] greedily embeds a topology into a metric space and adopts
greedy forwarding for routing. Here, we focus on building a universal geometric routing
framework (GRF) for all geometric routing schemes. To support name resolution of
SNGR, GRF introduces vicinity and a new routing strategy.

Vicinity. The definition of vicinity is not fixed. Vicinity of a router is a set of routers
which are around the router. The vicinity of a router s can be the l closest routers to
s (N-vicinity). Based on groups in the namespace topology, the vicinity of s can also
be the l′ closest routers to s in each group (G-vicinity). The choice of the vicinity is
determined by routing requirements.

Both vicinity and neighbors are stored in routing tables. Each router learns the short-
est paths to its vicinity via the standard path vector routing protocol.

Hybrid Routing Strategy. With vicinity in routing tables, GRF adopts a hybrid routing
strategy which combines global greedy routing with local source routing. The greedy
routing is used to greedily select a router (neighbor or vicinity router) from a routing
table to forward packets. The source routing is used to communicate with the selected
router through the shortest path.

s

t

(a) Geometric routing

s

t

vicinity

n

(b) GRF

Fig. 2. Routing schemes of general geometric routing and GRF

As shown in Fig.2, the hybrid routing works as follows. When a router s receives a
packet, it greedily selects a router n from its routing table and guarantee that the sum
of D(s, n) (the shortest path length) and d(n, t) (coordinate distance) is minimal. If
the selected router is a neighbor, then the packet is directly forwarded. Otherwise, the
packet is send to the selected router by the source routing. Each router that receives the
packet will repeat the process until the packet reaches the destination.

3.3 Name Resolution System

Here, we propose a bi-level sloppy grouping strategy for the name resolution system.
On the namespace topology, all routers are first divided into multiple groups. Each

router obtains a unique binary string by hashing the router name using a consistent
hash function, such as SHA-1. The binary string is used to determine the group of
the router. Let G denote a group. G consists of a set of routers for which the first
k (k < logn, usually set to
log(

√
n)� or 
log(

√
n/ log(n))�, where n is the size of

network) bits of binary strings are the same. Thus, all routers are divided into 2k groups.
Each group can be further divided into multiple subgroups (SGs) according to the

first k+1 ∼ k+h (h can be adjusted dynamically) bits of binary strings. All routers in
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a group are divided into 2h subgroups. The variable h can be dynamically adjusted. The
dynamic size of the subgroup is helpful to reduce the resolution latency and to enhance
the robustness of name resolution system.

s

v

(a) Inter-group routing

v

(b) Intra-group routing

Fig. 3. Routing on namespace topology

The routing on the name resolution system can be divided into two parts (Fig.3):
an inter-group routing and an intra-group routing. The inter-group routing is used for
communications between two groups, which can achieved by vicinity. The intra-group
routing is used to implement communications within a group.

To implement the intra-group routing, each router stores a DHT routing table includ-
ing two types of routing entries. (1) Entries in the first type are the coordinates of all
routers in the local subgroup, and provide routing within the subgroup by underlying
routing. (2) Entries in the second type are used to provide routing between two sub-
groups. Similar to the G-vicinity, each router stores the m nearest router coordinates in
every other subgroup according to the coordinate distance.

A content is registered to all routers in a subgroup, so the content registration and
resolution is to find the group and subgroup for the content. The group and subgroup
can be obtained via the longest prefix match between two binary strings. The content
registration and resolution takes no more than three hops. The first two hops guarantee
the shortest path and the shortest coordinate distance, respectively. Thus, resolution
router are always close to the requester, which is helpful to avoid the long path.

4 Theoretical Analyses

Node state. The state of a router is the number of entries in a router. There are three
tables in each router: a name resolution table, a geometric routing table and a DHT rout-
ing table. The average number of name resolution entries is O(C/(2k+h)) in SNGR,
where C is the number of content objects and 2k+h is the number of subgroups. When
(k + h) = �log(n)� (n is the size of network), O(C/(2k+h)) is optimal. That is,
each node in a group denotes a subgroup, and the number of name resolution entries is
O(C/n).

When the number of resolution entries is optimal, the size of routing tables of SNGR
and GRF are related to the number of groups. For SNGR with N-vicinity, it has been
proved that the number of routing entries is O(

√
n log(n)) [15]. For SNGR with

G-vicinity, the the numbers of routing entries of GRF and SNGR can be O(
√
n), when

the group number and subgroup number are O(x) and O(n/x), respectively

Path stretch. According to PIE[7], the path stretch upper bound of GRF is O(log(n)).
However, our experiments indicate that path stretch of GRF is better than that of general
geometric routing schemes.
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If the path stretch upper bound of GRF is O(k), then the path stretch upper bound of
name resolution is O(2k+ 1). The conclusion can be proved by the triangle inequality.
Thus, the path stretch upper bound of name resolution in SNGR is O(log(n)).

5 Evaluations

We built a centralized simulator on a real-world topology and some synthetic topolo-
gies. The real-world topology is obtained from AS-level data set of CAIDA[1] in Jan-
uary, 2012. We considered each link as a symmetrical edge, and extracted the main
component. The synthetic topologies are generated by BA model [4]. The initial node
number is set to 3, and the average node degree is set to 4. Since Disco is a name-
based routing scheme for hosts, we set the subgroup number to be maximum and set
the routing table size to be Õ (

√
n), and evaluated SNGR in comparison with Disco.

Node state. The size of resolution table is determined by the number of subgroups,
which will be discussed later. Here we focus on the routing tables.
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Fig. 4. Cumulative distribution of node state

Fig.4(a) and Fig.4(b) show the cumulative distributions of node states on the real-
world topology. All schemes have balanced distributions of states except few routers
with high degrees. PIE has the least node state since each router in PIE only stores
its neighbors. GRF and SNGR are better than NDDisco and Disco, respectively. Fig.5
shows the average node states on the synthetic topologies (notice the logarithmic x-axis
scale). The slopes of lines for all routings are about 1/2 except PIE, which is consistent
with the theoretical analysis.

Path Stretch. Fig.6 shows the average path stretches on synthetic topologies. Obvi-
ously, the average path stretches of GRF and SNGR are less than 1.2 and 1.5, respec-
tively. GRF (GRF-N and GRF-G) is better than PIE and NDDisco, SNGR is better than
Disco. The path stretch of GRF with N-vicinity (GRF-N) is better than that of GRF
with G-vicinity (GRF-G), and so is SNGR. Fig.7(a) and Fig.7(b) are the cumulative
distributions of path stretches on the real-world topology. The path stretches of GRF
and SNGR are no more than 2.5 and 4, respectively. Especially for GRF-N, the upper
bound path stretch is 2.

Reliability. We measured the reliability of routing when nodes or links fail without
extra strategies. A proportion of nodes (1% ∼ 10%) are randomly set to be failed on
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Fig. 7. Cumulative distribution of path stretch

the real-world topology. We found out that success ratios of GRF and SNGR are higher
than others. Even in the case that 10% of nodes fail, the routing success ratios are still
up to 85% in GRF and SNGR.

6 Conclusions

In this paper, we proposed a scalable and efficient name-based geometric routing
(SNGR). SNGR combines name resolution with geometric routing. SNGR guarantees
scalable routing tables and resolution tables, low path stretch and high reliability. We
have proved that the node states of SNGR and GRF can be both O(

√
n), and the path

stretch upper bounds of GRF and name resolution are both O(log(n)). Our experimen-
tal results are better than the theoretical analyses. Our work can also be used to address
current issues of the Internet, and be applied to some content-oriented applications.
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Abstract. Stragglers can temporize jobs and reduce cluster efficiency seriously. 
Many researches have been contributed to the solution, such as Blacklist[8], 
speculative execution[1, 6], Dolly[8]. In this paper, we put forward a new ap-
proach for mitigating stragglers in MapReduce, name Hummer. It starts task 
clones only for high-risk delaying tasks. Related experiments have been carried 
and results show that it can decrease the job delaying risk with fewer resources 
consumption. For small jobs, Hummer also improves job completion time by 
48% and 10% compared to LATE and Dolly. 

Keywords: MapReduce, mitigating stragglers, task clones. 

1 Introduction 

Straggler is a critical problem in MapReduce because it can decrease MapReduce 
performance significantly. Lots of research efforts [1, 2, 3, 6, 7, 8] have been devoted 
to the solution of stragglers in MapReduce. Some important methods have been pro-
posed, such as Blacklist [6], speculative execution [1, 4], Dolly [6], GRASS [7]. In 
Blacklist, failed and slow nodes will be put into a blacklist and no new tasks will be 
assigned to them. Speculative execution launches multiple copies for straggler task 
and selects the earliest one as result. Dolly clones each task to mitigate stragglers for 
small jobs. The earliest copy will be adopted. 

The above-mentioned approaches are effective for stragglers, but there exist some 
problems:  
 Stragglers rarely appear in a node persistently and they are evenly distributed in 

cluster [1]. It will cause a waste of resources to put some nodes into blacklist. 
 Speculative execution needs some time to detect a straggler task. Waiting means 

that the job will be delayed.  
 Dolly launches multiple copies for each task, and it occupies so many resources. 

In this paper, we propose a new approach for stragglers in MapReduce, named 
Hummer. In Hummer, tasks with high delaying risk will get clones and the risk of 
stragglers in a job will decrease obviously when resources are limited. 

The main contributions of this paper are as follows: 
 A new approach for mitigating stragglers is proposed. It can mitigate stragglers 

in a job by cloning high-risk tasks. 
 A risk model of stragglers for MapReduce jobs is established. According to the 

model, a job delaying risk can be computed. 
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The rest of this paper is organized as follows. Section 2 gives an overview of re-
lated works. Section 3 introduces the risk models in Dolly and Hummer. Section 4 
presents the design of Hummer. Section 5 shows the experimental results of Hummer. 
Section 6 concludes the paper. 

2 Related Works 

Stragglers are slow tasks that complete obviously far behind most of the tasks in job 
[1], which widely exist in large-scale data intensive computing systems. Although the 
number of stragglers in a job is small [2, 5, 6, 7], they can delay the job completion 
seriously and result in a low cluster efficiency [3, 9, 10, 12, 13]. Methods to mitigate 
stragglers are mainly divided into two categories: active method and passive method. 
LATE [4] and Mantri [1] are the most popular ones in passive methods (§2.1, §2.2), 
also called speculative execution ones. Dolly [6] is an active one (§2.3). 

2.1 LATE 

LATE would detect straggler task. After finding stragglers, it will launch multiple 
copies for them, and then dispatch these tasks to the nodes to run. When selecting 
nodes to execute copies of tasks, select the fastest nodes to run. LATE would set a 
maximum number of copies to prevent thrashing. 

2.2 Mantri 

Mantri is another approach to detect straggler which concerns about global resources. 
It adopts a conscious trade-off resource allocation scheme. For stragglers, Mantri 
estimates the remaining time for this task and the time to run a new copy. It uses a 
continuous observation and avoids redundant copies [17]. But Mantri also needs a 
certain time to detect stragglers and leads to a waste of time and job delaying. 

2.3 Dolly 

To avoid waiting time in speculative execution, Dolly [6, 14] adopts an active way to 
mitigate stragglers. All tasks will get clones at the beginning of the job. For each task, 
Dolly selects the fastest copy as result. For the short, real-time jobs [6, 20], Dolly 
improves the job average response time by 46% and 34%, compared to LATE and 
Mantri.  

However, the resources for cloning in cluster are limited (typically 5 to 10% of the 
total cluster resources) [6]. Dolly occupies too many resources in cluster and few jobs 
can get resources to run. Studies show that, there are only few stragglers in a job (typ-
ically 9% to14% of job’ tasks) [2, 5, 6]. Obviously, there is no need to clone all tasks. 
Thus, Dolly causes a serious waste of resources. 
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3 Risk Model 

3.1 Job Delaying Risk Model in Dolly 

Dolly considers job delaying is due to straggler tasks. Thereby, Dolly model takes 

probability of each task delaying as fixed value p (turn to be 10% to 14%). In Dolly, c 

represents the number of copies for a task, and n represents the number of tasks in a 

job. The risk of job delaying is [11, 15, 18, 19]: 

                      (1) 

Figure 1 shows how does Dolly eliminate stragglers actively. There exit two main 

shortages in Dolly model: 

• Regard the delaying risk of each task as fixed value is not correct. Task delaying 
risk is often related with the risk of the node being slow; 

• Dolly launches clones for all tasks in a job. Since resources are limited, it will lead 
to a waste of clone resource. 
 

 

Fig. 1. Dolly launches multiple copies for all tasks 

3.2 Job Delaying Risk Model in Hummer 

Considering the shortcomings of Dolly, we propose a trade-off approach: Hummer. 
Hummer launches clones for part of tasks in one job to mitigate stragglers proactive-
ly. One task dispatched to high risk node (stragglers appear more often) turns out to 
be a straggler with higher risk. In Hummer model, different nodes have different risk 
of stragglers. Figure 2 shows how Hummer launches clones.  

We assume that task delaying risk is equal node delaying risk. There are N nodes 
in cluster, and each node has different computing ability [16]. Each node has different 
risk of straggler. We calculate each node delaying risk as Pi (1≤i≤N) according to 
historical information.  

For a task-i with its clones, its delaying risk is 1－qi1qi2
qic. The risk of task-i 

delaying without clones is 1－qi . qi represents the risk of task-i being straggler, qi∈
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{P1,P2,…PN}. qij denotes the delaying risk of copy-j of task-i, qij ∈{P1,P2,…PN}, 1 
≤ i ≤ n, 1 ≤ j ≤ c. We get the Hummer model as follows [11, 19]. The risk of job de-
laying with Hummer: 

)1()1)(1)(...1(

)...1)(...1(1Pr
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nmmmcmm

cc

qqqqqq

qqqqqqob

−⋅⋅⋅−−−⋅⋅⋅
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++

             (2) 

In Hummer, we don’t consider task delaying risk as fixed value any more, but re-
lated with the node task is running on. 

 

  

Fig. 2. Hummer clones part of tasks in a job 

4 Design of Hummer 

There are still some problems for Hummer to solve. They are mainly divided into two 
categories:  
 How we know the risk of job delaying; 
 Which tasks should get clones. 

4.1 Risk of Job Delaying 

Every time Δ, JobTracker will re-calculate the risk of node delaying. That is to say, 
we update the risk of node delaying every time Δ. We use Hummer model in Section 
3.2 to get the job delaying risk.  

When a job comes to the head of job queue, JobTracker makes plan for the dis-
patching of job’ tasks. Then JobTracker calculates the risk of each node delaying and 
regards the risk as the risk of the task delaying which runs on it. Job delaying risk is 
as follows. 
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4.2 Tasks Getting Clones in One Job 

Which tasks should get clones is another problem to solve. According to 4.1, we can 
know task delaying risk and job delaying risk. For one job, we compare each task 
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delaying risk with a threshold ρ. If task delaying risk  ρ, we clones this task and 
launches multiple copies to run on the specified nodes. Otherwise, the task will be 
scheduled by JobTracker’s command. 

5 Experimental Evaluation 

We evaluate Hummer using traces from 100 nodes in our experiment. We deploy our 
prototype on a 30-node cluster. Data trace is from a Hadoop cluster called OpenCloud 
[21], which is a research cluster at Carnegie Mellon University (CMU). The traces 
include 20-month logs, containing 52675 successful jobs, 4423 failed jobs and 1857 
killed jobs. There were 78 users in total that submitted jobs in the logs. 

5.1 The Average Job Completion Time 

As table 1 shows, we get job bins by the number of tasks. Figure 3 shows the job 
completion time improvement of Hummer. 

From the results, we can see that Hummer is more suitable for small jobs. Hummer 
reduces the average completion time by 46% and 18% compared to LATE and Dolly. 

Table 1. Job bins by the number of tasks 

Bin 1 2 3 4 

  

Tasks 
0-50 51-100 101-200 201-500 

 
 

 
 

Fig. 3. Average Job Duration in Hummer and Dolly 

5.2 Resources Consumption 

The most significant advantage of Hummer is that it saves cluster cloning resources. 
We find that the speed of resources consumption in Hummer is 33% slower than Dol-
ly, as Figure 4 shows. 
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Fig. 4. Speed of Cloning Resources Consumption in Hummer and Dolly. Cloning resources is 
5% of the total 

5.3 Risk of Job Delaying. 

As Figure 5, y-axis represents job delaying risk, and x-axis is the number of tasks in 

one job. 

We can see that as the number of tasks in one job increases, the risk of job delaying 

also increases. LATE increases fastest. Dolly almost tends to be stable, nearly zero. 

Hummer is very close to the Dolly [6]. Dolly launches clones for all tasks in a job, so 

Hummer performs not so well as Dolly in decreasing job delaying risk. But Hummer 

decreases the risk of job delaying obviously compared to LATE [4]. 

 

 

 

Fig. 5. Risk of job delaying in LATE, Dolly and Hummer 

6 Conclusions 

This paper presents a proactive approach to solve the straggler problem, called Hum-

mer, which just select partial tasks of a job to launch copies. 
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For which tasks to choose, Hummer makes use of the node differences. Hummer 

calculates the risk of each node appearing straggler and updates the risk of each node 

delaying periodically. Hummer selects tasks which are most possible to be stragglers 

to launch multiple copies.  

Experimental results show that Hummer reduces the job average completion time 

by almost 46% and 18% compared to LATE and Dolly for small jobs. 
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Abstract. With the high-speed development of digital image processing
technology, machine vision technology has been widely used in automatic
detection of industrial products. A large amount of products can be
treated by computer instead of human in a shorter time. In the process
of automatic detection, edge detection is one of the most commonly
used methods. But with the increasing demand for detection precision,
traditional pixel-level methods are difficult to meet the requirement, and
more subpixel level methods are in the use.

This paper presents a new method to detect curved edge with high
precision. First, the target area ratio of pixels near the edge is computed
by using one-dimensional edge detection method. Second, parabola is
used to approximately represent the curved edge. And we select appro-
priate parameters to obtain accurate results. This method is able to
detect curved edges in subpixel level, and shows its practical effective-
ness in automatic measure of products with arc shape in large industrial
scene.

Keywords: Machine vision, curved edge detection, subpixel, parabola
approximation.

1 Introduction

With the high-speed development of digital image process technology, machine
vision technology has been widely used in automatic detection of industrial prod-
ucts. A large amount of products can be treated by computer instead of human
in a shorter time. In the process of automatic detection, edge detection is one of
the most commonly used methods. But with the increasing demand for detection
precision, traditional pixel-level methods are difficult to meet the requirement.
To achieve higher precision, higher camera resolution is an effective method, but
it is restricted by hardware development and high cost. At present, subpixel edge
detection algorithm is the most commonly used method.

Traditional two-dimensional subpixel methods are usually generalized directly
from one-dimensional methods. Such methods may not perform well when lo-
cating curved edges, especially in irregular situation.

H. Wang et al. (Eds.): ICYCSEE 2015, CCIS 503, pp. 117–127, 2015.
� Springer-Verlag Berlin Heidelberg 2015
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In this paper, a novel subpixel curved edge localization algorithm is proposed.
First, one-dimensional method is used to compute the target area ratio near the
curved edge. Then, parabola is used to approximately represent parts of the
edge. Through parameter selection, edges can be located in high precision. By
using this method, subpixel level results can be achieved when locating curved
edges. And the time efficiency is proven to meet the demand of big data pro-
cessing. There is an important practical significance in automatic measurement
of product in large industrial scene.

2 Traditional Edge Detection Algorithm

Edge detection is one of the most important research direction in image process
field. Lots of researches are based on edge detection. In this chapter, existing
edge detection algorithms will be introduced by dividing into edge detection
operator and subpixel edge detection.

2.1 Edge Detection Operator

When people observe a target, they regard areas with different colors as edges.
Edge detection operators are mathematical representations of the color vari-
ety. There are lots of operators, such as Roberts operator, Sobel operator, Pre-
witt operator, Laplacian operator, Canny operator, Nalwa-Binford operator[1],
Sarkar-Boye operator[2] and so on.

As the earliest gradient operator, Roberts operator uses local difference
method to compute the difference between adjacent pixels in diagonal directions
to represent the gradient. Sobel operator is divided into a vertical operator and
a horizontal operator to compute gradient in vertical and horizontal directions,
and the larger result is selected. Prewitt operator uses local average difference
method to find the edge, it reduces the effect of noise by average the differences.
Laplacian operator performs well when detecting isolated points or ends of lines,
but it is sensitive to noise. Such operators are all gradient operators in local
region, and can be computed by convolution. All these gradient results are used
to find edges by setting threshold. A commonly used method is OSTU.

Canny puts forward the three optimal criterions of edge detection operator,
and proposes the Canny operator. Canny first smoothes the image, then uses
two dimensional first order differential to compute the gradient map, and find
possible edge points by using non-maxima suppression algorithm. Finally Canny
uses recursive method to obtain pixel-level results.

Such traditional operators are all detecting edges in pixel-level precision. If
subpixel results are required, more improvement is necessary.

2.2 Subpixel Precision Edge Detection Algorithm

Subpixel precision edge detection algorithm can be divided into three categories:
moment, interpolation and fitting method.



A Novel Subpixel Curved Edge Localization Method 119

As the first moment method, gray moment method[3] models the edge pixels
by using the first three order gray moment to achieve the precise result. Meth-
ods, such as spatial moment[4], orthogonal moment[5] and Zernike moment, are
proposed in succession. Recently, improved moment methods[6] are still under
study.

The core idea of interpolation[7,8] is to interpolate the gray value and the
derivative of gray value of edges. According to different interpolation functions,
interpolation methods can be divided into quadratic interpolation, polynomial
interpolation and so on.

Both moment method and interpolation are sensitive to noise, especially noisy
points near edges. Fitting methods[9] are better in this aspect. They are a type
of algorithms which uses models to fit the edge. The model may be color model
or shape model. Fitting is relatively slower than moment methods and interpo-
lation. However, with the high-speed development of computing ability, speed
may become a less important factor than precision.

3 Curved Edge Localization Algorithm

The algorithm of this paper solves the precise localization problem of curved
edges in horizontal and vertical directions. It can be used to measure the size of
targets with curved edges.

First, the target area ratio of pixels near the edge is computed by using one-
dimensional edge detection method. Second, we use parabola to approximately
represent the curved edge. And appropriate parameters are selected to obtain
accurate results.

3.1 One-Dimensional Edge Detection

In one-dimensional images, pixels can be represented as one-dimensional function
form. In the ideal case, function near the edge is like the line in Fig. 1. The edge
only influences one pixel. But in practical, it appears like discrete points in Fig.
1. Color changes smoothly near the edge.

One-dimensional edge detection algorithm is using the discrete points to eval-
uate the break point of the line.

Fig. 1. One-dimensional function
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Lots of methods can solve this problem, such as gray moment method and
interpolation. In experiments of this paper, interpolation based on Sobel operator
is used to achieve subpixel precision results of one-dimensional edges.

3.2 Target Area Ratio

One-dimensional methods can be extended to two-dimensional situation if the
edge is a horizontal or vertical straight line. It cannot solve curved edge problems.
But one-dimensional methods can still be used to compute the target area ratio
near the edge.

Take Fig. 2(a) for example, each block represents a pixel. Preparing for the
localization steps, obtaining the target area ratio of each column of pixels is
necessary. That is to compute the area ratio of region below the green line
within the colored pixels. Before computing the target area ratio, we need to
obtain the fuzzy position and the direction of the edge. And extract pixels along
the direction to compute the target area ratio.

According to the imaging principal of camera, if the areas of black regions in
Fig. 2(b) and Fig. 2(c) are equal, it means that they will perform similar color
in images. And the opposite can also be true.

(a)

(b) (c)

Fig. 2. Target area ratio of curved edge

Assume that a straight edge is being processed, such as Fig.2(c). Subpixel
level one-dimensional edge detection algorithm can be used to precisely locate
the edge. Target area ratio can be computed in following steps.
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Assume that the ith column edge localization result is yi(the Y-axis value of
the edge). The target area ratio of the edge pixel can be represented as yi−
yi�.
Considering the region near the edge, the Y-axis value of the lower boundary
is Y0, the height of the region is H, the target area ratio of ith column can be
represented as (yi − Y0) /H .

According to the imaging principal mentioned above, results achieved by using
this method can also be effective in situations like Fig. 2(b).

3.3 Curved Edge Detection

In the previous section, target area ratios of all edge pixels have already been
obtained. We need to represent them in a unified form. Like Fig. 3, the target
area ratios of 5 adjacent columns are represented in the same coordinate system.

Fig. 3. Curved edge discrete integral graph

The ratio of the ith column is represented as
(
xi, y

′
i

)
. Columns near the edge

form a function. The Y-axis value means target area ratio of a single column,
and the X-axis means the coordinate value.

In this paper, parabola is used to be the unified form to approximately rep-
resent the edge.

Assume that the parabola function is y = ax2 + bx + c. if the edge matches
the function, the target area ratio of the ith columns can be computed as follow:
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According to (1),

XA = Y (3)

X is formed by the first three order differences of X-axis, Y is the target area
ratio computed above, A is formed by the parameter of the function. Among
them, X and Y are already known, there are 3 unknown values in A. If n is not
less than 3, A can be worked out. If n ≥ 3, least squares estimation can be used
to estimate the result.

Through the parabola function, the precise localization result of the curved
edge can be achieved.

3.4 Parameter Selection

In the previous section, there is an adjustable parameter n, different n may
influence the result of fitting. If n is too small, the fitting process may involve
error. If n is too large, parabola may not fit the long edge well.

To solve this problem, we enumerate different n to find the best one. As-
sume that m different values of n are enumerated, {n1, n2, , nm}, use each ni to
compute the corresponding Ai. Then use the following formula to evaluate the
error:

erri = ||XAi − Y || (4)

Select Ai with the minimum normalized error to be the final result.

3.5 Conclusion

To conclude, our edge localization algorithm is operated as follows to locate a
single edge:

– Compute the target area ratio in each column(or row) of pixels by using
one-dimensional edges,

– Represent the ratios in the same coordinate system to form the discrete
integral graph.

– Enumerate different n, and compute the corresponding parabola fitting result
by using the method mentioned in section 3.3,

– Compute the corresponding parabola fitting error with different n by using
the method mentioned in section 3.4,

– Find the least error and select the corresponding fitting result to be the
localization result.

4 Experiment

In this chapter, the diameters of circular targets are measured to verify the
algorithm.
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4.1 Simulation

Data. The source images are synthesized by using the square aperture sampling
model[11]. An ellipse is included in each image. The gray value of elliptical shape
edge is obtained based on square aperture sampling, then the image is convoluted
with a Gauss filter and noise is added. The size of the ellipse is 120*60 pixels.

One-Dimensional Edge Detection. The precision of one-dimensional edge
results is very important. Synthetic images are used to test the precision of inter-
polation algorithm based on Sobel operator. The experiment results in different
environments are shown in Table. 1.

Table 1. One-dimensional edge detection results with different SNRs

SNR Average error Standard deviation Max error
(pixel) (pixel) (pixel)

60dB 0.00314 0.0083 0.002648

50dB 0.00599 0.0128 0.003732

40dB 0.00565 0.0145 0.004752

30dB 0.03363 0.0488 0.010162

20dB 0.14813 0.4236 0.11919

Ellipse Experiment. The edge of ellipse is located by using our method. The
experiment results in different environments are shown in Table. 2.

Table 2. Experiment results with different SNRs

SNR Average error Standard deviation Max error
(pixel) (pixel) (pixel)

60dB 0.098305 0.051464 0.2707

50dB 0.077569 0.027527 0.3018

40dB 0.091567 0.06989 0.3659

30dB 0.188238 0.146521 0.4021

20dB 0.224266 0.861261 8.6466

Discontinuous Edge Situation. Discontinuous ellipse edges are located by
using our method. The discontinuous point is set in different positions. And the
SNR of the images is 60dB. The experiment results are shown in Table. 3.
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Table 3. Experiment results with different SNRs

Distance between the target Average error Standard deviation Max error
and the discontinuous point (pixel) (pixel) (pixel)

0 pixel 0.187302 0.069839 0.3705

1 pixel 0.185524 0.051098 0.2919

2 pixels 0.109696 0.058125 0.2148

3 pixels 0.080194 0.022224 0.1767

4.2 Experiment

Data. The source images with 408*408 pixels resolution are shot with an ex-
posure time of 500�s. The number of the images is 20. Each image is like Fig.
4, it includes circular targets with a diameter of 40mm, and a calibration board
which is used to calibrate the size of pixels. The position and direction of targets
change in each image.

Pixel Size Calibration. In this experiment, calibration boards are used to
compute the pixel size. The side length of each block is 20mm. By using subpixel
level Harris operator, the length of sides can be precisely obtained. The ratio of
20mm to the pixel length is the required pixel size.

Fig. 4. Experiment data
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(a) (b)

(c)

Fig. 5. Localization process and result

Through the experiment, we know that the average length of sides is
15.23738pixels, the standard deviation is 0.355055pixels. So the pixel size is
1.31256mm/pixel.

Experiment Result. The localization result of a single image is shown as Fig.
5. (a) is the original image, fuzzy localization is executed on the original image.
The fuzzy localization result is enlarged as (b), and our algorithm is executed
on the region in red. The result is shown as (c), which is again enlarged from
(b). Each block represent a pixel. The red numbers show the value of target area
ratio of each row. The blue curve show the fitting result of the edge.
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Table 4. Ellipse experiment

Average error Standard deviation Max error

Image error (pixel) 0.073361 0.040839 0.13094

Actual size error (mm) 0.096291 0.053604 0.17187

According to the section 3.4, let n be 3, 5, 7, and 9. And the fitting results are
0.733075, 0.721075, 0.70655, and 0.6867. The minimum error is obtained when
n=3. So 0.733075 is selected to be the final result.

As no standard value is available for a single edge, it is hard to evaluate our
result of a single edge. In this section, the error will be analyzed by measuring
the diameters of circular targets.

By using our algorithm, the left, right, upper and lower edges of a circular
target are located. And the diameter of the target is computed to compare with
the standard value. The result is shown as Table. 4. Fig. 6 shows the differences
between experiment results and the standard values. X-axis is the image number,
and Y-axis is diameter (mm).

The experiment is implemented on Core i7-2630QM CPU@2.00GHz. By re-
peating the experiment, the run time of locating each edge is proven to be
0.094ms. Assume that 100fps is required, over 100 edges can be precisely located
in an image. It may meet most industrial demands.

According to the experiment, our algorithm is able to achieve the precision of
about 0.13pixels.

Fig. 6. Result analysis
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Comparing with the Zernike moment method[10], the precision of the Zernike
moment method on our data is 0.2903pixels.

5 Summary

Our algorithm is proposed to locate curved edge in subpixel precision. The target
area ratio of pixels near the edge is computed by using one-dimensional edge
detection method. And parabola is used to approximately represent the curved
edge and select appropriate parameters to obtain accurate results. Our algorithm
is fast enough to meet the industrial demand, and is more precise than other
methods.

Acknowledgement. This work was supported in part by the National Nat-
ural Science Foundation of China (No. 61170094), Shanghai Committee of
Science and Technology (14JC1402202 and 14441904403), and 863 Program
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Abstract. Due to its importance, influence spread maximization problem for social 
network has been solved by a number of algorithms. However, when it comes to the 
scalabilities, existing algorithms are not efficient enough to cope with real-world 
social networks, which are often big networks. To handle big social networks, we 
propose parallelized influence spread algorithms. Using Map-Reduce in Hadoop as 
the platform, we proposed Parallel DAGIS algorithm, a parallel influence spread 
maximization algorithm. Considering information loss in Parallel DAGIS algo-
rithm, we also develop a Parallel Sampling algorithm and change DFS to BFS 
during search process. Considering two or even more hops neighbor nodes, we 
further improve accuracy of DHH. Experimental results show that efficiency has 
been improved, when coping with big social network, by using Parallel DAGIS 
algorithm and Parallel Sampling algorithm. The accuracy of DHH has been im-
proved by taking into account more than two hops neighbors. 

Keywords: Social Network, Map-Reduce, Influence spread. 

1 Introduction 

A social network, the graph of relationships and interactions within a group of indi-
viduals, plays a fundamental role in the spread of information, ideas, and influence 
among its members. An idea or innovation will spread such as the use of cell phones 
among college students, the adoption of a new drug within the medical professions. It 
can either die out quickly or make significant inroads into the population. Thus influ-
ence Spread, the extent to which people are likely to be affected by decisions of their 
friends and colleagues, is a crucial problem.  

In recent work, motivated by applications of marketing, Domingos and Richardson 
[1, 2] posed a fundamental algorithmic problem for social networks. The definition is 
that with data on a social network and the extent to which individuals influence one 
another, the goal is to choose the few key individuals to be used for seeding this process 
to maximal the influence in a given time. One of the applications of this problem is to 
market a new product that we hope will be adopted by a large fraction of the network.  

Several solutions for this problem have been proposed. Domingos and Richardson 
[2] first present a probabilistic solution. Kempe etc. [3] first formulate this problem to a 
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discrete optimization problem. They proved this problem is NP-hard. Leskovec etc. [4] 
presents an optimal greedy algorithm which is called cost-effective lazy forward 
(CELF) framework using the sub-modular properties of influence spread to reduce the 
calculation for the spread estimation of nodes. In [5], Chen etc. present NewGreedy-
ICalgorithm based on the greedy algorithm. When a new seed is selected, the algorithm 
just transverses the graph randomly once, and it uses the equivalent model as the IC 
model. They also present a heuristic algorithm which is called Degree Discount. In [6], 
Shi etc. speed up basic greedy algorithm using the DAG and sampling, and present a 
more accurate degree discount heuristic algorithm. 

The algorithms above are effective and efficient when dealing with small amounts of 
data. However, when the amount of data increases, the scalability of these algorithms 
makes them unsuitable for big social networks which now often contain billions of 
nodes. For example, in [6], it takes a long time to cope with 262k nodes and 1.2M edges 
by using DAGIS and Sampling algorithm. 

With such motivation, in this paper, we attempt to solve the problem of large-scale 
social network. Because it is common to use parallel mechanism to accelerate com-
putation, we focus on parallel algorithms for influence spread maximization problem. 
Map-Reduce is a well-known parallel framework, which is suitable for a cluster with 
hundreds of machines. It has been successfully applied to a number of data mining 
algorithms such as decision-tree algorithm [7], neural network [8] and frequent pattern 
mining [9]. Thus in this paper, we use Map-Reduce as the framework and design 
Map-Reduce-based Improved Greedy Algorithm and Multistep Degree Discount 
Heuristic. We distribute the calculation of influence spread to different task trackers in 
Parallel DAGIS and Parallel Sampling algorithm and take into account two-hop and 
even ten-hop neighbor nodes to improve the accuracy of DDH.  

Our contributions in this paper are summarized as follows.  

(1) We propose Parallel DAGIS algorithm for influence spread maximization 
problem in which the calculations of all nodes' influence spread are parallelized. Ex-
perimental results show nearly liner speedup of new algorithm under big networks. 

(2) We propose Parallel Sampling algorithm in which we parallelize the calculation 
of all nodes' influence spread and the sampling process. Furthermore, we change un-
idirectional DFS to bidirectional BFS during search process. Experimental results show 
that the proposed method can also achieve around linear speedup. 

The remaining part the paper is organized as follow. In Section 2, we develop Pa-
rallel DAGIS algorithm by parallelizing calculation of each node's influence spread and 
solve the workflow dependence problem. In Section 3, we propose Parallel Sampling 
algorithm and also change DFS to BFS which helps scaling up. In Section 4, we extend 
to two-hop neighbor Degree Discount Heuristic algorithm and discuss the ten-hop 
neighbors algorithm. Experimental results of the algorithms are presented in Section 5. 
Finally in Section 6 we draw conclusions of this paper. 

2 Parallel DAGIS Algorithm 

In this section, we first describe Parallel DAGIS Algorithm. All nodes’ influence 
spreads are computed in parallel. In this way, the efficiency of DAGIS [6] Algorithm 
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is increased especially when dealing with big data. Then we discuss some issues in the 
implementation of the algorithms, including the use of global variables and workflow 
dependency. We discuss them respectively. 

2.1 Parallelization of Each Node 

Define ( ) as the expected number of nodes which are active in the final state using 
the IC or LT model, given A as the initial active seeds set. The influence spread of a set 
of nodes A is measured as follows. ( ) ( ) 

The influence spread of A is the sum of the influence spread of each node  on 
sub-graph induced by . Therefore, the calculation of δ(v) can be paralle-
lized by each node. Figure 1 illustrates this parallel process.  

 

Fig. 1. parallelization of ( ) from multi-sources 

In Figure 1,  represents nodes to be calculated in set A. ( , ) represents SCC 
in DAG(v) and ( , ) represents the weight of the edge ( , ). Map function 
transfers the primitive data to Key/Value format and distribute them among different 
task trackers. Then Reduce function calculates the influence spread of  by operating 
on the Value set with the same Key value. Finally, we sum (  ) up to get ( ). 
Algorithm 4 shows this process. 

Algorithm 4. Parallel DAGIS 

Map() 
1 For each edge ( , ) 
2   ; 
3   key= ; 
4   value=( , , ( , )); 
5   emit(key, value); 
Reduce() 
1 For each node  
2    key= ; 
3    value=∑ ( )  ( , ); 
4    emit(key, value);  
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2.2 Implementation Issues 

Then we discuss some issues in the implementation of the proposed algorithm, in-
cluding the use of global variables and workflow dependency. 

2.2.1  Global Variables 
Parallelized tasks probably overlap. Figure 2 shows an example. 

 

Fig. 2. Duplicate Task 

In this example, if   has been calculated when we calculate the influence spread of  's precursors, the calculation of   should be avoided when we calculate the in-
fluence spread of  's precursors. If the thread for calculating the   is running, the 
thread for  has to wait for the finishing of   thread. If   are not calculated, the 
running thread for   should calculate   immediately. Therefore, we store   as a 
global variable to avoid repeating calculation. 

A natural idea is to use POSIX threads, semaphores and locks in the parallelization 
program. However, they do not work well because of communications and IO opera-
tions between clusters which are essential in large data results in synchronization, 
asynchronization and mutex problem and thus maximum speedup cannot be achieved. 
Hence we use global variables in Map-Reduce.  

However, Hadoop in current version does not support global variables and does not 
advocate the use of global variables. This excessively confines the design of some 
programs because there are a number of programs using global variables. The reason 
why Hadoop does not support global variables is that Hadoop tasks are distributed 
among many compute nodes in the cluster. If it supported read and write operations of 
global variables, nodes need to communicate with each other which decreases the 
parallelization. Therefore, we can implement read and write operations of global va-
riables by other means. If user-specified Mapper and Reducer are inner classes of main 
class, static members defined in the main class can be used as global variables. We can 
access the global variables by using ":: global". Information about global variables can 
be stored in the XML files or a configuration file which supports the global variables. 

2.2.2  Workflow Dependency 
Concurrency problem occurs when more than one task is running in the Map-Reduce 
workflow. How can we keep these tasks in a normalized order? Can they form liner 
task sequences or DAG? Those problems can be transformed to a topology sorting 
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problem. Given orders of tasks pairs in a set, we need to judge whether there is a task 
sequence which violates no premise orders. Meanwhile, there must exist topology 
order in a DAG and the algorithm is based on generation of ( ) from  ( ). 
Therefore, the sequence of DAG is same as the workflows of Map-Reduce. 

We solve such problem in Map-Reduce as follows. For the liner workflows, the 
easiest way of unlocking mutex is to carry out a new workflow after the previous one 
has been finished. And the later workflow has to wait until previous one has finished. If 
the previous one fails, IO exception will be thrown and subsequent tasks in the pipes 
cannot run. Therefore, the program needs to monitor and catch the exception, eliminate 
the intermediate results from the previous one.  

Related class libraries in Map-Reduce framework can solve this problem. Take 
JobControl for example. JobControl tracks the states of the jobs by placing them into 
different tables according to their states. When a job is added, an ID unique to the group 
is assigned to the job. This class has a thread that submits jobs when they are ready, 
monitors the states of the running jobs, and updates the states of jobs based on the state 
changes of their depending jobs states. 

3 Parallel Sampling Algorithm 

The parallel DAGIS algorithm above is based on spanning DAG. It loses some in-
formation of original graph ( ). To avoid the loss of information, we develop 
sampling strategy on original graph instead of spanning DAG.  

In this section, we describe Parallel Sampling Algorithm. It has three steps. First we 
parallelize the calculation of each node's influence spread. Then we parallelize the 
process of Sampling. Finally we further change DFS to BFS. In this way, the accuracy 
of algorithm has been improved and the efficiency of Sampling Algorithm has in-
creased especially when dealing with big data. Then we discuss these three phases. 

Step 1. Parallelization of Each Node The phase is the same as the first phase of 
DAGIS parallelization and the compute of different initial seeds can be parallelized. 

Step 2. Parallelization of Sampling Process In the Sampling algorithm, the 
process of searching samples can be parallelized because each one is independent. 

In this step, assuming that samples of some node are larger than T, the statistics of 
this node's samples are not needed in the following search. Therefore, we add the 
number of times of searching samples to Value in Map function and add acceptance 
result of the sample during Reduce function. Figure 3 illustrates this process. Let  be 
the number of times of searching samples and  represents whether the sample ob-
tained in one sampling is accepted or not.  

Then we further map the second level nodes. We divide each data delivered to 
machine  into two shares: the first is used for the compute during the extension 
from the initial nodes to the left; the second is used for the compute during the exten-
sion from the initial nodes to the right. Correspondingly, the final reduce process 
should be changed to three stages: first stage  computes respectively the left 
and right extension influence; the second stage  combines them and com-
putes δ( )     (1 ) . Finally, in the third stage  ,  
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Fig. 3. parallelization of sampling process   Fig. 4.  parallelization from two child nodes ( ) ( ) ( ) is computed to get the final result ( ). Figure 4 illu-
strate this process and Algorithm 5 shows its flow. 

Algorithm 5.  Sampling 
Map1() 
1 For each edge ( , ) 
2   ; 
3   key= ; 
4   value=( , , ( , )); 
5   emit(key,value); 
Map2() 
1 For each ( , , , ( , ) ) 
2   key1=( , ); 
3   value1=( , , ( , )); 
4   emit(key2,value2); 
5   key2=( , 1 ); 
6   value2=( , , ( , )); 
7   emit(key2,value2); 
Reduce1() 
1 For each ( , ) 
2   Calculate ; 
3   key= ; 
4   value= ( , ); 
5   emit(key,value); 
Reduce2() 
1 For each node  
2   ( ) Σ ; 

 

Step 3. Change to BFS Note that the primitive algorithm is a DFS search from 
initial seeds. However, DFS often expands unnecessary branches too much. There-
fore, DFS should be changed to BFS. Figure 5 shows ordinary BFS process like a 
"triangle" extension process.  
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Fig. 5.  search space of unidirectional BFS      Fig. 6.  search space of bidirectional BFS 

What's more, the primitive algorithm is a unidirectional search from initial seeds 
which is of low efficiency and should store at least each level node which can probably 
result in data overflow. Hence we propose the bidirectional search process. In this way, 
we only need to search the diamond region to avoid the search of two triangular regions 
below and thus search space will decrease a lot and the algorithm is accelerated. Figure 
6 illustrates the search space of bidirectional BFS. 

 The bidirectional search process is as follows: 

• For reverse BFS extension, a queue is used to store node data by levels.  
• After a forward direction BFS, BFS should be extended reversely. 
• After a positive search, we should find out whether there are same nodes in the 

reverse queue. Similarly, after the reverse search, the same work is done.  
• The selection of positive or reverse search is as follows. The direction containing 

fewest nodes to search is chosen. It can decrease the total queue space, speed up 
pruning and thus accelerate search process.  

• If the weights of each edge are different, we can use precedence queue to search at 
first the node with the least cost to accelerate search. 

The pseudo code of such BFS algorithm is shown in Algorithm 6.  

 

Algorithm 6.  
1 que1, que2 are priority-queues; 
2 que1. push_back(s)；que2. push_back(t)； 
3 while (! que1. empty||! que2. empty) 
4   if (que1. size () <que2. size ()&&que1. size ()>0) then 
5     v=que1. pop (); flag=1; 
6   else 
7     v=que2. pop (); flag=2; 
8 for each u extend from v   
9    if (flag==1 && u not in que2) then 
10      que1. push_back (); 
11   else if (flag==2 && u not in que1) then 
12    que2. push_back (); 
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accuracy of DHH, considering two or even more hops neighbor nodes. Experimental 
results show that the efficiency has been improved, when it comes to big social network 
using Parallel DAGIS algorithm and Parallel Sampling algorithm and the accuracy of 
DHH has improved by taking into account more than two hops neighbors. 

These algorithms are meaningful to the real world especially to support the market 
strategic decision. We aim at applying these algorithms to the real social networks such 
as spreading advertisements to the maximum people. In this way, the efficiency of 
marketing will increase a lot and thus they improve the development of economy.  
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Abstract. Sensor networks can consist of large number of sensors. Often, sensors 
networks use low cost units and thus a subject to malfunctions that can bring the 
system to inconsistent states. After deployment, the system can be situated in 
places that are hard to reach and therefore manual reboot operations are undesira-
ble and even unfeasible. Therefore, it is imperative to consider the eventual re-
covery of arbitrary fault when designing sensor networks. Dijkstra’s algorithm is 
an important foundation of self-managing computer system and fault-tolerance 
computing system in distributed systems, since it allows a distributed system to 
recover from arbitrary starting state within a finite time. The arbitrary starting 
state ca model arbitrary failure (as long as the code segment stays correct). 
Another key advantage of Dijkstra’s asynchronous algorithm is that no global 
clock is needed. This project tests an implementation of Dijkstra’s algorithm us-
ing snapshotting techniques that we developed in an earlier work. These sensors 
can initiate from any state but they come into a consistent one after several cycles 
of running. We demonstrate the usefulness of our testing technique. 

Keywords: Dijkstra’s algorithm, Sensor network, consistent state. 

1 Introduction 

This project focuses on the consistency problem of sensor networks, which are distri-
buted systems and sometimes also work as fault tolerance systems. Sensor networks 
are consisting of large number of sensors that are always suffered from problems such 
as power failure or natural radiations that may interferes their data transmission. We 
propose a self-stabilizing algorithm that helps these systems to recover from different 
inconsistent states to a consistent one, that is to say, if a distributed system is self-
stabilized, it recovers or starts from arbitrary states, and then guaranteed to converge 
to a legitimate state and remain in a legitimate set of states thereafter. This is a big 
advantage for fault tolerance systems in distributed systems since they are consisting 
of loosely connected machines, which do not share a global storage, and each of them 
keeps a partial view of global state.  

Dijkstra’s algorithm[1][2][6][10][11][12] is firstly introduced in seminar paper of 
Edsger Dijkstra in 1974, and it is not designed for fault-tolerance systems at the first 

                                                           
* Corresponding Author. 



138 Z. Ma, A. Wang, and J. Guo 

beginning, but then this algorithm quickly becomes an important foundation of self-
managing computer system and fault-tolerance computing system [8][9], since it 
helps a distributed system to recover from arbitrary state in a finite time after a  
failure. Beside of this, one of the advantages is that Dijkstra’s algorithm does not  
depend on any strong assumptions but in contrast, some previous algorithms only 
work when there exists global clocks together with known upper bounds in distributed 
systems[7]. 

It is obvious to see that sensor networks are distributed systems since they are con-
sist of large numbers of wired or wireless sensor nodes. There are many reasons for 
sensors to power off, such as when they deplete their batteries, unstable electric cur-
rent or damaged by other irresistible natural disasters. We design redundant mechan-
isms to ensure the damaged sensors to be replaced or repaired when error occurs, but 
it is also important to maintain the consistency of the whole distributed system, this is 
the reason that we implement the Dijkstra’s algorithm. 

In this project, we focus on an implementation of Dijkstra’s algorithm on Tmote 
Sky sensors. This implementation evolves five nodes and a deterministic leader defi-
nition instead of a leader election process. In the first step, a deterministic leader is set 
to node 1 by default, and then each of them picks up a random number that acts as 
their state in the first cycle, finally all nodes reach a consistent state after several 
cycles of running and then keep the state in the future. 

‘Preliminaries’ will provide some fundamental on Tmote sky and Contiki, ‘Design 
Strategies’ shows related details on how to design the program, ‘Implementation and 
Evaluation’ illustrates how to implement the program and ‘Conclusion’ shows the con-
clusion that obtained from previous chapter, finally we will make a short discussion. 

2 Preliminaries 

The system consists of a simulator; in this case, we simulate 5 sensors in Cooja. From 
section 2.1, we introduce basic knowledge for test bed, Contiki, Cooja and checkpoint 
process. 

2.1 Tmote sky 

This implementation is designed to work on Tmote Sky [3] nodes, which is a broadly 
used energy-saving wireless sensor node, it could also support varies standard ADC 
interfaces or SPI/I2C interfaces. Tmote Sky use MSP430 series CPU and mostly 
commonly are F1161 and F5438, among them, F1161 has lowest energy consuming 
feather in MSP430 series but its computing performance becomes much lower than 
F5438. Msp430 can make usage of tool chains provided by TI, but those tool chains 
cannot support full features of this CPU. Tmote sky support both Contiki and Tinyos 
embedded system. Tmote Sky support extremely low power consumption and highly 
integrated antenna, it also has become an eco-friendly device and will broadly used in 
many areas. Tmote sky will be used as both base station (sink node) and ordinary sen-
sors in this research. 
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2.2 Contiki 

Contiki [4] was developed by SICS (Swedish Institute of Computer Science). Com-
paring with Tinyos, Contiki is better in support for IP connections. Until now, Contiki 
has published its 2.6 edition by providing many new features. Although Contiki is 
lightweight, but it support multi-threading (multi-tasking) and build-in TCP/IP stack, 
it even provide a web browser, which is maybe the smallest in the world. 

Contiki is an open-source and multi-threading operating system, which is easy to 
port to any sensor platforms. Comparing to other embedded operating systems, Con-
tiki gain a great advantage to support its own file system, and it use external flash as 
its storage media. One good thing for CFS is when updating code base to large 
amount of sensors, as it is not easy to retrieve all the nodes then upgrade them, then 
deliver the updated files to their external disk then trigger the upgrade is a smarter 
method. According to other file systems, CFS cannot use either large-scale data struc-
ture or memory cache, both due to the limited memory size. And also the data block 
size and the read/write frequency have been designed to match the requirement of 
sensor platforms. 

Proto thread is the process controlling model inside Contiki, which is a 
lightweight threads and running without the support of per-process stacks. Proto 
thread fulfills the limited hardware requirement from sensors, as it do not have com-
plex state machines, also, it do not support full-featured multi-threading operations. 
One side effect of proto thread is the lack of support for local variables when switch 
context between threads or thread blocking, as there is no stack to maintain variable 
states, but variables can be defined into ‘static’ to keep their values throughout the 
whole process. 

2.3 Cooja 

Cooja is a simulator in Contiki, which is a cross-layer simulation tool that handles 
simulation from all three levels. But one node can only simulate one layer instead of 
three. This might little reduce the practical value to some extent. 

Cooja combines plug-ins and interfaces together in order to provide a flexible ex-
panded capacity. Plug-ins can be divided into several categories:’ mote plug-in’, 
which provides directly functions, such as memory operation, serial input/output and 
shell input/output; ‘simulation plug-in’ provides functions that only take effect within 
one simulation. ‘Cooja plug-ins’ does not depend on any simulations; actually they 
are general plug-ins for all instances, such as ‘control panel’, ‘simulation visualize’ 
and the timeline. 

3 Design Strategies 

3.1 Methodology 

The purpose for this project is to provide a solution which resolve consistency prob-
lems for sensor networks. This design is based on Dijkstra’s algorithm and mutual  
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Fig. 1. Dijkstra’s algorithm 

exclusion. Sensor nodes start from arbitrary states then come into a consistent state by 
passing one token ring between each of them. 

As Fig.1. shows that according to any system that consists of N nodes, each node 
will change their value between 0 to N+1, all nodes will restricted to N+1 state. And 
each node other than leader can only have one predictable action in the future: change 
to the state that equals to leader. 

3.2 Design 

This project implements a Dijkstra’s algorithm on two Tmote sky sensors, which do 
not share memory but only communicate with broadcast messages. The purpose is 
tried to reach a consistent state for both two sensors after several cycles of communi-
cation, and then keep the consistent state in the future. 
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Fig. 2. Detailed design for Dijkstra’s algorithm 
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As we could read in Fig.2., since leader is deterministic during the two sensors, so 
node 2 is the default leader. Both two sensor firstly select a number as their initial 
state randomly. Then they start first round of broadcast to send out their states to the 
other nodes.  

When they receive broadcast message, the state comes from message will then ex-
tracted and save into a file for further operation. According to the leader node, it will 
continue broadcast the old state until the state received from node 3 becomes same 
with its own. Then leader node change to a new state follows the formula ‘new 
state=(x+1) mod (n+1)’. For example, if the old state of leader is 34, then next state 
will become to ‘(34+1) mod (2+1) =2’. So according to a sensor network composed 
by N sensors, the whole system will maintain an N+ 1 state in a consistent state. For 
example, for a system that consists of 2 nodes, there are totally 3 states: 0, 1, and 2. 
this is also mean that in most of 3 times of broadcast, this system will come in to a 
consistent state. According to nodes other than leader, they will change their states 
follow their neighbor, so if the system contains 2 nodes in this case, node 3 will fol-
low the state of the leader. For example, if the leader’s old state is 34, and then node 3 
will change its state to node 3 regardless of its original state. 

3.3 Implementation and Evaluation 

In this project, the communication between different nodes is implemented with rime 
broadcast. Nodes firstly create a new broadcast channel in the start, and then pad the 
rime packet with data, while in this case, the packet will pad with numbers that indi-
cates the states of nodes, and then the packet can be sent through the defined broad-
cast channel. When receive through the call back function, data firstly copy from the 
packet to a buffer then save into files. The reason for using a file to store states in-
stead of global variables is because the file can keep the data even sensors power off. 

It is worthy to mention that the algorithm work with ‘SUSE’ [5] in this project, which 
is a new developed tool that can provide a variable level diagnosis to sensor network. It is 
important to restore the state of rime stack by ‘NETSTACK_MAC.off();’, since the rime 
stack will be affected by checkpoint process during diagnosis, and then the broadcast will 
malfunctioned to send out random data without reset as mentioned before. 

When running on sensors that places in a reasonable distance, it cost 4 seconds to 
finish one cycle of running on both sensors, only 1 seconds for broadcast and receive, 
and 3 seconds work for an event timer. 

     

Fig. 3. CPU and memory consumption for Dijkstra’s Algorithm 
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As it shows in the Fig.3., CPU consumption for transfer their state in one round of 
running is 1.7050251 million cycles. And the RAM consumption is 8666 bytes on 
both sensors. According to the ROM cost, since the codes running with default make 
files from Contiki, the consumption of ROM is 47880 bytes. 

4 Conclusion 

Dijkstra’s is one algorithm that can implement self-stabilize in distributed systems. 
This project develops a self-stabilized distributed system on two sensor nodes by im-
plementing the Dijkstra’s algorithm on them. Each node can start with a random 
number then after at most N round of running, the system comes into a consistent 
state and keeps the state in the future. 

5 Discuss and Future Work 

Dijkstra’s algorithm can help nodes come into a consistent state in a distributed sys-
tem within limited round of running, it can also help the system comes into a consis-
tent state when some nodes recover from failures. But one disadvantage is more nodes 
means more time to reach consistent.One possible improve is to build a two-level 
(nested) distributed system which top-level nodes is composed by leader nodes. Then 
if the whole system starts from a chaos state, and if node N is a leader node in top 
level, then as soon as N has modified its state follows its leader, second level could 
start to run Dijkstra’s algorithm immediately if N is their leader. 

As Fig.4. shows, top level firstly start the algorithm, then each second level system 
start their algorithm as soon as their leader has modify their states that equals to lead-
er in top-level leader. This improvement can work with both deterministic leader and 
a leader election algorithm. But the time complexity and algorithm complexity have 
to be considered carefully when compare to traditional Dijkstra’s algorithm before 
decision. As it shows in figure 5, it needs 14 round of running to reach stabilize from 
tradition Dijkstra’s algorithm, but only 7 round of running in this improvement. 
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Fig. 4. Nested Dijkstra’s Algorithm 
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Abstract. Based on multi-commercial finite element analysis (FEA) software 
co-simulation calculating method, the electromagnetic system model was built 
for solving static and dynamic characteristics of a clap-type rely. Using the For-
tran programming language, the solving of differential equation and the calcu-
lating of electromagnetic torque interpolation was realized, therefore the MEM 
coupling system static/dynamic characteristics of the relay was obtained. The 
validity and accuracy of this method has been confirmed by results of experi-
ments. The conclusions which obtained are valuable in optimizing the clap-type 
rely production. 

Keywords: Co-simulation of Multi-software, Dynamic characteristics, Relay, 
FEA. 

1 Introduction 

The clapper type rely is the most widely used electrical switching element, Its  
performance, life and reliability directly affect the safe and reliable operation of the 
various facilities, equipment [1-2]. Therefore, the optimization design of the electro-
magnetic system, mechanical structure, and the improvement of work performance and 
reliability has have been popular research topics in the industry. However, the effective 
and accurate calculation of static and dynamic characteristics  is the necessary condi-
tion for effective optimization design [3-5]. 

In this paper, combined with the application of the mechanical dynamics software 
ADAMS, the finite element analysis software FLUX3d and Fortran programming 
language, and through the twice interface development by ADAMS, the use of dynamic 
simulation data bidirectional iterative calculation, the simulation calculation of me-
chanical-electric-magnetic coupling system can be realized. In the meantime, the static 
and dynamic characteristics of the clap-type relay and the ways to get them can be dug 
out. The validity and accuracy of the presented method has been confirmed by the 
results of experiments. 

                                                           
* Corresponding author. 
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2 The Mathematical Model of the Clap-type Rely 

2.1 The Electromagnetic and Mechanical System Structure 

The main components of a clap-type rely include the coil framework, icon core, yoke, 
armature, reed, movable contact, static contact, conductive insert, reaction spring and  
power coil etc., as shown in fig.1. Due to their magneto conductivity, the yoke, arma-
ture and iron core make up the electromagnetic system of the relay. The reaction spring, 
providing the force of restoring to initial position for the armature, as well as the ar-
mature and iron core make up the mechanical power system (Fig.2 is a real photo of a 
clap-type relay ). 
 

         

Fig. 1. Structure diagram of clap-type rely  Fig. 2. Real photo of clap-type rely  

2.2 Mathematical Model 

The armature of the clap-type relay rotates around the shaft according to the following 
equation under the action of the electromagnetic force moment. 

k f m

d
J T T T

dt

ω + + =                                 (1) 

   
d

dt

θω =                                       (2) 

The moment of inertia of the armature is J; Rotation angle of armature is θ . An-
gular velocity of armature is ω . 

Tm is the force torque of the electromagnetic suction, Tk is the load torque provided 
by the spring reaction force and Tf is the frictional torque. 

The initial condition is 0 0 0 0| 0, |t tω ω θ θ= == = = . The Electromagnetic system 

voltage balance equation is 
d

d
U iR

t

ψ = −                               (3) 
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In this equation, ψ  means the coil flux, U means the coil voltage, i mean the elec-

tric current and R means the resistance. Considering the formulas, the state equations of 
dynamic characteristics of clapper electromagnetic relay is built.  

3 Multi-software Co-simulation 

Based on the virtual prototype ideas, this paper implements the simulation of the 
clapper electromagnetic relay machine-electric-magnetic couple field through the 
secondary development finite element analysis software (ANSYS, FLUX3D and 
ADAMS) and its topological structure is shown in Figure.3. 
 

 

Fig. 3. Co-simulation topological structure 

The simulation of dynamic characteristics of clapper electromagnetic relay is a 
coupling calculation of mechanical and electromagnetism. It includes the calculation of 
electromagnetism system as well as the dynamic simulation of mechanical system, so it 
is hard to be solved in single commercial software. What’s more, with the existing 
commercial software development direction toward specialization, it becomes a trend 
in the field of simulation to complete a complex task through the multi-software col-
laboration [6-8]. 

The magnetic structure of relay is irregular, and we construct its magnetic system 
parametric model using finite element analysis FLUX3D as a solver as Figure 4 shows. 
When the solution area is much greater than the size of the model, the magnetic po-
tential of the area boundaries can be approximated as 0. This problem is the first kind of 

boundary condition and that satisfies the equation 1( , , ) ( , , ) 0x y z x y zφ φΓ = = . 

In FLUX3D, the above boundary conditions can be determined by the establishment 

of infinity boundaries. Then we can calculate to obtain static suctions ( , )mF iθ  and 

family of flux curves ( , )iψ θ  under different coil current and angle armature. Inter-

polating with the current, the flux, the displacement of moving core and other para-
meters, we obtained dynamic electromagnetic torque. 
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The spring leaf of relays is flexible body, so we should establish modal neutral file in 
the finite element software. Using ANSYS software, we generate the modal neutral file 
(*.mnf) of the spring leaf in the form of data streams and import it into ADAMS. The 
armature, the yoke, the moving core and the dynamic and static contact model attached 
to the spring leaf are rigid and the structures are regular, so they can be directly built in 
ADAMS. The reaction spring of relays can be directly replaced with the spring module 
of ADAMS. After given reasonable property to each entity and reasonable assembled, 
we load dynamic driving torque in the "center of mass" position. 

Programming with FORTRON and the “sfofub” of ADAMS as a template, we solute 
the electromagnetic torque real-time and compile it to make a *.dll file. Then link it to 
the simulation sub-step calculation in ADAMS real-time. According to the electro-
magnetic torque that input in different times, ADAMS solves the multi-body dynamics 
equations and gets the physical dynamics of virtual prototyping such as the angle, the 
angular velocity, the angular acceleration of the armature, etc. While programming, the 
supply voltage E and the coil resistance R are required. Using the variable step size 
Runge-Kutta method to solve the circuit equations in (1), the response data of structural 

dynamics such asθ ,θ  and electromagnetic suction curves can be obtained from 
ADAMS after the simulation. The simulation model built in ADAMS is shown in 
Figure.4. 

 

 
Fig. 4. Mechanical systems ADAMS model 

4 The Simulation Solution and the Experimental Verification 

4.1 The Simulation Solution 

The clapper type of electromagnetic relay of HELLA Company is used to act research 
object. Its rated voltage is DC24V. Its coil number of turns is 4100. The DC resistance 
of the relay is 347 Ω, and the wire diameter is 0.250 mm. The moving core, the arma-
ture and the yoke are made by 10 steel. Its magnetization curve is shown in Figure.5. 
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Fig. 5. 10# steel magnetization curve 

To calculate to get the relationship in different electromagnetic absorption torque 
and armature coil electricity flow Angle of the relationship between the gas gap flux 
and the relationship between armature angles. To calculate different electromagnetic 
absorption torque and armature coil electricity flow Angle of the relationship between 
the gas gap flux and the relationship between armature angles, the results are shown  
in figure 6. 
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Fig. 6. Static electromagnetic characteristic 

4.2 Experimental Verification 

Figure.7 is the comparison chart of coil current results between simulation and experi-
ment. The measured values for the oscilloscope for sampling the voltage meter relay 
closure process. From the contrast curve, the simulation values and measured values 
within a certain range are consistent. Before the current reaches the maximum, and the 
process of current better consistency simulation curve and measured curve, the maxi-
mum decline stage and reaches the minimum after the rise of the process, the deflection 
of the two, in the simulation model are the main reasons why not consider the actual 
movement of the armature component by friction and air resistance, as well as the ar-
mature and yoke iron in suction location close degree of joint and the measured object 
there is a difference. But from the overall trend in terms of both is more consistent. 



 Co-simulation and Solving of Clapper Type Relay Dynamic Characteristics 149 

 

  
a)The process of attraction       b) The process of release 

Fig. 7. Corporations of simulation and experimental results 

Action in the process of displacement measurement by laser triangulation, high 
speed laser displacement sensor is chosen in accordance with the company's German m 
ILD2220, measurement platform as shown in figure.8. Resolution of 0.3 mu m, mea-
surement range is 10 mm, measuring rate of up to 20 KHz. See the Figure.8.  

Figure.9 shows the curves comparison between the armature rotation from dynamic 
simulation and the income curve. An observation that the armature action time is about 
4ms, the experimental data show that the armature is closed after the vibration. Figure 
in the simulation of very little value in the process of closing the difference with the 
measured values, the difference is mainly composed of the measured in friction and air 
resistance. 
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       Fig. 8. Laser testing device               Fig. 9. Armature corner position changes 

5 The Conclusions 

Clapper Type electromagnetic relay electromagnetic simulation model is established, 
and the finite element software FLUX3D simulation analysis of the static characteristic 
of relay, it is concluded that the excitation current and armature Angle with the elec-
tromagnetic torque and flux of the relationship 

Put forward Clapper Type electromagnetic relay is more dynamic and static cha-
racteristics of joint simulation software, the use of Fortran programming language, 
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through ADAMS secondary development interface circuit and electromagnetic torque 
of solving the differential equation of interpolation calculation, got the relay machine - 
electric - magnetic coupling dynamic/static characteristics. 

Clapper Type electromagnetic relay at a model, for example, won its static charac-
teristic and dynamic characteristic calculation, and is verified by the measured cha-
racteristics data of static characteristic and dynamic characteristic calculation accuracy. 

 
Acknowledgments. This work was supported by the Fundamental Research Funds for 
the Central Universities（2572014CB27）and the science and technology project of 
Heilongjiang Province Education Department No. 12533029 

References 

1. Li, X.: Characteristics Analysis and Detection Technology of the Second Pick-Up of Elec-
tromagnetic Relay, pp. 18–25. Hebei University of Technology (2010) 

2. You, J., Cai, Z., et al.: Polarized Relay Calculation Model Based on Distribution Parameters 
of Nonlinear Permagnet Model. Low Voltage Electrical Appliances 21(2), 8–12 (2014) 

3. Xue, Y., Zhou, Z.: Clapper type electromagnetic relay dynamic characteristic testing tech-
nology research. Low Voltage Electrical Appliances 17(6), 64–68 (2013) 

4. Ymaguchi, T., Kawase, Y., Sato, K., et al.: Trajectory Analysis of 2-D Magnetic Resonant 
Actuator. IEEE Transactions on Magnetics 45(3), 1732–1735 (2009) 

5. Wang, X.-B., Lin, H.-Y., Fang, S.-H., et al.: Analysis of Displacement Subsection PWM 
Control and Dynamic Charamic for Closing Process of Permagnent Contactor. Proceedings 
of the Csee 30(3), 113–118 (2010) 

6. Salais, D., Carvou, E., Jemaa, N.B.: Opening Speed Effect on Arc Duration and Extinction 
Gap for Usual Contact Materials. In: Proceeding of the 2nd International Conference on 
Reliability of Electrical Products and Electrial Contacts, pp. 73–77 (2007) 

7. Wang, H.-L., Fan, W.-W., Zhai, G.-F., et al.: The Development of Mechanical Virtual 
Prototype System of Aerospace Electromagnetic Relay. Mechanical and Electronic Com-
ponents 27(4), 3–7 (2007) 

8. Wang, H.-L., Zhai, G.-F., Fan, W.-W.: Research on Key Assembly and Adjust Parameteters 
of Aerospace Electrom Agnetic Relay. Low Voltage Electrical Appliances 26(5), 5–8 (2008) 



 

H. Wang et al. (Eds.): ICYCSEE 2015, CCIS 503, pp. 151–158, 2015. 
© Springer-Verlag Berlin Heidelberg 2015 

iHDFS: A Distributed File System Supporting 
Incremental Computing* 

Zhenhua Wang1,2, Qingsong Ding1,2, Fuxiang Gao1,2, Derong Shen1,2, and Ge Yu1,2 

1College of Information Science and Engineering, Northeastern University, Shenyang, China 
2Key Laboratory of Medical Image Computing, Northeastern University, Ministry of 

Education, Shenyang, China 
{wangzhenhua,gaofuxiang,shenderong,yuge}@ise.neu.edu.cn, 

dingqingsong@126.com 

Abstract. Big data are always processed repeatedly with small changes, which 
is a major form of big data processing. The feature of incremental change of big 
data shows that incremental computing mode can improve the performance 
greatly. HDFS is a distributed file system on Hadoop which is the most popular 
platform for big data analytics. And HDFS adopts fixed-size chunking policy, 
which is inefficient facing incremental computing. Therefore, in this paper,  
we proposed iHDFS (incremental HDFS), a distributed file system, which can 
provide basic guarantee for big data parallel processing. The iHDFS is imple-
mented as an extension to HDFS. In iHDFS, Rabin fingerprint algorithm is  
applied to achieve content defined chunking. This policy make data chunking 
has much higher stability, and the intermediate processing results can be reused 
efficiently, so the performance of incremental data processing can be improved 
significantly. The effectiveness and efficiency of iHDFS have been demonstrat-
ed by the experimental results. 

Keywords: incremental computing, distributed file system, big data, HDFS. 

1 Introduction 

In recent years, big data applications have become ubiquitous. In the big data envi-
ronment, the traditional data management technology represented by relational data-
base has been unable to effectively manage these data. How to quickly access big data 
become the core challenge, then the management technology of big data represented 
by Hadoop [1] has emerged. 

Many big data applications have the characteristics of increment and iteration. Big 
data processing tasks always run repeatedly when the data changes very small. The 
characteristic of data incremental change in big data indicates that it can greatly im-
prove performance by using the incremental mode to process big data. 

                                                           
*  This work is supported by the Fundamental Research Funds of the Central Universities 

(N130304002). 



152 Z. Wang et al. 

 

The core of Hadoop is a distributed file system HDFS and a computing framework 
MapReduce. Typically, when we process big data in Hadoop platform, data is stored in 
the HDFS distributed file system and we use MapReduce framework for processing. 
The existing Hadoop big data management technology don’t consider the incremental 
feature of big data, as a result, it has large processing cost and poor timeliness.  

In order to improve the processing efficiency of incremental big data, this paper 
proposes a distributed file system iHDFS which supports incremental computing, 
providing basic guarantee for incremental processing of big data. This distributed file 
system iHDFS is an extension to HDFS. The iHDFS reserves compatibility with 
HDFS and provides the same interfaces and semantics as HDFS. The main idea of 
iHDFS is to make the input data of MapReduce, namely the data stored in HDFS, 
divided into chunks based on content. The content defined chunking regards the text 
content as boundary, and the change of a small part of data doesn’t alter the bounda-
ries of all the chunks. When incremental processing, we just need to compute the 
changed chunks and get the previous running results from the storage server for the 
unchanged chunks. This can reduce unnecessary repeated computing and reuse inter-
mediate results, improving the timeliness of big data processing. 

2 Related Works 

The big data generally uses the distributed storage technology. GFS [2] is a large 
scale distributed file system that provides massive storage for Google cloud compu-
ting. It combines with Chubby, MapReduce [3] and Bigtable very closely and locates 
in the bottom of all the core technologies. Literature [2] elaborates GFS from its gen-
erated background, characteristics, system framework, performance testing and other 
aspects in detail. HDFS of Hadoop is the open source implementation of GFS. 

Currently, mainstream researches and solutions on the incremental computing op-
timization of big data include: (1) Nectar [4] increases the cache servers in order to 
cache the intermediate results of DryadLINQ, then, for each query, the intermediate 
results can be get from the cache server by splitting and contrast of SQL. (2) Nova [5] 
regards the data processing process as a continuous collection and continuous compu-
ting process of data. (3) Percolator [6] proposed by Google uses incremental indexing 
filter instead of MapReduce to analyze the frequent changing data sets, so that the 
return speed of the search results are more and more near real-time. (4) McSherry et 
al. in Microsoft designed a data stream system Naiad [7], supporting incremental 
iterative computing. The above methods implement the incremental computing of big 
data, but they aren’t compatible with MapReduce and need to adopt a new program-
ming model. Incoop [8] has tried to make incremental processing for Hadoop internal 
architecture, implementing incremental computing under MapReduce framework. 

3 Overview of iHDFS  

Considering the reliability, high effectiveness, scalability and the open source charac-
teristics of Hadoop platform, this paper builds an incremental processing framework 
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of big data based on HDFS and MapReduce model, and it can implement the perfor-
mance advantage of the incremental computing. Fig. 1 is the architecture of the in-
cremental processing of big data, including the incremental distributed file system, the 
incremental parallel computing model and the storage server. The incremental distri-
buted file system iHDFS is an extension to HDFS and it is the bottom facility of the 
incremental processing of big data. The incremental parallel computing model is an 
extension to MapReduce, reading data from iHDFS. The storage server is used to 
store the intermediate results and it can be implemented by the distributed caching 
system. The key in this paper is studying the distributed file system iHDFS which 
supports the incremental computing. 

 

Fig. 1. The architecture of incremental processing for big data 

In order to overcome the shortcoming of the fixed-size chunking algorithm in 
HDFS and improve the efficiency of the incremental processing, this paper presents a 
content defined chunking algorithm to ensure that the chunks keep stable as far as 
possible when the content of file changes, minimizing the impact of the data updating 
and reducing the repeated computing. The content defined chunking policy is imple-
mented by Rabin fingerprint algorithm. The content defined chunking includes 
coarse-grained content defined chunking and fine-grained content defined chunking. 
Generally speaking, we use the coarse-grained content defined chunking at first when 
incremental processing. If data in the file has not changed, then just reuse the results. 
If the data in the file has changed, then use fine-grained content defined chunking at 
this moment. 

4 Rabin Fingerprint Algorithm 

Rabin fingerprint algorithm was proposed by professor Rabin in Harvard University，
it has the characteristics of high computational efficiency and good randomness, and it 
can make the effect of data modification on continuously fingerprint sequence under a 
local range, commonly used to make quick comparisons and identify duplicated data. 
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In iHDFS, the implementation of chunking algorithm uses Rabin algorithm [9] to cal-
culate the data fingerprints. 

The calculation of Rabin fingerprint is on the finite field GF(2n). Suppose 
S([b1,..,bm]) is a binary string containing m binary characters, then according S, the 
corresponding (m-1) degree polynomial can be constructed, as is shown in equation 
(1) (where t is infinitive element). 

 1 2
1 2 1( ) m m

m mS t b t b t b t b- -
-= + +×××+ +  (1) 

Give a polynomial P(t) with k degree, as is shown in equation (2). 

 1 2
1 2 1( ) k k

k kP t a t a t a t a- -
-= + +×××+ +  (2) 

Then the degree of the remainder R(t) of S(t) divided by P(t) is (k-1). For the given 
string A, define the fingerprint R(A) of A as equation (3). 

 ( ) ( )mod ( )R A S t P t=  (3) 

For the continuous string [X1,X2, ... Xw,Xw+1,Xw+2, ...] (every character is 8 bits), the 
width of sliding window is w. Any character Xi represents the polynomial Xi(t), then 
the Rabin fingerprint value Ri(t) of the string [Xi,Xi+1,…,Xw-i+1] in the window which 
starts with character Xi and has the width w is shown in equation (4). 

 8
11( ) ( ( ) ) mod ( )w w j

i i jjR t X t t P t-
+ -== å  (4) 

When the window slides forward a byte, the Rabin fingerprint value Ri+1(t) of the 
sliding chunk string [Xi,Xi+1,…,Xi+w] which starts with character Xi and has the width 
w is shown in equation (5). 

 8 8 8
1 1( ) ( ( ) ) ( ) ( ) ( ) mod ( )w w j w

i i j i i w ijR t X t t R t t X t t X t P t-
+ + +== = - +å  (5) 

5 Content Defined Chunking 

5.1 Coarse-grained Content Defined Chunking 

Most data sources are composed of some files with different sizes, coarse-grained 
content defined chunking regards these files as units to divide the data sources into 
chunks, and each file is a chunk regardless of their sizes. When computing at the first 
time, it first performs fingerprint processing for each file by using fingerprint func-
tions and gets the fingerprint values of each file. Then each file performs MapReduce 
computing to get the corresponding computing results. Finally, we should make the 
fingerprint values of each file and the corresponding computing results form a map-
ping and store the mapping in the storage server. This processing is easy for query 
and reuse of results when we make incremental processing. 

When we make incremental processing, we still regard these files as units to divide 
the data sources into coarse-grained chunks and calculate the fingerprint values of 
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each files, meanwhile we compare the fingerprint values with those have been calcu-
lated in the storage server. If the query in the storage server has the same fingerprint 
value, this means we don’t need to make MapReduce processing for this file, we just 
need to find the previous operation result in the storage server through the mapping of 
fingerprint values. If we can’t find any same fingerprint value in the storage server, 
we need to make MapReduce processing for this file. Meanwhile, we should store the 
mapping composed by the file’s fingerprint value and their calculation results in the 
storage server for the next calculation. 

5.2 Fine-grained Content Defined Chunking 

The so-called fine-grained content defined chunking is to divide into chunks based on 
content for each file. It divides the files into non-overlapping chunks with different 
sizes according to the content of the files. The content defined chunking algorithm 
uses a fixed-size window to slide in the files. Firstly it calculates the content’s digital 
fingerprint of the files in the window (use Rabin fingerprint algorithm in iHDFS), 
then it determines whether the digital fingerprint satisfies a certain condition for de-
termining whether the sliding window boundary is the demarcation of the chunk. 

In order to improve the efficiency of incremental processing, the fingerprints of 
each chunk and their corresponding results of data processing should be stored at the 
first time. When incremental processing, we still use the sliding window mechanism 
for file chunk, the window slides to the rear from the head of file by one byte step. 
Before sliding, the Rabin algorithm should be used to calculate the fingerprint value 
of data in the window and we should determine if the boundary condition is satisfied.  

When we find the same fingerprint value in the storage server, this means that the 
chunk is the same as it processed at the first time (i.e. the data has not changed), then 
the chunk needn’t to make MapReduce processing and we can find the result of the 
first time processing from the mapping directly; If you can’t find any same fingerprint 
value in the storage server, this means that the chunk has changed, we need to calcu-
late its Rabin fingerprint again. Meanwhile, after the MapReduce processing, we need 
to put the mapping composed by the fingerprint value of this chunk and its computing 
result in the storage server. The process is shown in Fig.2 

 

 
Fig. 2. Incremental processing based on content defined chunking 
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6 Experiments 

6.1 Experimental Environment 

The experiments use Ubuntu-13.10 operating system as the experimental test platform 
and Hadoop version is Hadoop-0.20.2. We use Memcached distributed caching sys-
tem as a storage server and programming language is Java. Hadoop cluster operation 
mode is the pseudo-distributed mode.  

We use a series of application data from the areas of machine learning, natural lan-
guage processing, pattern recognition, document analysis and so on as the experimen-
tal data set. Assess the processing performance of the incremental computing through 
the application data of the data-intensive data (word count, co-occurrence matrix) and 
computing-intensive data (K-means clustering, nearest neighbor classifier). 

The relevant experimental parameters are showed in Table 1.  

Table 1. Experimental parameters 

Parameters Range of value Default 

Minimum chunk size 16MB~64MB 40MB 

Maximum chunk size 64MB~128MB 64MB 

Fixed chunk size 64MB 64MB 

Rabin fingerprint window 32B~64B 48B 

Rabin fingerprint offset 16MB~60MB 16MB 

6.2 Experimental Results and Analysis 

Experiment 1: Relationship between data update ratio and duplicated chunk ratio. 
Fig. 3 shows four distributions of the duplicated chunk ratio under different update 

ratio for two kinds of data. From these representative data we can find the duplicated 
ratio of chunk is at least about 65% by using the content defined chunking algorithm 
in the distributed file system, this means the chunking algorithm has strong adaptabili-
ty and ensures the stability of the chunk. 

Experiment 2: The relationship of the duplicated chunk ratio between content de-
fined chunking (CDC) and fixed-size chunking (FSC). 

From Fig. 4 we can see, when the same data sources change the same, the content 
defined chunking algorithm is much better than the fixed-size chunking algorithm.  

Experiment 3: Comparison of chunking time between the naive HDFS and iHDFS. 
The default size of chunk under naive HDFS is 64MB, and the offset of the Rabin 

fingerprint algorithm under iHDFS is 40MB. From Fig. 5, we can find that that the 
running time under iHDFS is more than that under the naive HDFS in the same oper-
ating environment.  

Experiment 4: The offset choosing in the incremental distributed file system 
The result shown in Table 2 illustrates the effectiveness of performance optimization. 

Compared to the naive HDFS, iHDFS only has minor decline of the throughput, this is 
because we have used the Rabin fingerprint algorithm for content defined chunking. 
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Fig. 3. Relationship between data update ratio and duplicated chunk ratio 
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Table 2. Throughput of naive HDFS and iHDFS 

Category Offset (MB) Throughput (MB/s) 
naive HDFS — 34.56 

iHDFS 20 32.86 
iHDFS 40 34.47 
iHDFS 60 32.21 

7 Conclusions 

In order to improve the incremental processing efficiency of big data, this paper 
presents a distributed file system iHDFS which supports incremental processing on 
the basis of HDFS, providing basic guarantee for the incremental processing of big 
data. Making the content defined chunking for the data stored in the distributed file 
system reduces the sensitivity of data changing and enhances the stability of data 
changing. Meanwhile it maintains compatibility with HDFS and provides interfaces 
and semantics the same as HDFS. Experimental results show that the proposed distri-
buted file system is feasible, and it can reduce the unnecessary repeated computing, 
reuse the intermediate results of computing and improve the timeliness of big data 
incremental processing. 
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Abstract. How to mine the underlying reasons for opinions is a key issue on 
opinion mining. In this paper, we propose a CRF-based labeling approach to 
explanatory segment recognition in Chinese product reviews. To this end, we 
first reformulate explanatory segments recognition as a labeling task on a se-
quence of words, and then explore various features from three linguistic levels, 
namely character, word and semantic under the framework of conditional ran-
dom fields. Experimental results over product reviews from mobilephone and 
car domains show that the proposed approach significantly outperforms existing 
state-of-the-art methods for explanatory segment extraction. 

Keywords: opinion mining, explanatory segment recognition, product reviews. 

1 Introduction 

With the explosive growth of the user-generated opinionated texts on the web over the 
past years, there has been a dramatic proliferation of research concerned with opinion 
mining [1][2]. Most previous studies on opinion mining have focused on opinion 
extraction[3][4] and sentiment classification[5][6], little research has been done on 
mining the underlying reasons for opinions. In this regard, this paper is primarily 
concerned with explanatory segment recognition (ESR) in online product reviews. 

More recently, the pioneer studies by (Kim et al., 2013) introduce two novel prob-
lems on explanatory opinion mining, namely explanatory sentence extraction which 
aims to rank opinionated sentences in terms of explanatoryness[7], and compact ex-
planatory opinion summarization which aims to extract within-sentence explanatory 
text segments from input opinionated texts[8], in order to help users better understand 
the detailed reasons of sentiments and opinions. 

However, explanatory opinion mining is still at its infancy stage. There are many 
challenges along the way. On the one hand, lacking manually-labeled datasets is one 
of the major bottlenecks that supervised machine learning methods faced. To break 
this bottleneck, two supervised methods, namely TF-IDF weighting and hidden Mar-
kov models have exploited to explanatory sentence extraction and explanatory seg-
ment extraction, respectively [7][8]. Although these methods provide an unsupervised 
solution to explanatory information extraction, their performance is still not satisfac-
tory in comparison to supervised methods. On the other hand, compared to regular 
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news texts, user-generated reviews are usually written in a free or loose style. Intui-
tively, the number of reasons of sentiments on a specific product feature may be very 
limited. It is obviously very challenging to model these various explanatory expres-
sions in real product reviews. 

To address the above problems, in this paper we propose a CRF-based approach to 
ESR in Chinese product reviews. Thus, the challenge we faced from candidate seg-
ments getting and ranking to feature selection. Besides the general features in se-
quence labeling task, such as words and part-of-speech (POS) tags, we also introduce 
topic words as semantic features for ESR labeling due to the fact that most explanato-
ry expressions are observed to have a close relationship with a fixed topic. Experi-
mental results show that the proposed approach significantly outperforms the state-of-
the-art baselines in discussion. 

2 Task Description 

2.1 Explanatory Opinionated Sentences 

Before going further to the problem formalization, we need to clarify the notion of 
explanatory opinionated sentences and explanatory segments within product reviews. 

Table 1. Categorization of opinionated sentences 

No. Types Opinionated sentences Explanatory segments 

1 
Non-explanatory opi-
nionated sentences 

这个手机的电池还不错 
(The battery of this mobile 
phone is good) 

No 

2 
Simple explanatory 
opinionated sentences 

这部手机很好！我最喜欢

它的大屏幕. (This mobile 
phone is great! I love its big 
screen.) 

大屏幕 (big screen) 

3 
Complex explanatory 
opinionated sentences 

这个手机的屏幕分辨率很

高，看不到任何像素点。

(The screen resolution of 
this mobile phone is very 
high, and I cannot see any 
pixels.) 

分辨率很高(The resolu-
tion is very high) 
看不到像素点(Cannot 
see any pixels) 

 

Non-explanatory Opinionated Sentences. As the first example in Table 1 shows, if an 
opinionated sentence only presents the positive or negative sentiment orientation of the opinion 
holder to a given target without any explanations or specification for the reasons of the 
sentiment, then it is a non-explanatory opinionated sentence. 

Explanatory Opinionated Sentences. If an opinionated sentence presents the positive or 
negative sentiment orientation of the opinion holder to a given target, and at the same time, 
explain or specify the reasons of the sentiment, then it is an explanatory opinionated sentence, 
as illustrated by the second and third examples in Table 1.  
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Explanatory Segments. An explanatory segment is actually a consecutive sequence of words 
in an explanatory opinionated sentence that forms an explanation for the reason of sentiments. 
For example, 大屏幕 (big screen) in the second example in Table 1. 

2.2 Task Formulation 

In the present study, we reformulate explanatory segments recognition as a labeling 
task on a sequence of words with "B-I-O-S" 4 tags forms. In this study, we transform 
our corpus into the character-based corpus, and then merge the lexical chunks and 
topic chunks in Chinese ESR. 

Table 2. An example: chunk representation of explanatory segment 

Words POS tag Character Lexical 
chunk tag 

Topic 
chunk tag 

Explanatory 
Segment tag 

手机 n 
手 B-n B-t12 O 

机 I-n I-t12 O 

的 u 的 S-u S-no O 

屏幕 n 
屏 B-n B-t14 O 

幕 I-n I-t14 O 

分辨率 n 
分 B-n B-t9 B 

辨 I-n I-t9 I 

率 I-n I-t9 I 

高 a 高 S-a S-t9 I 

 
As illustrated in Table 2, lexical chunk tags and topic chunk tags follow a similar 

format like S1-S2, where S1 refers to the position patterns of a token in chunk forma-
tion, and S2 denotes the respective categories of words that contain the token. Note 
that S2 in topic chunk refers to the topic number, and S2 is "no" if current word is irre-
levant to any topic. The detailed descriptions on features will be shown in Section 3.  

2.3 CRFs for Chinese ESR 

We choose CRFs as the basic framework for ESR in that CRFs have proven to be one 
of the most effective techniques for sequence labeling tasks [9][10]. Compared with 
other methods, CRFs allow us to exploit numerous observation features as well as 
state sequence based features or other features to explanatory segment labeling. 

Let 
1 2=(x ,x ,...,x )TX  be an input sequence of Chinese words,  

1 2(y , y ,..., y )TY =  

be a sequences of explanatory segment tags as defined in Section 2.2. From a statistical 
point of view, the goal of segment labeling is to find the most likely sequence of seg-
ment tags Y  for a given sequence of character tokens X  that maximizes the condi-
tional probability (Y | X)p . CRFs modeling uses Markov random fields to decompose 
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the conditional probability (Y | X)p  of a sequence of segments tags as a product of 

probabilities below.                                                           

1

1
(y | x) exp( (y, x, i))

(x)

T

j j
i j

p f
Z

λ
=

= ∑∑ . (1) 

where (y, x, i)jf  is the thj  feature function at position i , associated with a weight 

jλ , and (x)Z  is a normalization factor that guarantees that the summation of the prob-

ability of all sequences of segments tags is one, which can be further calculated by 

1

(x) exp( (y, x,i))
T

j j
y i j

Z fλ
=

=∑ ∑∑ . (2) 

3 Feature Selection   

The major challenge in sequence labeling task is feature selection. In this paper, we 
do not use some deeper linguistic features, like phrase chunks, functional chunks and 
so on, because these features are difficult to acquire with accuracy in online user-
generated product reviews. Instead, we explore features for ESR at word-form and 
semantic levels. 

3.1 Form Features 

To avoid errors caused by Chinese words segmentation, we use Chinese characters as 
the basic units for labeling, while the word form and POS tags are retained, as show 
in Table 2. 

At character level, we exploit character forms in a fixed window of 3 characters, 
including the current character ci , the preceding character ci-1, and the follow charac-
ter ci+1, and their respective POS tags ti, ti-1,and ti+1. Table 3 details the feature tem-
plate at character level. 

Table 3. Character-level features 

No. Feature Definition 
L1 ci The current character 
L2 ci-1ci The current character and the preceding character 
L3 cici+1 The current character and the following character 
L4 ci-1ti The preceding character and the current word's POS tag 
L5 tici+1 The current word's POS tag and the following character 
L6 ti-1ci The current character and the preceding word's POS tag 
L7 citi+1 The current character and the following word's POS tag 
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At word level, we consider some possible combinations of the current character, 
the preceding character, the following character and their relevant lexical tags as fea-
tures for ESR. The feature template at word level is given in detail in Table 4. Where, 
wi, wi-1 and wi+1 denote the category tags of the word containing characters ci, ci-1, and 
ci+1, respectively. 

Table 4. Word-level features 

No. Feature Definition 
P1 ciwi The current character and word tag 
P2 ci-1wi-1ciwi The preceding/current character and word tag 
P3 ciwici+1wi+1 The current/ following character and word tag 
P4 wi-1ciwi The preceding word tag and the current character and word tag 
P5 ciwiwi+1 The current character and word tag and the following word tag 

3.2 Semantic Feature 

We found that there is a strong correlation between explanatory information and  
opinion targets. For example 屏幕 (screen) is the opinion target of explanatory eval-
uation 分辨率高 (resolution is high). But opinion target extraction is a very hard 
problem in that opinion targets may be implicit or co-referred in online product re-
views. Furthermore, opinion targets are difficult to generalized. For example, the 
three opinion targets 屏幕 (screen), 显示屏 (screen) and 触摸屏 (touch screen) are 
very similar in semantic, but they are different opinion targets in fact.  
 Now the problem is how to represent the semantic of a word. HowNet[11] is a 
general strategy. HowNet is a Chinese semantic lexicon with the similar structure 
with WordNet. However, HowNet mostly includes common words and does not cover 
the domain specific words in online product reviews. To avoid this problem, we use 
LDA[12], which is an unsupervised machine learning techniques and can be used to 
identify latent topic in large-scale document collection or corpus. Actually, LDA uti-
lizes the bag of words model, which considers a document as a word frequency vec-
tor, and thus transfers the text information into digital information for modeling. As 
such, each document is represented as a probability distribution of some topics, while 
each topic represents many words constituted a probability distribution.  

Thus, we have also built a large corpus of mobilephone and car reviews to achieve 
LDA models. In the training process, α  and β  are set to 0.5 and 0.05, respective-

ly, and the maximum number of iteration is set to 1000. Fig.1 shows a part of results 
in mobilephone field. 

 
Topic3: 键盘(keyboard), 手感(feel), 触屏(touch screen), 适合(fit), 拿(take)...... 
Topic11: 万(ten thousand), 清楚(clear), 像素(pixel), 800W, 500W, 1200...... 
Topic14: 天(day), 电池(battery), 左右(around), 小时(hour), 次(times)......  

Fig. 1. A part of LDA models in the mobilephone domain 
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Then, we can add these topic features to CRFs. Table 5 presents the feature tem-
plate at semantic level. Where, si, si-1 and si+1 denote the topic category tags of the 
words that involve characters ci, ci-1, ci+1, respectively. 

Table 5. Semantic-level features 

No. Feature Definition 
F1 cisi The current character and semantic chunk tag 
F2 ci-1si-1cisi The preceding/current character and semantic chunk tag 
F3 cisici+1si+1 The current/ following character and semantic chunk tag 
F4 si-1cisi The preceding semantic chunk tag and the current charac-

ter and semantic chunk tag 
F5 cisisi+1 The current character and semantic chunk tag and the 

following semantic chunk tag 

4 Experiments 

4.1 Experimental Setup 

To show the generality of the proposed method, we created two corpora of product 
reviews from two different domains, namely mobilephone and car. Both corpora are 
manually annotated with explanatory segments by a pair of tags, like "<EXP>" and 
"</EXP>". The datasets are further divided into training sets and test sets. Table 6 
presents the basic statistics information of these datasets. 

Table 6. Statistics of the experimental corpus 

 Mobilephone Car 
Training 1259 1083 
Test 840 723 
All 2099 1806 

 
Furthermore, we adopt two typical evaluation methods in information extraction, 

namely strict evaluation and lenient evaluation[13]. In strict evaluation, an explanato-
ry segment recognized by the system are considered as correct if it is exactly identical 
to the corresponding gold standard counterpart by human judgment, while in lenient 
evaluation, an explanatory segment proposed by the system is counted as correct if it 
covers parts of its counterparts in the gold standard dataset. Furthermore, the perfor-
mance in explanatory segment extraction is reported in terms of precision (P), recall 
(R) and F-score (F). 

4.2 Baseline Methods 

The proposed CRF-based method for explanatory segment recognition is compared 
with two baseline methods, namely the unsupervised HMMs [8] and the chi-square 
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based method. The two methods perform explanatory segment recognition in two 
steps. First, all possible explanatory segment candidates are generated from a given 
opinionated sentence, and then two scoring techniques, viz HMMs and chi-quares, are 
employed to score the explanatoryness of each candidate, respectively. To obtain 
syntactic clues for explanatory segment candidate generation, we use LTP, a Chinese 
language technology platform[14]. Details of the HMM-based explanatory extraction 
method can be seen in [8]. Unlike the above HMM-based method, the chi-square 
method use the sum of chi-square values χ2 of each word wk (i≤k≤j) in the segment 
candidate E as its explanatoryness score, namely 

2
chi square ( ) ( )

j

k
k i

Score E wχ−
=

=∑ . (3) 

4.3 Experimental Results 

To evaluate our method, we have conducted three experiments over the datasets in 
Table 6. 

 

(1) Effects of features at different levels on ESR 
Our first experiment intends to examine the effects of different features at different 
linguistic levels on Chinese ESR. This experiment is conducted with a single-pass 
strategy, which performs explanatory segment labeling in one pass. The results are 
presented in Table 7 and Table 8. 

Table 7. Results for different level features under strict evaluation  

Feature 
Mobilephone Car 

P R F P R F 
L1 0.266 0.141 0.184 0.240 0.101 0.143 

L1-L3 0.517 0.319 0.395 0.437 0.283 0.343 
L1-L5 0.520 0.328 0.402 0.442 0.289 0.349 
L1-L7 0.533 0.340 0.415 0.445 0.296 0.356 

P1 0.317 0.172 0.223 0.339 0.150 0.208 
P1-P3 0.461 0.271 0.341 0.397 0.230 0.291 
P1-P5 0.489 0.299 0.371 0.418 0.254 0.316 

F1 0.330 0.178 0.231 0.308 0.145 0.197 
F1-F3 0.469 0.281 0.351 0.389 0.228 0.288 
F1-F5 0.476 0.292 0.363 0.383 0.234 0.291 

 
As can be seen in these tables, combing a variety of contextual features can improve 

the performance of Chinese ESR. Take the evaluation of character-level features L1-
L3 as an example. In strict evaluation, the F-score is 0.395 while using character uni-
gram and bigram features only, and the F-score will be increased by nearly 2 percents 
while integrating contextual words with their corresponding POS tags. However, in 
lenient evaluation, the effect is relatively limited. Also, we can see that word-level and 
semantic-level features are not as good as the character-level features.  
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Table 8. Results for different level features under lenient evaluation  

Feature 
Mobilephone Car 

P R F P R F 
L1 0.543 0.648 0.591 0.475 0.49 0.472 

L1-L3 0.674 0.710 0.691 0.730 0.654 0.690 
L1-L5 0.666 0.721 0.692 0.733 0.667 0.699 
L1-L7 0.680 0.702 0.691 0.744 0.664 0.702 

P1 0.558 0.685 0.615 0.542 0.532 0.537 
P1-P3 0.614 0.696 0.653 0.660 0.562 0.607 
P1-P5 0.625 0.691 0.656 0.690 0.576 0.628 

F1 0.564 0.667 0.611 0.549 0.560 0.555 
F1-F3 0.635 0.720 0.675 0.664 0.574 0.616 
F1-F5 0.653 0.722 0.686 0.693 0.609 0.648 

 
(2) Effects of different feature combinations on ESR 
We integrate these features from 4 aspects, namely character-level + word-

level(L1-L7+P1-P5), character-level + semantic-level(L1-L7+F1-F5), word-level + 
semantic-level(P1-P5+F1-F5) and all three levels(L1-L7+P1-P5+F1-F5). And the 
results are presented in Table 9 and Table 10. 

Table 9. Results for combining different level features under strict evaluation  

Feature 
Mobilephone Car 

P R F P R F 
L1-L7+P1-P5 0.541 0.349 0.425 0.435 0.300 0.355 
L1-L7+F1-F5 0.525 0.348 0.419 0.425 0.298 0.351 
P1-P5+F1-F5 0.493 0.311 0.381 0.405 0.263 0.319 

ALL 0.539 0.351 0.425 0.403 0.283 0.322 

Table 10. Results for combining different level features under lenient evaluation  

Feature 
Mobilephone Car 

P R F P R F 
L1-L7+P1-P5 0.688 0.716 0.702 0.753 0.637 0.690 
L1-L7+F1-F5 0.711 0.740 0.725 0.764 0.648 0.701 
P1-P5+F1-F5 0.659 0.712 0.684 0.710 0.586 0.642 

ALL 0.709 0.729 0.719 0.768 0.621 0.687 

 
From above tables, we can see that incorporating character-level features with 

word-level features can obtain the best overall F-score under strict evaluation in mo-
bilephone and car fields. However, under lenient evaluation in Table 10, semantic-
level features have a great effect to improve F-score of L1-L7. As we have discussed 
above, topic features are good way to express semantic in ESR. 
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(3) Comparison to baselines 
Our third experiment intends to compare the proposed ESR method to the two 

baseline methods, which has introduced in section 4.2. The relevant results are given 
in Table 11 and Table 12. 

Table 11. Comparison results for different methods under strict evaluation 

Methods 
Mobilephone Car 

P R F P R F 
HMM[8] 0.079 0.058 0.067 0.051 0.043 0.047 

Chi-squares 0.123 0.091 0.105 0.073 0.060 0.066 
Ours best 0.541 0.349 0.425 0.435 0.300 0.355 

Table 12. Comparison results for different methods under lenient evaluation 

Methods 
Mobilephone Car 

P R F P R F 
HMM[8] 0.557 0.192 0.285 0.350 0.126 0.188 

Chi-squares 0.552 0.334 0.416 0.451 0.254 0.325 
Ours best 0.711 0.740 0.725 0.764 0.648 0.701 

 
It can be seen from Table 11 and 12 that the proposed method consistently per-

forms better than the two baselines. In case of the mobilephone dataset under the le-
nient evaluation, our method can enhance the F-score by more than 44 and 31 per-
cents, compared to HMMs and chi-squares respectively, illustrating in a sense the 
effectiveness of the proposed method. 

5 Conclusions 

In this paper, we proposed a CRF-based labeling approach to explanatory segment 
recognition in Chinese product reviews. In particular, we have explored features for 
ESR at three levels, namely characters, words and semantic, and thus examined their 
respective effects on Chinese ESR through experiments over product reviews from 
mobilephone and car domains. We show that using multiple level features under labe-
ling strategy can result in performance improvement. While our current method 
proved to be more effective than the baseline methods like the HMM-based method, it 
needs a large hand-labeled corpus for training, which is time consuming and ineffi-
cient. For future work, we plan to explore some unsupervised or semi-supervised 
methods to ESR. 
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Abstract. Common forms of short text are microblogs, Twitter posts, short 
product reviews, short movie reviews and instant messages. Sentiment analysis 
of them has been a hot topic. A highly-accurate model is proposed in this paper 
for short-text sentiment analysis. The researches target microblog, product re-
view and movie reviews. Words, symbols or sentences with emotional tenden-
cies are proved important indicators in short-text sentiment analysis based on 
massive users’ data. It is an effective method to predict emotional tendencies of 
short text using these features. The model has noticed the phenomenon of poly-
semy in single-character emotional word in Chinese and discusses single-
character and multi-character emotional word separately. The idea of model can 
be used to deal with various kinds of short-text data. Experiments show that this 
model performs well in most cases. 

Keywords: sentiment analysis, short text, emotional words, massive data. 

1 Introduction 

Contemporarily, sentiment analysis applications become widely applied in various 
forms of short texts like short movie reviews, Twitter, short product reviews. It is called 
short-text sentiment analysis in this paper. For social networks, such as Twitter or Wei-
bo, allows no more than 140 words. Reviews no more than 150 words are referred to 
short text in this paper. Short-text sentiment analysis has many usages. Malhar Anja-
ria[1] used large-scale data from Twitter users to predict results of democratic elections. 
Jichang Zhao[2] use massive data of weibo to analyze abnormal emotional event. 

One prominent issue in emotional analysis is to increase the accuracy as to get 
more meaningful applications about sentiment analysis. This paper analyzes massive 
data of short text and mines properties and expressions of the short text (microblogs, 
movies reviews and product reviews). Short texts have the following characteristics: 
(1)Colloquial expressions links and emoticons are widely used. (2)Expression of emo-
tions is more intuitive and emotional information is easier to expose which gives the 
possibility of high accuracy. And Single-character emotional word are rather common 
in Chinese short-text, like “keng”,“niu”,“shui”,“zan”, more in line with colloquial 
expression which are concentrated signals of users’ feelings. They have different 
meanings when used alone and should be talked separately. This paper proposes a 
method to deal with the problem of polysemy of single-character emotional word in 
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Chinese expressions. In a large-scale data, 200,000 emotional microblogs, statistics 
show that words containing emotional tendencies a total of 756,808, with the propor-
tion of 92.3% texts and on average each text contains 3.78 words with emotional ten-
dencies. The single-character emotional words appear 12,556 times. Random sam-
pling of 1000 emotional words, getting single-character emotional words has emo-
tional tendencies is only 58.4%. So it needs to be discussed particularly. 

The task of this paper is to try to capture and quantify the principal information and 
combine the information together and finally use them to predict this text’s emotional 
tendency to get a high accuracy in short-text sentiment analysis. Commonly used 
classifiers like SVM, KNN, Naïve Bayes are also discussed in this paper. Results 
prove that the model can achieve a high recall in most cases in short-text sentiment 
analysis.  

2 Related Works 

Short-text sentiment analysis can be carried out with supervised or unsupervised me-
thods. Turney[3] applied an unsupervised method of PMI to do sentiment analysis and 
the results were between 66% and 84%. Paltoglou[4] employed a method based on 
emotional words, applied to some less relevant datasets from online discussions, 
tweets and social network comments, etc. Results showed a better performance than 
what can be observed in other classifiers. Li Dong[5] employed Adaptive Multi-
Compositionality (AdaMC) layer to train recursive neural model and results showed 
that the method increased the highest accuracy rate from 85.4% to 88.5%. But rarely 
scholars talk about language expression and characteristics of texts in details. 

Xu Lin Hong et al [6] classified emotion as seven categories and built emotional 
lexicon, which contains polarity and strength. We apply method of combining How-
Net and PMI proposed by the paper[7], with artificial selection and expansion, con-
struct a thesaurus containing more than 23,000 emotional words with polarity and 
strength. On this basis, buzzwords and colloquial words are added. Now the thesaurus 
contains more than 30,000 words and is currently known as the most comprehensive 
emotion thesaurus.  

For semantic similarity computation, Liu Qun[8] proposed a method to calculate 
the semantic similarity by applying the concept of the original word similarity. The 
model applies Liu’s method and applies a quick method of dividing unknown words 
to known words to calculate unknown words’ semantic similarity. 

3 Proposed Model 

The model contains four parts. The first three parts get a emotional information set of 
a text and the model will use the set to predict the polarity of the text. If it doesn’t 
works, the fourth part will begin. Each part will be discussed in details in the follow-
ing parts. 
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3.3 Part 2: Single-Character Emotional Words 

The article discusses the single-character emotional words separately. In Chinese, the 
single-character words often have different meanings. If we regard them as emotional 
word directly, error will often occur. A Chinese single-character emotional word will 
constitute a new word or phrase with a fixed meaning when it combines with other 
characters or words. For example, "niu" in itself could be a noun or adjective, it can 
be combined with other character to show means of cows or bulls. Similarly, "poor" 
can express "bad", but also has meaning of "less" and "almost". For this particular 
phenomenon, we have found that when single-character emotional words to express 
meaning of emotional tendencies, accompanied by expression of the “modifiers”, the 
“modifier part” can be an adverb, adverb phrase, modal particle or sentence punctua-
tion. The experience in a dataset of sampling 2000 data shows that the accuracy of 
this method up to 92% but the accuracy of the normal text is 58.4%. Steps of the 
process are as follows: 1) Matching single-character emotional words. There are 
commonly used 55 positive emotional words and 68 negative emotional words. 2) 
Find modifiers. Lookup modify signals for the single-character word. 3) Negative 
judgment and strength calculation. 

3.4 Part 3: Syntax Rules 

In Chinese, user can still express emotions without emotional words. For example, 
"Since the melamine scandal broke, never to drink this brand of milk any more." Syn-
tax rules in this part are aimed to match such expressions. And sometimes emotional 
words will show reverse meaning in certain grammar rules. Each rule can be 
represented as: rule = (id, rule, polarity, strength, negative). 

Before creating rules, firstly we obtain text syntax path using Stanford Parser and 
make statistics. Choose the frequent syntax path and design rules based on knowledge 
and experience of Chinese. The method is similar to Popescu[9] and Zhao Yanyan[10]. 
Need to be clear that we use Stanford Parser just to assist build rules and the rules do 
not need to include emotional words. We need to design rules according to the Chinese 
knowledge and experience. For example: the path “AD|NN|VB|NN|SP” frequently 
occurs. It can be summarized as a syntactic rule based on Chinese knowledge. The rule 
is negative with means that user will no longer use or purchase something in the future. 
Examples of syntax rules are as follows: 

Table 1. Some syntax rules 

absolutely denial words + v (neutral or positive)+n 

away (boycott，etc.) from +n 
without positive/negative words + any more. 

n+ is not what I have thought + positive adj 

3.5 Part 4 : Semantic Similarity 

Although a comprehensive emotional lexicon and several rules are applied, there are 
still some cases cannot be matched by the model as expressions are diverse. When the 
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first three parts cannot determine the polarity of the text, semantic similarity will be 
calculated to predict emotions. Words of “n, d, a, v” four types are reserved, and each 
will be taken the maximum value with standard set. The equations are as follows: 

 
1

_H(w,pos/ neg) max{ (w,commendatory / derogatory )}
n

i i
i

S sim
=

= ∑   (1) 
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Equation (1) is to calculate similarity with polarity of a word w and equation (2) is 
to judge the polarity of a text. When a word is unknown in Hownet, divide the word 
into several known words and choose the maximum of similarity between words. For 
example "smile point" = "smile"&"point", choosing max value of {Sim ("smile ", w), 
Sim ("point", w)} as the similarity between word “(smile point)” with word w. 

3.6 Supervised Classifiers 

Texts are divided into words, constitute words bag and give each word an id. Then 
convert texts in the form of vectors as{w1, w2, … , wn}. Generate consistent format 
Arff file, a type of document which can be recognized by Weka[11]. Then Weka is 
employed to choose classifiers to make experiments. The classifiers in experiments 
are SVM, Bayes Net, Naïve Bayes and KNN. 

4 Experiments and Analysis 

4.1 Microblogs 

To test the model this paper proposed. This paper firstly does experiments on sample 
test data about microblog of COAE2013 which is open now. 1000 positive and 1000 
negative annotated texts are selected. Experimental results are as follows: 

Table 2. Results of COAE Microblogs 

Classifiers 
Precision Recall F-Measure Time/Per 

pos neg pos neg pos neg 

BayesNet 0.867 0.843 0.838 0.871 0.852 0.857 58.4ms 

NaiveBayes 0.857 0.792 0.771 0.871 0.812 0.83 48.1ms 

KNN 0.881 0.806 0.785 0.894 0.83 0.848 6.6ms 

SVM 0.926 0.901 0.898 0.928 0.912 0.914 24.6ms 

Model 0.935 0.917 0.915 0.936 0.925 0.926 48.2ms 
 
The “Model” represents the proposed method. For KNN, when K = 3, the classifi-

cation to achieve the best results. Data in the table shows that in the four supervised 
classification method F-Measure of Naïve Bayes is lowest and SVM performs best. 
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Bayes Net is first used and between the Naïve Bayes and SVM. Bayes Net has 
achieved much better results than Naïve Bayes illustrates that the connection between 
the words are closely, rather than independent. In the short text like microblog with 
relatively insignificant statistical regularity, better results can be achieved based on 
linear classifiers such as SVM. The proposed method can also achieve a higher accu-
racy rate, slightly higher than the SVM method. The relative colloquial expression 
and the direct expression of emotions occur frequently in short texts makes great con-
tributions to good performance.  

For this dataset, single-character emotional words appear 391 times, 250 times 
effective in positive set and 201 times, 162 times effective in negative set. It shows 
that the single-character emotional words that do not express emotions occupy a con-
siderable part. If single-character emotional words are regarded as emotional words 
directly, F-Measure in average will decrease about 3% in the proposed model. So 
single-character words cannot be ignored in the short-text sentiment analysis. 

For processing time, it contains time of modeling and analysis. It can be seen that 
the processing time is acceptable. The processing time of the proposed model is 
48.2ms per text and it is practical. Theoretically, the running time of the model is 
proportional to the length of a text. 

4.2 Weibo Comments and Movie Reviews 

Then we use annotated 3000 positive and 3000 negative texts of movie reviews and 
Weibo comments in the hit movie Tiny Time 3.0 to test the model. Although Weibo 
comments and movie reviews are different kinds of short texts, they are similar in 
many ways. For Weibo comments, there is a particular phenomenon that there are 
many emoticons in microblog. Emoticons have great emotional directivity. We classi-
fy emoticons and add strength and polarity information and regard them as the emo-
tional words. In machine learning methods, add an additional dimension to represent 
the existence and polarity of emoticons. The experimental results are as follows: 

Table 3. Results of reviews and comments of Tiny Time 3.0 

Classifiers 
Precision Recall F-Measure Time/Per 

pos neg pos neg pos neg 

BayesNet 0.898 0.943 0.946 0.892 0.921 0.917 356.5ms 

NaiveBayes 0.937 0.787 0.743 0.95 0.829 0.861 158.3ms 
KNN 0.833 0.714 0.651 0.87 0.731 0.784 51.5ms 
SVM 0.947 0.872 0.86 0.952 0.901 0.91 194.7ms 
Model 0.913 0.923 0.924 0.912 0.918 0.917 53.6ms 

 
Results show that supervised methods except KNN reached a very high rate of re-

turn call for the short-text sentiment analysis. In this dataset, Bayes Net performs best 
in F-Measure, exceeding the SVM method and slightly higher than the model. Asso-
ciations between emotional words are quite closely.  
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4.3 Product Reviews 

As for sentiment analysis of product review, we get 2000 positive reviews and 2000 
negative reviews from an e-commerce website. All the selected reviews are less than 
150 words to make sure they are short texts. Results are as follows: 

Table 4. Results of product reviews 

Classifiers 
Precision Recall F-Measure Time/Per 

pos neg pos neg pos neg 
BayesNet 0.929 0.875 0.867 0.934 0.897 0.903 117.8ms 
NaiveBayes 0.851 0.819 0.859 0.871 0.83 0.838 81.3ms 
KNN 0.881 0.806 0.785 0.894 0.83 0.848 27.5ms 

SVM 0.929 0.862 0.85 0.935 0.888 0.897 73.9ms 

Model 0.913 0.923 0.924 0.912 0.918 0.917 57.4ms 
 

It can be seen that recall of the model is relatively low in negative product reviews 
dataset. The reason is that some users evaluate products from multiple respects, in-
cluding the good and bad respects. The positive reviews are relatively straightforward, 
tend to point out the advantages of goods and services from the various respects, so 
that their emotional tendencies express more directly. Therefore, emotional tendency 
of positive product reviews are more easily captured and maintained a high recall.  

4.4 Comparison 

As can be seen, the time to train model and process of SVM, Bayes are increasing 
sharply when data become large. When in large-scale data, the time consumption of 
SVM and Bayes Net are too large to be useful. While the model is relatively stable. 
Commonly used classification need model according to the different data sets, but the 
model proposed can be applied to various short texts. Naïve Bayes is a practical way 
in massive data. The model performs better than Naïve Bayes and the model suit dif-
ferent kinds of data. Style of emotional expression vary on different users, some are 
straightforward, while some are subtle. In total, most users tend to choose 
straightforward expression. And the characteristic make great contribution to the ac-
curacy of model. 

5 Conclusion and Future Work 

This paper discusses sentiment on short text in details. We propose a high-acurrate 
model and compare it with four classifiers, and the results show that our model per-
forms well in short-text sentiment analysis. The contributions of this paper are in the 
following: 1) A more comprehensive and abundant Chinese emotion thesaurus with 
emotion-al intensity is built. 2) The characteristics of short text and expression are 
found to have great impact on sentiment analysis based on characteristic in massive 
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data. Emotional words are proved to do a great job in sentiment analysis. 3) We pro-
pose a high accurate model for short-text sentiment analysis, which has repeated prac-
ticality and scalability, and achieves a high accuracy in classification. And we will 
design more rules and apply the model in other kinds of short text in the future. And 
we will make experiments in large-scale mixed data of various kinds of short texts. 
 
Acknowledgment. This work is supported by Guangdong Province Student Innova-
tive Project (1056112105), National Student Innovative Project (201210561102). 
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Abstract. Homophonic words are very popular in Chinese microblog, posing a 
new challenge for Chinese microblog text analysis. However, to date, there has 
been very little research conducted on Chinese homophonic words normaliza-
tion. In this paper, we take Chinese homophonic word normalization as a 
process of language decoding and propose an n-gram based approach. To this 
end, we first employ homophonic–original word or character mapping tables to 
generate normalization candidates for a given sentence with homophonic 
words, and thus exploit n-gram language models to decode the best normaliza-
tion from the candidate set. Our experimental results show that using the  
homophonic-original character mapping table and n-grams trained from the mi-
croblog corpus help improve performance in homophonic word recognition and 
restoration. 

Keywords: Microblog analysis, text normalization, homophonic words, n-gram. 

1   Introduction 

With the rapid development of Web 2.0 technology and social media in recent years, 
a large number of user generated contents (UGCs) appear in the network. In compari-
son with formal news texts, social media texts have a free writing style and usually 
contain a large amount of informal or non-stantard expressions such as homophonic 
words, abbreviations, spelling errors and so forth. Homophonic word is used as a 
figure of speech which makes use of the same or similar pronunciation of words in 
order to aroused association and imagination [1]. Due to the fact that the use of ho-
mophonic words makes the language expression novel and vivid [2], homophonic 
words are very popular in Chinese microblog. The major task of Chinese homophonic 
word normalization is thus to identify specific context of homophonic word and to 
restore it into the corresponding original word. Obviously, correct normalization of 
homophonic words is of great significance for processing or understanding Micro-
blogs and other social media.  

In recent years, text normalization is caused widely attention and made great 
progress. And appearing different normalization methods such as noise channel model 
[3], rules or dictionary method [4][5], finite state automata [6][7], machine translation 
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model [8][9[10], etc. While research of text normalization mostly focus on text forms 
such as English social media [4][5], news text [6][10], text message or instant mes-
saging [7][8][9]. We mainly focus on dealing with some non-standard words such as 
numbers and abbreviations [4-10]. Chinese microblog homophonic normalization 
seldom research so far. 

Compared to other types of text normalization problems, the research of Chinese 
microblog homophonic words faces many problems in fact. Firstly, the writing style 
of user-generated microblog is freedom. The generation of homophonic words is 
complex and diverse such as Chinese character homophonic word, foreign language 
homophonic word, number homophonic word and admixture homophonic word [2]. 
Second, homophonic word, as one of the typical features of a network of language, 
get widespread attention in the field of linguistics [1][2]. But homophonic recognition 
and restoration issue has not aroused enough attention in the field of natural language 
processing because we  lack relevant linguistic resource, homophonic dictionaries, 
etc. In addition, according to the characteristics of the Chinese language itself, Chi-
nese text does not have explicitly word boundaries. And the lack of morphological 
changes of Chinese words brings new difficulties for the recognition and restoration 
of homophonic words to some extent.  

In this paper, we view Chinese homophonic normalization issue as a language de-
coding process and propose a homophonic recognition and restoration method based 
on n-gram language models. Therefore, we construct a microblog homophonic corpus 
and then construct two homophonic normalization knowledge, homophonic - original 
word and character mapping table according to the mapping relationship on pronun-
ciation. Finally, we select an optimum homophonic normalization from homophonic 
candidate set by using n-gram language models. Furthermore, we are also exploring 
the influence of different language models and different homophonic corpus through 
the experiments. Preliminary experimental results show that the use of microblog 
language models and homophonic-original character mapping table knowledge helps 
to improve the identification and restoration performance.  

The rest of the paper is organized as follows. In section 2 we briefly summarize the 
relevant research. In section 3 we analyzed the characteristics of Chinese network 
homophonic words. In section 4 we introduce normalization method of homophonic 
word proposed in this paper. We present our experiment results and detailed analysis 
in section 5. Section 6 concludes this paper with future work. 

2 Related Work 

In recent years, text normalization research of English, French and other Western 
languages has great progress. There are different normalization methods and these 
methods have been widely applied in different fields. Choudhury et al. (2007)[3], 
taking character as Granularity, propose a text normalization method based on the 
noise channel model combining morpheme with phoneme feature. Han et al. 
(2011)[4] mainly focus on recognition errors of Out-of-Vocabulary (OOV) in the text  
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and obtain the right candidate according to the similarity of pronunciation. Hassan 
and Menezes(2013)[5] propose a dictionary-based text normalization method and 
obtain normalization dictionary by combining Random Walk framework with n-
grams trained from large-scale non-labeled corpus. Sproat et al. (2001)[6] focus on 
numbers, abbreviations and other non-standard words existed in the English text and 
propose a normalization method of non-standard based on a finite state automaton.  
And it has been applied to English speech synthesis. Beaufort et al. (2010) [7] com-
bine noise channel model with rule-based iterative finite state machine to study text 
normalization issue in French. Recently, Aw et al.(2006)[8] and Bangalore et al. 
(2002)[9] use machine translation methods to explore SMS text normalization issue. 

Compared with Western languages, there is less related research of Chinese text 
normalization. For resolving number, sign and other nonstandard words speech syn-
thesis problem constructed by non-Chinese characters, Fu et al. (2006)[10] propose a 
rule-based Chinese normalization method. In addition, Fu et al. (2007)[11] also use 
the hidden Markov method to explore the issues of Chinese abbreviations corpus 
extension or restoration. As for the normalization of numerous homophonic words in 
Chinese microblog, few people research it specifically. Most view homophonic nor-
malization and typo normalization as the same problem to analysis[12]. But, these 
correction processing strategies are mostly based on the word to start. It is always 
unable to deal with true homophonic words (e.g., 稀饭-喜欢, 油菜花-有才华, 杯具-
悲剧, 大虾-大侠, etc.) and legato homophonic words (e.g., 表-不要, 酱紫-这样子, 
etc.). The early research about homophonic word is mainly focus on homonyms dis-
ambiguation problem. There are typical studies that Chang (1993)[13] propose dis-
ambiguation method based on Chinese pinyin syllable and other features, and Lee et 
al.(1997)[14] propose a repair method which is similar to the voice recognition. 
While, many homophonic words not only have different pronunciation, the meaning 
is different. For example, 灰机(飞机), 河蟹(和谐) , etc. These homophonic words 
can obviously not be resolved through both methods described above. 

3 Homophonic Words in Chinese Microblogs 

3.1 Microblog Homophonic Corpus  

In order to understand the characteristics of homophonic words in Chinese micro-
blogs, we collect 204 typical homophonic words to construct a homophonic corpus 
from Chinese microblogs, which consists of 1756 sentences, 24135 words and 2276 
homophonic words. 

3.2 Types of Homophonic Words in Chinese Microblogs  

As shown in Table 1, homophonic words in Chinese microblogs can be divided into 
four main categories in terms of their origins and writing forms. 
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Table 1. Types of homophonic words in terms of origins and writing forms 

Types Definition Subclasses Example 

Hanzi  
homophonic 
words 
(HHWs) 

Homophonic words originate 
from mandarin, dialects or 
foreign languages, and are 
written in Hanzi. 

HHWs from Manda-
rin 

杯具-悲剧  

HHWs from  dialect 木有-没有 

HHWs from foreign 
languages 

马屁山-MP3 

Foreign 
homophonic 
words 
(FHWs) 

Homophonic words originate 
from foreign languages and 
are written in foreign letters. 

- 
B- be, C- see,  
UR- you are,  
CU- See you 

Numeral 
homophonic 
words 
(NHWs) 

Homophonic words originate 
from Chinese or foreign 
languages, and are written in 
Arabic numeral forms. 

NHWs from Chinese 
0-你, 1- 一/要/有,  
2-爱, 5-我/无/呜, 

NHWs from foreign 
language 

2-to/too, 
4-for 

Mixed  
homophonic 
words 
(MHWs) 

Homophonic words are gen-
erated with multi-origins and 
writing forms. 

MHWs mixed with 
English letters and 
Arabic numerals. 

3X-Thanks,  
P9-啤酒, 

MHWs mixed with 
Hanzi, English letters 
and Arabic numerals. 

哈9-喝酒, 
 4人民-为人民 

Table 2. Sub-categories of HHWs in Chinese microblogs 

Classification criteria Sub-types Examples 
Distribution 

Number % 

The number of homophon-
ic characters in HHWs 

Mono-character HHWs 
帅锅(哥), 
妹纸(子) 

1673 73.51 

Multi-character HHWs 
神马(什么), 
鸡冻(激动) 

603 26.49 

The corresponding rela-
tionship between  homo-
phonic and  original cha-
racters in HHWs 

One-to-one HHWs 木(没)有 1879 83.35 

One-to-many HHWs 
灰(非)常, 
灰(飞)机 

379 16.65 

Whether a HHW are both a 
normal word and a  ho-
mophonic word.  

Real word  homonym 杯具(悲剧) 175 7.69 

Non-real word  ho-
monym 

介个(这个) 2101 92.31 

Whether the homophonic 
pronunciation is the same 
with its original 

Homonym 狠久(很久) 131 6.02 

Non-homonym 肿么(怎么) 2145 93.98 
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With regard to the popular use of HHWs in Chinese microblogs, in the present 
study we focus on the normalization of HHWs. As shown in Table 2, HHWs can be 
classified into different sub-categories according to different classification criteria.  

As can be seen from Table 2, most HHWs are non-homonym, which originates 
mainly from Chinese dialects. Table 3 presents some of the most common homophon-
ic syllables of non-homonym and their distributions.  

Table 3. Most common homophonic syllables in non-homonym HHWs 

Types of syllables Homophonic syllables Original syllables Percentage 

Initial 
zh/ch/sh z/c/s 12.903% 

n l 7.258% 

f h 4.839% 

Vowel 
i ie 6.452% 
ei ui 3.225% 
un en 1.613% 

4 The Method 

In fact, homophonic word normalization involves two sub-tasks, namely homophonic 
word recognition and restoration. In the present study we reformulate these two sub-
tasks as a language decoding process and thus solve them in one pass..  

 

 

Fig. 1. Overall framework of the system for Chinese homophonic word normalization 

As shown in Figure 1, the proposed system for Chinese homophonic word norma-
lization consists of three main modules. 

Homophonic normalization 
candidate generation 

Homophonic–original 
mapping table 

Input: a microblog sentence with 
homophonic words 

n-grams 

Lexical analysis 

Homophonic normalization 
disambiguation

Output:  
sentence restoration 
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• Lexical analysis. The main task of lexical analysis module is to split microblog 
sentence which may exist homophonic words into word strings. 

• Homophonic normalization candidate generation. In order to construct the can-
didate of homophonic normalization we scan the result of lexical analysis module 
by taking use of homophonic normalization knowledge to indentify the potential 
homophonic words and restore them as the original word. Potential homophonic 
words, the original word candidates and other words in the sentence constitute a 
word lattice. We call it homophonic candidate lattice. Every path of the lattice is a 
complete sentence. 

• Homophonic normalization disambiguation or decoding. The main task of ho-
mophonic normalized decoding is to find and output a best (highest probability) 
path from homophonic candidate lattice by using Viterbi algorithm and the n-gram 
language model. If the normalized sentence is the same with the original one, there 
are no homophonic words in the sentence. Otherwise, homophonic words are ex-
isted in the sentence. By comparing the output with the input sentence can we ob-
tain homophonic -original word mapping pairs  

4.1   Homophonic-Original Mapping Table 

In order to generate a set of normalization candidates for each homophonic word, we 
exploit two homophonic normalization knowledge, namely the homophonic-original 
word mapping table and the homophonic-original character mapping table. As shown 
in Table 4, this knowledge shows us the correspondence between the homophonic and 
original word (character).  

Table 4. Entry structures of the homophonic-original mapping tables 

Homophonic-original word mapping table      Homophonic-original character mapping 
table  

Homophonic word 碎觉 Homophonic character 灰 
Homophonic pronunciation sui4jiao4 Homophonic pronunciation hui1 
Normalization: Original 
word1 / pronunciation1 | 
Original word2 / pronuncia-
tion2 | … 

睡 觉

/shui4jiao4 

Normalization: Original charac-
ter1 / pronunciation1 |  Original 
character2 / pronunciation2 | … 

非/fei1 | 
飞/fei1 

4.3   Homophonic Normalization Candidate Generation  

Given a sentence likely to contain homophonic words s=w1w2…wn, we scan every 
word wi (1≤i≤n) in sentence S by taking use of homophonic normalization knowledge. 
If wi is a homophonic word, we generate the corresponding original word set {wi1, wi2, 
…, wimi}.  The generated normalization candidates are stored in a word lattice struc-
ture, as shown in Fig, 2. 
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Fig. 2. Word lattice for homophonic normalization candidates 

It is noteworthy that normalization candidate generation depends on the homo-
phonic normalization knowledge in use. In case of using the homophonic-original 
word mapping table, we directly construct normalization candidates for each potential 
homophonic word in input by referring the mapping table. In case of using the homo-
phonic-original character mapping table, we first judge whether the current word 
contains homophonic characters by referring the mapping table. If yes, we get  
all potential original characters for each homophonic character in the word from  
the mapping table and thus generate its original words by exhaustive combination of 
the relevant original characters. Fig. 3 illustrates the word lattice of homophonic nor-
malization candidates for the sentence 灰机经常出现晚点的情况 (The airlines are 
often delayed).  
 

 

Fig. 3. The word lattice of homophonic normalization candidates for the sentence 灰机/经常/
出现/晚点/的/情况 

4.3 Homophonic Normalization Disambiguation  

Given a sentence s=w1w2…wn with n words, it may have more than one homophonic 
candidates. As shown in Fig. 2, there may be multiple paths S = {s1, s2, … , sK} from the 
beginning to the end in homophonic normalization candidate lattice. The main task of 
homophonic normalization disambiguation based on n-gram language model is to find 
a best path ŝ  in the homophonic normalization lattice so that making the probability 
maximum. 
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Taking into account the data sparseness problem, we take N=2 and use linear inter-
polation method to smooth the parameter. In addition, we employ the Viterbi algo-
rithm to decode the best normalization for the input from the word lattice. 

5  Experimental Results and Analysis 

5.2   Experiments Settings 

We take Table 1 corpus as test set. In order to investigate the impact of different lan-
guage model dealing microblog homophonic normalization，we use three different 
training corpus, the segmented corpus of Peking University's "People's Daily", our 
microblog segmented corpus based on standards developed by Peking University 
specification and mix of these two corpus. So we have three different language mod-
els: news language model, microblog language model and mix language model. Table 
6 shows the statistics of training corpuses. 

Table 5. The statistics of the training corpora for language modeling 

Corpus type Number of sentences Number of words 

The PKU corpus 20000 1078531 
The microblog corpus 8190 120417 

 
In our experiments, we employ precision (P), recall (R) and F-Score (F) to evaluate 

the performance of our system in homophonic word recognition, and accuracy (A) to 
evaluate the performance in homophonic word restoration. These measures are de-
fined by formulas (2)-(5), respectively. 

 P = CR / TO (2) 

 R = CR / TI (3) 

 F = 2 * P * R / (P + R) (4) 

 A = CN / TI (5) 

Where, TI denotes the total number of homophonic words in the test date set, TO 
stands for the total number of homophonic words identified by the system, CR 

represents the total number of correctly-identified homophonic words, and CN is the 
total number of correctly-restored homophonic words. 
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5.2   Experimental Results  

As mentioned above, we generate homophonic normalization candidates by using 
homophonic-original mapping tables and utilize three different n-gram language 
models to decode homophonic normalization. Therefore, the major purpose of our 
experiments is to verify the effect of these factors on homophonic word identification 
and restoration. The results are presented in Table 6. 

Table 6. Experimental results for homophonic word normalization using different homophonic 
mapping tables and language models  

Homophonic-original 
mapping tables 

LMs P R F A 

Homophonic-original 
word mapping table 

LMs from News texts 0.9014 0.8875 0.8944 0.8704 
LMs from microblog texts 0.8974 0.8801 0.8886 0.8730 
Hybird LMs 0.9023 0.8884 0.8953 0.8730 

Homophonic-original 
character mapping 
table 

LMs from news texts 0.6937 0.9596 0.8053 0.8908 
LMs from microblog texts 0.6939 0.9607 0.8058 0.8919 
Hybrid LMs 0.6939 0.9607 0.8058 0.8919 

 
We have following observations from the results in Table 7. (1) Compared with the 

word-based restoration mapping table, homophonic recognition accuracy decrease if 
we use homophonic - original character mapping table. But the recall increase greatly. 
This is partly explained the use of homophonic normalization knowledge in word of 
units can ease the shortage of homophonic normalization coverage problem. (2) Un-
der the same conditions, the microblog language model performance of homophonic 
recognition and restoration is better than the news language model on the whole, al-
though microblog corpus is much lower than the size of the news training corpus. 
This reflects differences between non-formal microblog language and for-mal news 
languages to some extent. 

To better understand experimental results the Table 6, we also present the normali-
zation performance for different types of HHWs when using character-based mapping 
table and hybrid LMs.  The results are presented in Table 7. 

From Table 7, we can see that the performance for real word homophonic HHWs 
is slightly better than the non-real ones. There are several possible reasons for this. 
First, it hard to normalize true homophonic word, but small proportion in real corpus 
and usage is not a lot of change. For example, the word “油菜花” is a true homophon-
ic word which itself is a common noun. Noun usage is relatively not complicated. 
Second, “油菜花” is the homophonic form of “有才华” and used as verb-object 
phrase. It is easy to identify because of the great difference between these two usages. 
The result of one-to-many homophonic normalization is better than one-to-one’s. We 
analyzed the main reasons as follow: For the one-to-many homophonic character “灰
”, it may correspond to two standard forms “飞(灰机)” and “非(灰常)”. These expe-
riments are realized using the homophonic-original word mapping table, so one-to-
many homophonic HHWs can be well resolved in word of units. 
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Table 7. Normalization results of various types of homophonic words  

Types of HHWs 
Homophonic word recognition Homophonic 

restoration 
accuracy P R F 

1 
one-word homophonic word 0.8624 0.8891 0.8754 0.8507 

Multi-word homophonic word 0.9653 0.9408 0.9529 0.9392 

2 
One-to-one 0.8834 0.8949 0.8891 0.8671 

One-to-many 0.9191 0.9516 0.9351 0.9097 

3  
True homophonic word 0.8947 0.9329 0.9134 0.8947 

Untrue homophonic word 0.8879 0.9003 0.8941 0.8713 

4 
Homonym 1.0000 0.8017 0.8899 1.0000 

Non-homonym 0.8837 0.9082 0.8991 0.8677 

6 Conclusion and Future Work 

In this paper, we have presented an n-gram based method to homophonic word nor-
malization in Chinese microblogs. Preliminary results show that using character-based 
homophonic knowledge and microblog language models helps improve the perfor-
mance in homophonic word recognition and restoration. Although this method 
achieved good results in experiments, the performance of the proposed method, espe-
cially the performance of homophonic recognition is highly dependent on the cover-
age of homophonic normalization know-ledge. While the use of the homophonic- 
original character mapping table can only alleviate this problem to some extent. In the 
future research, we will study the acquisition and representation of homophonic nor-
malization knowledge more detailed to explore the inherent basic law of Chinese 
homophonic word to improve the recognition performance of future applications. In 
addition, the disambiguation of homophonic normalization is extremely important for 
homophonic normalization. We will expand microblog corpus size and research new 
restoration models to improve the disambiguation performance of homophonic nor-
malization. 
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Abstract. The traditional search engines don’t consider that the users interest 
are different, and they don’t provide personalized retrieval service, so the re-
trieval efficiency is not high. In order to solve the problem, a method for perso-
nalized web image retrieval based on user interest model is proposed. Firstly, 
the formalized definition of user interest model is provided. Then the user inter-
est model combines the methods of explicit tracking and implicit tracking to 
improve user’s interest information and provide personalized web image re-
trieval. Experimental results show that the user interest model can be success-
fully applied in web image retrieval. 

Keywords: user interest model, personalized, interest learning, web image  
retrieval. 

1 Introduction 

Information retrieval services provided by traditional search engines do not take into 
account the user's differences lead to different users enter the same keyword, the same 
search results returned. But in reality, due to differences in background knowledge, 
interests and other aspects of the different needs of users tend to be different. With the 
rapid development of information technology at the same time, people in trouble 
among the massive data, which does not distinguish between the user's information 
retrieval will consume a lot of search time and reduce the efficiency of information 
retrieval. 

In order to get a more accurate search results in line with the actual needs of differ-
ent users, personalized Web image retrieval has become a research hotspot. The es-
sence of personalized for different users with different service strategy to provide 
different services, and personalized Web image retrieval is interested in the initiative 
to learn and record the user based on the user feedback on the search results, suggest-
ing that the user's interest demand [1]. So consider the differences in the user's search, 
you can greatly improve retrieval efficiency. To solve the above problems, this paper 
presents the user interest model, support the user's personalized Web image retrieval, 
in order to improve retrieval efficiency. 

                                                           
* Corresponding author. 



 Personalized Web Image Retrieval Based on User Interest Model 189 

User interest model [2] is a personalized image retrieval core, which is used to 
store and manage user interest information. By collecting user feedback, establish 
initial user interest model, and then through a long learning, and constantly update the 
user interest model, and ultimately get the user's interest tends to provide personalized 
search services for different users. Currently, most studies of user interest model is 
still rare in the image field. Hsuetal[3] The user interest model used in medical image 
retrieval, but only for this type of image; Lietal[4] According to the user's interest to 
adjust the visual characteristics of the underlying weights, but ignores the Figure like 
the high-level semantic information. Through the establishment of user interest mod-
el, the use of explicit and implicit method of combining learning and to consider user 
interest by the time the impact of this factor, and constantly improve the user's interest 
in information provided by the user interest model personalized web image search 
service for users [5]. 

1.1 Image Semantic Feature Extraction 

Low-level visual features of images by color, texture and shape features characteristic 
composition. Among them, the color characteristics of HSV color space based on 20 
non-uniform quantization algorithm [6], a total of 20 dimensions. Four statistic texture 
feature extraction using GLCM, select the features that the problem: Contrast, consisten-
cy, relevance pixel gray scale and as entropy feature vector [7], at 00,450,900, 1350 ex-
tracting the four directions, four texture, composed of 16-dimensional feature vector [8]. 
Feature extraction using the seven-dimensional shape of Hu's invariant moments. In this 
paper, a method based on SVM semantic association to obtain semantic information of 
the image, as shown in Figure 1 specific method. 
 

 

Fig. 1. Extraction of image high-level semantic feature 

Based on SVM [9] semantic correlation method is to extract semantic information 
through the establishment of low-level image features to high-level features of the visual 
mapping. First calculate the underlying visual image feature vector, and use them as 
SVM input vectors, then the image class to learn to build low-level visual features of the 
image is mapped to the high-level semantics. Semantic correlation method, the semantics 
of a class associated with each one as a separate classification of the two, that is, for 
ei`ther a semantic category, the positive training examples are all the images included in 
the class, and is not a counter-example all other classes of image class. 
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2 User Interest Model 

User interest model describes the user's interests and hobbies, plays a central role in 
personalized retrieval system, is the foundation of personalized service. User interest 
model is mainly visited by statistical and learning to get the user information, the need 
to constantly update [9]. 

User interest model (User interest model, UIM) is defined as six group: 
),,,,,,( δTFQSUM = Among them, ),...,,( 21 nuuuU = is a collection of user;  

)....,,...,,( 21 ni SSSSS = is a collection of interest to the user seman-

tics; ),...,,( 21 imiii sssS = ,it show that M i represents the user interest semantic; 

),...,,...,,( 21 ni QQQQQ =  is interested in the semantics of the initial weights cor-

responding set of users, ),...,,( 21 imiii qqqQ = ,it represents the initial weights for the 

user i of interest semantic of m; 
),...,,...,,( 21 ni FFFFF =  is that who interested in the right to terminate the cor-

responding user set value semantics. ),...,,( 21 imiii fffF = ,it represents that user i 

value the right to terminate the m interested in semantics; 
),...,,...,,( 21 ni TTTTT = record that users interested in the semantics of the time it 

first appears, Important parameters that affect the long-term interests of the users, 
),...,,...,,( 21 imijiii ttttT = ,it represents that Users interested in the semantics of m i for 

the first occurrence of the time. 
δ  is a collection of user behavior, after a series of operations in the user's right to 

the semantic values of interest to the user corresponding to the set value set by the 
initial weight value is converted to the right to terminate collection. 
 The main behavior of users as follows: 
 Query: keyword search query the user submitted images; 
 Click on browse: the user clicks on a thumbnail, browse image-related information; 
 Favorites: Users will add the current page to your favorites; 
 Download: Users download and save the image; Rating: user feedback on the 

search results and evaluation. 

Users interested in the extent of the image is mainly reflected by the access behavior 
of users, depending on the access behavior of users, for users interested in semantic 
weights updated accordingly, as shown in Table 1. 

Different users have different semantics for the same degree of interest, and therefore 

the evaluation made by different feedback δ  , weights based on the user interest se-
mantic semantics will be the degree of interest of users is divided into A, B, C, D 
shown, E5 a rating scale, specific criteria for the classification are shown in Table 2,the 

lager δ  weight, show more interest to users of the semantic category, corresponds to 
the higher degree of interest. 

A user interest corresponding to the highest degree, E corresponds to the lowest 
degree of user interest. 
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Table 1. Semantics weight value influence from user visiting action 

user access behavior δ  Image semantic weights ),( ijij fq  

Query 1.0+= ijij fq    
ijij qf =  

Click on Browse 2.0+= ijij fq    ijij qf =  

Favorites 3.0+= ijij fq    ijij qf =  

Download 4.0+= ijij fq    ijij qf =  

Evaluation 1.0×+= αijij fq ijij qf =  

 

Table 2. User interest degree to semantics 

The degree of 
user interest 

A B C D E 

Weights α  0  1 2  3  4  

3 Users Interested in Learning 

Due to the volatility of the user's interest has, therefore need to access the user's beha-
vior, the use of interest corresponding learning algorithm to adapt to constantly update 
the user's corresponding changes [10]. To address this problem, we first establish the 
initial user interest model based on the information and the user's first visit to the 
behavior of user-submitted, and user access behavior using explicit and implicit learn-
ing method combining constantly improve the user interest model. 

3.1 Explicit Learning 

Explicit learning refers users to choose their own interest or the semantics of the re-
trieved images for feedback and evaluation, so as to achieve the purpose of learning 
[11]. According to the semantics of the user is interested, you can get the user rating 
matrix, using an M × N matrix to represent, as shown in equation (1). M wherein M 
represents the row number of users, N of the N columns represent the semantics of a 
user element represents a semantic score 
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information, that after a user browse images, images of scores presented to illustrate 
the extent of the image of the user interested. We define the rating scale is divided 
into five, as shown in Table 3-2. Through the study of user feedback information, the 
system to dynamically update the user interest information. 

In practice, the user's interest is constantly changing, and each user generally only 
a small part of all the information on the entries were evaluated, all due to the 

),( NMR  become an extremely sparse matrix. User rating for sparse matrix prob-

lems, Based on the user's implicit interest in learning to solve. 

3.2 Implicit Learning 

Since the display user data collected to learn there may be some false information or 
non-real feedback and evaluation, we can analyze the behavior of the user's access to 
the user's interest in implicit learning, in order to constantly improve the user interest 
model, to provide users personalized service [12]. 

Users interested in implicit learning is automatic, so the system can automatically 
update the user interest model based on user access behavior. Users to perform que-
ries, click Browse, when collections, download and other actions, the user interested 
in semantics corresponding weights will increase. When utilizing user interest model 
retrieval of image information, priority will weights greater semantic class returned to 
the user. User access behavior reflects the degree of interest to users of the resource, 
the impact of user access to semantic degree of interest shown in Table 1. According 
to the behavior of users can get access to the following scoring matrix: 
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                (2) 

When a user interested in for a resource, the user when browsing this page will 
consume more time and will often repeat visits to the page, so we can use the access 
time and access frequency to calculate the user a certain degree of interest in seman-
tics, and users will be affected interest of time, with the loss of time and gradually 
weakened, and therefore the degree of user interest can be defined as: 

hl

TTl

e
L

l

T

t

N

n )(log2

)(F
−

××+=                        (3) 

Where n is the number of visits to the semantic-based nodes, the total number of 
N-based visits, t is access to the semantic node consumes time, T is the total time of 
the site visit used, l-oriented semantics visit nodes , L is the total number of points 
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semantic festival website. 
hl

TTl

e
)(log 2 −

is amnesia factor,h1 is Life Cycle parameters, 
generally, One week after exposure to new knowledge will begin to forget, so h1 
equals seven, T for users interested in the semantics of the first occurrence time, Tl is 
the last time the user behavior. Degree of interest in using the above model of equa-
tion (1) to be updated, user rating matrix obtained, see equation (4). 
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Combining the formula (2) and (4) update the user to obtain the final score matrix, 
see equation (5). 
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4 Results 

Experiment, Corel Photo gallery and join the network video material in the library 
portion of the image, a total of 6000 images, these images into 80 semantic categories, 
such as mammals, birds, reptiles, plants, vehicles, buildings and so on. Select a pic-
ture in each of the semantic class as a representative, and labeling. Taking into ac-
count the large amount of computation problems, the experiment only 80 randomly 
selected semantic class 100 image as a query test set, the image retrieval model based 
on user interest and user interest model does not use image retrieval done comparative 
experiments, the test results are shown in Figure 2. 

As can be seen from the experimental results, the model-based image retrieval of 
user interest, and do not use the results of user interest model approach compared to 
average precision has been significantly improved. After a user submits a query image 
keywords, correct image appears before the first one is the probability of 10 up to 
96%, compared with not using user interest model higher than 6.9%. Visible, user 
interest model presented in this paper can be more accurate characterization of the 
user's interest, applied to Web image retrieval, effectively improve the efficiency of 
the image retrieval. 
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Fig. 2. Image semantics annotation accuracy by using user interest model 

5 Conclusions 

User interest model is the key technology of personalized image retrieval through user 
feedback speculated that the user needs to effectively compensate for the semantic 
gap problem underlying visual features and high-level semantics between. This paper 
presents an improved user interest model, and gives the formal definition, then the use 
of explicit and implicit tracking combined method for tracking user interest for learn-
ing, and constantly improve the user interest information [13]. Can provide persona-
lized Web image retrieval service for users through the user interest model. The expe-
rimental results show that the model of interest to the user to effectively improve the 
efficiency of the image retrieval. Will further study among users with similar interests 
hobby migration issues, has studied the use of user interest information to improve the 
new registered users interested in information retrieval quickly provide personalized 
service for new users. 
 
Acknowledgment. (Foundation: Supported by the Fundamental Research Funds for 
the Central Universities(DL10CB01), Heilongjiang Province Natural Science 
Fund(LC2012C06), Special Funds for Harbin Innovative Talent in Science and Tech-
nology(2012RFLXG022)). 

References 

1. He, L., Jing, Z., Lan, S.: Sun Image retrieval construction method personalized user inter-
est model. Computer Engineering and Applications 45(31), 168–171 (2009) 

2. Martin-Bautista, M.J., Kraft, D.H., Vila, M.A., et al.: User profiles and fuzzy logic for 
Web retrieval issues. Soft Computing 6, 365–372 (2002) 

3. Hsu, C.C., Chu, W.W., Taira, R.K.: A Knowledge-Based Approach for Retrieving Images 
by Content. IEEE Transactions on Knowledge and Data Engineering 8(4), 522–532 (1996) 



 Personalized Web Image Retrieval Based on User Interest Model 195 

4. Li, J.H., Liu, M.S., Cheng, Y.: User Interest Model Based Image Retrieval Technique. In: 
Proceedings of the IEEE International Conference on Automation and Logistics, China, 
pp. 2265–2269 (2007) 

5. Adda, M.: A Formal Model of Information Retrieval Based on User Sensitivities. Procedia 
Computer Science, 428–436 (2013) 

6. Zhaowen, Q., Tian, Z.: A new image color feature extraction method. Harbin Institute of 
Technology Journal 36(12), 1769–1701 (2004) 

7. Zhaowen, Q.: User-oriented Web image retrieval key technology research. Doctoral disser-
tation. Harbin Institute of Technology (2009) 

8. JBC. Based on Web Mining user personalized recommendations Research and realization. 
Beijing University of Posts and Telecommunications (2013)  

9. Xiaohua, L., Lansun, S., Huanqin, L.: Estimation of crowd density based on wavelet and 
support vector machine. Transactions of the Institute of Measurement and Control 28(3), 
299–308 (2006) 

10. Park, Y.J., Chang, K.N.: Individual and group behavior-based customer profile model for per-
sonalized product recommendation. Expert Systems with Applications 36(2), 1932–1939 
(2009) 

11. Huang Huadong based personalized search user model study. East China University of 
Technology (2013) 

12. Alberto, D., Pablo, G.: User-model Based Personalized Summarization. Information 
Processing & Management 43(6), 1715–1734 (2007) 

13. Jing, Y.: User interest model and real-time personalized recommendation algorithm.  
Nanjing University of Posts and Telecommunications (2013) 



 

H. Wang et al. (Eds.): ICYCSEE 2015, CCIS 503, pp. 196–203, 2015. 
© Springer-Verlag Berlin Heidelberg 2015 

Detection of Underwater Objects by Adaptive Threshold 
FCM Based on Frequency Domain and Time Domain 

Xingmei Wang1, Guangyu Liu2, Lin Li3, and Shouxuan Jiang1 

1School of Computer Science and Technology, Harbin Engineering University, Harbin, China 
wangxingmei@hrbeu.edu.cn  

2School of Shipbuilding Engineering, Harbin Engineering University, Harbin, China 
lgysohumail@sohu.com 

3School of Information and Communication Engineering, 
Harbin Engineering University, Harbin, China 

515649273@qq.com 

Abstract. According to the characteristics of sonar image data with big data 
feature, In order to accurately detect underwater objects of sonar image, a novel 
adaptive threshold FCM (Fuzzy Clustering Algorithm, FCM) based on frequen-
cy domain and time domain is proposed. Based on the relationship between so-
nar image data and big data, Firstly, wavelet de-noising method is used to 
smooth noise. After de-noising, the sonar image is blocked and each sub-block 
region is processed by two-dimensional discrete Fourier transform, their maxi-
mum amplitude spectrum used as frequency domain character, then time  
domain of mean and standard deviation, frequency domain of maximum ampli-
tude spectrum are taken for character to complete block k-means clustering, the 
initial clustering center is determined, after that made use of FCM on sonar im-
age detection, based on clustered image, adaptive threshold is constructed by 
the distribution of sonar image sea-bottom reverberation region, and final detec-
tion results of sonar image are completed. The comparison different experi-
ments demonstrate that the proposed algorithm get good detection precision and 
adaptability. 

Keywords: Sonar image, Character frequency domain, Block k-means clustering, 
Fuzzy clustering algorithm, Adaptive threshold.  

1 Introduction 

Sonar image contains three kinds of regions: object-highlight and shadow regions, 
sea-bottom reverberation region. For sonar image analysis, detection of the sonar 
image plays a very important role in the later sonar image processing. Its purpose is to 
extract object-highlight and shadow regions from complex sea-bottom reverberation 
region. Only under the condition of accurate detection, feature extraction and parame-
ter measurement can be carried on for underwater objects. So underwater objects 
detection is very valuable for the study of sonar image processing [1]. Recognition, 
tracking and classification in the ocean depend on whether it has an accurate detection 
of underwater sonar image [2]. But with the current algorithms, it is very difficult to 
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improve detection quality of the sonar image, so high quality detection algorithm is 
urgently needed to explore [3]. 

The sonar image has serious noise, these noises make sonar image data with com-
plex structure, namely, sonar image data has big data feature. In order to do not ap-
pear detection error or excessive detection in detection process, it is vital to de-
noising before target detection on underwater sonar image. The noise of sonar image 
concentrate in high frequency region, object-highlight region and shadow region con-
centrate in low frequency region generally, so sonar image has the character of ob-
vious distribution frequency domain .Wavelet de-noising is suitable for the signal of 
local and transient, it fully reflect on the signal character of different regions and dif-
ferent resolutions, and it has ability of denoting local signal character in frequency 
domain and time domain. So the wavelet de-noising method is used to smooth noise 
of sonar image [4]. 

FCM can well solve fuzzy calculation problem, this algorithm can be calculated 
through membership of each pixel and each cluster center, it can alleviate defects 
resulting of hard clustering [5]. 

In this paper, adaptive threshold FCM which based on frequency domain and time 
domain is applied in sonar image. wavelet de-noising method is used to smooth noise, 
then the sonar image is blocked, three characters of sub-block region are obtained, 
i.e., the value of mean, standard deviation and maximum amplitude spectrum, com-
pleted block k-means clustering, the initial clustering center is determined, after that 
made use of adaptive threshold FCM to detect sonar image. Adaptive threshold is 
constructed by s distribution of sonar image sea-bottom reverberation region, and 
final underwater objects detection results are completed under the environment of 
sonar image data with big data feature. 

This paper is organized as follows: In Section 2, we give original sonar image of 
wavelet de-noising. In Section 3, we detail block k-means clustering algorithm of 
sonar image. In Section 4, we present adaptive threshold FCM of the sonar image. 
Section 5 we discuss detailed experimental results and analysis. Section 6 is the con-
clusions and future work about the sonar image processing. The last Section is the 
acknowledgment. 

2 Wavelet De-noising of Original Sonar Image 

Sonar image is two-dimensional signal generally, by multi-resolution analysis, it is 
changed into the wavelet domain, then extraction of wavelet coefficient in different 
scales, multi-resolution decomposition formula of arbitrary two-dimensional signal

2( ) ( )X t L R∈  can be expressed as: 

 , ,
1

( ) ( ) ( ) ( ) ( )
J

j j k j j k
k j K

x t a k t d k tϕ ψ
=

= +∑ ∑∑  (1) 

Where /2
, ( ) 2 (2 )J J

j k t t kϕ ϕ− −= − is scaling function, /2
, ( ) 2 J

j k tψ −=  is wavelet 

function, ,{ ( )}j k tϕ  is orthonormal basis of the scale space jV , ,{ ( )}j k tψ is orthonor-

mal basis of wavelet space jW . the decomposition coefficient of ( )ja k  and ( )jd k

respectively called discrete smooth approximation signals and discrete details signal, 
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Recursive step by step, sonar image decomposition coefficient can be obtained in 
different series, Due to the important information distribution of the sonar image is 
the wavelet decomposition coefficient, so the process of decomposition coefficient 
can describe sonar image de-noising[6]. 

After wavelet decomposition of sonar image, the coefficient of very small is noise, 
the coefficient of relatively great mainly suits for object-highlight and shadow re-
gions, sea-bottom reverberation region. So suitable threshold is set for the parts of 
high frequency coefficient. A new wavelet coefficient is obtained by threshold func-
tion mapping, then make wavelet reconstruction on wavelet coefficient. In the method 
of threshold de-noising, threshold and threshold function are the most fundamental 
elements [7]. 

The most commonly used threshold function is Visu Shrink method which is pro-
posed by Donoho et al. The choice of optimal threshold T is that: 

 2logT Nσ=  (2)
 
 

Where σ is standard deviation of the noise, N is the number of high frequency 
coefficient in wavelet coefficient. 

The experiment result of wavelet de-noising is shown in Fig.1. Fig.1 (a) is the orig-
inal sonar image (the image size is 162×224). Fig.1 (b) is the de-noising sonar image. 

 

    
 

(a) Original sonar image       (b) De-noising sonar image 

Fig. 1. Wavelet de-noising of sonar image 

From the experiment results, we can get the following conclusions. The method of 
wavelet de-noising can remove some noise of original sonar image. The sonar image 
becomes more smoothing. When compared the shadow region and object-highlight 
region with sea-bottom reverberation region, de-noising sonar image in this paper is 
more prominent than the original sonar image, and this will bring more conducive to 
the subsequent underwater objects detection. 

3 Block K-means Clustering Algorithm of Sonar Image 

3.1 Character of Frequency Domain 

The two-dimensional Fourier transform expression is: 

 

2 ( )( , ) ( , ) j ux vyF u v f x y e dxd yπ
+∞ +∞

− +

−∞ −∞
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(3)
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The amplitude of two-dimensional Fourier transform is that:  

 2 2| ( , ) | ( , ) ( , )F u v R u v I u v= +  (4) 

The phase spectrum of two-dimensional Fourier transform is that: 

 
( , )

( , ) arctan
( , )

I u v
u v

R u v
ϕ =  (5)

 
 

According to the obvious differences of sonar image in object-highlight region, 
shadow region and sea-bottom reverberation region. Sonar image is blocked, the size 
of each sub-block is *M N , and each sub-block region is processed by two-
dimensional discrete Fourier transform, maximum amplitude spectrum is extracted as 
frequency domain character. Amplitude spectrum formula is: 

 
1 1

0 0

1
( , ) ( , ) exp[ 2 ( / / )]

M N

u v

F u v f x y j ux M vy N
MN

π
− −

= =

= − +∑∑  (6)
 
 

Where 0,1, 1, 0,1, 1u M v N= ⋅ ⋅ ⋅ − = ⋅ ⋅ ⋅ − . ( , )f x y  is pixel value of every point in 

sonar image, and it is real number. Fourier transform is plural form generally.  
 ( , ) ( , ) ( , )F u v R u v jI u v= +  (7) 

 2 2| ( , ) | ( , ) ( , )F u v R u v I u v= +  (8)
                      

3.2 Block K-means Clustering Algorithm 

The differences of object-highlight region, shadow region and sea-bottom reverbera-
tion region in sonar image are very large [8]. And using block k-means clustering 
algorithm can more easily detect the object-highlight region and shadow region. 
Choose the window of the *M N , and sonar image is divided into non-overlapped 

*M N  window that a number of B , Three samples of each window are obtained, 
namely, the value of mean, standard deviation and maximum amplitude spectrum[9]. 

4 Adaptive Threshold FCM Algorithm of Sonar Image 

Clustering centers of k-means clustering and fuzzy clustering are very close. But k-
means clustering algorithm is faster convergence speed than fuzzy clustering algo-
rithm. So clustering center of k-means clustering use as initial cluster centers of FCM 
algorithm, the iteration number of fuzzy clustering algorithm is significantly de-
creased, and FCM convergence speed is improved [10]. 

After wavelet de-noising of sonar image, the initial cluster centers is determined by 
block k-means clustering algorithm, then image is detected by fuzzy clustering algo-
rithm. Based on the image clustered, through gray distribution model of sea-bottom 
reverberation region, and adaptive threshold is constructed to complete sonar image 
final detection. 

The distribution of sonar image sea-bottom reverberation region can be described 
by a Gamma distribution ( ; , )YG y γ λ .  

The probability density function of Gamma distribution is expressed as [9]: 
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 1( ; , ) exp( )
( )YW y y y

γ
γλγ λ λ

γ
−= −

Γ
i i  (9) 

Where y is the gray value of pixels, γ  is shape parameter, λ is scale parameter,
 

( )Γ • is function of Gamma. 

Shape parameter γ , scale parameter λ , can be estimated by the equation (10) and (11): 
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1
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q
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i
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M

i i
y

=
 is pixel in whole sonar image. 

The value of λ  is very small on Gamma distribution. So the value of γ is se-
lected as the parameter description of the model. After fuzzy clustering detection of 
sonar image, the difference of object-highlight region and sea-bottom reverberation 
region or shadow region and sea-bottom reverberation region is very small, leading to 
that the object-highlight region and shadow region cannot be separated from sea-
bottom reverberation. So the adaptive threshold of the results of fuzzy clustering is 
proposed to complete the detection of object-highlight region and shadow region [9]. 

Reference pixel values are set by the results of fuzzy clustering detection, and it is 
mapped to the initial sonar image. Based on these template, the value of 1γ is calculate 

and it is the object-highlight region or shadow region that obey Gamma distribution, 
the value of 2γ is calculated and it is the sea-bottom reverberation region that obey 

Gamma distribution. When increasing the step length of the pixel values, the maxi-
mum of 1 2max | |a γ γ= − is obtained, so object-highlight region or shadow region 

cannot be described by Gamma distribution. And the correct the object-highlight re-
gion and shadow region are detected. It is the final detection results of sonar image. 

5 Results and Analysis of Experiment 

The proposed adaptive threshold FCM based on frequency domain and time domain 
is tested by the original sonar image. 

The first group of experiments is to detect the original sonar image. The experi-
mental results are shown in Fig.2. Fig.2 (a) is the initial cluster centers by block  
k-means clustering algorithm based on Fig.1 (b), Fig.2 (b) is the result of fuzzy clus-
tering detection, shadow region and sea-bottom reverberation region are hard to dis-
tinguish in Fig.2 (b), according to the pixel value of shadow region is above 8, so 8 is 
selected as the reference pixel value, the step length is 2, and calculate

1 2max | |a γ γ= − , the distributed parameter values are shown in Table 1,when the 

pixel value is 12, a is the maximum, the difference of shadow region and sea-bottom 
reverberation region is the maximum. Fig.2 (c) is discrete diagram according to Table 
1, abscissa is the pixel value of 8 to 24, the step length is 2, ordinate is

1 2max | |a γ γ= − . Fig.2 (d) is the remarking result of shadow region and sea-bottom 
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reverberation region when the pixel value is12, a is the maximum. Among them, less 
than 12 is the shadow region, and greater than or equal to 12 is sea-bottom reverbera-
tion region, namely shadow region and sea-bottom reverberation region are distin-
guished in Fig.2 (b). Fig.2 (e) is the detection result of object-highlight region, sha-
dow region and sea-bottom reverberation region according to Fig.2 (d). Fig.2 (f) is the 
result of removing isolated region. Fig.2 (g) is the marking result which final detec-
tion result maps to the original sonar image. 

 

 
      (a) Initial cluster centers      (b) Result of fuzzy clustering  (c) Distributed parameters 

  
(d) Remarking result  (e) Detection result  (f) Result of removing  (g) Final marking result 

according to Fig.2 (d)   isolated region 

Fig. 2. Detection results of group 1 experiments 

Table 1. The Distributed parameters (group 1 experiment) 

pixel value 8 10 12 14 16 18 20 22 24 

1γ  4.17 3.27 10.67 1.33 5.56 3.76 8.03 4.17 3.27 

2γ  4.80 4.65 5.88 0.12 5.54 6.37 6.45 4.80 4.65 

1 2max | |a γ γ= −  0.63 1.38 4.80 1.21 0.01 2.61 1.57 0.63 1.38 

For comparison, the result of adaptive threshold FCM based on frequency domain 
and time domain about sonar image is more correct. The comparison experiments 
demonstrate that the proposed algorithm get good results.  

In order to verify the adaptability of the proposed algorithm, Fig. 3 is second group 
of experiments to detect the original sonar image by the proposed algorithm in this 
paper with the different type of sonar system. Fig.3 (a) is the original sonar image (the 
image size is 179×296). Fig.3 (b) is the de-noising sonar image. Fig.3 (c) is the initial 
cluster centers by block k-means clustering algorithm based on Fig.3 (b), Fig.3 (d) is 
the result of fuzzy clustering detection, object-highlight region and sea-bottom rever-
beration region are hard to distinguish in Fig.3 (d), according to the pixel value of 
object-highlight region is above110, so 110 is selected as the reference pixel value, 
the step length is 10, and calculate 1 2max | |a γ γ= − , the distributed parameter values 
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are shown in Table 2,when the pixel value is 180, a is the maximum, the difference 
of object-highlight region and sea-bottom reverberation region is the maximum. Fig.3 
(e) is discrete diagram according to Table 2, abscissa is the pixel value of 110 to 190, 
the step length is 10, ordinate is 1 2max | |a γ γ= − . Fig.3 (f) is the remarking result of 
object-highlight region and sea-bottom reverberation region when the pixel value is 
180, a is the maximum. Among them, less than 180 is the sea-bottom reverberation 
region, and greater than or equal to 180 is object-highlight region, namely object-
highlight region and sea-bottom reverberation region are distinguished in Fig.3 (d). 
Fig.3 (g) is the detection result of object-highlight region, shadow region and sea-
bottom reverberation region according to Fig.3 (f). Fig.3 (h) is the result of removing 
isolated region. Fig.3 (i) is the marking result which final detection result maps to the 
original sonar image. 

 
(a) Original sonar image   (b) De-noising sonar image      (c) Initial cluster centers 

     
(d) Result of fuzzy clustering  (e) Distributed parameters         (f) Remarking result 

          
(g) Detection result according    (h) Result of removing           (i) Final marking result 

to Fig.3 (f)           isolated region  

Fig. 3. Detection results of group 2 experiments 

Table 2. The Distributed parameters (group 2 experiment) 

pixel value 110 120 130 140 150 160 170 180 190 

1γ  37 36 41 84 67 142 146 422 206 

2γ  16 16 18 19 21 21 16 19 15 

1 2max | |a γ γ= −  21 20 23 65 46 121 130 403 191 
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It can be seen from the results of the comparison experiments that the effect of de-
tection will be better when 1 2max | |a γ γ= −  is relatively maximum, and at the same 

time, the algorithm has its adaptability. 

6 Conclusions 

In this paper, we present a new adaptive threshold FCM based on frequency domain 
and time domain for detection of sonar image. In order to reduce noise, original image 
is smoothed by wavelet de-noising. After smoothed processing of sonar image, sonar 
image is blocked, each sub-block region extracts value of mean, standard deviation 
and maximum amplitude spectrum to complete block k-means clustering, then FCM 
is used to detect sonar image, according to results of FCM, adaptive threshold is con-
structed by the distribution of sonar image sea-bottom reverberation region, the final 
detection result is obtained under the environment of sonar image data with big data 
feature. 
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Abstract. The city is facing the unprecedented pressure with the rapid devel-
opment and the moving population. Some hidden knowledge can be found to 
service the social with human trajectory data. In this paper, we define a state-of-
the-art concept on fluctuant locations with PCA method and discover the same 
attribute of fluctuant locations called event with topic model. In the time slice, 
locations with the same attribute are called event region. Event regions aim to 
understand the relationship between spatial-temporal locations in the city and to 
early-warning analyze for the city planning, construction, intelligent navigation, 
route planning and location based service. We use GeoLife public data to expe-
riment and verify this paper.  

Keywords: big data, principal component analysis, topical model, fluctuation 
location, event region. 

1 Introduction 

Events are occurring everyday in city, and the mobility of population is increasing the 
possibility of an event occurs. The features of events ,transient mob, destructive beha-
vior, the state of imbalance and others, harm the city. Therefore, discover events to 
make the early warning using historical trajectories, which is a high academic value 
and practical significance. An effective application is of great importance to formulate 
urban planning requires evaluating a broad range of factors, such as traffic flow, hu-
man mobility, point of interests, and road network structures [1]. 

The events generate relative locations, which are named fluctuation location. Even in 
the same time segment the fluctuation locations are not necessarily caused by the same 
events, or that the attribute of fluctuations locations is different. The attribute is the topic 
in this paper. Fluctuation locations with the same attribute in a time segment is a event 
region. 

We find that the GPS data could overlap strongly in the papers using trajectories data 
on locations[8][10] and on the relevant inference applications[4][5].Take an example, 
there will be many people through the same GPS points at the same time. We propose a 
hypothesis1 that the appeared GPS points are 'pseudo-sensors' to count numbers through 
                                                           
* Corresponding author. 
1 Prof. Jiang He is the corresponding author of this paper.  
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here real-time ."Pseudo-sensors" advantage to conquer the economic costs and space 
constraints[11].This hypothesis is based on the study of Song[2],which shows humans 
have a certain trajectory roundedness. The trajectories in the city are  more narrow in the 
scope of space. The hypothesis of "pseudo-sensor" is suit for urban computing.  

It is not difficult to detect that the value of fluctuation is not the similar compared 
with the near location in figure1(b).When an event occurs, the status of interrelated 
locations  will have changed. Events will form a series of fluctuation locations with 
logical related and time-continuous. To calculate the fluctuation location and to dis-
cover the hidden topic with explicit statistical data ,Which are our main contents in 
the paper. Figure1(a), 10 pseudo sensors in the Zhongguancun North Street count 
variations in one day. Figure1 (b), the horizontal axis represents the time segment; 
ordinate indicates the number of statistical values. In order to consider the number of 
the same location change in a continuous time segment, we subtract the number of 
continuous time, the formation of the difference value. Fluctuation locations are cal-
culated with PCA on the basis of the differential value in the Figure1(d), the solid 
circles are the fluctuation locations. Topic model could dig out the attribute of fluc-
tuation location .Location A and D that are caused by the common theme of E1; Lo-
cation A, B and C are from the same common theme E2 produced in figure(d).Event 
region 1st is a set of fluctuation location A and D; Fluctuation locations A,B and C in 
the event region 2nd. 

 

           
        (A)                    (D) 

(A) Sampling locations topology             

(D) Fluctuation location and event region 

 (B) Sample line plots Differential line plots             

 (C) Matrix L 

Fig. 1. Scene Description 

2 Problem Definitions 

Definition 1 (GPS Logs):P is the set of GPS points, p={p1,p2,p3,...,pn}, pi∈P. pi 
,including  latitude ( pi.Lat), longitude ( pi.Log) and time ( pi.T) 

This structure is represented by the following triples: < pi.Lat, pi.Log, pi.T > 
Latitude change once combined 110.94 km, a division 1.849 kilometers, one 

second combined 30.8 m; longitude change once co 85.276 km, a division 1.42 km, 
one second combined 23.69 meters in GPS data specification description. According 

 
(B) 

 
(C) 
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to the accuracy of this study, we will collect GPS data accurate to three decimal plac-
es, we need to form a "location", which is, a "pseudo-sensor" as shown in Table 1. 

Table 1. Location Example 

LocationID Latitude Longitude 

24576 39.889 116.341 

Trajectory data on the time field has two categories: the date and time. The issue of 
concern is the location of the moment fluctuations generated. The field of date is de-
leted. We set a time segment every five minutes and get a total of 288 time segments 
24-hour one day. Every five time segments are set to one research unit, namely a time 
slot. There are 58 time slot in 288 time segments. See figure 2. 

 

Fig. 2. Example of time, time segment, time slot 

Definition 2: "Position - time segment" matrix L. Pseudo sensors count the number in 
time segments. The location and time segment form a sequence matrix.  
Fig1.(C) show the matrix example. 

"location-time segment" matrix L is at 5 time segment with synthesis data shown in 
Fig3. (a).In the example L43 = 60  means 60 people in the 3th time segment and 4th 
location. In Fig3. (b) a sample of the matrix L line plot shows the change of the num-
ber during five time segments in five locations. The abscissa indicates the time seg-
ment, and the vertical axis indicates the number of the statistical scale, line shows the 
change with different colors in different locations 5.Such as the red line represents the 
location trends at fifth time segments. 

Matrix L is a very important role in the solving processing, which will be used to 
capture fluctuation location by PCA in the third section and to discover the topic in 
the fourth section. 

Definition 3: Differential matrix W. Represents the difference matrix to a location 
before a time segment of a change in the number of time segments compared to form 
a new location-time segment matrix. W matrix forms of expression: 

 Wij=|Li(j+1) -Lij|    (1) 

Definition 4: Fluctuation location (FL). Fluctuation locations are calculated by the fol-
lowing two characteristics. First, the number dramatically changes in one location at the 
continuous time segment; Second, the trend of location is different from other locations.  

Fluctuation location is the core concept in the paper Unlike the abnormal location. 
Relevant evidence is discussed in the third section. 
Definition 5: Event region. Region is a collection of locations. Event region is a set of 
fluctuation location with the same attribute. The different causes the different attribute 
of fluctuation location which is the topic.  
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iz is the hidden variable, i is the time slot,  j is the topic identifier. 

Event region has three characteristics: First, the connectivity space; Second, the 
continuity time; Thirdly, the correlation logic. Event region is the target object in the 
paper. It has an important significance to understand the dynamic characteristic of 
event region and the correlation between the locations of in the city. 

Figure 3  presents  the  architecture  of  our  method,  which consists  of  two  
major components:  1)  identify the fluctuate location and  2)  discovery the event 
region. We will detail each step of these two components  

in the following two sections respectively. 
 

 

Fig. 3. Framework of discovering the event region 

3 Modeling Event Regions 

3.1 Calculate the Fluctuation Location with PCA 

According to the definition 4, the characteristic of fluctuation locations relatively 
produce "wave" in continuous-time location. Comparison of different locations to 
produce "volatility" in the same time segment. In this section we describe the use for 
Principal Component Analysis (PCA) for anomaly detection. PCA is a widely used 
dimensionality reduction.PCA exploits the observation that in most explicitly high-
dimensional data sets, there is a high implicit correlation between many dimensions 
(variables) which can be inferred by carrying out an eigen-decomposition of the data 
covariance matrix[4].  

Example of PCA Anomaly Detection: We present a small example to illustrate the 
use of PCA for anomaly detection. To carry out a PCA analysis we first normalize the 
L matrix and form the 5×5 LTL covariance matrix. An eigen decomposition of the 
covariance matrix show that the eigenvalues in decreasing order are [1.9×103, 0. 67× 
103, 0. 02× 103, 0. 01× 103, 0].We choose the first eigenvector as the normal subspace 
and the remaining eigenvectors as the abnormal subspace. All the points are projected 
onto abnormal subspace and in this space for all points we compute the square of the 
deviation from the mean. These are [0.4×103, 0. 06× 103,0.5×103, 1. 47× 103, 0. 49× 
103].Thus the technique correctly identifies locationID 4 as the anomaly. The input 
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matrix is the difference matrix W not matrix L in our method. The covariance matrix 
eigenvalues vector could be calculated with PCA methods. An eigen decomposition of 
the covariance matrix show that the eigenvalues in decreasing order are 

[0.4×103,0.2×103,0.01×103,0.2] All the points are projected onto abnormal subspace 
and in this space for all points we compute the square of the deviation from the mean. 
These are  

[0.17×103,0.091×103,0.472×103,0.028×103,0.177×103]. 
Thus the technique correctly identifies locationID 3 as the anomaly. The third loca-

tion is fluctuation location. The fluctuation location is different from the anomaly. 

3.2 Discover the Event Region with Topic Model 

Topic model is proposed in the field of natural language processing for discovering 
low-dimensional, multi-faceted summaries of documents or other discrete data. Topic 
is seen as a probability distribution of items that will be transformed the space into a 
document topic space. In 2003 Princeton University professor Blei have suggested 
LDA (Latent Dirichlet Allocation) algorithm [6]. Dirichlet distribution function as 
follows: 
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where the parameter α is a k-vector. A k-dimension Dirichlet random variable μ 
can take values in the (k-1)-simplex (a k-vector μ lies in the (k-1)-simplex if 
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, Г(·) is the Gamma function. 
For multinomial distribution  the conjugate prior is the Dirichlet distribution. Top-

ic model solves the event region to discover the set of fluctuation locations with the 
same attribute at the same time segment. Our parameters are summarized in Table 2. 

Table 2. Trajectory-event analogy to document-topic 

trajectory document 

event topic 

fluctuation location item_W 

time slot item_t 

trajectories at same time slot corpus 

Trajectories data could discover the event region with LDA. However, the time slot 
is a key role for topic. The event region is  discovered at one time slot and disappear 
at two time slot ,which means the evolution of event region. In order to meet the 
above analysis, we will use references[7] TOT (Topic Over Time) topic model found 
event region.TOT theme topic model considers the probability distribution is affected 
by time, time variable obey the Beta distribution. The graphical model is shown in 
Figure4 [7]. Our notation is summarized in Table 3. 
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In TOT, topic discovery is influenced not only by word co-occurrences, but also 
temporal information. TOT model is more t compares with LDA model. Observable 
variable t which obedience beta distribution, Ψz is Beta distribution. Beta distribution 
function as follows: 

                   11 )1(
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)(

),;( −− −
ΓΓ
+Γ= βα χχ

βα
βαβαχBeta    (4) 

There are two ways of describing its generative process: 

1. Draw T multinomial Φz from a Dirichlet prior β, one for each event region z; 
2.  For each trajectory d, draw a multinomial θd from a Dirichlet prior α; then for 

each fluctuate locationωdi in trajectory d: 

─ Draw a event region zdi from multinomial θd; 
─ Draw a fluctuate location wdi from multinomial φzdi; 
─ Draw a time slots tdi from Beta ψzdi . 

 

Fig. 4. TOT graph model[7] 

Table 3. Notation used in this paper 

SYMBOL DESCRIPTION 

T number of event regions 
D number of trajectories 
Nd number of fluctuation locations token in trajectory d 
θd the multinomial distribution of event regions specific to the dth trajectory  
Φz the multinomial distribution of fluctuation location ω specific to event region z 
Ψz the beta distribution of time slot t specific to event region z  
Z di the event region associated with the ith token in the dth trajectory  
ωdi the ith fluctuation location token in dth trajectory  
tdi the time slot associated with the ith token in the trajectory d 

To calculate event region is transformed into a given fluctuate location and time 
slot sequence, the conditional probability of the sequence of events regions. For sim-
plicity and speed we estimate these Beta distributions ψz by the method of moments, 
once per iteration of Gibbs sampling. One could estimate the values of the hyper-
parameters of the TOT model, α and β, from data using a Gibbs EM algorithm 
[9].Gibbs sampling is a special case of Markov Monte Carlo (Markov-chain Monte 
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Carlo, MCMC) methods, Every component of the joint distribution of a sampled 
While keeping the other components unchanged. We begin with the joint probability 
of a data set, and using the chain rule, we can obtain the conditional probability con-
veniently .Reference[7] could compute the posterior estimates of θ and Ψ. 

4 Experimentation and Evaluation 

The trajectories dataset is from reference [3]. This GPS trajectory dataset was col-
lected in (Microsoft Research Asia) Geolife project by 182 users in a period of over 
five years (from April 2007 to August 2012). A GPS trajectory of this dataset is 
represented by a sequence of time-stamped points, each of which contains the infor-
mation of latitude, longitude and altitude. This dataset contains 17,621 trajectories 
with a total distance of 1,292,951kilometers and a total duration of 50,176 hours. This 
dataset recoded a broad range of users’ outdoor movements, including not only life 
routines like go home and go to work but also some entertainments and sports activi-
ties, such as shopping, sightseeing, dining, hiking, and cycling. 

                            
    (a) Sample at time slot 11            (b) Sample at time slot 25 

Fig. 5. Example of an event region 

The example shows the nature of event regions using the true data in Figure 
1.Figure 1(a) in a 10 sampling points, Offline calculated at fluctuation locations in 
figure 5 (a), the non-fluctuation locations are indicated by green.  Trajectory data 
with time slot 11th obtain Figure 5 (a) finds two event regions with red and purple 
represents. Fluctuation locations with different colors mean the different types, which 
are event regions. The trajectory data with 25th time slot obtained three event regions 
in figure 5(b), which are represented by red, purple and blue. There will be different 
regions in a different time slots. Figure5 (a) and (b) comparison at different time-slot, 
there will be a different event region. For example,(a) Point B is affected by the same 
thing in a time slot 11th with points A and C ,which is the same topic. (b) Point B and 
point R belongs to the new topic by new events. Prior to point A and point C are gone 
with different time slots. The evolution of events in the event regions is also different. 
The experiment also confirms the event region is defined for temporal continuity and 
logical relevance. 
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5 Conclusion and Future Work 

This paper presents a new understanding of urban locations using trajectory data. Our 
work is based on the basis of relevant studies. We propose a new concept of the fluc-
tuation location unlike the analysis of outliers. We discover the event region at the 
same time slot on the basis of fluctuation location. The points in experiments change 
with temporal trajectory, which means the event regions change. It is the evolution of 
event region. In future work, we completed three major improvements: First, prepro-
cess the data sacristy. Secondly, the PCA can only solve linear problems, how to ef-
fectively overcome their own shortcomings improvements. Again, the topic model, 
the need for the following work. 
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Abstract. Due to the coupling of model parameters, most spatial mixture mod-
els for image segmentation can not directly computed by EM algorithm. The 
paper proposes an evolutional learning algorithm based on weighted likelihood 
of mixture models for image segmentation. The proposed algorithm consists of 
multiple generations of learning algorithm, and each stage of learning algorithm 
corresponds to an EM algorithm of spatially constraint independent mixture 
model. The smoothed EM result in spatial domain of each stage is considered as 
the supervision information to guide the next stage clustering. The spatial con-
straint information is thus incorporated into the independent mixture model. So 
the coupling problem of the spatial model parameters can be avoided at a lower 
computational cost. Experiments using synthetic and real images are presented 
to show the efficiency of the proposed algorithm. 

Keywords: image segmentation, mixture models, spatial constraint, EM  
algorithm. 

1 Introduction 

In order to impose spatial constraint on mixture models, different research approaches 
have been proposed. Most of them utilized Markov Random Field(MRF) as a power-
ful tool to impose spatial coherence on mixture models. A common method using 
MRF is to impose spatial smoothness directly on the hidden variable, which indicates 
the label of image pixels. As Hidden Markov Random Field(HMRF) is not computa-
tionally feasible, approximation methods like mean-field[3] are commonly used. The 
idea of mean-field is based on neglecting the fluctuations of the sites interacting with 
a considered site, so that the resulting system behaves as one composed of indepen-
dent variables. Although the computational problem for this method becomes tracta-
ble, it requires a large amount of computation. 

Another commonly used spatial mixture model based on MRF is Spatially Variant 
Mixture Model (SVMM)[2]. SVMM imposes spatial constraint on the prior probability. 
The EM algorithm of SVMM also cannot be obtained in a closed form. The gradient 

                                                           
*The paper is supported by the National Science Foundation of Heilongjiang province num-
bered QC2013C060. 
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projection and quadratic programming algorithm were proposed to solve the constraint 
optimization problem in the M-step[4][5]. Dirichlet Compound Multinomial-based 
Spatially Variant Finite Mixture(DCM-SVFMM)[6] assumes that the prior probabilities 
follow the Dirichlet distribution. The EM algorithm for DCM-SVFMM can acquire 
close solution; however the computational cost of this method remains quite high. 

Different from the above methods, we break down the complex problem into two 
more easily tractable problems: the first one focus on clustering based on mixture 
model guided with a certain spatial constraint, and the second problem is how to ac-
quire supervision information from the clustering result by making use of spatial cor-
relation. 

The paper is organized as follows. Independent mixture models are introduced 
briefly in section 2. Based on this model, a weighted spatially constraint mixture 
model with EM algorithm is given in section 3. And then the proposed evolutional 
EM algorithm for image segmentation is presented in section 4. Experiment results 
and conclusion are presented in section 5 and 6 respectively.  

2 Independence Mixture Model 

Let },...,{ 21 NxxxX =  denote data set of size N , which represents the visual de-

scription of an image. We adopt )|( i
k
i xkp=π  as the prior probability [2]. It 

represents the probability of the i th pixel which belongs to the k th component 

model, satisfying the constraints 10 ≤≤ k
iπ , ∑ =

=K

k

k
i1

1π  for 

Ni ,2,1= , Kk ,2,1= . Let },,,{ 21 Nπππ=Π  for simplicity.  

For a mixture model with K  component densities, the probability density func-

tion of an observation ix  is expressed by 

 ( ) )|(,|
1

kik

K

k

k
ii xfxf θπ∑

=

=ΘΠ            (1) 

Where )|( kik xf θ  is a density function parameterized by kθ , and kθ is the pa-

rameter vector of the k th component density. And we define ( )Kθθθ ,,, 21 …=Θ  

as model parameter vectors. If we do not know an observation ix  is generated by 

which component density distribution, then Θ  is hard to acquire. The problem of 

incomplete data can be solved by EM algorithm [1]. The observation data ix  for a 

given pixel depends on the state of the discrete hidden variable k
iz , 1=k

iz if ix  

originates from the k th component density, else 0=k
iz . Let },,{ 21 NzzzZ = . If 

the observation data are independent and identically distributed, now the joint distri-
bution of the complete data },{ ZX  is given by 
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The log-likelihood function is expressed by 
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)|(loglog),( θπ              (3) 

3 Spatially Constraint Mixture Models and EM Algorithm 

3.1 Weighted Likelihood of Mixture Model 

The key idea of the proposed approach is that the conditional probability density 

function for component k of ix  is weighted by a constant k
iw , which represents the 

importance to sample ix  in estimating the parameters of component k , where 

]1,0[∈k
iw . Therefore, the proposed weighted log-likelihood of Gaussian mixture 

model is: 
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z
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kikk

k
ik

ixfL
1

)]|([log),( θπ                 (4) 

In the ideal situation, for example, if we had already known that ix  comes from 

the k th component model, we should have obtained 1=k
iw  and 0=l

iw ( kl ≠ ). 

In fact this is also our aim to segment image. If the adjacent pixels have similar 
weight value, the proposed method can impose the prior knowledge of local spatial 
correlation of pixels on the mixture model.  

3.2 Semi-supervised Learning for the Weighted Likelihood 

In the proposed model, we should impose smooth constraint on k
iπ  and k

iw . How-

ever it is very hard to obtain close solutions by EM algorithm for such a model. To 
circumvent the problem, we change unsupervised learning of model parameters into 

semi-supervised learning. Because k
iπ  and k

iw have same form, we first unified them 

by using k
iw . And then we consider k

iw  satisfied the spatial constraint as supervision 

information. However, acquiring k
iw is also one of our goals. Because a more accu-

rate k
iw can be deduced from the semi-supervised clustering result, it should be used 

to guide to learn the more precise model parameters. The model parameters are thus 
iteratively updated between acquiring supervision information from clustering result 
and learning the model parameters guided with the supervision information. The 
weighted likelihood for the semi-supervised learning is now become: 

[ ]∏ =
=ΘΠ N

i

z
w

kik
k
i

k
ik

ixfwL
1
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The proposed model inherits the advantages of independent mixture models, and 
meanwhile fuses the spatial correlation of neighbor pixels through the reasonable 
choice of weights. 

3.3 EM Algorithm for Semi-supervised Learning  

The E step computes the expectation of the log-likelihood function given the current 

model parameter estimate )(tΘ : 
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Where, the posterior probability of each pixel ),|( )(t
ixkp Θ can be computed: 
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M-step estimates the new parameters using the old ones: 
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By
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, we can acquire the updated equations of Θ . For Gaussian 

mixture model, we can get: 
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Taking the derivative of ( ))(| tQ ΘΘ  with respect to kμ  and setting it to zero, 

we can get: 
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Taking the derivative of ( ))(| tQ ΘΘ  with respect to 1−Σk  and setting it to zero, 

we can get: 

( )( ) ( )
( )∑

∑
=

=

Τ++
+

Θ

−⋅−Θ
=Σ N

i

t
i

k
i

N

i

t
ki

t
ki

t
i

k
it

k
xkPw

xxxkPw

1

)(

1

)1()1()(
)1(

;|

;| μμ
       (11) 



216 Y. Lin-Sen et al. 

 

3.4 Acquiring Supervision Information 

The evolution begins from a simple clustering algorithm without spatial constraint. 

The clustering result indicates the origin for each ix  with a certain degree of reliabil-

ity. Making use of spatial correlation, the initial value of k
iw  can be acquired, which 

can be utilized to guide the EM clustering with a certain degree of spatial constraint. 

The initial value of k
iw  is ambiguous at the inception phase of the evolution. Along 

with the evolution stages, k
iw becomes unambiguous and approaches a constant.  

Because ),|( )(t
ixkp Θ  in EM algorithm indicates the posterior probability of 

observation ix  coming from the k th component model. Making use of the prior 

knowledge that adjacent pixels most likely come from the same component density, 
we adopt an average filter to smooth the image. The spatial constraint is thus embed-
ded into the prior probability in a reasonable way. Because the information of super-
vision is deduced from the result of unsupervised learning, the whole algorithm is an 
unsupervised learning algorithm. We use K-means to initialize model parameters 
here. The complete algorithm is described in the following section. 

4 Evolutional Learning Algorithm  

Step 1: Set the stop thresholdη  for evolutional algorithm; for each stage of EM, 

set convergence threshold and the number of the maximum iteration times.  
Step 2: Use K-means to initialize the model parameters. )(iID  denotes the class 

label for the i th pixel, and },,2,1{)( KiID ∈ . 

Step 3: Initialize 0=k
iw , Kk ,,2,1= ; set 1)( =iID

iw . 

Step4: Smooth k
iw  to get [ ]fk

iw , and [ ]fk
iw
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Step 5: Inherit the model parameters from the last stage except k
iw . And learn 

model parameters by EM under the supervision of the renewed k
iw .  

1) E-step: compute the posterior probability ),|( )(t
ixkp Θ  using Eq.(7) for 

each component k ; 
2) M-step: update the model parameters according to Eq.(10) and (11) for each 

component k . 
Step 6: After convergence or exceed the maximum iteration times of step 5, com-

pute the entropy of pixels: 

)),|(log(),|(
1

ΘΘ−= ∑ = i

K

l ii xlpxlpH  
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And acquire supervision information:  

1) ),|( Θixkp  is smoothed at spatial domain to get ),|( Θi
f xkp , and then 

normalize it by ∑ =
ΘΘ=Θ K

l i
f

i
f

i
f xlpxkpxkp

1
),|(),|(),|( ; 

2) Let ),|( Θ= i
fk

i xkpw . 

Step 7: If η<−∑ =

N

i

old
ii NHHabs

1
)( then stop, else set

i
old
i HH = , and go to 

Step 5 for the next stage evolution. 

5 Experiment Results 

The proposed algorithm is implemented with MATLAB. We select a gray synthetic 
image and several color real images to test the efficiency of our algorithm. In the 
experiments, a 3×3 average filter is adopted to smooth the posterior of image pixels 
for each stage of EM. The number of the maximum iteration times is set to 10 and the 
convergence threshold is set to 10-4 for each stage of EM algorithm. We compare our 
method with SVMM[4] and HMRF with Mean field approximation. As for the me-
thod of Mean field approximation, we use the software of SpaCEM3 in windows 
environment. It provides three approximations for HMRF, namely the mean field 
(MeanF), the simulated field (SimF), and the mode field (Modef) methods. The three 
algorithms are all initialized by the result of Kmeans. 

5.1 Synthetic Image 

We first testify our algorithm on a synthetic image. Fig. 1(a) shows the synthetic four 
class image with gray level of 0,1/3,2/3,and 1. The size of the image is 128128× . We 
add Gaussian noise to the synthetic image using the MATLAB library function im-
noise( ). Fig. 1(b) shows the corrupted images with Gaussian noise of mean 0 and 
variance 0.01. The noise for each class does not follow Gaussian distribution any-
more. The number of cluster is set to 4. The stop threshold of evolution η is set to 

0.0001 for our algorithm. 
The misclassification ratio (MCR)[3] is adopted here to evaluate the segmentation 

performance quantitatively. All algorithms are performed on a PC of 2.66 GHz CPU 
with 2GB RAM. The running time of our algorithm is only 0.66 seconds, significantly 
less than mean filed approximation method, the shortest running time of them are 34 
seconds. The running time of SVMM is longest, it needs 86.7 seconds. 

5.2 Real Images 

For real world color image, we choose 5 images from the Berkeley image segmenta-
tion dataset [7] to testify the proposed algorithm. We resize the original image to 

192128×  or 128192× . Fig.2 shows the original image, segmentation results of 
SimF and our method from top to bottom. We use the original RGB color vector as 
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visual representation and set the number of segments to 7. The stop threshold of evo-
lution η  is set to 0.001. The average BDE[10], PRI[8], VOI[9], and GCE[7] for 

SimF are 15.54, 0.75, 2.67 and 0.34, and that of our method are 14.32, 0.76, 2.47 and 
0.31 respectively. 

 

     
         (a)                 (b)                   (c)       (d) 

    
        (e)                 (f)                     (g)                (h)  

Fig. 1. Segmentation results on synthetic image (a) original image (b) noise corrupted image 
with Gaussian noise(mean 0, variance 0.01) (c) K-means segmentation (d) 
SVMM(MCR=3.89%) (e)MeanF(MCR=2.11%) (f) ModeF (MCR=2.93%) (g) SIMF 
(MCR=0.41%) (h) Proposed method based on the result of (b) (MCR=0.09%) 

 

  

    

   
Fig. 2. Segmentation results of SimF and the proposed method on color images 

6 Conclusion 

In the paper, an evolutional EM algorithm of the weighted mixture model for image 
segmentation is proposed. The spatial constraint information is embedded into the 
weights of the proposed model. As an independent mixture model, the proposed EM 
can obtain the closed solution, and has advantages such as simplicity and easiness for 
implementation. Compared with the EM of traditional independent mixture model, 
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the proposed algorithm brings in no extra parameters but the filtering mode and the 
size of filter window. Although the evolutional algorithm has to execute many EM 
stages, each stage do not need so many iterations before convergence in fact because 
of the inheritance of model parameters. The segmentation of our algorithm is compa-
rable to traditional spatial models based on MRF but with less computational burden. 
Our future work will focus on how to acquire adaptive weights for a more deliberate 
spatial mixture model.  
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Abstract. This paper describes an automatic system for 3D big data of face 
modeling using front and side view images taken by an ordinary digital camera, 
whose directions are orthogonal. The paper consists of four keys in 3D visuali-
zation. Firstly we study the 3D big data of face modeling including feature fa-
cial extraction from 2D images. The second part is to represent the technical 
from Computer Vision, Image Processing and my new method for extract in-
formation from images and create 3D model. Thirdly, 3D face modeling based 
on 2D image software is implemented by C# language, EMGU CV library and 
XNA framework. Finally, we design experiment, test and record results for 
measure performance of our method. 

Keywords: 3D big data face modeling, Mesh modeling, feature points extrac-
tion. 

1 Introduction 

There is an increasingly rich amount of 3D visual big data available from our daily 
life. Big Data in 3D computer model research become more and more important. 3D 
big data modeling is the process of developing a mathematical representation of any 
three-dimensional surface of an object via specialized software. The product is called 
a 3D model. It can be displayed as a two-dimensional image through a process called 
3D rendering or used in a computer simulation of physical phenomena. 

A number of researchers have proposed to create face models from 2D images. 
Some approaches use two orthogonal views so that the 3D information of facial sur-
face points can be measured [1], [2], [3] They require two cameras which must be 
carefully set up so that their directions are orthogonal. Zheng(1994)[4] developed a 
system to construct geometrical object models from image contours. The system re-
quires a turn-table setup. Pighin et al.(2006)[5]developed a system to allow a user to 
manually specify correspondences across multiple images, and use computer vision 
techniques to compute 3D reconstructions of specified feature points. A 3D mesh 
model is then fitted to the reconstructed 3D points[6-8]. Mohamed D(2013) [8] of 3D 
mesh model with a manually intensive procedure, it was able to generate highly rea-
listic face models. 

Because it is difficult to obtain a comprehensive and high quality 3D face database, 
other approaches have been proposed using the idea of “linear classes of face  
geometries”. Kang and Jones(2002)[9]also use linear spaces of geometrical models to  
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construct 3D face models from multiple images. But their approach requires manually 
aligning the generic mesh to one of the images, which is in general a tedious task for 
an average user. Instead of representing a face as a linear combination of real faces, 
Liu et al.(2001)[10]represent it as a linear combination of a neutral face and some 
number of face metrics where a metric is a vector that linearly deforms a face. The 
metrics in their systems are meaningful face deformations, such as to make the head 
wider, make the nose bigger, etc. They are defined interactively by artists. Kyu 
Park(2005) [11] represent the full automate human head modeling by using the 2 view 
images.  

Actually, there are two parameters to evaluate the experiment results, one is the ac-
curacy, the other one is average of time usage. Many methods worked well in average 
of time usage, especially Mohamed D 3D mesh model, but the average of time usage 
still need to be raised. Later, the evaluate parameter of the new method will compared 
with Mohamed D of 3D mesh model. 

2 3D Big Data Model 

The paper focuses on large scale 3D big data face model from 2D images. Especially, 
study a methods for design a 3D human face model. The detail is to study the working 
process with Two-Dimensional Images, Working process with Three-Dimensional 
Model and do experiment for measure the results from the application. 

2.1 Working with Two-Dimensional Images 

3D big data visualization still developes going on for looking for the best solution, the 
problem depend on properties of input and process for solving[12,13]. Firstly, 3D big 
data face model can be created by manual but it very difficult to determine which 
features to look like real face. An automatic system for creating facial 3D model has 
been created for solving this problem. Quality of model depends on the  number of 
vertices, more vertices more slickly. So the feature points extraction step must detect 
as more as possible. 

This part present method for identify key points on both front and side view image 
as possible. To collect information for creating three-dimensional model. It is divide 
into 2 subparts consist of frontal and side view feature extraction. The processes with 
two-dimensional images are automatically calculated to determine the approximate to 
the user. Because all facial feature points are so many the users can be defined by 
themselves. 

The application has been divided into two main sections consist of working with 
frontal image and side view image (profile image). 

Frontal Image  
After user selected ‘import frontal image’ choice and choose an image. Application will 
find the face on the image. If it find the face, it will crop only face area and resize the 
image. Then the image will ready to use for the next step, finding facial feature points. 
Facial feature points are separated into four groups, show in are primary, secondary, 
reference form side image and calculated feature points.  
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The primary feature points are iris, nostrils, mouth corners and middle,they are the 
most important feature points, they can indicate important areas for looking for the 
other feature points. These points are the easiest finding and high accuracy. The other 
feature points are secondary feature points, Ref. from side view points and Calculated 
feature points. Before application find the primary points. Image must be defined the 
areas for finding them by feature area locating method. All feature points in front can 
be shown in Table 1. 

Table 1. All feature points can be detected on frontal image 

Primary feature points  iris and iris’ radius (2points and 1 value)  
nostrils (2 points)  
mouth corners and middle (3 points)  

Secondary feature points  eyebrows (6 points)  
eye corners (4 points)  
mouth lips (4 points)  

Ref. from side view points  nose bridge, nose tip, nose wings and 
under nose (5 points)  

under mouth point (1 point)  
chin tip (1 point) and under chin (1 
point)  

jaw (2 points)and chin (2 points)  
Calculated feature points  Eyelid (6 points)  
Summation of all feature points on 
frontal image  

39 points and 1 value 

Side View Image 
Main purpose of side view feature extraction support the frontal face feature points in 
deep information and use for reference to find additional feature points. The side view 
image has feature points less than front view image about half one. Because side view 
image has less space and feature those can be seen in front view are orthogonal with 
view of sight, some feature points disappear from side view. So some points must be 
represented deep rang for two points in front view. All feature points are use sub me-
thod in feature extraction on side view image method as shown in Table 2 consist of 
the feature points can be detected on single image, ref. from front view, calculated 
feature points and all features. 

The two image of front and side view can be projection by chin area. Chin is area 
between mouth and neck. Positions of shin can be found by draw a vertical line from 
mouth corner in side view image down ward until as found with chin line. locating the 
chin points on X-axis with mouth corners on front view and Y-axis with Y value of 
point on the chin line was found. As shown in Figure 1 and the side view image must 
be adapted to the frontal image before. 
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Table 2. All feature points can be detected on side view image 

Feature points can be detected on single 
image  

Nose tip point (1 point)  
Eye tail, Mouth corner (2 points)  

Nose bridge, Under nose, Under chin 
3 points)  

Eyebrow (3 points)  
Upper mouth lip, Middle mouth lip, 
Lower mouth lip, Under mouth and 
Chin tip(5 points)  

Ref. from front view points  Upper and Lower eyelid (2 points)  
Nose wing (1 point)  
Jaw and Chin (2 points)  

Calculated feature points  Inner eye tail (1 point)  
Summation of all feature points on side 
image  

20 points  

 

 

Fig. 1. Show chin detection on front view image projection from side view image 

2.2 Working with Three-Dimensional Model 

This part creates the three-dimensional model from the information that obtained from 
two-dimensional images part after finished correcting the feature points. Next, create 
3D face model. Application will sent all information from image part to 3D model 
part. Vertices on 3D space will be defined from a pair of variable, one from front 
view and the other one from side view. X and Y position will be defined following 
variable from front view, and Z will be defined following X-value of variable from 
side view image. 

Define Mesh Model 
Mesh model is the base of 3D model. It is composed by triangles, call ‘polygon’. If it 
has more feature points, the model will smoother. To draw the triangle, it need to 
define some points, or vertices, to represent each of the corners of the triangle. Each 
vertices contain 3 value are positions on 3D space (X, Y and Z). Generally 3D graphic 
frameworks almost have 3 types of triangle called ‘Primitive Type’ 
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Draw Quad with Triangle Function: The Improve Method 
Quad descibes the image details better than triangles. In XNA, there are not ‘Quad 
function’ same as triangle. The improved method is to use ‘Primitive Type’ to create 
Quad. That means a quad is composited by many triangles. By Quad we mean a se-
quence of points: T={τ1<τ2<…<τn}, where τ1 is the initial point and is τn is the final 
point, if vertices positions sequence same as τ1>τ4>τ2>τ3, quad will be incompleted, 
Figure 2(a) shows two typical triangles. Quad can be created with 2 new Quad func-
tions by use triangle strips or triangle fans. Quad made by triangle strips is shown in 
Figure 2(b), Quad made by triangle fan is shown in Figure 2(c). 

 
           (a)                       (b)                         (c) 

Fig. 2. Two triangles(a), Quad made by triangle strip(b) and Quad made by triangle fan(c) 

Quad by triangle strip: create the 4 vertices at the corners of quad. Use triangle strip 
draw 2 triangles, a quad is composed with 2 triangles, as show in Figure3 (b) 

Quad by triangle fan, create the new first point by use the average position of all 
points. After that use triangle fan following sequence number, as shown in Figure 3(a). 

 
                    (a)                               (b) 

Fig. 3. Quads are created by triangle fan (a) and triangle strip (b) 

The quad from triangle fan is smoother than another one because each point is not 
far from other points.From feature extraction part, use 39 points on frontal image and 
20 points on side view image to draw the relation between all points on both of the 
images, the line must not cross or overlap on the other line as shown in Figure 4. 

Texturing 
A texture coordinate is represented by a two-dimensional (U, V) coordinate, where U 
is horizontal and V is vertical. The top-left corner of an image is represented by tex-
ture coordinate (0, 0), and the bottom-right corner of an image is represented by tex-
ture coordinate (1, 1), regardless of the size of the image. To specify a point in the 
exact middle of a texture, the texture coordinate is (0.5, 0.5). 3D face model after 
texturing is shown in Figure5. 
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Fig. 4. Show mesh model on image define by feature points 

 

 

Fig. 5. 3D face model 

3 The Experiments  

The  application is built on Windows 7 Professional  by  C#  language on Micro-
soft Visual C# Express with EMGU CV, DirectX9 and XNA framework. The inde-
pendent variable for test image must be Frontal and right views of human face with 
white background, clean face(without or least mustache, beard, glasses or  unkempt 
hair, Normal deportment (no smile, laugh etc.). 

There are two parameters to avalue the experiment results,one parameters is the 
accuracy, means after the face points are selected judging the seccess rate. The other 
parameters to avalue the experiment is the average of time usage, that is, to judge the 
using time when select the face points. 

This experiment of accuracy use face database from Professor Francesc Tarrés[14], 
this database contain facial  image of 22 persons in any action, select only straight 
face on front and right view facial image, every person have 2 sets of images differ-
ence in light source, total 44 sets of images for test with my method. 

In group of test images, some test images was out of scope of input. But this expe-
riment allow to use for observe the flexibility of method. The results were in the fol-
lowing Table3. 
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Table 3. Accuracy of experiments 

All sets success  fail 
 All     one set   both sets  

amount of 
sets of images 

44 28           6          22 16 

amount of 
person 

22 17           6          11 11 persons (5 persons 
fail in both sets) 

 
Table 3 shows that there are 28 sets success and 16 sets failed. The average devia-

tion is less than 10. Many test sets failed because the images were out of scope, sum-
mary of failed cause is: (1) Images were too dark. (2) Images had too low resolution. 
(3) Face in images was obscured by hair. (4) Trouble in posture of face. 

The purpose of this application is  high  automatically  and  it  must  be  able  
to  be valued by feature points average of time usage. Mohamed D has made 3D face 
modeling and he show the feature extraction from both front and profile images. 
Many face features were extracted as eye, mouth, nose, shin, and cheek contour and 
feature deep information from profile image. Mohamed D’s method is good and his 
average of time usage is fast in recent year. 

Table 4. Average of time usage competition with Mohamed D method 

Step  Time usage (ms) of ours Time usage (ms) of 
Mohamed D  

First step on frontal image 79.90 180.00 
Second step on frontal im-

age 
39.00 270.02 

First step on side view im-
age 

180.94 550.68 

After calibrate 1536.45 7360.67 
All step 1836.29 8361.35 

 
In order to prove that the methods is accurate and high speed, the improved method 

uses 44 sets of images for average time usage test competing with Mohamed D‘s 
method. Performance on time of the improved method were recorded in Table 4, the 
total average time for all step is included. Mohamed D’s method was 8.36 seconds 
only the improved method was 1.83 seconds. The experiment results shows that the 
two parameters of accuracy and average time usage are all better that others. 

4 Conclusion 

This  paper firstly can detect feature points from front and side view of face image. The 
full  feature extraction on images are used for detect the feature and create model. Se-
condly, each face can be constructed into 3D big data by the step of define mesh model, 
the improve quad method and texturing. Finally, the experiments results are satisfactory. 
The average deviation is less than 10%, 3D face model can be create in 1.83 second 
without corrected by hand. 
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Abstract. This paper presents MBITP, a novel method for an indoor target pre-
diction through the sensor data which may be the Big Data. To predict target, a 
probability model is presented. In addition, a real-time error correction tech-
nique based on map feature is designed to enhance the estimation accuracy. 
Based on it, we propose an effective prediction algorithm. The practice evalua-
tion shows that the method introduced in this paper has an acceptable perfor-
mance in real-time target prediction. 

Keywords: target prediction, smartphone, map based, indoor location, proba-
bility model. 

1 Introduction 

With the increasing number of the members in mobile internet, sensor data comes into 
people vision. More and more sensor data become the Big Data, how to use it to im-
prove our lives is a valuable challenge. Various kinds of services have been emerged. 
For example, Wang et al. proposed a method which offered useful information by 
providing context-aware and browsing behavior [1]. Chen et al. proposed a method 
which analyzed user behavior patterns and predict activity on a particular pattern of 
behavior in order to give user some recommendations [2]. Nevertheless, these are all 
for online data analysis and services for outdoor environments. When people go to a 
place, if they can acquire the information and services before them arriving there, it 
will enhance the time utilization radio and life satisfaction. We can use GPS module 
locating to realize it in the outdoors, because of no signal we cannot do it at indoor 
environment.  

Previously, some indoor service applications are used direct or indirect indoor posi-
tioning technology. They typically use infrared ray or signal detector to detect relative 
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position. Although it is a simple way to use, it costs much manpower to decorate envi-
ronment. It is a good plan to use in parking lot to detect the car or other bulky goods, but 
it is not precise to detect the human which has complex behavior and small size. 

In order to solve the above challenges, we propose a novel method to locate posi-
tion and predict target place. This method mainly uses the sensor data locating the 
smartphone users. It traces the path the user moves, combined with the characteristics 
of map. Users will get the target prediction after calculation. Service providers could 
offer unique services based on it. 

The main contribution of this paper is as follows. We have established an effective 
probability model to predict target. Based on it, we propose an effective prediction 
algorithm. Evaluation in practice shows that the method introduced in this paper has 
an acceptable performance. 

The rest of this paper is organized as follows. We review related works in Section 
2, and report the system overview in Section 3. Section 4 overviews Preliminary 
knowledge, followed by detailed description of indoor prediction algorithm and prob-
ability model in Section 5. We conduct evaluation in Section 6; conclude our paper in 
Section 7. 

2 Related Work 

In recent years, with the popularity of smart phones, the predicted position based on 
smart phones has become a hot topic. Zhu X et al. [3], closest to our work, explored 
how to formulate a method of outdoor location and path tracing without GPS module. 
Chung J et al. [4] proposed a novel method that utilize different place has different 
magnetic interference to locate position. Javier J et al. [5] proposed a location tech-
nique based on signal propagation model. This method has a higher positioning accu-
racy in theory, but at indoor environment, it has a low performance because it is hard 
to find fit signal propagation model in complex environment. In [6], Luo X et al. pro-
posed a novel indoor location system which is based on WIFI RSSI signal. It showed 
high precision in evaluation, but it costs too much manpower to decorate environment 
and had low precision in complex scene. 

The above mentioned methods need much more preparatory work and the result we 
get is insufficient to meet the basic needs of location-based services in indoor envi-
ronments.  

3 System Overview  

In this section, we briefly introduce our system. Our system can be organized into the 
framework in Figure 1. The system consists of three components, step detection com-
ponent, direction detection component and predicted probability model. It consists of 
four parts of information: accelerometer, gyroscope, map and GPS. After calculating, 
it outputs where the user walking to.  

When the user walks, both the accelerometer and the gyroscope of the phone keep 
sampling and sending the samples to the step detection algorithm and direction detec-
tion algorithm. These algorithms process data in real time. On one hand, it monitors 
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have different stride length, but in Ref. [8] we can roughly estimate their stride length 
based on their height. It is shown in the following table. 

Table 1. The Ratio between Stride Length and Height 

Subjects The Ratio between 
Stride Length and Height (%) 

10-30 Age 
Group 

Male 42.36 
Female 43.56 

40-60 Age  
Group 

Male 
Female 

41.17 
40.55 

There are two coordinates systems, the mobile phone coordinate system and the geo-
graphic coordinate system. They are shown in Fig. 2. In fact, the two references are dif-
ferent in most cases. In calculating orientation, we can obtain xyz angular velocity data, 
but we need Z-axis data. Therefore we take the mobile phone coordinate system transit-
ing to the geographic coordinate system. This problem is also appeared in the recent 
research [9], where the solution is to find the rotation matrix between the two references 
by acceleration measurement. It is not fit for pedestrian. It is not able to gain an accepta-
ble rotation matrix because it is changing during walking. The body shape and mobile 
phone orientation always change during walking, so some noise is recorded and we can-
not exclude the noise. Therefore we cannot get a precise rotation matrix. 

The angle which is pedestrian turns is same to the Z-axis changes in gyroscope. Our 
solution is based on two observations. Firstly, when a pedestrian is turning a corner, the 
value at each axis follows a recurring pattern. Second, when a pedestrian walks in a 
straight line, the average value in any axis does not fluctuate much. Z-axis direction and 
the direction of gravity are in a vertical plane. The acceleration sensor value is mainly 
produced by the gravity. We can use this value to determine the Z-axis direction compo-
nents of the xyz-axis. No matter how to change the direction of the mobile phone, we 
also can get the angel changed in Z-axis. Then, the adjusted angular displacement around 
Z-axis for an incoming turn is calculated as following formula.  · · ·

                                           (3) 

Where dx, dy, dz are the angular displacement of three axis and , ,  are the av-
erage acceleration of three axis. Then we can get the value of the instantaneous acce-
leration as following formula. · · ·

                                             (4) 

Where , ,  is the value of the instantaneous angular acceleration. Where , ,  is the value of the instantaneous linear acceleration. 

5 Map Based Indoor Target Prediction Algorithm  

To achieve predicting target, we need to analysis these data. So far, some related re-
searches are not focused on human behavior prediction. There are many regularities con-
cealing in human behavior and we can make use of these to infer the human purpose.  
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In this paper, it proposes a probability model to calculate the probability of tar-
get place. We start from the human behavior. When a person is walking to some-
where, he must go with a certain purpose, and he will move toward the target direc-
tion on the whole. So, the probability of the place becoming target is in direct propor-
tion to the decreasing distance between person and the place. We can get formula like 
this. . Where  is the distance  is the decreased distance and be-
tween user and place A and at time n. If the user is thinking something or he is not 
with a certain purpose, he will walk around a circle or go back forth. In these situa-
tions, the value t is not significantly increased. However we should not record and 
cumulate the value t. So the value t will be cumulated when the corresponding place 
is in user’s vision. In other situation the value t will be deleted. As shown in Fig. 3(a), 
the place A, B, C are in user’s vision and they are belong to a set of viable target 
points. The place F, G, H, I are not in user’s vision, so these value t will be deleted.  

 
(a)                       (b)                   (c) 

Fig. 3. Target points 

Suppose a situation that the user first goes to place A, and then he changed the goal 
to go to place B.it is shown in Fig. 3(b). If it only rely（relies） on value t, the result 
will not be changed in a long time. So we introduce another parameter to solve this 
problem. No matter the user how to walk we can get the line which is between user’s 
position and place A. The user always walks toward their target direction, so we can 
get the angle  between forward direction and baseline and the angle  between the 
line and baseline. We can get other angle about other places. If the  is similar with 
the , place A will be a target place of high probability.  

Consider a special situation that place A, place B, and the user are in a line. It is 
shown in Fig. 3(c). When user walks to them in line, how to distinct which place the 
user wants to go? From the analysis of the experience, people always select the place 
which is nearest to them. We assume that place A is the target place in this situation. 
Therefore, we should introduce a parameter d to make the probability in place A and 
B different. Where d is the distance between the place and the user’s current position. 
Meanwhile we hope this parameter would not make excessive effect. It is proposed a 
formula to calculate weight as follow.  ·

                                                       (5) 

Where  is the cumulate sum of the reduce distance between place I and user at 
different time. The formula is like this: ∑  Where  is between forward direc-
tion and baseline and  is between the line and baseline. Where d is the distance 
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between the place and the user’s current position. Therefore we could get the proba-
bility of each place becoming target, it is as follow formula.  ∑                                                              (6) 

In the end, we formally introduce the proposed algorithm 1. 
 

Algorithm 1: Target Prediction algorithm 
input: initial coordinate x, y, Map M, stride length δ ,place P 
output: the probability in each place Pr , , , … ,  

1 start 
2    δ;  θ 0; 
3    If(sensor is changed) 
4   Then θ θ θ‘ 
5    If(new step) 
6     Then step step 1; · cos ; y y · sin ; 
7    If( x, y  is out of M) 
8   Then x’ the nearest x in the M;  y’ the nearest y in the M;  
9    For i from 1 to n Do 

10   p ..  ; p ( . ) ( . )  ; arctan p ; 

11   If( 90) 

12    Then ;  ·
; 

13   Else  0; 0; 
14    End do 
15    For i from 1 to n Do 
16   Sum Sum ; 
17    End do 
18    For i from 1 to n Do 

19    

20    End do 
21    return ; 
22 End 

6 Evaluation 

We perform an experiment to assess the accuracy of predictions. Firstly, we introduce 
the experiment environment. Next we give some brief analyses which are according 
to the experimental results. Then we analyze some typical situations. In the end, we 
do some explanations in error results. The mainly equipment is MI 2S mobile phone. 
It consists of Snapdragon APQ8064 Pro 1741MHz CPU, 2GB RAM and some sen-
sors. In the experiment, the phone can be kept on hand at any angle or fixed in your 
pocket. In this paper, the experimental scenario is in a corridor platform which is 
about 120 square meters (15m multiply 8m). it is shown in Fig. 4. We set six interest-
ing places which can attract user. This experiment is mainly done by six volunteers. 
Let them walk to final target in particular path and in free path. Then our system col-
lects data in real time and gives the probability of each place. We examined whether it 
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is correct by comparing to the actual destination. In order to facilitate the experiment, 
the initial location of all volunteers is place C. 

We give brief analyses as follows. In Fig. 5(a), we let user walk in straight line 
from C to D. We can get high probability predicting place D, because the walking 
path is too simple. Then we let user walk in a circle from C to C in Fig. 5(b). Even the 
curvilinear motion, by measuring the angle of the gyroscope we can accurately obtain 
the walking path. After finishing three-quarters of a circle, the user move to place C. 
The probability of place C is 58% and continue rising before arrive at place C. It is 
shown that we are able to successfully predict the target place before reaching it in a 
certain distance. Then we do some complex paths test. We let user walk without pur-
pose in a period of time, then let him start to walk to a certain place. We also can get 
prediction with high probability. In Fig. 6(a) the probability of place A is 1, because 
there is no other place in user’s vision. The system predicated user would not go to 
other place. In Fig. 6(b), no matter how many laps the user walks, we also get the 
precise prediction. Next we make a robust test. This test may not accord to human 
behavior habit, but we can test if this system is stable. We also can get precise predic-
tion, no matter the user walks a lot of laps in Fig. 6(c) or the user walks like snake 
crawling in Fig. 6(d). 

       
                                 (a)           (b)  

Fig. 4. the experimental scene              Fig. 5. The result of target prediction 

In Fig. 11, the vertical ordinate indicates the prediction probability and the vertical 
horizontal indicates two meanings. The values on vertical horizontal indicate detected 
points in the process and the unit on vertical horizontal indicates a user step. We let 
user walk from C to F and we analyze the entire process. The probability of the place 
B is gradually increasing when the user is walking through 5 detected points. In the 
entire process, the user has no tendency to go to the place A, B, C. Therefore the 
probability of these is zero. The probability of the place B and E is high at first, and 
then they reduce during the process. Before completion of half the whole distance, we 
can clearly predict the user to go to F.  

As shown in Fig. 7(a). The user walks through a circle from C to F. At point ○1, us-
er is in ready state and he faces to D, so the probability of the place D is high at this 
time. Next the user walks through a circle, he has a tendency to go B, E, D. Therefore, 
the probability of these places are respectively raised at first, and then decreased. 
Then the user starts to move to A and the probability of place A becomes rising. In 
the end, the result of the highest probability is A. another situation is shown in Fig. 
7(b). We let user walk like a snake from C to B. When the user arrives at point 1, the 
system find that the user maybe go to B, so the probability of B is obviously rising. 
Then the user arrive at point 2, D is not in user’s vision, so the probability of B reduce 
to zero. The tendency of going to E is obvious. The probability of point E starts to 
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rise. When the user is between point 3 and 4, the tendency of going to B appears 
again. In the end, when the user at point 5, the probability of B is 84 percent. If the 
user always changes target, we will not be able to predict precisely. However, when 
user makes sure his final target, we can give precise prediction as soon as possible. 

 
(a)                         (b)  (c)    (d) 

Fig. 6. The result of target prediction 

 
(a) from C to F  (b)from C to A  (c) from C to B 

Fig. 7. The probability of different place 

 
(a) first situation               (b) last situation      (c) complex and limited map 

Fig. 8. Error situation 

In Fig 7(c), there are two situations which may cause error prediction. The first sit-
uation is that the user walks from C to B and then returns to C, but when the user 
walks back to C the place E is the highest probability. It is explained that the phone is 
not fixed, and the user turning range is too large. It produces some gyroscope noise, 
therefore the system cannot gain precise turning angle. To solve it, we can firmly fix a 
phone in the user body and let user slightly turns. The last situation is that the user 
walk from C to B, but the result which the system predicts is F. it is explained that at 
the beginning, there is no data to provide optimizing threshold, and the body shaking 
makes wrong “step” is recorded. We can collect some data to optimize threshold to 
avoid this situation happens. 

In Fig. 8(c), the user walks only on the black line. If he wants to walk from A to C, 
he will go through point B or D. Before arriving at B or D, the method which we pro-
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pose cannot predict C. In the future, we will collect some user data, analyze them and 
find some measures to overcome this challenge. 

7 Conclusion 

In this paper, we present MBITP, an indoor target prediction. It uses the accelerome-
ter and gyroscope of modern smartphones, and integrates them with external map 
information. People can use different ways holding the phone during the experiment. 
Real-world measurements show that we can get the precise prediction in high proba-
bility. We can get the precise prediction in high probability. In the future, we will 
collect more data and consider how to more effective to utilize these Big Data. 
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Abstract. This paper proposes the automatic generation of the middle frame 
and the middle frame automatic coloring method of two-dimensional animation 
process, users simply given starting key frames and end key frames, According 
to the algorithm proposed in this paper, the system can automatically generate 
all key frames that in the middle, and based on the starting key frame and 
termination of key frame color, the generated in the middle of the frame will 
been automatically chromatically. The experimental results show that, the 
automatic generation of intermediate frames and the middle frame automatic 
coloring method of two-dimensional animation is proposed in this paper 
production process can be successfully used in animation production, greatly 
improving the efficiency of animation. 

Keywords: Intermediate Frames, Automatically Generating, Automatic Color, 
2D Animation. 

1 Introduction 

As early as 1964, American scientist Ken Knowlton [1] produced the first computer 
animated film,  also written in FORTRAN language two-dimensional animation 
system called BEFLIX, from then on, began a two-dimensional computer animation. 
1971, Nestor Burtnyk and Marceh Wein who known as the father of computer anima-
tion, that proposed a "computer-generated key frame animation" technique, applica-
tion of the technology developed MSGEN dimensional animation system[2]. The key 
frame method is the main method movement of these early computer-generated ani-
mation system. 1974, computer animation in the film industry made a breakthrough, 
Hungar Reter Folders in the Cannes Film Festival with his film "La Fain" won the 
Prixdn Jnry Award. The main technology used in the film that is a key frame, since 
the middle of paintings produced by the computer, thus eliminating the need for a 
large number of mechanical hand-painted production intermediate labor[3]. 1990, the 
                                                           
* Corresponding author. 
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Eleventh Asian Games, television programs, the use of a computer animated head. 
This is determined by Beijing Science and Education Film Studio and North Jiao tong 
University co-produced, recorded a two-dimensional animated film on the film marks 
the first application of computer animation in the film-making [4]. 1995, created by 
Walt Disney's first fully computer-animated film production, "Toy Story". In comput-
er animation technology development process, we see that computer animation is 
from the simple to the complex a gradual process of development, and the develop-
ment of computer animation and cartoons, and the creation of film and television 
production are closely linked[5]. Since the draw frame interpolation process is very 
arduous lengthy, it is necessary to draw the outline of the middle of the screen, but 
also its color, on this basis, this paper proposes a new method to automatically gener-
ate an intermediate frame and batch colored, can greatly save manpower, has high 
practical value. 

2 Middle Frame Automatically Generated Technology 

The technical editor laplasse on line algorithm based on key graph edit, and according 
to the feature point matching results, the contour vector (Beizer curve) interpolation, 
and then obtain the intermediate frames. Specific steps are as follows:  

Step one: the foreground and background key frames in different layers in the 
drawing, the initial key frame and ending key frame editor as an intermediate frame 
basis, the key can be used to edit the lines of gradient-based deformation Laplace 
domain editing algorithm [6], This embodiment of the Laplace editing algorithms to 
establish deformation of each vertex in the adjacent points of the coordinate system: 

                                 ∑
∈

−
Nij

j
i

i V
d

V
1

                              (1) 

Where iV , jV is the vertex, id is the right weight vertex i , iN is the neighborhood of 

the vertex i . Drawing process can draw no more than one role in each layer in order to 
simplify the complexity of the matching algorithm [7]. 

Step 2: The line image in each layer is enclosed area is closed; This implementation 
for each frame image, filling technique using seed, closed range search independent, leaf 
nodes form a tree, for independent single line, linking the first endpoint, forms a closed 
region; In the leaf nodes of the same layer, if they are in the same closed region, is the 
formation of upper nodes, use the same method for the other frames, until the formation 
of a forest; For each node of each frame in the forest, calculate the corresponding region 
cent of mass and area ;To find the correspondence between the two frames from the root 

to the leaf node, compared with the cost relation as follows. areaw ×1 of overlap 

areawA ×+ 2/  of the overlapping areaBarea +/  of  the cent of mass distance 

ABw ×3 , where 1w  , 2w  and 3w  are weight coefficients ,the addition of 1.The 

operation can establish a correspondence between nodes in the same layer for each region 
of each of its forests and its corresponding frame.  
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Step 3: By using topological graph matching relationship to establish the initial key 
frame and end key frames between regions, matching topology map at the same time 
consider nested relation constraint hierarchy graph and global region shape and local 
deformation, but nested relation constraint hierarchy graph is not allowed to change the 
matching region contains relations and hierarchical relationship; 

Step 4: The relationship between the matching contour matching region vector;  
Step 5: In the closed area of different layer, feature point extraction contour vector, 

and feature point matching, feature points including the large curvature extreme points 
and curves, key frame interpolation algorithm of Bezier curve in the parameter domain 
interpolation; 

Step Six: According to the results of the matching feature points of vectored contour 
lines (Beizer curve) obtained by interpolating the intermediate frames. 

3 Automatic Batch Coloring Method 

The method to solve the case of two-dimensional animation software currently in use 
can not be in the lens characters or scene structure is more complex automated batch 
coloring problems and provide a two-dimensional animation process automatic batch 
coloring method [8,9]. 

Step 1: Each of the initial key frames and key frames are drawn to end in a differ-
ent layer; 

Step 2: The image of each layer of the line will been closed sealed area; 
Step 3: Matching system to establish the initial key frame and end key frames be-

tween regions through the topology map matching; 
Step 4: The initial key frames and ending key frames matching relationship with a 

combination of color information to establish the relationship between the range of 
color matching; 

Step 5: The same color information provided in the region corresponding to each 
intermediate frame in matching relationship. 

This method will be drawn after the closing lines of the enclosed area, calculate the 
matching relationship between each layer of each region, according to the matching 
color information to establish the relationship between the combined matching rela-
tionship between regions, different areas of the color information is passed to the 
corresponding region of the middle frame, so that animators color liberated from the 
heavy session, and thus have more energy into more creative creations. 

4 Experiments 

In this paper, the process of peaches from small to large, for example, in a .Net envi-
ronment, automatically generate intermediate frames through programming and batch 
coloring techniques [10]. First, draw the start frame and end frame of the animation 
sequence shown in Figure 1. 

Select the ten intermediate painting as a demonstration results, and its batch color, 
shown in Figure 2. 
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Fig. 1. Start fram and end of fram 

 

 

Fig. 2. Automatic generation of intermediate frames 

5 Conclusion 

The method provided in this paper can replace manual drawing the original middle 
frame, at the same time, the method of batch coloring is also provided, which can be 
closed in the region immediately on the needed color, save a lot of time and manpow-
er, so in practical application, this method has high practical value, can increase the 
production efficiency, to reduce the cost of animation production[11]. Also be pointed 
out that this method of processing object must be closed areas, when the initial frame 
and termination time frames are not identical, the middle frame will appear distortion 
phenomenon, the use of the process there are many restrictions and constraints, how 
to solve the problems in need of further study. 
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Abstract. Distance metric learning plays an important role in many machine
learning tasks. In this paper, we propose a method for learning a Mahanalobis
distance metric. By formulating the metric learning problem with relative dis-
tance constraints, we suggest a Relative Distance Constrained Metric Learning
(RDCML) model which can be easily implemented and effectively solved by a
modified support vector machine (SVM) approach. Experimental results on UCI
datasets and handwritten digits datasets show that RDCML achieves better or
comparable classification accuracy when compared with the state-of-the-art met-
ric learning methods.

Keywords: Metric learning, Mahalanobis distance, Lagrange duality, support
vector machine, kernel method.

1 Introduction

Metric learning aims to learn a Mahalanobis distance metric that amplifies the distance
between dissimilar samples and shrinks the distance between similar samples. Many
machine learning tasks, such as k-Nearest Neighbor (kNN) classification, are heavily
relied on the chosen distance metric, where proper distance metric can greatly improve
the performance of kNN classification. The learned metric can be used in classification
[12], clustering [13], retrieval [14]. Metric learning has been widely applied in many
real world applications, such as face verification [4], object classification [12], visual
tracking [6], etc.

Most existing metric learning methods are based on pairwise constraints, where the
distance between similar samples should be smaller than a upper bound u, while dis-
tance between dissimilar samples should be greater than a lower bound l, where l > u.
The representative pairwise constrained metric learning algorithms include neighbor-
hood component analysis (NCA) [7], information-theoretic metric learning (ITML) [1],
maximal collapsing metric learning algorithm (MCML) [3], etc. NCA directly maxi-
mizes a stochastic variant of the leave-one-out kNN score on the training set. How-
ever, NCA is formulated as a non-convex optimization problem, and its solution may

H. Wang et al. (Eds.): ICYCSEE 2015, CCIS 503, pp. 242–249, 2015.
c© Springer-Verlag Berlin Heidelberg 2015
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converge to local optimum. MCML and ITML are formulated as convex semidefinite
programming (SDP) problems. MCML tries to collapse all examples in the same class
to a single point and push examples in other classes infinitely far away. ITML formu-
lates the problem as that of minimizing the differential relative entropy between two
multivariate Gaussians under pairwise constraints on the learned metric.

Considering the complexity of the sample distribution, it is generally unnecessary
to require the distances between similar (dissimilar) samples to be lower (higher) than
a fixed bound u(l). Different from pairwise constraints, there are a number of metric
learning methods based on relative distance constraints. For each triplet (xi,xj ,xk)
where xi and xj are similar but xi and xk are dissimilar, the relative distance constraint
restricts that the learned distance dM (xi,xj) between xi and xj should be lower than
that dM (xi,xk) between xi and xk . By this way, relative distance constraints were in-
troduced to learn a proper Mahalanobis distance metric. Large margin nearest neighbor
(LMNN) [2] and BoostMetric [10] are two representative metric learning models based
on relative distance constraints. LMNN adopts the k-nearest neighbors (kNN) model to
construct a set of triplets, and aims to learn a distance metric that makes the distance
dM (xi,xj) be separated from dM (xi,xk) by a large margin. The LMNN model is for-
mulated as a convex semidefinite programming (SDP) problem, and a solver based on
projected gradient has been proposed for solving this SDP problem. Modified LMNN
models have been further investigated and applied to multi-task and non-linear metric
learning [17, 18]. BoostMetric is a boosting-like algorithm, which adopts a weak learner
to learn rank-one positive semidefinite (PSD) matrices and uses an efficient and scalable
boosting-based learning process to learn a linear combination of rank-one PSD matri-
ces [10]. Improved BoostMetric methods, e.g., MetricBoost [15] and FrobMetric [19,
20] were further developed and applied to face recognition and image classification. By
incorporating two regularization terms in the duality form, Liu and Vemuri [21] sug-
gested a robust metric learning method with relative distance constraints. Schultz and
Joachims [22] reduced the distance metric to a diagonal matrix, and used SVM to opti-
mize the proposed metric learning model based on relative distance constraints. In [5],
we formulated metric learning as a kernel classification framework, and analyzed the
relationship between the state-of-the-art metric learning models.

Most existing metric learning models are formulated as the SDP problems, and a
number of optimization algorithms, e.g., projected sub-gradient [2] and Boosting-like
[10], have been proposed to solve them. In this paper, we reformulate the metric learn-
ing with relative distance constraints as a kernel-based learning model. With this model
formulation, we suggest a Relative Distance Constrained Metric Learning (RDCML)
model which can be efficiently solved using a modified SVM solver. The experimental
results show that RDCML achieves comparable classification accuracy than the com-
peting methods.

The remainder of this paper is organized as follows. In Sect. 2, we introduce the
RDCML method and its detailed deduction. In Sect. 3, we present the experimental
results on the UCI and the handwritten digits data sets. In Sect. 4, we conclude the
paper with some concluding remarks.
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2 The RDCML Model

In Mahalanobis distance metric learning, the target is to learn a metric denoted by M,
by which the distance between two data points xi and xj is defined as

d2M (xi,xj) = ‖xi − xj‖2M = (xi − xj)
T M (xi − xj) (1)

To satisfy the non-negativity and triangle inequality of distance metric, M should be
constrained to be a positive semidefinite (PSD) matrix. As a special case, when M is an
identity matrix, the Mahalanobis distance in (1) becomes the Euclidean distance.

2.1 Problem Formulation

Denote {(xi, yi) |i = 1, 2, ..., N} by a training set, where xi ∈ R
d is the ith training

sample, and yi is the class label of xi. Here we define xj as a hit of xi if xj (j �= i)
and xi belong to the same class. Otherwise, we call xj a miss of xi if xj (j �= i) and xi

belong to different classes. Given a triplet set T = {(xi,xj ,xk) |yi = yj �= yk}, where
xj is the nearest hit of xi, and xk is the nearest miss of xi. In practice, we take one hit
and one miss to construct the triplet for each sample, then we can get N triplets for the
training set. The RDCML model restricts that the distance of each sample to its nearest
hit should be separated by a large margin with the distances to its nearest miss. So the
optimization problem is formulated as:

min
M,ξ

1

2
‖M‖2F + C

∑
i,j,k

ξijk

s.t. (xi − xk)
T
M (xi − xk)− (xi − xj)

T
M (xi − xj) ≥ 1− ξijk,

ξijk ≥ 0, ∀i, j, k, M � 0,

(2)

where ξijk denotes the slack variable, ‖·‖2F denotes the Frobenius norm and C is
the coefficient of the loss term. Here we introduce a matrix Xijk , where Xijk =

(xi − xk) (xi − xk)
T − (xi − xj) (xi − xj)

T .
The RDCML model defined above is convex and can be solved using the standard

SDP solvers. However, the high complexity of the general-purpose interior-point SDP
solver makes it only suitable for small scale problems. In order to reduce the computa-
tional complexity, in the following we first analyze the Lagrange duality of the RDCML
model, and then propose an algorithm by iterating between SVM training and PSD pro-
jection to learn the Mahalanobis distance metric.

By introducing the Lagrange multipliers λ, κ and Y, we can derive the dual problem
of Eq. (2) as follows:

max
λ,Y

− 1

2

∥∥∥∑
i,j,k

λijkXijk +Y
∥∥∥2
F
+
∑

i,j,k
λijk

s.t. 0 ≤ λijk ≤ C, ∀i, j, k, Y � 0.

(3)

The KKT condition implies the following relationship between λ, Y and M:

M =
∑

i,j,k
λijkXijk +Y (4)



Metric Learning with Relative Distance Constraints 245

The Lagrange duality allows us to solve the primal problem by solving its Lagrange dual
problem, and the primal solution can then be obtained based on the KKT conditions.
For the optimization in (2), we can first solve the dual problem in (3), and then obtain
M using (4).

2.2 Optimization

Although the problem in (3) is also a semidefinite programming problem, fortunately
it can be efficiently solved using the alternative optimization method. That is, we first
fix Y and solve the sub-problem on λ. Then, by fixing λ, we solve the sub-problem on
Y. By alternatively updating Y and λ, we can obtain the optimal solution of the dual
problem in (3). Given Y, the sub-problem on λ is:

max
λ

− 1

2

∑
i,j,k

∑
l,m,n

λijkλlmn 〈Xijk,Xlmn〉+
∑

i,j,k
pijkλijk

s.t. 0 ≤ λijk ≤ C
(5)

where pijk = 1 − 〈Xijk ,Y〉 and 〈Xijk ,Y〉= tr
(
XT

ijkY
)

denotes the inner product

of matrices Xijk and Y. Equation (3) is a quadratic programming (QP) problem, and
can be efficiently solved by the SVM solvers such as LibSVM [8]. Given λ, the sub-
problem on Y is:

min
Y

‖Y −Y0‖2F s.t. Y � 0 (6)

where Y0 = −
∑

i,j,k λijkXijk . We can use the eigenvalue decomposition to solve the
problem (6). Through the eigenvalue decomposition of Y0, i.e., Y0 = UΛUT and Λ
is the diagonal matrix of the eigenvalues, the solution to the sub-problem on Y can be
explicitly expressed as Y = UΛ+U

T , where Λ+ = max (Λ, 0).

Algorithm 1. The Modified SVM Algorithm of RDCML

Input: T = {(xi,xj ,xk) : the class label of xi and xj are the same, while the class
label of xi and xk are different}

Output: M
1: Initialize Y(0), t ← 0
2: repeat
3: Update λ(t+1) by solving the sub-problem (5) using an SVM solver
4: Update Y

(t+1)
0 = −

∑
i,j,k λ

(t+1)
ijk Xijk

5: Update Y(t+1) = UΛ+U
T , where Y

(t+1)
0 = UΛUT , and Λ+ = max (Λ,0)

6: t ← t+ 1
7: until the difference between the objective functions of (2) and its dual problem (3) lower

than a threshold t
8: M =

∑
i,j,k λijkXijk +Y

9: return M;
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Table 1. Statistics of the UCI datasets used in our experiments

Dataset # of training samples # of test samples Feature dimension # of classes
Breast Tissue 96 10 9 6

Cardiotocography 1,914 212 21 10
ILPD 525 58 10 2
Letter 16,000 4,000 16 26

Parkinsons 176 19 22 2
Statlog Segmentation 2,079 231 19 7

Sonar 188 20 60 2
SPECTF Heart 80 187 44 2

3 Experimental Results

The proposed RDCML method is evaluated by kNN classification (k = 1) using two
kinds of datasets: the UCI datasets and the handwritten digit datasets. We compare
the proposed RDCML method with several state-of-the-art metric learning methods,
including four pairwise constrained methods, i.e., NCA [7], ITML [1], MCML [3] and
LDML [4], and one relative distance constrained method, i.e., LMNN [2]. Moreover,
we also compare RDCML with the kNN classifier (k = 1) with the Euclidean distance.
We set the coefficient parameter C = 1 in the RDCML model.

For each dataset, if there is no defined partition of the training set and the test set, we
evaluate the performance of each method by 10-fold cross validation. The classification
error rate is obtained by averaging the 10 runs. We implement RDCML based on the
popular SVM toolbox LibSVM [8]. The source codes of NCA, ITML, LDML, MCML,
and LMNN are also online available, and we tuned their parameters to get the best
results. All the experiments are run on a workstation with 4 Intel Core i7 CPUs and 16
GB RAM.

3.1 Results on the UCI Datasets

In this subsection, we use eight datasets from the UCI Machine Learning Repository
[9] to evaluate the proposed method. On the SPECTF Heart and Letter datasets, the
defined training set and test set are employed to run the competing methods. On the
other datasets, we use 10-fold cross validation to test the metric learning models. Table
1 summarizes the basic information of the 8 UCI datasets.

We compare the RDCML with the other competing methods. Table 2 lists the clas-
sification error rates of the seven methods on the 8 UCI datasets. RDCML achieves the
best performance on Breast Tissue, ILPD, Letter, and Statlog Segmentation datasets.
In order to provide a fair comparison on the performances of these models on multiple
datasets, we list the average ranks of these models [16]. For each dataset, we rank the
classification error rates of these models in the ascending order, and calculate the aver-
age rank for each model. One can see from Table 2 that the proposed RDCML achieves
the best average rank.
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Table 2. Comparison of the classification error rates (%) and average ranks of different metric
learning models on the UCI datasets

Dataset Euclidean NCA ITML MCML LDML LMNN RDCML
Breast Tissue 30.74 34.90 37.75 30.74 47.00 34.40 30.74

ILPD 34.69 34.22 33.69 34.69 35.94 34.22 32.78
Letter 4.10 2.70 2.88 4.10 10.05 3.55 2.58

Statlog Segmentation 2.58 2.38 2.29 2.79 2.96 2.54 2.08
Cardiotocography 21.69 16.06 19.80 20.66 22.06 19.11 19.53

Parkinsons 4.11 7.89 6.22 12.84 7.25 5.16 4.74
SPECTF Heart 38.40 27.27 35.19 29.85 33.06 34.66 34.22

Sonar 14.33 12.93 14.76 24.19 22.76 11.67 14.57
Average Rank 4.125 2.875 4 4.75 6.125 3.25 2.125

Table 3. Statistics of the handwritten digit datasets used in our experiment

Dataset # of training samples # of test samples Feature dimension # of classes
PenDigits 7494 3498 10 16
Semeion 1436 159 10 256

USPS 7291 2007 10 256
MNIST 60000 10000 10 784

3.2 Results on the Handwritten Digits Datasets

Apart from the UCI datasets, we assess the RDCML model on four handwritten digit
datasets: MNIST, PenDigits, Semeion, and USPS. On the PenDigits, USPS and MNIST
datasets, we use the defined training/test partitions to train the models and calculate the
classification error rates. On the Semeion datasets, we use 10-fold cross validation to
evaluate the metric learning methods, and the error rates are obtained by averaging over
the 10 runs. Table 3 summarizes the basic information of the four handwritten digit
datasets.

As the dimensions of the samples from USPS, Semeion and MNIST are relatively
high, we first represented them into the vector form and used Principle Component
Analysis (PCA) to reduce the feature dimension to 100, and train the metrics in the
PCA subspace. Since MCML requires very large memory space (over 30 GB) on the
MNIST dataset and cannot be run in our PC, we do not report the experimental result
of MCML on this dataset. One can see from Table 4 that the proposed RDCML method
outperforms all the other methods on the four handwritten digit datasets. Table 4 also
lists the average ranks of these models in the last row. Of course RDCML achieves the
best average rank on the handwritten digit datasets. The result shows that RDCML is
effective in handwritten digits classification.
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Table 4. Comparison of the classification error rates (%) and average ranks of different metric
learning models on the UCI datasets

Dataset Euclidean NCA ITML MCML LDML LMNN RDCML
PenDigits 2.36 2.23 2.39 2.36 6.15 2.51 2.23
Semeion 8.53 5.67 5.61 11.13 6.10 5.41 5.21

USPS 5.18 5.58 6.23 5.18 11.88 5.42 4.98
MNIST 2.86 5.56 2.72 N/A 8.67 2.26 2.17

Average Rank 3.75 3.75 4.25 4.33 6.25 3.5 1

4 Conclusion

In this paper, we propose a metric learning model, i.e., Relative Distance Constrained
Metric Learning (RDCML). For each triplet, RDCML restricts that the Mahalanobis
distance between xi and xj should be smaller than that between xi and xk, and adopts
the Frobenius norm regularizer and the hinge loss. We further propose a modified SVM
algorithm for solving RDCML. The experimental results show that RDCML achieves
better or comparable classification accuracy when compared with the state-of-the-art
metric learning methods.

RDCML sheds some new insights on the formulation and optimization of metric
learning. In the future, we will investigate effective metric models for some specific
learning tasks like face verification, ranking and retrieval, and extend the iterative SVM
algorithm for solving these models.
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Abstract. With the explosive growth of Internet information, it is more and 
more important to fetch real-time and related information. And it puts forward 
higher requirement on the speed of webpage classification which is one of 
common methods to retrieve and manage information. To get a more efficient 
classifier, this paper proposes a webpage classification method based on locality 
sensitive hash function. In which, three innovative modules including building 
feature dictionary, mapping feature vectors to fingerprints using Locality-
sensitive hashing, and extending webpage features are contained. The compare 
results show that the proposed algorithm has better performance in lower time 
than the naïve bayes one. 

Keywords: Explosive growth, Webpage classification, Locality-sensitive hash-
ing, Fingerprint, Extending webpage features. 

1 Introduction 

With the rapid development of network and communication technologies, the Internet 
has connected tens of millions of networks and the information is undergoing a verit-
able explosion of growth. The Internet has become a huge library without catalog [1]. 
According to “The 31st times China Internet development state statistical report”, the 
webpage number has increased by 36.1 billion in one year. That is, there are 0.99 
million new webpages appearing every day. How to quickly fetch the interesting in-
formation and mining implicit knowledge from the Internet have been widespread 
concerned by experts and scholars. 

Webpage classification can be divided into more specific ones: subject classification, 
functional classification, sentiment classification, and other types of classification [2]. This 
paper focuses on subject classification. I.e., judging whether a webpage is about “arts”, 
“sports” and “computer” or not. Most existing webpage classification algorithms are based 
on common text classification ones like k-Nearest Neighbor algorithm (KNN) [3, 15, 16], 
Support Vector Machine (SVM) [4, 17, 18] and naïve bayes (NB) [5,19]. However, their 
performance cannot meet the efficiency requirement of webpage classification on the 
                                                           
* Corresponding author. 
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Internet.  KNN’s time complexity is linear, but that of its classifying-phase is not. The 
SVM classification algorithm, its learning ability and computational complexity is inde-
pendent of the dimension of the feature space, thereby cannot meet the requirements of 
real-time webpage classification. NB owns the best time performance among all classifi-
cation algorithms. But its speed is still not well meeting the requirements of webpage 
classification.  

Locality-sensitive hashing (LSH) [6] is a method of performing probabilistic di-
mension reduction of high-dimensional data. It is raised by Piotr Indyk and Rajeev 
Motwani to solve problems of neighbor search in main memory. LSH has been  
applied to several domains including Near-duplicate detection [7, 8], Hierarchical 
clustering [9], and Genome-wide association study [10]. Its basic idea is to hash the 
input items so that similar items are mapped to the same buckets with high probabili-
ty. The best advantages of LSH are that it improves space utilization and reduces time 
complexity. This paper aims to achieve a low time complexity and high accuracy 
classification algorithm, which is more suitable for webpage classification on the 
Internet. 

The remaining of the paper is organized as follow: Section 2 presents a webpage 
classification model based on LSH. Section 3 describes the algorithm in detail. Sec-
tion 4 presents the comparative experiments between the proposed algorithm and the 
NB algorithm. And, Section 5 concludes this paper. 

2 Webpage Classification Model Based on LSH 

The proposed webpage classification model is presented in Fig. 1. 

• Preprocessing.  

1. Parse document into a word stream, remove stop words; 
2. Calculate the weight of words; and,  
3. Use words threshold to retain only significant words and obtain feature vector and 

weight vector. 

 

Fig. 1. Webpage classification model 
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Definition 1 (webpage keyword vector ( ) and keyword weight vector ( )): 
A keyword vector is defined as a vector composited by higher frequency words. And 
a weight vector is composed by tf [11, 12] of the corresponding dimension. Respec-
tively, they are shown as follows: ( , , … , ) ( , , … , ) 

where  represents a keyword. 
Definition 2 (webpage (category) feature vector ( )): A feature vector is de-

fined as the intersection between  and a feature dictionary.A  is represented as 
follows: ( , , … , ) 

Definition 3 (Union of feature vectors): The union of two feature vectors is de-
fined as that appending words in the second vector to the first one and do not merger 
similar items.  That is,  , , … , , , … ,( , , … , , , , … , ) 

3 Webpage Classification Algorithm Based on LSH 

The webpage classification algorithm based on LSH (WCA_LSH) has four main parts 
including building feature dictionary presented in Section 3.1, training classifier phase 
presented in Section 3.2, Extending features presented in Section 3.3 and classify 
phase presented in Section 3.4. 

3.1 Building Feature Dictionary 

Pseudo-code for the algorithm of building feature dictionaries is as follows. 

  

1) Get document; 
2) Parse document and remove stop words; 
3) Calculate word frequency and inverse document 

frequency ; 
4) Using word threshold ( ) [11, 12], retain only 

significant words as features. And calculate the 
hash value ( ) by common hash function, 
a ) is defined. 

5) For each class, distribute the features randomly 
into  feature dictionaries. And the tuple 

 is inserted into a corresponding 
feature dictionary. 

6) Record feature vector and weight vector (
 and ) for each category; 
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3.2 Training Classifier 

For each category, we generate  fingerprints by mapping its feature vector to the  
feature dictionaries. The method used to map characteristic fingerprint is one kind of 
LSH, named simhash. Simhash [13] was developed by Moses Charikar. This paper 
aims to obtain a better classification performance in a lower time complexity by using 
LSH.  

Based on the algorithm of mapping characteristic fingerprint, we use feature dictio-
naries to train classifier. For each category, we repeat the following procedure. 

 

At last, a category is presented by d fingerprints ,  ,…, . And,   
, ,…, ; , ,…, ;…,; and , ,…,   represent  categories. 

3.3 Extending Features 

Let ( , , … , )and ( , , … ) represent feature vector 

and weight vector of the category ( 1,2, … , ) under the feature dictionary  
(the intersection of feature dictionary  and feature vector of category i). Where  
represents the size of . And ( , ,…, )and ( , ,…, ) represent 
feature vector and weight vector of one webpage under the feature dictionary  . 
Where  represents the size of . The procedure of extending features showed in Fig. 
2 and the basic idea is as follows. 

 

1) If 0  , 1,2, … , , namely, when the fea-
tures number of webpage is less than the minimum 
class feature numbers, we need extend its fea-
tures. 

2) Use union operation to extend feature vector. As-
sume  is the feature vector which needs to be ex-
tended And ( , ,…, ) ( , , … , ), store 
the size of  into a variable . 

3) Calculate the weight vector of extended feature 

vector. ( , ,…, ) ( , , … )。 

1) Input feature dictionaries and and : 
   ( , , … , ),  ( , , … ); 
2) For each feature dictionary, calculate the inter-

section of the dictionary and . The same as  . 
3) Using the algorithm presented in [13] to map the 

corresponding fingerprint ( 1,2, … , , 1,2, … , ); 
4) Record d fingerprints of every category. 
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Input k and min{nji, i=1,2,…,m}

0<k<min{nji}
N

begin

fvjci=(ftj1,ftj2,…,ftjk)U(tj1,tj2,…,tjnji)

Y

hvjci=(qj1,qj2,…,qjk)U(hj1/kci,hj2/kci,…,
hjnji/kci)

fvjci=(tj1,tj2,…,tjnji)

hvjci=(qj1,qj2,…,qjk)

end

 

Fig. 2. Extending features 

3.4 Classify Webpage 

After a classifier is trained, we classify all documents in testing examples to evaluate 
the classification system. For each webpage, the classification process is shown in 
Fig. 3.  

 

Fig. 3. Webpage classification 
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4 Experiment 

In this paper, all the experiments are implemented in the same hardware and software 
environments. There are eleven sugon servers as datanodes and one as namenode. The 
hardware of each machine is 16-core 2.2GHz and 64G RAM. The programming lan-
guage is Java. We use the corpus organized by Fudan university computer informa-
tion and technology department International Database Center Natural Language 
Processing group. The comparative baseline is a distributed NB classification algo-
rithm developed by Apache mahout [11, 12]. 

4.1 Experiment Prepare 

In our experiments, C3, C11, C19, C31 and C39 represent Art, Space, Computer, 
Environment and Sports categories respectively. 

4.2 Determining Initial Parameters 

In this part, we determined initial parameters of our algorithm including the threshold 
for choosing features for every category and the count of feature dictionaries ( ) by 
several comparative experiments. The results are shown in Figs. 4and 5. 

 

Fig. 4. The value of F1 under different 
threshold value 

 

Fig. 5. The execution time and F1 value 
under different size of feature dictionaries 

 
In NB, The same method is used to select features, namely . So we use NB 

algorithm to determine the first parameters, threshold. From Fig. 4, we can see that 
the value of 1 of NB is the highest when threshold equals 2.0, so we choose 2.0 as 
the threshold in our paper. 

Fig. 5 shows the relation among the value of  , execution time and 1 value in 
WCA_LSH algorithm. From Fig. 5, we can see that in the range of 1 to 10, the larger 
the , the larger the 1 as well as longer the Algorithm’s execution time. And the 
value of 1 is stabilizes with the increasing of . We choose 8 as d’s .In that case, 
the WCA_LSH classification can obtain higher accuracy in lower time. 
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4.3 Comparative Experiments 

The comparative results are shown in Table 2. In Table 2, the column CAT is abbrev-
iation of category and ALG is abbreviation of algorithm. ,  and 1 represent the 
precision, recall and F1 value respectively presented in Section 3.4. The column AVG 
represents the average value of ,  or 1 and AVG time represents the average 
time of execution time. 

From Table 2, we can know that although the average precision and recall of 
WCA_LSH are slightly lower than the NB one, the former has better stability than the 
latter, and the classification time of the latter is 2.5 times than the former. What is 
more, for C3 and C11 two categories, the recall value of WCA_LSH is higher than 
NB one. In summary, the proposed classification algorithm can obtain good classifi-
cation precision with obvious advantage in its efficiency. 

Table 1. The comparative result between WCA_LSH and NB classification algorithms 

Measure  CAT 

 

ALG 

C3 C11 C19 C31 C39 AVG  AVG 
time 

(s) 

P WCA_LSH 0.9669 0.9109 0.8783 0.9352 0.7943 0.8971 13.2 

NB 0.9937 0.9846 0.9112 0.9675 0.7995 0.9313 32.6 

R WCA_LSH 0.7089 0.7960 0.9190 0.8883 0.9697 0.8564 13.2 

NB 0.6362 0.7944 0.9904 0.9524 0.9856 0.8718 32.6 

F1 WCA_LSH 0.8180 0.8495 0.8982 0.9112 0.8732 0.8700 13.2 

NB 0.6496 0.7920 0.9492 0.9435 0.8829 0.8687 32.6 
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Abstract. In the face of a growing number of large-scale data sets, affinity 
propagation clustering algorithm to calculate the process required to build the 
similarity matrix, will bring huge storage and computation. Therefore, this pa-
per proposes an improved affinity propagation clustering algorithm. First, add 
the subtraction clustering, using the density value of the data points to obtain 
the point of initial clusters. Then, calculate the similarity distance between the 
initial cluster points, and reference the idea of semi-supervised clustering, add-
ing pairs restriction information, structure sparse similarity matrix. Finally, the 
cluster representative points conduct AP clustering until a suitable cluster divi-
sion. Experimental results show that the algorithm allows the calculation is 
greatly reduced, the similarity matrix storage capacity is also reduced, and bet-
ter than the original algorithm on the clustering effect and processing speed. 

Keywords: subtractive clustering, initial cluster, affinity propagation cluster-
ing, semi-supervised clustering, large-scale data sets. 

1 Introduces  

Affinity propagation algorithm (AP)[1-3] is a clustering algorithm widespread con-
cern in recent years, AP algorithm to each data point as a candidate class represents 
the point, avoiding the clustering results is limited to select the initial class representa-
tive points. But AP algorithm for iterative process prone to swings and algorithms 
need to store two great the similarity matrix, making storage complexity, which limits 
the ability of AP algorithm for processing large-scale data. 

Semi-supervised clustering[4] combines the unsupervised learning and supervised 
learning characteristics, improve the quality of clustering, is one of the important re-
search directions in the field of data mining, machine learning and pattern recognition.  

Due to the limitations AP algorithm for processing large data sets, proposed an im-
proved affinity propagation clustering algorithm. The subtraction clustering algorithm 
is introduced, drawing on ideas semi-supervised clustering, adding constraints, mak-
ing the similarity matrix storage reduction, improve processing speed, shorten the 
operation time. 



 Semi-supervised Affinity Propagation Clustering Based on Subtractive Clustering 259 

2 Related Work  

Reference [5] for some of their own data sets with complex structures, nuclear me-
thods and affinity propagation algorithm is combined ,making the original cluster 
space is mapped into a high dimensional feature space, taking into account the spatial 
attribute data, using the data in the original spatial distribution manifold to constrain 
and adjust kernel function. Reference [6] The basic idea is to test data sets were ran-
domly divided into two parts, and then SAP algorithm were used to obtain the corres-
ponding class represents a collection point in each section, the last two classes will be 
combined into a new set of representative point data sets and then run once SAP algo-
rithm. Algorithm for the data size is halved due to the PSAP, and therefore the 
amount of time spent computing time of approximately one eighth of the original. 
Reference [7] First, use the information to adjust the data set pairwise constraints 
distance matrix, calculated the distance manifold, resulting similarity measure based 
on manifold distance, and finally use the new similarity matrix conduct AP clustering 
algorithm. The objective function of the algorithm article adds penalty factor. Refer-
ence[8] characterization data distribution from the start, integrated global and local 
distribution of data, design of a data variable similarity metric calculation method 
effectively reflect the actual distribution of data clustering.  

3 Affinity Propagation Clustering  

AP algorithm is a clustering algorithm based on neighbor information dissemination. 

The similarity 
2

s( ) i ji, j = x -x− between data points composed of the similarity 

matrix , SN×N as input, ( , )S i i is the same value P. generally, P is the intermediate 
values of dual points similarity. The P bigger ,the larger the number of clusters. AP 

algorithm delivery two types message: Between any two data points ix  and jx , the 

responsibility r( )i, j represents the point jx  as a representative of a class representa-

tive points ix  suitable level. the availability a( )i, j represents the point ix  select 

point jx  as a representative of a class representative points suitable level. Core  

algorithm is that these two messages constantly update process, update the following 
formula: 

 

' 'r ( ) s ( ) - m a x ( a ( ) s ( ) )i , j i , j i , j i , j
'j j

← +
≠  (1) 

 

'if a( ) m in{0, r( ) m ax 0, r( , ) )}
' ',

i, j j, j i j
i j i i i j

i j≠ ← + ∑
≠ ≠ ≠

， （

 (2) 

 

'a( ) max 0, r( , ))
' ',

j, j i j
i i i j

← ∑
≠ ≠

（

 (3) 
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Introducing damping k , eliminate oscillations may occur. 

 new oldr ( ) r ( ) (1- ) r( )i, k i, k i, kλ λ← × + ×
 (4) 

 new olda ( ) a ( ) (1- ) a( )i, k i, k i, kλ λ← × + ×
 (5) 

Among them, 0 1λ λ< <（ ）the higher the value (default is 0.5).  
Determine the point i cluster representative points: 

 
{ a ( ) ( ) }a r g m a x k i , k r i , kk +=

 (6) 

Among them, if =i k , then point i  itself is the cluster center; If i k≠ , then point k  
is the point i  cluster representative. 

4 Semi-supervised Clustering  

Semi-supervised clustering is to extract part of the unknown sample as a priori know-
ledge, commonly used a priori knowledge representation as pairwise constraints.  

(1)If ix  and jx belong to the same cluster, that is Must-link constraints 

(x ,x ) M s( ) 0 &  s ( ) 0i , j j , ii j ∈ ⇒ = =  

(2)If ix  and jx  belong to different clusters, that is Cannot-link constraints， 

(x ,x ) C s ( ) - &  s ( ) -i , j j , ii j ∈ ⇒ = ∞ = ∞  

5 Subtractive Clustering  

Subtraction clustering algorithm [9] proposed by Chiu, consider a collection of N data 
points in an M-dimensional space. The algorithm process is as follows [10]:  

Step1: Each data point is the candidate cluster centers, density index definition 

data point ix is: 

 
( )

2

exp 21

2

x xn i j
Di j ra

−
∑= −
=

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟⎜ ⎟
⎝ ⎠  (7) 

With the highest density index data points xci  as the first cluster center, Dci  is 

the density index. { }{ }1
min max

2
r x xa i kk i

= − . 
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Step2: other data point density index is defined as: 

 
( )

2

1
expi 2

2

x xi c
D D D i ci i c i

rb

−
= − − ≠

⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟⎜ ⎟
⎝ ⎠  (8) 

To avoid a similar distance in the cluster, and generally (1.2~1.5)r rb a= ,  

 Step3：
1

1

Dck

Dc

δ+ <   (9) 

Repeat the above repair process, it is determined whether or satisfies equation 
(9), when the exit was established, if true, then go to Step2. Nikhil R Pal and Debrub 
Chakraborty[11] found in the experiment 0.5δ =  is to get the maximum number of 

clusters limit maxC .the ,r ra b  bigger, the fewer the number of clusters generated, con-

versely, the more the number of clusters generated [12]. 

6 Semi-supervised Affinity Propagation Clustering Based on 
Subtractive Clustering 

Improved algorithm based on the above ideas is called Semi-supervised Affinity 
Propagation Clustering Based on Subtractive Clustering (SAP-SC), the algorithm idea 
is as follows: 

1. Using subtractive clustering in data sets, according to the density value, obtain 
initial cluster centers in turn; 

2. Calculate the similarity distance between the initial cluster centers; 
3. Add the semi-supervised clustering Must-link constraints and Cannot-link 

constraints; 
4. The cluster representative points conduct AP clustering, calculate r( )i, j and

a( )i, j , continually update information for each sample point. 
5. Eliminate the shock until the clustering results are stable, to achieve conver-

gence of purpose; determine the number of classes meets the requirements, and if not, 
then change the p value, repeat iterative process.  

SAP-SC algorithm is described as follows: 

Step1. Using the formula (7) calculate the candidate cluster centers ix data point 

density index; 
Step2.Using the formula (8)  calculate the density of other data points; 

Step3. Reaching restrictions
1

1

c

c

k
D

D
δ+ < ，stop counting the number of initial clus-

ter centers; 
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Step4. Take the number of initial cluster center is iC N< ，wherein, iC  is the 

initial cluster center, N is the number of data points; 
Step5.Initialize p，order a ( )=0i, j and r( )=0i, j ， i jx x X∀ ∈， the initial clus-

ter center ， calculate the Euclidean distance between any two data points
1

2 2

2
= -ij i jD x x
⎛ ⎞
⎜ ⎟
⎝ ⎠ ; 
Step6.Add a pair restriction information adjust the distance matrix; 
Step7.Using the AP clustering algorithm, with the calculation formula(1)-(3)for 

the iteration; 
Step8.According to equations(4)(5)eliminate oscillation to achieve the purpose 

of convergence; Analyzing whether the number of classes to meet the requirements. If 
not, change the value of p , repeat the iterative process until the number of clusters 
meet the requirement, then final output the clustering result.  

7 Simulation 

This experiment in memory 2GB, processor AMD Turion (tm) Ⅱ Dual-Core Mobile 
M520 2.30GHz, 32-bit operating system windows7, using matlab programming.UCI 
data sets used in the experiment to verify the performance of the algorithm, the test 
data sets as shown in Table 1. 

Table 1. The basic situation UCI datasets 

datasets 
number of 
samples  

number of 
attributes 

class num-
ber 

Vowel 990 10 11 
Yeast 1484 8 10 

Image Segmentation 2310 19 7 
Wave-form 5000 21 3 

Landsat Satellite  6435 36 7 
 

Experiments using 10-fold cross-validation method, each drawn from the original 
data set 90% as the training data set, the remaining 10% as the test data set. In deter-
mining the number of pairs of constraints, taking the average cross-validation results 
of 10 times, it represents semi-supervised clustering algorithm in a fixed number of 
pairwise constraints on clustering performance of a data set. 

7.1 Evaluation  

F-measure of precision and recall composition used for clustering evaluation. Preci-
sion and recall the definition of a class and its classification as follows:

N
Prec(i, C )=

N
j

k

ik
,

N
Rec(i, C )=

N

ik
j

k

Wherein, N ik is the number of categories i  in the  
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cluster k ; Nk is the number of k clusters of all the objects ; N i  is the number of i  in 

the classification of all objects. F-measure is defined as:

2Prec(i, C )Rec(i, C )
F measure(i,C )= 

(Prec(i, C )+Rec(i, C ))

j

j

j
j

j

− The F-measure by each category i of F-measure 

weighted average:
[ ( )]

F=

i F i
i

i
i

∑ ×

∑
Wherein, i is the number i  of the classification of 

all objects.  

Entropy is a measure of the purity of cluster indicators, for each cluster kC , the En-

tropy is 
t

= log( )tk tkk p pE ∑－ .Wherein, ptk  is the probability of cluster k sample be-

longs to class t. Entropy is a weighted average across all clusters Entropy of

= ( )k
j

k

N
E

N
E ×∑－ . Wherein: N represents the total number of data sets of samples, Nk  

represents the number of the number of samples in cluster k. 

7.2 Results and Analysis 

Experiments with AP、SAP and SAP-SC three algorithms on five data sets were 
tested, Figure (a), (b)were given three algorithms random experiment 20 times the 
average F-measure and Entropy indicators, table 2 shows three algorithms the number 
of iterations and average running time. By the subtractive clustering method the pa-

rameter values can be obtained, selecting the optimal parameters as follows: b
0.6r = ,

a
r 0.5= , 0.5δ = , the maximum number of iterations is 100. The results shown below: 

 

Fig. 1. (a) F-measure indicators with three 
algorithms on five data sets 

Fig. 2. (b) Entropy indicators with  three 
algorithms on five data sets  

 
V:Vowel Y:Yeast Is:Image Segmentation Wf: Wave-form  Ls:Landsat Satellite 
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Table 2. Three algorithms iterations and average running time 

 AP SAP SAP-SC 

data sets 

number 
of 

itera-
tions 

average 
running 
time (s) 

number 
of ite-
rations 

average 
running 
time (s) 

number 
of itera-

tions 

average 
running 
time (s) 

Vowel 33 78.24 38 108.43 23 61.74 
Yeast 38 122.43 29 162.13 34 92.44 
Image 

Segmen-
tation 

47 210.92 44 301.27 37 150.22 

Wave-
form 

59 428.85 53 448.51 46 278.65 

Landsat 
Satellite 

67 533.23 59 553.35 48 313.23 

 
From the above results the following conclusions can be drawn:  
a)From Figure (a), (b), with the same number of constraints for the different algo-

rithms of F-measure Index and Entropy Index. Compared with the original AP algo-
rithm, the performance of SAP-SC clustering algorithm has been greatly improved, 
the clustering effect is also better than SAP algorithm. This is because this paper 
based on semi-supervised algorithm metrics way is better reflect the law of data sets, 
making the clustering structure of the data set is more straightforward. In some data 
sets data structures have more overlap, the Euclidean distance measure cannot be 
separated, are not well calculated similarity distance. The subtraction clustering can 
find density of data points as potential cluster center, in the case of large volumes of 
data can be quickly and effectively classified.  

b) Known from Table 2, a small amount of data, three algorithms consumed almost 
the same time. But for complex structures, multi-dimensional data sets, SAP-SC algo-
rithm is much more efficient than the other two algorithms, AP algorithm and SAP 
algorithms consume a lot of time in calculating the similarity distance between any 
two data points , reducing the efficiency. Subtractive clustering method is indepen-
dent of the data dimension, thus greatly reducing the number of iterations. Therefore, 
SAP-SC algorithm can greatly shorten the running time, the greater the amount of 
data, the more obvious advantages. 

8 Summary 

From the simulation experiments, we verify that the operating efficiency of the algo-
rithm, improved clustering algorithm on the speed has improved greatly. Since sub-
tractive clustering in determining the number of clusters to consider parameters, and 
further research is needed on how the clustering process automatically remove outlier 
problem. Therefore, improve this problem is our next work to be done. 
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Abstract. Sequence analysis technology under big data provides unprecedented 
opportunities for modern life science. A novel gene coding sequence identifica-
tion method is proposed in this paper. Firstly, an improved short-time Fourier 
transform algorithm based on Morlet wavelet is applied to extract the power 
spectrum of DNA sequence. Then, threshold value determination method based 
on kernel fuzzy C-mean clustering is used to combine Signal to Noise Ratio 
(SNR) data of exon and intron into a sequence, classify the sequence into two 
types, calculate the weighted sum of two SNR clustering centers obtained and 
the discrimination threshold value. Finally, exon interval endpoint identification 
algorithm based on Takagi-Sugeno fuzzy identification model is presented to 
train Takagi-Sugeno model, optimize model parameters with Levenberg-
Marquardt least square method, complete model and determine fuzzy rule. To 
verify the effectiveness of the proposed method, example tests are conducted on 
typical gene sequence sample data. 

Keywords: gene identification, power spectrum analysis, threshold value deter-
mination, kernel fuzzy C-mean clustering, Takagi-Sugeno fuzzy identification. 

1 Introduction 

With the completion of the Human Genome Project (HGP), obtaining effective bio-
logical information from numerous DNA sequences with physical or mathematical 
methods has important theoretical significance and practical value for biology, medi-
cal science and pharmacy [1]. Thus, gene coding sequence identification is considered 
as a hotspot in the field of bioinformatics under big data [2-5]. 

How to identify coded sequence (i.e. exon) in a given DNA sequence is a problem 
as well as the most fundamental and primary issue in bioinformatics. The common 
method of gene identification is statistics. It generally requires regarding DNA se-
quences with known coded sequences information as training dataset so as to deter-
mine parameters in the model [6]. However, the accuracy of gene identification will 
decrease greatly under the condition of inadequate gene information. Therefore, the 
key of gene identification is widely attached to the use of signal processing  
and analysis method to discover gene coded sequences. Its basic steps are as follows. 
To begin with, map symbol sequences of four nucleotides A, T, G and C into the 
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corresponding numerical value sequences according to certain rules. Besides, conduct 
discrete Fourier transform to indicator sequences respectively so as to obtain the 
square power spectrum of each sequence, and add them together to obtain the power 
spectrum of the whole DNA sequences [7]. 

Research shows that, for the N DNA sequence, the power spectrum curve of exon 
sequence has a high spectrum peak at frequency N/3, but intron does not have a simi-
lar peak. This statistical phenomenon is called as 3-cycle of basic group which is 
generally considered as important feature information that can be used to identify 
gene coded sequence [8]. 

For DNA sequence identification, there are problems to be studied. Firstly, explore 
some rapid calculation method of power spectrum and SNR for long DNA sequence. 
Secondly, study threshold value determination method of gene identification for DNA 
sequence of certain gene type. Thirdly, consider factors such as the influence of ran-
dom noise of DNA sequence and study methods for determining two endpoints of 
gene exon interval accurately. The proposed method in this paper attempts to provide 
solutions for problems above. 

This paper is organized as follows. In section 2, extracting power spectrum using 
improved short-term Fourier transform based on Morlet Wavelet is introduced. Sec-
tion 3 presents threshold value determination based on kernel fuzzy C-mean cluster-
ing. In section 4, exon interval endpoint identification based on Takagi-Sugeno fuzzy 
model is described. Experimental results and analytical work are discussed in section 
5. Finally, the conclusion is given in section 6. Figure 1 shows the structure of gene 
coding sequence identification method. 

 

Data Preprocessing 

Takagi-Sugeno Fuzzy Model

Improved Short-term 
Fourier Transform Based 

on Morlet Wavelet

Kernel Fuzzy C-mean 
Clustering (KFCM)

Training

Value Mapping

Extracting Power Spectrum

Determining Threshold Value

Identifying Exon Interval Endpoint 

Voss Mapping

Test
 

Fig. 1. The structure of gene coding sequence identification method 
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2 Extracting Power Spectrum Using Improved Short-Term 
Fourier Transform Based on Morlet Wavelet 

According the 3-cycle feature of exon in combination with scale change feature of 
wavelet and sliding window feature of short-time Fourier transform, a fast algorithm 
of extracting gene sequence power spectrum using improved short-time Fourier trans-
form based on Morlet wavelet is proposed. 

Short-time Fourier transform form based on Gaussian window [9] is 

2( )
( )2( , , )

x b
ja x b

STFT x b a e eϕ
−− −= . (1) 

Where, a is scalability factor and b is shift factor. For the N DNA sequence, Morlet 
wavelet transform frequency can be fixed at w0=(N/3). 

Short-time Fourier transform function based on Morlet wavelet is 

2

0

( )
( )2( , , )

x b
j x bax b a e e ωϕ

−− −= . (2) 

Then, the transformation formula of gene sequence is 

2

0

( )
( )2( , ) ( ) ( , , ) ( )

x b
j x baU a b u x x b a u x e e ωϕ

−− −= =∑ ∑ . (3) 

Where, a is scale change parameter and b is displacement parameter. 
Power can be expressed as 

2( , ) | ( , ) |P a b U a b= . (4) 

Four nucleotide types ATGC can be respectively transformed, thus obtaining 
( , )AU a b , ( , )BU a b , ( , )CU a b  and ( , )DU a b  and further calculating power spectrum 

of each sequence- ( , )AP a b , ( , )BP a b , ( , )CP a b  and ( , )CP a b . 

The overall power spectrum can be expressed as 

( , ) ( , ) ( , ) ( , ) ( , )A T G CP a b P a b P a b P a b P a b= + + + . (5) 

3 Threshold Value Determination Based on Kernel Fuzzy  
C-Mean Clustering 

SNR data of DNA exon and intron sequence can be classified into two types by clus-
tering analysis algorithm. The discrimination threshold value can be determined 
through calculates the weighted sum of clustering centers obtained. As kernel fuzzy 
C-mean clustering algorithm (KFCM) [10] well solves the dependence of traditional 
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clustering algorithm on data distribution and has a high accuracy, threshold value 
determination method based on KFCM clustering is studied in this paper. 

3.1 Kernel Fuzzy C-Mean Clustering Model 

For the sample set X={xi| i =1, 2, …, N}, value function of fuzzy C-mean clustering 
algorithm (FCM) can be expressed as 

2

1 1

( , )
N C

m
m ij i j

i j

J x vμ
= =

= −∑∑U V . (6) 

Where, ijμ  must meet 

1 1

, 1; , , [0,1]; , 0
C N

ij ij ij
j i

i i j jμ μ μ
= =

∀ = ∀ ∈ ∀ >∑ ∑ . (7) 

Where, C is the clustering number, N is the number of samples, [ ]ij C Nμ ×=U  is fuzzy 

C division matrix, ijμ  is the membership value of sample ix  corresponding to the 

jth clustering, V=[vj] is the set constituted by C clustering centers and m is index 
weight influencing the fuzzy degree of membership matrix. With lagrangian multip-
lier method, the objective function can be established as follows. 

1 1

( , , ) ( , ) ( 1)
N C

m i ij
i j

J Jλ λ μ
= =

= + −∑ ∑U V U V . (8) 

Non-linear mapping : ( )x xφ φ→  is introduced, and then sample distance in fea-

ture space can be defined as: 

( ) ( ) ( , ) ( , ) 2 ( , )i j i i j j i jx v K x x K v v K x vφ φ− = + − . (9) 

Where, K is kernel function. The value function of KFCM is 

2

1 1 1

( ) ( )
C C N

m
i ij i j

i i j

J J x vφ μ φ φ
= = =

= = −∑ ∑∑ . (10) 

This paper uses Gaussian kernel function 

2 2( , ) exp[ ( ) / ]K x y x y σ= − − . (11) 

Formula (9) is substituted with formula (11), ( , ) 1K x x = , then formula (10) can 

be expressed as 
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1 1

2 [1 ( , )]
C N

m
ij i j

i j

J K x vφ μ
= =

= −∑∑ . (12) 

Partial derivatives of Jφ  about μ and v are calculated respectively. Updated for-

mulas of new clustering center V and membership matrix U are obtained. 

1/( 1)

1

1/( 1)

1 1

( , )
(1 ( , ))

,
( , ) (1 ( , ))

N
m

mij i j i
i ji

j ijN C
m m
ij i j i j

i j

K x v x
K x v

v
K x v K x v

μ
μ

μ

− −
=

− −

= =

−
= =

−

∑

∑ ∑
. (13) 

3.2 Discrimination Threshold Value Calculation 

Clustering center V (two clustering center values are contained in this problem) is 
finally obtained in SNR data clustering of DNA sequence. The discrimination thre-
shold value can be selected according to 

2

0
1

i i
i

R w v
=

=∑ . (14) 

Where, iw  is weight coefficient of two clustering centers, characterizing the degree 

of importance attached to exon and intron. 

4 Exon Interval Endpoint Identification Based on  
Takagi-Sugeno Fuzzy Model 

The difficulty of gene identification consists in accurate discrimination of two end-
points of gene exon interval. The method of fuzzy reasoning can be used to identify 
and correct two endpoints of exon and accurately locate DNA sequence coding area 
by training and test under a given threshold value. This paper studies exon interval 
endpoint identification model based on Takagi-Sugeno (T-S) model. 

4.1 Takagi-Sugeno Fuzzy Model 

Assume that there are N groups of data samples 1 2( , , , , )j j j j
mx x x y , 1, 2, ,j N=  

and take the first data sample 1 1 1 1
1 2( , , , , )mx x x y  as the first clustering center 

1 1 1
1 2( , , , )mρ ρ ρ=ρ , where 1 1 ( 1, 2, , )i ix i mρ = = . The corresponding fuzzy subset is 

1
iA  and membership mean is 1

iρ . Proper variance σ  and clustering radius r  are 

selected according to the object to be identified. 
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For the k th data sample 1 2( , , , )k k k
mx x x , 2,3, ,k N= , assume that m clusters 

exist and clustering centers are respectively 1 2, , , Mρ ρ ρ , the distance between this 

data sample and these m clustering centers is calculated with fuzzy likelihood func-

tion [11] (take the reciprocal of fuzzy likelihood function value 
1

( )l
i

m
k
iA

l

x mμ
=
∑ ) 

1

( ) , 1,2, ,l
i

m
k

l iA
l

D m x l Mμ
=

= =∑ . (15) 

Assume that min
kD  is the minimum distance between this sample and these cluster-

ing centers, i.e. the nearest cluster of the k th data sample. If min
kD r> , this data sam-

ple is considered as a new clustering center 

1 1 1 1 1
1 2( , , , ),M M M M M k

m j jxρ ρ ρ ρ+ + + + += =ρ . (16) 

L clusters are obtained after N groups of sample data are considered, i.e. L fuzzy 
rules. Then, fuzzy model structure can be established. Antecedent parameters ρ  and 

σ  have been obtained in the clustering process. The conclusion part is input and 
output linear function. Conclusion parameter P  is obtained with Levenberg-
Marquardt least square method. 

Based on the consideration of structure self-adaption, the concept of “confidence” 
of rules obtained is introduced. When the confidence of a rule is lower than certain 
threshold value minQ , obsolete rules are rejected dynamically. The “confidence” of 

the lth rule is defined as 

1
( ) (1 ) min

( , )
l

i
h i l

n
Q l

S A A T
δ ε δ

⎛ ⎞
= − × × +⎜ ⎟

⎝ ⎠
. (17) 

Where, ε  is constant, ( , )h i lS A A  is likelihood function between fuzzy sets iA  and 

lA , T is number of identification steps, ln  is the times that l is selected as the nearest 

cluster in T-step identification; (0,1)δ ∈  is weight, which is used to adjust their 

action degree in confidence. 

4.2 Steps for Exon Interval Endpoint Identification 

Steps for exon interval endpoint identification based on T-S model are as follows. 
Step1. Determination of sample sequence length and sequence coding 
Cut out coding sequence with a length AL  ( 1 2AL L L= + ) for each exon interval 

endpoint respectively as model input, where 1L  and 2L  are upstream and down-

stream length of interval endpoint respectively. 
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Each basic group in sample sequence is provided with a real number. The corres-
ponding relationship is 

A→1.5; C→0.5; G→-0.5; T→-1.5; others→0. 
Cut out a sequence with a length 40AL =  for each possible interval endpoint 

sample and encode it into AL  dimensional vector as input of T-S model. 

Step2. Interval endpoint identification based on T-S model 
① Training. For exon samples and intron samples, make their ideal output re-

spectively as 0.95 and -0.95, use Levenberg-Marquardt least square method to 
calculate T-S model structure and antecedent and consequent parameters 
through iteration. 

② Test. Take the sample to be identified as input, calculate one real number out-
put value through T-S model, set up a proper threshold value and discriminate the 
type of this sample. 

5 Example Test and Analysis 

KFCM, FCM, mean square method, weighted mean method with standard deviation 
and empirical threshold value method are compared by using sample data of gene 
sequence of 100 persons and rats and 200 mammals [12]. The discrimination accuracy 
statistics of threshold value determination of data of two types of gene with five me-
thods are shown in Table 1. The overall accuracy of threshold value discrimination is 
defined as = ( + ) 2n pA S S , where sensitivity ( )= / +n P P NS T T F , specificity 

( )= / +p N N PS T T F , TP is the number of exons correctly determined, TN is the number 

of introns correctly determined, FN is the number of introns wrongly determined, FP is 
the number of exons wrongly determined. 

Table 1. Discrimination accuracy statistics of five threshold value determination methods 

Evaluation index Method Human and mouse Mammal 

Threshold value R0 

KFCM 3.4898 2.1440 
FCM 3.4997 2.1650 

Empirical threshold value 2.0000 2.0000 
Mean 4.3880 2.5710 

Weighted mean 5.6199 2.9016 

Total accuracy A 

KFCM 0.7166 0.6412 
FCM 0.7143 0.6396 

Empirical threshold value 0.6165 0.6366 
Mean method 0.6909 0.6339 

Weighted mean 0.6544 0.6354 

According to table 1, threshold value determination method based on KFCM has 
better classification performance. 

The performance of exon position identification algorithm based on T-S model is 
verified with human mitochondrial gene sequence NC_012920 [12]. At first, power 
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spectrum of gene sequence is calculated by power spectrum algorithm. Then, the 
positions of exon are preliminarily determined by threshold value determination algo-
rithm. Figure 2 shows the analysis result of power spectrum. The preliminary deter-
mined positions of exon endpoints are shown in Table 2. 
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Fig. 2. Analysis result of power spectrum 

In figure 2, the actual and preliminary determined intervals of exons are 
represented by solid and dashed boxes respectively. Endpoint sequence is tested with 
sliding window according to exon endpoint obtained and T-S fuzzy model established 
(50 points in forward and back direction respectively), as shown in Figure 3. 

20bp 20bp

ExonIntron

Gene 
sequence

Sliding 
window

Move

Exon 
endpoint

Intron

 

Fig. 3. Schematic diagram of sliding window test 

100 groups of sequences obtained through sliding window are used as input of T-S 
fuzzy model. According to the sliding sequence identification result at endpoint 1, the 
identification result of sequence at exon endpoint 1 obtained through power spectrum 
is close to the feature of exon endpoint sequence (the identification result near this 
sequence section is closer to ideal output 0.95). Thus, the identification value of end-
point 1 is used as the start endpoint of this exon. According to the sliding sequence 
identification result at endpoint 2, the identification result of the 82nd sequence is 
closer to the feature of endpoint sequence. Therefore, the result is corrected as 
8582 (82 50) 5 8742+ − × = , and the correction method of other endpoints can be used 

in the same way. The corrected positions of exon endpoints are shown in Table 2. 
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Table 2. The preliminary determined and corrected positions of exon endpoints 

 
Endpoint 

1 
Endpoint 

2 
Endpoint 

3 
Endpoint 

4 
Endpoint 

5 
Endpoint 

6 

Preliminary de-
termined positions 

8197 8582 12199 13307 13933 15702 

Corrected posi-
tions 

8197 8742 12199 13217 13883 15652 

Fig.4 shows the sensitivity Sn and specificity Sp of test results on 60 sequences se-
lected from 100 human genes and 200 mice genes provided with random sampling. 
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Fig. 4. Sn and Sp of test results 

According to the test results, the proposed DNA exon identification algorithm can 
identify and correct exon endpoint to a certain extent. 

6 Conclusion 

A novel gene coding sequence identification method is studied in this paper. The 
improved short-time DFT algorithm based on Morlet wavelet can effectively reduces 
the amount of calculation and quickly extract the power spectrum of DNA sequence. 
Besides, the threshold value determined with KFCM has a better classification accu-
racy compared to FCM, mean square method, weighted mean method with standard 
deviation and empirical method. Moreover, Takagi-Sugeno fuzzy identification model 
can effectively identify and correct gene exon interval endpoint and has high accura-
cy. In this paper, threshold value is obtained by weighted sum of two clustering cen-
ters. Thus, the selection method of its weight coefficient is to be further studied. 
Meanwhile, it is necessary to deeply explore the identification of DNA exon se-
quences with repeated and consecutive segments. 
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Abstract. Though weighted voting matching is one of most successful image 
matching methods, each candidate correspondence receives voting score from all 
other candidates, which can not apparently distinguish correct matches and in-
correct matches using voting scores. In this paper, a new image matching method 
based on mutual k-nearest neighbor (k-nn) graph is proposed. Firstly, the mutual 
k-nn graph is constructed according to similarity between candidate correspon-
dences. Then, each candidate only receives voting score from its mutual k nearest 
neighbors. Finally, based on voting scores, the matching correspondences are 
computed by a greedy ranking technique. Experimental results demonstrate the 
effectiveness of the proposed method. 

Keywords: Image matching, mutual k-nn graph, spectral technique. 

1 Introduction 

Image matching is one of the important techniques in image processing, which has been 
widely used in many computer vision tasks including remote sensing, medical image 
analysis, 3D reconstruction and so on [1-5]. As an important aspect of image, image 
feature point plays an important role in analyzing images. Image feature point has a 
good adaptability for image deformation, occlusion and gray change. Hence, image 
feature point matching is widely used. Meanwhile, establishment of correct matching 
correspondences between image feature points is a fundamental problem in the field of 
computer vision, which is also a research hotspot. In fact, solving correct correspon-
dence between feature points is a typical NP problem, and approximate methods are 
required. Generally, image feature point matching methods are mainly classified into 
two categories: First, through the similarity measurement between feature points to 
obtain the initial matches, and then use an algorithm to remove incorrect matches to get 
more precise matches [6]. Second, considering the geometrical relationship between 
feature points, combined with similarity measurement between feature points, match-
ing results are obtained directly [7], [8]. 

Leordeanu and Hebert [7] proposed an effective method using a spectral relaxation 
technique. The main process is as follows. Firstly, a graph is constructed whose nodes 
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represent candidate correspondences and edges denote the affinities between candidate 
correspondences. Then, optimal matching between feature points is obtained by uti-
lizing the principal eigenvector of affinity matrix. This method usually leads to better 
results [7], [9], [10]. However, when the number of candidate correspondences is large, 
the principal eigenvector computation is time-consuming [10]. Yuan et al [10] pro-
posed a weighted voting method using a greedy technique. Each candidate corres-
pondence not only gives its voting score to other candidate matches, but also receives 
voting scores from other candidate correspondences. Then, the optimal matches are 
computed by simple addition and ranking operation. This method significantly reduces 
the running time, but matching precision is difficult to maintain. Voting is an effective 
decision-making method, which has been widely used in image matching task [11], 
[12]. In this paper, we propose a new voting method by using the mutual k nearest 
neighbor graph model, in which each candidate match only receives voting from its 
mutual k nearest neighbors to make correct candidates get higher votes. Promising 
experimental results show the benefits of our method.  

2 Mutual k Nearest Neighbor Graph 

Assume that there are n vertices in the graph, for each vertex vi, its k-nearest neighbors 
v1, v2… vk can be found through some kind of distance measurement. Vertex vi connects 
to its k nearest neighbors with k directed edges. The direction of each edge is that vi 
points to its k-nearest neighbors. In this way, a k-nn graph is constructed, where V={v1, 
v2, …, vn}, E={eij |vi, vj∈V, vj∈KNN(vi)}, KNN(vi) denotes the set of k nearest 
neighbors of vertex vi. Mutual k-nn graph [13], [14] is a variant of the standard k-nn 
graph. In mutual k-nn graph, there is a connection between two vertices only if the rule 
of the neighborhood is fulfilled by both vertices, i.e., there is an edge between vi and vj 
if and only if vi ∈KNN(vj) and vj ∈KNN(vi). In contrast, in a k-nn graph, there is an 
edge between vertex vi and vj, if one of them belongs to the k-nearest neighbors of the 
other. Hence, the mutual k-nn graph is a sub-graph of the k-nn graph with the same data 
and the same value of k. The mutual k-nn graph is considered more restrictive. Mutual 
k-nn graph bi-directional mining vertical information is more than k-nn graph one-way 
mining vertical information. 

3 Image Matching Based on Mutual k-nn Graph 

In [10], each candidate match receives voting from all other candidate matches, how-
ever, incorrect candidate usually makes negative contribution to the whole voting 
result. To overcome this problem, we propose an image matching method which is 
based on mutual k-nn graph, called mutual k-nn matching (MKM). In MKM, each 
candidate only receives voting from its mutual k nearest neighbors. In this case, each 
correct matching correspondence usually receives voting from correct matches.  
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3.1 Mutual k-nn Graph Representation  

In order to obtain mutual k nearest neighbors of each candidate, we need to represent 
matching correspondences as a mutual k-nn graph. The details are as follows. Let P and 
Q be two images to be matched. In image P, n key-points (x1, y1)… (xn, yn), indexed by 
I=(1, 2, …, n), are detected. In image Q, n' key-points (x1', y1')… (xn', yn'), indexed by 
I'=(1', 2', …, n'), are detected. Each pair of ci=(i, i'), where i∈I and i'∈I', can be re-
garded as a candidate correspondence. In mutual k-nn graph, each candidate is taken as 
a vertex, i.e. V= {v1, v2… vn | vi=(i, i')}. There is an edge between vi and vj if each of 
them belongs to the k-nearest neighbors of the other. The measurement of near 
neighbor relationship is according to the similarity between candidate correspon-
dences. The similarity S using geometric information is defined as follows: 

 ( )''
',',,

max1),( vuuv
vuvu

jiijji ddddcc −−−= ′′S  (1) 

where 22222222 )()(,)()( jijijijijijijiij yyxxdyyxxd ′′′′′′′′ +−+−=+−+−= σσσσ .σi 

is the scale of feature point i in image P, (xi , yi) is the position of i in image P. σi' is the 

scale of feature point i' in image Q, ),( ii yx ′′ is the position of i' in image Q. Note that 

similar definition is also presented in the work [15]. 
The similarity (Eq. (1)) is based on pair-wise geometric relationship between can-

didate matches. We can see that if both two candidates are correct, the geometric 
consistency is well preserved by them. Thus, in mutual k-nn graph, the higher similarity 
between two matches, the bigger probability of an edge exists between them. In con-
trast, incorrect matches happen in unstructured, random way and they fail to meet 
geometric consistency. Therefore, the similarities between incorrect matches and other 
candidates are low. The mutual k-nn graph bi-directionally verifies neighborhood for 
each pair of vertices. Hence, the number of mutual k nearest neighbors of incorrect 
matches is few. From above discussion, we can draw a conclusion that correct matches 
mainly receive high voting scores from correct matches, and vice-versa. The difference 
of voting score between correct and incorrect matches is obvious. Therefore, we can 
make use of voting score to distinguish correct and incorrect matches. 

3.2 Image Matching Based on Mutual k-nn Graph 

In section 3.1, how to represent matching correspondences as a graph is introduced. 
Then correct matches will be got according to voting score, which is similarity between 
two candidates. Each candidate receives and accumulates the voting scores given by its 
mutual k nearest neighbors and the final score is divided by the number of mutual k 
nearest neighbors. The overall algorithm can be summarized as below. Fig. 1 shows the 
voting score for each correspondence. Fig. 1(a) is initial matches, which consists of 100 
correct correspondences (cyan lines) and 50 incorrect correspondences (red lines).  
In Fig. 1(b), every correspondence is marked by a round dot. Height of round dot in 
vertical direction represents for voting score for every correspondence. It is clear that 
correct matches get higher scores than incorrect ones. 
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Fig. 1. An example of voting scores for ‘house’ image matching 

Algorithm 1.  Image matching based on mutual k-nn graph (MKM) 

1: Calculate similarity matrix S between candidate matches O according to Eq(1) 

2: Build mutual k-nn graph using similarity S as  
GMKNN=(V,E), where V={v1,v2,…,vn |vi =(i,i')}, E={eij | 

vj∈KNN(vi) ∧ vi∈KNN(vj)} 

3: Calculate voting scores for each ci as: ∑ ≠
∗=

ij jijii cccccscore ),(),()( Sδ  

where otherwise0,),(if1),( E∈= jiji ccccδ  

4: Normalize: )(/)()( iii cdegreecscorecscore =  

5: While( O is not empty) do 
6:    Find the current correct match c* in O as: )(maxarg* iOc cscorec

i∈
=  

7:    Add match c* to the correct correspondence set C and remove c* from O 
8:    Remove all potential candidates in conflict with c*=(i, i') from O. These are 

matches of the form (i, k) and (q, i') for one-to-one matching constraints. 
9: End while 

3.3 Computational Complexity 

There are two main parts for the whole proposed method: mutual k-nn graph con-
struction and voting, i.e., O=Oknn + Ovoting. Mutual k-nn graph construction process can 
be performed in O(knlogn), where n is the number of candidate matches. Computing 
the score of each correspondence can be performed in O (kn).  

4 Experimental Results 

In order to evaluate the performance of the proposed method, a comparison between 
MKM, SM [7], WVM [10] and RANSAC [16] has been performed. The computation 
of the affinity matrix for these comparison methods is W (ci, cj) =S (ci, cj). The tested 
images are selected from Zurich Building Image Database (ZuBud) [17]. For each 
image, the SIFT [6] features are computed firstly, then they are matched based on 
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nearest neighbor distance ratio [18] in order to obtain the candidate matches.  
The ground truth has been manually marked. For each image pair, 200 correct matches 
are randomly selected and incorrect matches are then generated. The results are pre-
sented with the average recall rate [18] and the average precision rate [18] because the 
added random incorrect matches are regenerated every time. The algorithms are re-
peatedly executed 100 times for each recall. Through the average precision versus 
recall curve, performances of different algorithms are compared.  

Fig. 2 shows the results. Here, the initial matches contain 200 correct and 100 in-
correct matches. We can see that (1) at the same recall value, our MKM always gains 
higher precision than WVM and SM. (2) As the recall increases, the precision de-
creases due to incorrect matches, and MKM maintains higher results than other me-
thods. To further validate the robustness of MKM method, we evaluated our method in 
the case of larger number of incorrect matches, as shown in Fig. 3. The initial matches 
contain 200 correct and 150 incorrect matches. Here, we note that at the same recall 
value, MKM still obtains higher precision than WVM and SM, indicating the robust-
ness of the proposed MKM method. This is because in mutual k-nn graph, no matter 
how many incorrect matches increase, each candidate only receives voting from its 
mutual k nearest neighbors. That is, increase of incorrect matches will not affect k 
nearest neighbors of correct matches significantly. Therefore, each correct match 
mainly receives voting from correct matches. Correct matches can get higher voting 
scores than incorrect matches. Fig.4 further shows the comparison results with 
RANSAC. Note that our MKM slightly outperform RANSAC. However, MKM is 
obviously faster than RANSAC. Fig.5 shows some matching results, in which initial 
matches containing 200 correct and 150 incorrect matches are show in Fig.5 (a). Fig.5 
(b-d) shows matching results using WVM, SM, MKM, respectively, as they return 150 
correspondences from initial matches. Note that our MKM generally performs better 
than SM and WVM.  
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Fig. 2. Precision vs. recall results for six pairs of images 
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Fig. 3. Precision vs. recall results when larger number of incorrect matches exists 
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Fig. 4. Comparison results between different matching methods 

5 Conclusions 

A new image matching method based on mutual k-nn graph is proposed. Each candi-
date is treated not only as a candidate but also a voter. Our method takes the advantage 
of the fact that the incorrect matches generally have few mutual k nearest neighbors 
which happen in unstructured, random way. For each candidate, voting is summed 
from its mutual k nearest neighbors, and it reflects how other candidate correspon-
dences support this candidate. The experiments show that the proposed algorithm 
obtains better matching results. 
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 (a) Initial matches        (b) WVM     (c) SM       (d) MKM 

Fig. 5. Matching results of different methods (incorrect matches are marked by red lines) 
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Abstract. As a distributed computing platform, Hadoop provides an
effective way to handle big data. In Hadoop, the completion time of job
will be delayed by a straggler. Although the definitive cause of the strag-
gler is hard to detect, speculative execution is usually used for dealing
with this problem, by simply backing up those stragglers on alternative
nodes. In this paper, we design a new Speculative Execution algorithm
based on C4.5 Decision Tree, SECDT, for Hadoop. In SECDT, we spec-
ulate completion time of stragglers and also of backup tasks, based on a
kind of decision tree method: C4.5 decision tree. After we speculate the
completion time, we compare the completion time of stragglers and of
the backup tasks, calculating their differential value, and selecting the
straggler with the maximum differential value to start the backup task.
Experiment result shows that the SECDT can predict execution time
more accurately than other speculative execution methods, hence reduce
the job completion time.

Keywords: speculative execution, C4.5 decision tree, Hadoop.

1 Introduction

With the development of big data, Hadoop has become the next-generation Inter-
net information processing platform [1], [2]. In Hadoop [3], jobs are decomposed
into a series of tasks for paralleling running. This makes job execution time de-
pend on slow-running tasks – namely stragglers. Tasks may be slow for various
reasons, such as hardware errors or software bugs, but the definitive causes may
be hard to detect. Hadoop doesn’t try to fix slow-running tasks, but tries to
detect slow-running tasks in order to launch a backup for them. This is termed
speculative execution of tasks. Although speculative execution mechanism is an
effective way to solve the above problem, there are some unnecessary startup of
backups as a result of inaccurately calculating completion time of task.

C4.5 decision tree algorithm is an extension of ID3 algorithm. It can be used
for classification. It has several advantages: fast learning, high accurate classifi-
cation, simple shape model and better robustness for noise data. In this paper,
C4.5 decision tree is used to accurately classify historical information of suc-
cessful map/reduce tasks in each node to construct decision trees. Besides, it is

H. Wang et al. (Eds.): ICYCSEE 2015, CCIS 503, pp. 284–291, 2015.
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convenient for the stragglers and backup tasks to quickly and accurately find a
set of similar map/reduce tasks by traversal decision trees. These trees are used
as the basics for the prediction of completion time of stragglers and of backup
tasks. It is an efficient and feasible way for accurately prediction of completion
time in speculative execution.

In this paper, in order to accurately predict the completion time of strag-
glers and of backup tasks, and reasonable select backup nodes, we propose
a new speculative execution algorithm based on C4.5 decision tree (SECDT).
SECDT establishes four decision trees — two weight decision trees (WDTmap

and WDTreduce) and two time decision trees (TDTmap and TDTreduce) to clas-
sify historical information of successful map/reduce tasks. These decision trees
are based on the weights of each phase of map/reduce tasks and the execution
time of map/reduce tasks. The prediction of completion time of stragglers and
of backup tasks are implemented by traversal WDT and TDT . SECDT fur-
ther classifies work nodes into map quick nodes and reduce quick nodes. Thus,
SECDT can start backup tasks for map stragglers on map quick nodes and start
backup tasks for reduce stragglers on reduce quick nodes.

The rest of this paper is organized as follows. In section 2, we will introduce
on related work. In section 3, we design a new speculative execution model, and
then propose our algorithm, SECDT. In section 4, we describe and analyze our
experiment. Finally, section 5 makes conclusions and illustrates our future work.

2 Related Work

Hadoop is an open source implementation of distributed storage and computing
system. It reflects the absolute advantage in high-volume data processing [4].
In this framework, failure [5] is the normal event rather than the exception. In
view of the undetermined failure for straggler, speculative execution is utilized
to support fault tolerance in Hadoop. In the past few years, a lot of efficient
speculative execution algorithms( [6], [7], [8]) have been proposed to reduce the
execution time of job sets.

Longest Approximate Time to End (LATE) [9], as a classical MapReduce
scheduling algorithm, is widely used in speculative execution. There are three
principles in LATE: prioritizing tasks to speculate, choosing fast nodes to run
on and capping straggler tasks to prevent thrashing. It selects the tasks with
longest remaining time and start up the backup tasks. In case any of the backup
tasks finishes earlier than the original task, the original task will be terminated.
However, because the progress of tasks is computed on the basis of fixed-weight
of phases of map/reduce tasks, the performance of the job is poor.

To solve the above problem, many researchers proposed kinds of methods.
In [10], a History-based Auto-Tuning (HAT) algorithm is proposed. It tunes the
weights of phases of a map/reduce task according to the value of history tasks
and uses the accurate weights of phases of the last historical task to calculate
the progress of current tasks. Although the algorithm uses history tasks pre-
dict execution time, it just reserves weights of phases of the last task. In [11],
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a Self-Adaptive MapReduce scheduling algorithm (SAMR) is proposed. It pre-
dicts progress of tasks dynamically. SAMR reads historical information to adjust
time weight of each stage of map and reduce tasks. However, it does not con-
sider that different types of jobs have different weights of phases of map/reduce
task. Besides, it falls short of solving a crucial problem that only hardware het-
erogeneity is considered. To overcome these defects, [12] proposes an Enhanced
Self-Adaptive MapReduce scheduling algorithm (ESAMR) to improve the spec-
ulative re-execution.

It can be concluded that inaccurately predicting execution time are common
among the previous research work, which causes the poor performance. In this
paper, we propose and implement SECDT: a new Speculative Execution strat-
egy based on C4.5 Decision Tree. We predict execution time of stragglers and
of backup tasks accurately, to determine whether backup tasks to be started.
Experiments show that it can effectively decrease the completion time of job set.

3 SECDT: A New Speculative Execution Algorithm
Based on C4.5 Decision Tree

3.1 Model of SECDT

(1) Tasks in Hadoop are classified into two categories: map and reduce. The
execution process of a map task comprises two phases and the execution
process of a reduce task comprises three phases as shown in Table 1.

Table 1. phases of map and reduce task

map task

map recoder
WM1 WM2

P (M1) P (M2)

reduce task

shuffle sort reduce
WR1 WR2 WR3

P (R1) P (R2) P (R3)

In Table 1, WM1 is the weight of map phase and WM2 is the weight of
recorder phase in map task. Similarly,WR1, WR2 and WR3 are respectively
weights of shuffle, sort and reduce phase in reduce task. WM1, WM2, WR1,
WR2 and WR3 are between 0 and 1. Furthermore, the sum of WM1 and
WM2 is 1 and the sum ofWR1,WR2 andWR3 is 1. In addition, the progress
score of each phase is defined in Table 1. For example, P (R1) indicates
the progress score of shuffle phase, which is calculated by H(R1)/sum(R1).
H(R1) is the number of key/value pairs that have been handled in R1 phase
and sum(R1) is the sum of key/value pairs that needed to be handled in R1

phase. So are P (M1), P (M2), P (R2) and P (R3).
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(2) The progress score of a task is calculated by equation (1), the sum of schedule
of all phases in the task T .

progT =

⎧⎪⎪⎨
⎪⎪⎩

2∑
i=1

WMi ∗ P (Mi), T is map task

3∑
i=1

WRi ∗ P (Ri), T is reduce task

(1)

(3) If a backup is allowed to started, it must need the following constraint (a):

estEndT ime1 > estEndT ime2

where estEndT ime1 is the predicted completion time of a straggler and
estEndT ime2 is the predicted completion time of a backup.

3.2 SECDT Algorithm Design

SECDT is performed in four steps, including, 1) constructing WDT s and TDT s;
2) predicting the completion time of straggler; 3)in the meantime, choosing a
quick node and predicting the completion time of backup, 4) judging whether
it has the right to be speculative. The following introduces these four steps in
details.

1) Constructing WDT s and TDT s by C4.5 Decision Tree algorithm
In Hadoop cluster, CPU speed(cpuSpeed), load, free memory(M), literacy rate

of disk(disk), network transmission speed(network) and the amount of inputting
data(inputData) play an important role in task execution. We firstly extract
all of the above attribute information corresponding to completed tasks. But,
cpuSpeed, M, disk, network and load are only reserved at NodeManager(NM),
while tasks run on containers. Besides, container cannot communicate with NM
directly.

To solve the above problem, sigar module, a portable interface for gathering
system information, is introduced to get attribute information. We modify the
heartbeat message which can convey these attribute values to containers. When
a task is successful, the attribute values, weights of phase and execution time of
task will be written in log files of HDFS. Each node can read their log files to con-
struct decision trees; so tasks can extract all attribute information for the next
step. Take map tasks for instance, respectively taking the weight of phases and
execution time of tasks as target, we utilize C4.5 algorithm to construct a weight
decision tree of map (WDTmap) and a time decision tree of map (TDTmap) in
each node. So are WDTreduce and TDTreduce for reduce tasks. The WDT s and
TDT s provide traversal search operation for the following stragglers and backup
tasks.

2) Predicting the completion time of stragglers
In the step 2, decision trees are established successfully. Next, we predict the

completion time of stragglers. Take a straggler γ for example, it is a reduce and
runs on sort phase. Given the heartbeat message transfer mechanism modified
in step 1), SECDT gets the corresponding attribute information of γ.
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SECDT scheduler traverses the WDTreduce from root, layer by layer until
searching a leaf node. It can acquire a similar sub-set of tasks with the same
weights of phases. According to the leaf node, the progress score of straggler γ is
calculated by equation (1). The completion time of straggler γ, estEndT ime1(γ),
is easily calculated by equation (2) and (3).

estEndT ime1(γ) = estRunT imeγ +AttemptStartT imeγ (2)

estRunT imeγ =(currT ime−AttempStartT imeγ)/progγ (3)

where currT ime is the current time, AttemptStartT imeγ denotes the start time
of task γ. But, we cannot avoid that some individual target instances do not
exist, so that there is no feasible leaf node with matching. For this situation, the
completion time of stragglers are calculated by the Hadoop default algorithm.

3) Predicting completion time of backup task
How to select the work node for backup task is equally important as how

to select backup services. If the backup task is allocated at a node with poor
performance, it will add workload to that node and waste system resources.
Consequently, how to detect quick nodes are extremely vital. In SECDT, we use
the success rate of map/reduce tasks on a node to represent the performance
of map/reduce task of the node. The nodes with the highest success rate of
map/reduce task are map/reduce quick nodes. Given a node Ω with M map
tasks and R reduce tasks. The success rate of map/reduce task in Ω, denoted by
MSRΩ and RSRΩ, are calculated by equation (4).{

MSRΩ = Mapsuccess

M

RSRΩ = Reducesuccess

R

(4)

where Mapsuccess is the number of successful map tasks and Reducesuccess is
the number of successful reduce tasks in Ω. If the backup is a reduce task, we
will select reduce quick node with the highest RSR as the work node.

After determined work node, we traverses the TDTmap/reduce from root, layer
by layer until searching a leaf node. If the leaf node only owns one historical
task, the execution time of the historical task is the execution time of backup.
If the leaf node owns a group of similar tasks, the execution time of backup,
runT ime2, is the average time of all tasks of the leaf node. So the completion
time, estEndT ime2, of backup is calculated by currT ime+ runT ime2.

4) Judging and Start up
Hadoop chooses a task for it from one of three categories. First, any failed

tasks are given highest priority. Second, non-running tasks are considered. Last,
stragglers are taken into consideration. In this step, we will discuss which tasks
to be started.

After step 2) and 3), the completion time of stragglers and of backup tasks
have been accurately computed. For these stragglers with meeting constraint (a),
SECDT joins them into the queue Quetask. When Hadoop chooses stragglers to
start up, it also selects the straggler with the maximum differential value between
estEndT ime1 and estEndT ime2 in Quetask.
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4 Experiments and Analysis

4.1 Experimental Environment

In this section, the experiments are performed to evaluate the proposed ap-
proach: SECDT. The experimental subjects are data-intensive job set and
compute-intensive job set. We compare SECDT with the other two existing
classical speculative execution mechanism: Hadoop default speculative execu-
tion (DEFAULT) and LATE. Table 2 provides configuration information of 16
virtual nodes used for experiment. We use two well-known Hadoop applications,
wordcount and PI calculated by Monte Carlo method, as our benchmarks to
evaluate performances of SECDT.

Table 2. node configuration

Class RAM CPU Numbers

1 1GB 2 4
2 2GB 2 4
3 3GB 2 4
4 4GB 2 4

Table 3. PI jobs in a job set

Job Numbers Job Numbers

50*50 5 100*100 5
200*200 5 300*300 5

4.2 Results and Analysis

The performances are evaluated with the completion time of job set and variation
trend of a single job completion time. For wordcount applications, the input
files of wordcount is continuous 7 days news data, one day data as one job,
downloading from datatang site [13]. PI is calculated by Monte Carlo method
based on the casting points. A PI job is expressed by M1 ∗ M2, which M1 is
the number of map task and M2 is the casting points in each map task. Table 3
provides a job set information.

Firstly, we compare the whole completion time of job set. In Fig. 1, on average,
SECDT finishes the job set 13 percent faster than LATE and 30 percent faster
than DEFAULT. In Fig. 2, SECDT finishes the job set 18 percent faster than
LATE and 33 percent faster than DEFAULT. We ascribe the poorer results of
DEFAULT and LATE into the reason that LATE adopts the static fixed-weight
based method to predict the execution time of stragglers, while DEFAULT uses
the current progress rate. Compared with SECDT, the completion time of DE-
FAULT and of LATE are inaccurately and hazy.

In order to observe the variation trends of job completion time, we respectively
select the seventh day news job (Job A) and a 300*300 job (Job B) as the next
research target, from the above job set of wordcount and PI. We note their
results during being executed in 20 times. In the experiment, as the number
of job increases, the SECET finds it easier to construct blameless WDT s and
TDT s to predict the completion time of stragglers and of backup tasks.

From Fig. 3 and Fig. 4, the job completion time of DEFAULT and of LATE
are fluctuated irregularly. But, in SECDT, we can see that, there is a downtrend
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Fig. 1. completion time of wordcount job
set

Fig. 2. completion time of PI job set

Fig. 3. trend of Job A completion time Fig. 4. trend of Job B completion time

of execution time firstly, and then trends to steady in a certain number of times.
In addition, in Fig. 3, at the 11 time, there is an obvious recovery time, called
as turning point. As time goes and task increases, the amount of task data in
log files is more and more. If historical information is excessive, the overhead for
constructing decision trees may increase a large cost of speculative execution,
which reduces our algorithms performance. Thus, to avoid large accumulation
of historical information, we add a time threshold, default 3 hour (it can be set
by user), to clear historical information. So it is the reason why turning point
exists. As Fig. 4 shows, there is a turning point at the 15 time.

Generally speaking, SECDT completes a job set at least 13 percent faster
than LATE and 30 percent faster than DEFAULT. No matter whether of the
completion time of job set or single job, the experimental results further sup-
port the argument that SECDT is a feasible and efficient speculative execution
algorithm both in theory and practice.

5 Conclusion

Traditional speculative execution cannot predict execution time accurately, be-
cause the completion time of stragglers and of backup tasks are respectively
calculated based on current progress rate and the average time of all successful
tasks. To address the problem, we propose and implement SECDT: a new spec-
ulative execution algorithm based on C4.5 decision tree. To get attribute values
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corresponding to current operating task, we modify the heartbeat message trans-
fer mechanism. Furthermore, SECDT uses the weights of phases and execution
time of success map/reduce tasks in log files to construct WDT s and TDT s; and
then, it classifies cluster nodes into map quick nodes and reduce quick nodes. We
presume to assign backups, against reduce stragglers, to reduce quick nodes, and
vice versa. Afterwards, stragglers get a series of current attribute information
of work node and themselves, to accurately predict execution time by traversal
WDT . In the meantime, backup tasks get current attribute information of this
node to gain the execution time by traversal TDT . Last, we compare the com-
pletion time between stragglers and backup tasks and select a straggler with the
maximum differential value to start backup task.

Acknowledgements. This paper is financed and supported by the Na-
tional Natural Science Fund(41301407) and Jiangsu Provincial Natural Science
Fund(BK20130819).
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Abstract. On-Line Analytical Processing (OLAP) is based on pre-computation 
of data cubes, which greatly reduces the response time and improves the per-
formance of OLAP. Frag-Shells algorithm is a common method of pre-
computation. However, it relies too much on the data dispersion that it performs 
poorly, when confronts large amount of highly disperse data. As the amount of 
data grows fast nowadays, the efficiency of data cube construction is increa-
singly becoming a significant bottleneck. In addition, with the popularity of 
cloud computing and big data, MapReduce framework proposed by Google is 
playing an increasingly prominent role in parallel processing. It is an intuitive 
idea that MapReduce framework can be used to enhance the efficiency of paral-
lel data cube construction. In this paper, by improving the Frag-Shells algorithm 
based on the irrelevance of data dispersion, and taking advantages of the high 
parallelism of MapReduce framework, we propose an improved Frag-Shells al-
gorithm based on MapReduce framework. The simulation results prove that the 
proposed algorithm greatly enhances the efficiency of cube construction. 

Keywords: OLAP, MapReduce, Data cube construction, Frag-Shells, Data  
dispersion. 

1 Introduction 

On-Line Analytical Processing (OLAP) is a hot topic in the field of data warehouse 
and decision support systems. OLAP analysis is a multi-dimensional data analysis 
based method. Most OLAP analysis need cube pre-computation before data analysis. 
However, the challenge is that if all of data cubes should be calculated in advance, the 
storage space required may explode, especially when the cube contains a lot of di-
mensions. So pre-computing all the data cubes is unrealistic. If the amount and the 
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scale of data cubes are too large, a more rational choice is partially pre-computation 
that only the cubes may be useful are pre-computed. 
 Frag-Shells algorithm is a solution to this issue. The algorithm can deal with very 
high dimension database, and quickly calculate on-line small local cubes. Since the 
cube shell is pre-computed, the data for a query is accessible from the cube shell di-
rectly, without the need to calculate the bottom data. Thus a lot of time can be saved. 
And required storage space is small.  

When the dimension of each fragment is less than 5, with the increasing of data 
amount, the storage space shows a linear growth. So compared with other cube con-
struction, if the queried dimension is less than 4, the Frag-Shells algorithm is highly 
recommended. But the original Frag-Shells algorithm has the defect that it excessively 
depends on the dispersion of data. Therefore, we propose an improved Frag-Shells 
algorithm which is irrelevance to data dispersion and only need to traverse the original 
data for one time to calculate cube shell, thus the proposed algorithm would outper-
form the original one. 
 The MapReduce framework is proposed by Google for parallel computing on large 
data sets. As Frag-Shells algorithm is of a certain parallelism it can be improved and 
applied in the MapReduce framework, from which the improved algorithm will benefit 
much. 

2 Related Work 

MapReduce framework is the model used for massive data processing and parallel 
computing. It is based on two steps, namely Map and Reduce. In the Map function, the 
entire job is divided into some smaller sub-problems to be assigned to the different 
working nodes. The input value of map function will be assembled into intermediate 
key/value pairs, which will be handed over to the Reduce function. The Reduce func-
tion collects and merges all the pairs generated by the Map function, and somehow 
combine to form the output. 

In parallel computing data cube Reference [1] verifies the feasibility of the data 
cube construction based on MapReduce framework by comparing the performance of 
experiments in the physical cluster and virtual cluster. Reference [2], introduces the 
use of MapReduce framework to calculate data cube by three methods, and compare 
the performance of them. The two works only verify the feasibility of calculating the 
cube in MapReduce framework, but did not specify how to create a simulation model. 
Reference [3] proposed a method to build quotient cube with MapReduce framework. 
Reference [4] presents the full data cube computing applications in MapReduce. 
Works [3], [4] only present two explicit examples to tell the advantages of parallel 
computing data cube, but they did not consider the influence of  the data dispersion to 
the simulation results.  

In this paper, we propose the improved Frag-Shells algorithm, and apply it to the 
MapReduce framework. The details of the improvement are specified in chapter 3, 
together with Frag-Shells simulation models based on MapReduce framework. In 
chapter 4, the feasibility and performance of our algorithm are to be verified through 
tense simulation. And this paper is concluded in chapter 5. 
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3 Implementation 

3.1 Frag-Shells Algorithm 

The basic idea of the Frag-Shells algorithm is as follows: The multi-dimensional data 
set is divided into n-dimensional disjoint dimension fragments, each of which will be 
converted into the inverted index form. Then compute the shell fragment cubes, keep-
ing the inverted index associated with the original cube. Using pre-computed shell 
fragment cubes, we can dynamically assemble and calculate the data cube needed. 
This can be effectively done through the collection of intersection operation on the 
inverted index. We will show how to form the inverted index as follows. 

Table 1. Dataset 

TID A B C D E F G 
1   
2   
3   
4   
5   
6   
7   
8   

For each dimension of each attribute value table 2, we list all tuple identifiers (TID) 
which have the same attribute value. For example, attribute a1 is in tuples of 1, 2 and 3, 
and then the TID list contains three values, i.e., 1, 2, 3. Now each dimension attribute 
in the original database is scanned to calculate the corresponding TID list, as is shown 
in the following table 2. 

Table 2. TID list of each attributes 

Attributes TID list size Attributes TID list size Attributes TID list size 

 {1,2,3} 3  {1,5,6,7} 4  {2,3,6,7} 4 

 {4,5} 2  {2,3,8} 3  {4} 1 

 {6,7,8} 3  {3,4} 2  {all} 8 

 {1} 1  {1,5,7,8} 4  {5,7} 2 

 {2,3,4,6} 4  {2,6} 2  {1,2,6,8} 4 

 {5,7,8} 3  {1,5,8} 3  {3,4} 2 

 
Table 3 retains all the information of the original database which is a lossless storage. 
The next step is to construct a shell fragment. According to predefined dimension 
separating plan, we will separate all of dimension into different collections. The sepa-
rate plan could be designed according to the query requirements in specific project or 
the distribution statistics on query dimension after a period of time. It’s beneficial to 
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put the dimensions, frequently queried together with each other, into the same group. 
Then in every fragment, calculate the full data cube, and retain the inverted index. In 
the above example, we take the separating plan of {(A, B, C), (D, E), (F, G)} as our 
grouping criteria, according to the value of each attribute cube intersect the table TID 
list depth-first order to calculate local full data cube. 

For 1-dimensional cube is already calculated in table 2. To get 2-dimensional cube 
AB, we need all the attribute values of cube A and B in table 1, and intersect them to 
get the TID list of every pairs, i.e. 2-dimensional cube AB. Similarly we can calculate 
the cube AC and BC. The 3-dimensional cube ABC is getting by intersection of cube 
C and cube AB, which is already calculated. 

 

 
Fig. 1. Cube ABC 

Fragments (D, E) and (F, G) are calculated in the same way. So far, we have 
achieved the Frag-Shells algorithm for computing the data cube. 

We can see that, in the process of calculating multidimensional cubes by doing set 
intersection of fragment-dimensional cubes, it needs two dimensional of K properties 
values to make the intersection of a collection. Considering the TID number of in-
verted index is determined by data dispersion K, which is | | / , N is the 

number of all multidimensional data. So every intersection needs  

times calculation. Therefore, the cost time of the original algorithm depends on data 
dispersion. And in real life, for specific analysis needs, each dimension contains a lot 
of specific values. Therefore, the data dispersion K would be much bigger. This will 
slow down the processing speed of the original algorithm, so it should be improved. 
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3.2 The Improved Frag-Shells Algorithm 

The original Frag-Shells algorithm repeatedly scans the data in table 1 in the calcula-
tion of the each dimensions of the multidimensional cube. Such as computing cube 
AB and AC, it needs to scan TID list of every attribute values of cube A twice. This 
increases the times of read operation and greatly slows down the algorithm. 

To improve the original algorithm we still take the dimension separate plan. Only in 
the process of calculating the full cube of each fragment, the idea of MultiWay array 
aggregation is adopted. While scanning each dimension, we calculate all the combina-
tion of all the dimensions in each fragment. For example, for fragment {1, , , 

}, we will generate the following 23=8 kinds of the corresponding list of values: 

 

Fig. 2. The combination of dimensions 

The algorithm will first scan through all the data tuples and calculate the combined 
value of the entire dimension attributes in each fragment. The time required for each 
fragment is (2 ), and the number of the fragments is / , so the improved algo-
rithm in a given tuple total dimension D and fragment F, the time required is 

f ( 2 ) ( )FD
O O n O n

F
=（ ( n)）=                  (1) 

The time required of the improved algorithm has a linear relationship with data 
amount, and it has no related with data disperse degree K. Because when calculating a 
tuple data, it only needs to calculate all combinations of attributes within the frag-
ment, which has no effect on other data. 

3.3 Improved Frag-Shells Algorithm Model Based on MapReduce Framework 

Map Function. The main target of Map function is to separate all dimensions into a 
number of collections, according to predefined dimension separate plan. It also takes  
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record of the TID information. Such as tuple (1,  ,  , , , , , ) will be 
processed by Map function into (1, “ ,  , ; 1”), (2,” , ; 1”) and (3,” , ; 
1”), written in the context and handed over to Reduce processing. 

Reduce Function. Reduce function accepts parameter context key-value pairs from 
the Map function, and assigns them to different Reduce nodes according to the value 
of fragment number. In each Reduce function, the fully data cube of the fragment is 
calculated.  

4 Experimental Results 

4.1 Simulation Settings 

In our simulation, we use experimental machine equipped with Hadoop framework as 
a server. On the server, there are four virtual Ubuntu systems, one as the master Ha-
doop node, the other three as slave nodes. Configuration of each node is a single-core 
processor 2.4GHz, 1G RAM. 

4.2 The Experimental Results 

We designed three groups of simulations. We compare the time cost in different 
amounts, different data dispersion degrees and different segments of data cube com-
putation by the original Frag-Shell algorithm and the improvement algorithm based 
on MapReduce framework. We get the following results. OFS represents the original 
Frag-Shells algorithm, and IFS represents the improved Frag-Shells algorithm. 

1. Given the data dispersion degree = 20, fragment F = 3, the different amounts of 
data N for simulation results: 

2. Given the data amount N = 200000, fragment F = 3, the different data dispersion 
degree K the simulation results are as shown in figure 4. 
 

 

Fig. 3. Contrast of different data amount 
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But this research is still in the basic stage, we still have more questions need to be 
studied. In this paper, we just thought of one of algorithms to calculate the data cube 
and apply it to MapReduce framework. In data warehousing, data mining area, given 
the current background of big data, there are many more studies need to be carried out 
based on our current basis. 
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Abstract. Web services is one of the basic network services, whose availability 
evaluation is of great significance to the promotion of users’ experience. This 
paper focuses on the problem of availability evaluation of Web services and 
proposes a method for availability evaluation of Web services using improved 
grey correlation analysis with entropy difference and weight (EWGCA).This 
method is based on grey correlation analysis, and use entropy difference to illu-
strate the changes of availability, set weight to quantize availability require-
ments of different operations or transactions in services. Through simulation 
experiment in high load scenarios for Web services, the experiment result 
shows that our method can realize hierarchical description and overall evalua-
tion for availability of Web services accurately in the case of smaller test sam-
ple volumes or uncertain data even in the field of big data. 

Keywords: Web services, availability evaluation, big data, grey correlation 
analysis, entropy difference, weight.  

1 Introduction  

Availability is a key indicator of computer network services. Availability evaluation 
of Web services is a method to investigate, analyze and evaluate computer network 
services, which aims at ensuring availability characteristics of Web services in all 
kinds of real stress conditions.  
 At present, it still has not formed a authoritative theoretical framework or evalua-
tion standard for comprehensive availability evaluation of Web services. Existing 
researches generally can be divided into two ideas: one idea generally builds availa-
bility models based on queuing theory or test data collected previously to complete 
availability forecast. For example, it proposes a calculation model of Web services 
availability in [1] through introducing Markov process and queuing theory in the pre-
diction model, but this method is limited to prediction. [2] proposes LUCS model to 
predict atomic Web services availability based on collecting past data, which can only 
apply to availability prediction before using Web services. The authors in [3] design a 
Web availability model of multi-level supply chain services according to the queuing 



 An Availability Evaluation Method of Web Services 301 

 

theory to evaluate availability, but this method is only applicable to the services of 
supply chain mode. The other idea introduces  metrics to quantify evaluate availabil-
ity indicators. [4] involves a availability test model, however, it does not distinguish 
the difference between efficiency indicators and cost indicators. [5] proposes a avail-
ability measurement evaluation method, but whether the metric values can be applied 
to select services remains to be verified.  

This paper focuses on availability evaluation of Web services in high load scena-
rios, according to theory of grey system and grey relational sequence model [6],which 
is founded by Chinese professor Deng Julong, and in the case of smaller test sample 
volumes or uncertain data, we can realize hierarchical description and overall evalua-
tion using improved grey correlation analysis with entropy difference and 
weight(EWGCA).  

This paper is organized as follows: Section 2 introduces availability evaluation al-
gorithm of Web services using EWGCA. Section 3 realizes hierarchical description 
and overall evaluation for availability of Web services accurately. Section 4 makes a 
conclusion. 

2 Improvement of Grey Correlation Analysis with  
Entropy Difference and Weight (EWGCA)  

In this paper, according to the maximum and minimum values of each operation or 
transaction on evaluation indicators in Web services, we propose a method of 
EWGCA. 

2.1 Establishment and Standardization of Interval Numbers Decision Matrix  

This paper takes the interval numbers to establish decision matrix to achieve accurate 
evaluation [7]. 

We suppose S is the services operations set involved in a Web service, S = {S1, 
S2,..., Sn}, A is services performance evaluation indicator set, A = {A1, A2,..., Am} (m, 
n are all positive integers).Use Web services performance evaluation tool to test and 
record services situation, then attribute values interval numbers ],[ U

ij
L
ij xx of services 

operation Si on performance evaluation indicator Aj, in which L
ijx  represents the 

minimum value of services operation Si on performance evaluation indicator Aj, U
ijx  

represents the maximum value. Thus, we can get the decision matrix of services oper-
ations set S on services performance evaluation indicator set A. 
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Because the indicators in indicator set have different dimensions, decision matrix 
need to be standardized when making decisions, we use the method of interval num-
bers decision matrix in[8] to realize standardization. 
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If A is a efficiency indicator, we use following formula , 
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If A is a cost indicator, we use following formula, 
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Thus, L
ijr , U

ijr ∈ [0,1]( ;,...,2,1 ni = mj ,...,2,1= ), standardized interval numbers 

decision matrix
mn

U
ij

L
ij rrR ×= ],[ . 

2.2 Confirmation of Optimal Subordinate Degree of Services  

Then we improve the method in [7] to construct optimal vector G and suboptimal 
vector B. 
Definition 1: We suppose }1|max{ nirr ijij ≤≤=+ ( mj ,...,2,1= ), and corresponding 

decision value is [ +L
ijr , +U

ijr ],we call G = {g1, g2,..., gm} = {[
+L

ir 1 , 
+U

ir 1 ],[ +L
ir 2 , +U

ir 2 ],..., 

[ +L
imr , +U

imr ]}T system optimal vector. 

Definition 2: We suppose }1|min{ nirr ijij ≤≤=− ( mj ,...,2,1= ), and corresponding 

decision value is [ −L
ijr , −U

ijr ], we call B={b1 ， b2,...,bm}={[ −L
ir1 , −U

ir1 ], 

[ −L
ir 2 , −U

ir 2 ],...,[ −L
imr , −U

imr ]}T system suboptimal vector. 

We can obtain weight vector after determining each indicator weight: w = (w1, 
w2,..., wm), wi > 0, ( mi ,...,2,1= ), 1

1

=∑
=

m

i
iw . According to grey correlation analy-

sis[6], for a row vector Rj =(rj1，rj2 ,...,rjm)T in decision matrix 
mn

U
ij

L
ij rrR ×= ],[ , the 

correlation coefficient between Rj  and optimal vector G or suboptimal vector B is 
illustrated in following formulas. 
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kjk gr − is the euclidean distance between（ L
jkr ，

U
jkr ）and（ L

kg ，
U
kg ）, ρ is resolution 

coefficient, ρ ∈[0,1], we generally set ρ =0.5. Then the weighted correlation coefficient 
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between Rj  and optimal vector G or suboptimal vector B is )(),(
,

1

k
GR
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=
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and )(),(
,

1

k
BR

BR
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k
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The bigger ),( GR jγ  is, the correlation degree between the evaluated services 

and system optimal vector G is bigger, and services availability is better. The bigger 
),( BR jγ  is, the correlation degree between the evaluated services and system sub-

optimal vector B is bigger, and services availability is worse. To obtain system op-

timal solution vector: u=(u1，u2,...,un), according to least square method ‘distance 
square sum minimum’, we build Lagrange function[7]. 
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According to (5), we set 0
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=
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uF , then we can get 
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−
γγ , ju  represents the optimal subordinate 

degree of the evaluated operation
jS . 

2.3  Implementation of Hierarchical Description and Overall Evaluation  

Now, we propose ‘available entropy’ to evaluate availability of Web services. The 
smaller the entropy value is, the better for availability of Web services. For a certain 
services performance evaluation indicator Aj, its entropy is defined 

as jAH 2log−= .We use the entropy difference method in [9] to describe availability 

changes before and after the evaluation.  
 
Definition 3: Availability probability of the services is defined as: 

max

)|(
u

u
uuP j

jj =≥ δ , (j = 1, 2,..., n), among which, ju represents subordinate degrees 

of services operation jS to system optimal vector, maxu  is the system maximum 

subordinate degree, δ  is  the threshold of  system subordinate degree, whose 

value is 0.1. If δ<ju , it means the services is not available. 

Definition 4: We suppose P1 is the availability probability of the services operation 

jS  before evaluation(before applying high load) and P2 is the availability probability 

of the services operation jS  after evaluation(after applying high load), we use en-

tropy difference )(log 122 PPP −=Δ to illustrate  the availability changes of services 

operation jS . If δ≤ΔP  (δ is an availability threshold, we generally set 9.0≤δ )  
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it means system can provide normal Web services. If δ>ΔP , it means system can't 
provide normal services. 

Relationship between PΔ  and availability level is showed in table 1.  

Table 1. Hierarchical description 

PΔ  <0 [0,1) [1,
3) 

3 

Availability 
Level 

go
od 

nor-
mal 

bad not availa-
ble 

 
Definition 5: We suppose H1 is the available entropy (weighted sum of available en-
tropy in each service) of services before evaluation (before applying high load), H2 is 
the available entropy  after evaluation(after applying high load), 

so
i

n

i
ii

n

i
ii

n

i
i PwPwPwHHH Δ=−=−=Δ ∑∑∑

=== 1

')1(

1

')2(

1

'
12

,（i=1,2,...,n）, '
iw is the weight 

of services operation jS  relative to the whole Web services, HΔ is the overall 

evaluation result of availability of Web services. 

3 Availability Evaluation of Web Services Using EWGCA 

We can obtain test sample values in 3.1 through a simulation test in high load scena-
rios, and then use the test data to implement the hierarchical description and overall 
evaluation in 3.2. 

3.1 Simulation Experiment in High Load Scenarios for Web Services  

Load test simulation experiment is conducted by WebTours booking services. 
We use LoadRunner11.00, a performance testing tool. The experiment environ-

ment uses a computer with 64 - bit OS serving as Web server and test machine at the 
same time, Intel (R) Core (TM) 2 Duo CPU, 4G of memory. 

Simulation process: simulate 10 Vusers concurrent access, begin with two Vusers, 
then adding 2 Vusers every 15 seconds, and  10 Vusers keep connection and sus-
tained concurrent access in 10 minutes, then reduce at the same speed, 2 Vusers every 
15 seconds. 

The operations include: login.pl, Search Flights, reservations.pl, reservations.pl_2, 
reservations.pl_3, Itinerary and SignOff. This paper will define login.pl as transaction 
login, define Search Flights, reservations.pl, reservations.pl_2 and reservations.pl_3 
as transaction find_confirm_flight, Itinerary as transaction Itinerary, SignOff as 
transaction SignOff. As a result, the Web services operation (transaction) set is S = 
{login, find_confirm_flight, itinerary, signoff}.Considering the evaluation factors of 
Web services’ availability, we suppose services performance evaluation indicator set 
A = { Average Transaction Response Time, Web Page Average Download Time}. 
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Fig. 1. Actual running vuser curve 

 

Fig. 2. Average transaction response time curve 

 

Fig. 3. Summary of transaction response time 

 

Fig. 4. Average download delay time curve 
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3.2 Implementation of Availability Evaluation Using EWGCA 

Firstly, according to the small sample test data from simulation experiment in 3.1, we 
can obtain original data table as table 2. 

Table 2. Original data table 

Services  
Operations 

（Transactions） 

Services Availability Evaluation Indicator 
Average Transaction 

Response Time 
Average Web Page 
Download Delay 

login(S1) [0.430,0.772] [0.447,0.470] 
find_confirm_flight(S2) [1.065,1.628] [0.428,0.434] 

itinerary(S3) [8.680,21.776] [18.745,21.776] 
signoff(S4) [0.418,0.589] [0.421,0.426] 

 
Then we can construct interval numbers decision matrix by original data. 

]426.0,421.0[]589.0,418.0[

]776.21,745.18[]776.21,680.8[

]434.0,428.0[]628.1,065.1[

]470.0,447.0[]772.0,430.0[

=X
 

We can obtain standardized decision matrix R from formula (2). 

]35.0,34.0[]65.0,29.0[

]02.0,01.0[]03.0,01.0[

]34.0,33.0[]26.0,11.0[

]33.0,30.0[]64.0,22.0[

=R
 

Next step, we can obtain optimal vector G and suboptimal vector B. 
G={ [0.29,0.65] , [0.34,0.35] }, B={ [0.01,0.03] , [0.01,0.02] } 

Now, we set the weight of both average transaction response time and web page 
download delay are all 0.5, that is, the indicator weight vector is w = {0.5, 0.5}. We 
set resolution coefficient ρ = 0.5. The weighted correlation degree of each service 

vector can be obtained from formula (3) and (4). 
r(R1,G)=0.88  r(R1,B)=0.12, r(R2,G)=0.97  r(R2,B)=0.03 
r(R3,G)=0.02  r(R3,B)=0.98, r(R4,G)=0.99  r(R4,B)=0.01 

Then, according to formula (5), we can obtain system optimal subordinate degree 
of the services operation (transaction) S1, S2, S3 and S4 .  

u1 = 0.85, u2 = 0.94, u3 = 0.12 , u4 = 0.98. 
According to the optimal subordinate degree uj of each service operation (transac-

tion), by definition 3, we can know the availability probability of each service opera-
tion (transaction) after this evaluation. 

P2 (u1) = 0.87, P2 (u2) = 0.96, P2 (u3) = 0.12 , P2 (u4) = 1. 
By definition 4, we suppose availability probabilities P1 of each service operation 

(transaction) before evaluation are all 0.9, so we have got ‘entropy difference’ of ser-
vices operation (transaction) S1, S2, S3 and S4 . 

=Δ 1P 0.04, =Δ 2P -0.09, =Δ 3P 2.94, =Δ 4P -0.14. 
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According to the corresponding relationship between PΔ and availability level, 
hierarchical description of this Web services is showed in table 3. 

Table 3. Availability hierarchical description 

Services  
Operations  

(Transactions) 

PΔ  Availability  
Hierarchical 
Description 

login(S1) 0.04 normal 
find_confirm_fligh(S2) -0.09 good 

itinerary(S3) 2.94 bad 
signoff(S4) -0.14 good 

 
Finally, by definition 5, supposing the weights that each service operation (transac-

tion) S1, S2, S3 and S4 relative to Web services are all 0.25, we can calculate the 
availability of the whole Web services. 

i

n

i
ii

n

i
ii

n

i
i PwPwPwHHH Δ=−=−=Δ ∑∑∑

=== 1

')1(

1

')2(

1

'
12 = 0.6875.  

As a result, the overall evaluation result of the Web services is ‘normal’. 

4 Conclusions 

This paper focuses on availability evaluation of Web services and offers an method 
(EWGCA). Compared with other methods proposed in the papers before , this method 
of EWGCA will only need the maximum and minimum values on evaluation indicator 
of the services. Eventually, the accuracy and credibility of this evaluation result have 
both improved by 10% at least. In view of the work in this paper, it still should be ap-
plied to more real environment, which need further research and more experiments. 
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Abstract. As big data is very important today, we creative a force sensor with 
the AT-cut quartz crystal resonator and analyze the experimental data. Quartz 
crystal resonator has the characteristic that the resonance frequency changes by 
the external force, which has high precision, fast-speed response. Also it has the 
superior feature in the temperature and frequency stability. But it also has 
weakness, because of quartz crystal resonator has low degree of mechanical 
characteristic and weak to stress concentration by bending that the quartz crys-
tal resonator had been hardly applied to the force measurement. The objective 
of this study is to construct the sensor mechanism that safely maintains the 
quartz crystal resonator for the external force with flat structure. We using finite 
element multiphysics simulation software designed and implemented an inno-
vative structure-equal radial force structure, According to the measured data, 
applied load equivalent radial force structure between size and the frequency of 
the quartz monitor chip has a good linear relationship. The proposed force sen-
sor is flat, small, and sensitive. It can be applied to several usages such as medi-
cal treatment and contact force detection of human. 

Keywords: FEM, force sensor, equal radial force structure. 

Introduction 

Pressure sensors are widely used in military and industrial fields, such as aviation, 
aerospace, food, metrology, robotics. The pressure sensor which based on the principle 
of resonant has high accuracy, the advantages of digital output, without  A / D con-
version, in the digital signal processing field, began to gradually replace the analog 
signal output of the pressure sensor. Quartz material has good stability, which has a 
piezoelectric effect can be directly used to excite resonance sensor. It is difficult to 
measure the bio-signal when large load is impressed. In such cases, the force sensor is 
required not only for high sensitive measurement but also wide range of measurement. 

Conventional force sensors used for medical treatment are diaphragm type sensors, 
strain gauge type sensors [1] and piezoelectric vibration type sensors [2]. However,  

                                                           
* Corresponding author. 



310 L.-D. Lin et al. 

up to now, there is no sensor that satisfies high sensitivity, wide measurement range, 
high-speed response, small size, and high durability, etc.Especially, it is difficult to 
measure the bio-signal when large load is impressed. In such cases, the force sensor is 
required not only for high sensitive measurement but also wide range of measure-
ment. Therefore, we paid attention to the quartz crystal that is one of the piezoelectric 
elements which provides us function of self-sensing. The quartz crystal generates a 
charge which is proportional to the applied external force, and has high sensitivity, 
excellent temperature stability, and frequency stability. Therefore, the quartz crystals 
have been used for various sensors such as gas sensors [3], temperature sensors[4], 
and DNA sensors [5]. Needless to say, it has been researched and developed as a 
force sensor. As an example of a commercially available force sensor, there are piezo-
electric force sensors produced by the Kistler corporation. Sensing principle of these 
force sensors is based on detection of the generated charge by the external force. 
However, the force sensors of this principle have disadvantage in static force mea-
surement since they are easy to receive the electric drift and noise. 

1 Quartz Crystal Resonators 

Resonant pressure sensor composed by mechanical conversion element, resonant 
sensing element and support element composition. It working principle is shown in 
fig1. Mechanical conversion element converting an external pressure to AT-cut quartz 
crystal sensor which make it turn into thickness-shear vibration mode. By applying an 
external force to the QCR, its resonant frequency changes proportional to the external 
force. The block diagram of quartz crystal resonators we designed is shown in Fig.1. 

 

Fig. 1. Block diagram of quartz crystal resonators 

The quartz crystal resonator (QCR) has a characteristic that the resonance frequency 
changes by an external force [6-7], and it can reduce influence of the electric drift by 
detecting the resonance frequency change. The output of a QCR is easily treated in a 
form of high-speed digital signal. Therefore, we used this characteristic as the sensing 
principle for the force sensor. However, the QCR is weak to the stress concentration by 
bending, and it is necessary to design a retention mechanism of the resonator. We de-
veloped a miniaturized force sensor with the QCR which is supported by a thin and 
stable retention mechanism. We evaluated the characteristic of this mechanism by the 
numerical analysis, and investigated the basic operation characteristic of this sensor. 
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1.1  Piezoelectric Equations 

The following expression defined the equation of the surface charge of the piezoelec-
tric material with external force: 

 jiji dq σ=  (1) 

qi--Charge density (C/cm2);Qi--The total amount of charge (C);σj--stress in j di-
rection (N/cm2); dij-- Piezoelectric constant(C/N),(i=1,2,3，j=1,2,3,4,5,6). 

 

Fig. 2. Piezoelectric element coordinate system of notation 

Fig.2 shows Piezoelectric element coordinate system of notation. Electric field 
pointing to the crystal axis positive direction is positive, otherwise it is negative. The 
equations (2) define crystal surface charge density in any state generated  by force: 

 
⎪
⎩

⎪
⎨

⎧
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6165154143132121111
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ddddddq

ddddddq

ddddddq

 (2) 

q1、q2、q3 is the charge density that perpendicular to the x-axis, y-axis, and z-
axis;σ1、σ2、σ3 is Stress in the direction of the corresponding；σ4、σ5、σ6 is Shear 
stress perpendicular in the direction of the corresponding；dij（i=1，2，3，j=1，2，
3，4，5，6）is Piezoelectric constant. 

1.2 The Piezoelectric Vibrator Radial Vibration Mathematical Modeling   

Using cylindrical coordinates to analysis thin wafer piezoelectric vibrator. We can get 
Piezoelectric equations which is shown in the below. 
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2 Design and Stress Analysis by FEM 

2.1 Design 

To sustain the resonator and avoid destruction from the external impact, tension and 
bend, a retention mechanism of the sensor element was proposed and constructed. 
Figure.3 shows the schematic diagram of the designed mechanism. The conventional 
sustaining structure of an AT-cut quartz crystal force sensor is designed under the 
condition that a force will be applied from the direction which is in parallel to the 
electrical axis of the resonator [8, 10-11]. However, it is difficult to make the force 
sensor thin by these sustaining structures. In order to have a thinner and more com-
pact sensor, we designed a retention mechanism which allows a force applied from 
the direction perpendicular to the electrical axis. As shown in Fig.3, the vertical com-
pression force from the upper part is converted into the compression force of the 
quartz crystal in horizontal direction by using conical platform structure. Also, this 
structure the bending stress given to the QCR can be decreased and the bending mo-
ment is almost counterbalanced. 

 

Fig. 3. Illustration of piezoelectric effect 
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We performed FEM analysis of the retention mechanism by using COMSOL soft-
ware (COMSOL. Inc). This QCR structure like the shape of the "cone Taiwan", the 
quartz crystal resonator is fixed at the center of the upper and lower and quartz crystal 
resonator has a circular hole for electrode.  

2.2 Stress Analysis by FEM 

Figures.4 show the results of the FEM analysis, where the perpendicular compression 
stress of 4.3 MPa was impressed from the upper part of this sensor. Only the board 
springs and the QCR were considered as an analytical object, and the exterior parts 
are substituted by supposing proper boundary conditions. 

 

Fig. 4. Longitudinal section pressure 

Only the board springs and the QCR were considered as an analytical object, and the 
exterior parts are substituted by supposing proper boundary conditions.Figure.4 shows 
the distribution of stress in x axis, where the tensile stress is assumed to be positive. 

Figure.5 shows structure transverse section performance analysis. Fig.5 (a)shows 
transverse section of the total displacement. Fig.5 (b) shows transverse plane strain. 

 
Fig. 5. Structure transverse section performance analysis diagram 
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From simulation we can confirmed that the QCR is impressed with the uniform 
compression stress in x axis. The bending stress in Fig. 4(b) is smaller than conven-
tional construction,and the bending was hardly generated. The amount of the defor-
mation of this sensor is very little. We confirmed high stiffness of this sensor based 
on the FEM analysis. Further, the proposed sensor structure is robust from unexpected 
external disturbances. 

2.3 Design and Fabrication of Quartz Crystal Resonator 

• Stress analysis by FEM 

A QCR is fabricated from an AT-cut quartz plate as shown in Fig. 6. When a  
voltage is applied, the thickness-shear vibration mode is oscillated. To obtain sta-
ble vibration, the suppression of other vibrations was attempted by designing the 
electrodes in the circle shape. In addition, to improve the stress sensitivity[12], we 
add an external force from the direction of 34.8° of x axis of the AT-cut QCR. The 
resonant frequency of the quartz wafer is 5.980~5.988MHZ, Diameter is 13.98 ± 
0.02mm. 

 

 
Fig. 6. Quartz monitor wafer 

The micromachining was employed and a 100-μm-thick AT-cut quartz crystal 
plate with both-side polished was selected as a starting material. The electrode pat-
terns were formed by photolithography and lift-off process. In the photolithography 
process, an image reversal type photoresist AZ-5214E (Clariant Co.) was used to 
make an undercut profile pattern, in which a post-exposure bake reverses the positive-
tone and a flood exposure makes the unexposed areas soluble in the developer. After 
photolithography on the quartz crystal plate, chromium (Cr) and gold (Au) films were 
deposited on the patterned photoresist, and then the AZ5214E with Cr-Au film was  
 
 



Equal Radial Force Structure Pressure Sensor Data Analysis and Finite Element Analysis 315 

 

Fig. 7. Equal radial force structure nested for quartz monitor wafer 

removed by the stripper. The process mentioned above was performed on both sides  
of the AT-cut quartz crystal substrate. Finally, fig.7 shows equal radial force structure 
nested for quartz monitor wafer. 

• Characterization of quartz crystal resonator 

The resonant frequency of quartz monitor wafer was calculated from following equation; 

 2

c

f
h

ρ=
 (5) 

where h is the thickness, c is the elastic coefficient, and ρ is the density. The Quali-
ty factor of the fabricated QCR was calculated from following equation: 

 
2 f L

Q
R

π •=  (6) 

where R and L are the equivalent electrical resistance and inductance detected from 
the analyzer, respectively. 

• Oscillation circuit 

To obtain the sustained oscillation at the resonant frequency, it is necessary to amplify 
the vibration signal using an oscillation circuit. Figure 8 shows a three-point oscillator 
circuit by inductance for the QCR. The oscillation circuit that consists of a feedback 
quartz crystal and a transistors is connected with the oscillation circuit. 
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Fig. 8. Quartz crystal resonator oscillation circuit 

Fig.9 show the sustained oscillation at 6MHZ frequencies is detected by Frequency 
Counter and oscilloscope. 

 

 
Fig. 9. Steady amplitude waveforms 

3 Performance Testing 

Figure 10 shows the sensor and oscillation circuit. Dimensions of sensor devices is 
15 40mm mmΦ = × .The voltage of 5.0 Vp-p was impressed to the oscillation cir-

cuit and the QCR was oscillated. The oscillation is confirmed with the oscilloscope 
(TDS 210, Tektronix Ltd.), while the frequency change is detected using a frequency 
counter (SF842A,ShengFeng Tech.). 
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Fig. 10. The sensor and oscillation circuit 

Fig11 shows the frequency shift of the force sensor, when the loading stress is im-
pressed up to 100 kPa. It was observed that the resonance frequency increased propor-
tional to the loading force, and the basic force sensing capability was investigated.  

 

 
Fig. 11. Performance of the force sensor with the quartz crystal resonator 

(Temperature: 22.0°C, Humidity: 35%, Input: 5 V) 
 

As the results, after linear fits we get linear expressions between the resonant fre-
quency of the sensor and the pressure: 

 34.01364 5975996f p= +  (7) 

Sensitivity of the sensor is 34 Hz/kPa and the nonlinearity error is calculated to be 
0.01%. The measured frequency of the device is slightly lower than simulation results, 
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that because of quartz crystal anisotropy. The actual measured results and simulation 
results has about 10% of the errors. 

4 Conclusions 

We proposed the miniaturized force sensor base on an innovative structure-equal 
radial force structure in this paper. The sensor has two "pyramid" type structure to 
bearing pressure. The FEM analysis shows that the proposed retention mechanism is 
safely maintains the quartz crystal resonator for the external force with flat structure. 
It is robust from unexpected external disturbances. According to the measured data, 
applied load equivalent radial force structure between size and the frequency of the 
quartz monitor chip has a good linear relationship.This sensor can measure static load 
and we confirmed effectiveness of our sensor. In experiments, the maximum load was 
set 100kPa, and the output sensitivity of the sensor is 34 Hz/kPa. the nonlinearity 
error is calculated to be 0.01%.Relation of the temperature and the sensor output is 
linear, and the temperature compensation can be easily performed. The proposed 
force sensor is flat, small, and sensitive. It can be applied to several usages such as 
medical treatment and contact force detection of human. 
 
Acknowledgment. This research was financially supported by Heilongjiang Provin-
cial Department of Education science and technology research project(12531542). We 
thank all participants for their help and the staff of the Heilongjiang university for 
their assistance. 

References 

1. Choi, W., Xia, R., Brewer, J., et al.: Piezoelectric Micro Power Generator(PMPG):  
A MEMS-Based Portable Power. Sensors and Actuators 74, 3551–3551 (2005) 

2. da Silva, J.G., de Carvalho, A.A., da Silva, D.D.: A Strain Gauge Tactile Sensor for Fin-
ger-Mounted Applications. IEEE Trans. Instrum. Meas. 51(1), 18–22 (2002) 

3. (December 1999), http://www.olympus.co.jp 
4. Gomes, M.T.S.R., Verissimo, M.I.S., Oliveira, J.A.B.P.: Detection of volatile amines us-

ing a quartz crystal with gold electrodes. Sens. Actuators B 57, 261–267 (1999) 
5. Glynne-Jones, P., Beeby, S.P., White, N.M.: The modelling of a piezoelectric vibration 

powered generator for Microsystems. In: The 11th International Conference on Solid-State 
Sensors and Actuators (2001) 

6. Griva, G., Ilas, C., Eastham, J.F., et al.: High performance sensorless control of induction 
motor drives for industry applications. In: Proceedings of the Power Conversion Confe-
rence, Nagaoka, Japan, vol. 2, pp. 535–539 (1997) 

7. Albert, W.C.: Force sensing using quartz crystal flexure resonators. In: 38th Annual Sym-
posium on Frequency Control, pp. 233–239. IEEE (1984) 

8. Itoh, H., Horiuchi, N., Nakazawa, M.: An analysts of the longitudinal mode quartz tactile 
sensor based on the Mason equivalent circuit. In: 50th Proceedings of the 1996 IEEE In-
ternational Frequency Control Symposium, pp. 572–576. IEEE (1996) 

9. Dumlet, B., Bourquin, R., Shibanova, N.: Frequency-output force sensor using a multi-
mode doubly rotated quartz resonator. Sens Actuators A 48, 109–116 (1995) 



Equal Radial Force Structure Pressure Sensor Data Analysis and Finite Element Analysis 319 

10. Dong, Y.G., Wang, J.S., Feng, G.P., Wang, X.H.: Self-Temperature-Testing of the Quartz 
Resonant Force Sensor. IEEE Trans. Instrum. Meas. 48(6), 1038–1040 (1999) 

11. Narumi, K., Fukuda, T., Arai, F.: Miniaturization of a wide range load sensor using AT-cut 
quartz crystal resonator. In: International Symposium on Micro-Nano Mechatronics and 
Human Science, MHS 2009, pp. 477–482. IEEE (2009) 

12. Wang, Z., Zhu, H., Dong, Y., Feng, G.: A thickness-shear quartz force sensor with dual-
mode temperature compensation. IEEE Sens. J. 3(4), 490–497 (2003) 

13. Mitchell, J.P., Beer, J., Yancy, A., et al.: The Theory of Piezoelectric Shells and Plates. 
Journal of the National Medical Association 100(5), 572-4 (2008) 

14. Comsol, A.B.: COMSOL multiphysics user’s guide. Version (September, 2005) 
15. Transistor technological SPECIAL, Electric circuit parts use manual The first collection, 

CQ Publishing Co. (2005) 



 

H. Wang et al. (Eds.): ICYCSEE 2015, CCIS 503, pp. 320–325, 2015. 
© Springer-Verlag Berlin Heidelberg 2015 

Knowledge Acquisition from Forestry Machinery Patent 
Based on the Algorithm  

for Closed Weighted Pattern Mining 

Huiling Yu1,2, Jie Guo2, Dongyan Shi3,* , Guangsheng Chen2, and Shanshan Cui2 

1 Postdoctoral Research Station of Mechanical Engineering,  
Harbin Engineering University, Harbin, China 

yhl2016@163.com 
2 College of Information and Computer Engineering,  

Northeast Forestry University, Harbin, China 
{yhl2016,gj2618,kjc_chen,css1989}@163.com 

3 College of Mechanical and Electrical Engineering,  
Harbin Engineering University, Harbin, China 

920537172@qq.com 

Abstract. The application of big data mining can create over a trillion dollars 
value. Patents contain a great deal of new technologies and new methods which 
have unique value in the product innovation. In order to improve the effective-
ness of big data mining and aid the innovation of products of forestry machi-
nery, the algorithm for closed weighted pattern mining is applied to acquire the 
function knowledge in the patents of forestry machinery. Compared with the 
other algorithms for mining patterns, the algorithm is more suitable for the cha-
racteristics of patent data. It not only takes into account the importance of dif-
ferent items to reduce the search space effectively, but also avoids achieving 
excessive uninteresting patterns below the premise that assures quality. The ex-
tensive performance study shows that the patterns which are mined by the 
closed weighted pattern algorithm are more representative and the acquired 
knowledge has more realistic application significance. 

Keywords: Forestry machinery patent, Knowledge acquisition, Closed frequent 
pattern, Weighted frequent pattern. 

1 Introduction 

Forestry issues have become one of common concerns in the international communi-
ty. To satisfy the demand of forestry production, we need to improve the performance 
of forestry machinery about efficiency, energy consumption, and safety. Patents as 
knowledge carriers integrate technical information, economic information and com-
mercial information which have unique value [1].Acquiring the function kowledge 
lies in the patents can assist the innovation of products effectively as well as reducing 
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the funds of research and development so that the enterprise can launch the new prod-
ucts which are low-cost and high-quality for a short time. 

The amount of patent literature is huge and the structure of it is complex. The tradi-
tional technique of conventional data processing has been unable to cope with the 
problems from big data. In order to solve these problems, we need to break through 
the traditional methods and propose new methodological reformation according to the 
characteristics of big data. While the researches about acquiring the knowledge from 
patents are relatively less. The methods which have been applied include text mining 
[2], natural language processing [3], the combination of OLAP and K-MEANS and so 
on. With the wide application of data mining technology in various fields, Hui Zhang 
[4] put forward a modified algorithm of association rule. Even though the new associ-
ation rules algorithm solves the problem of Apriori algorithm to a certain extent, but it 
does not take into account the importance of each data item, easily produce too many 
uninteresting rules. 

Forestry machinery patents contain quite many data items and mining the too short 
pattern doesn’t have a practical use of meaning. Based on the above characteristics, 
the algorithm of closed weighted frequent pattern mining is applied to mining fre-
quent patterns from forestry machinery patent so then obtains the functional know-
ledge. By means of giving data items different weights to distinguish their degree of 
importance, not only can reduce the search space, but also can discovery more inter-
esting patterns. At the same time, the use of closed pattern constraint could ensure the 
same results of pattern mining under the condition of reducing the number of patterns 
and avoid generating short patterns. The experimental results shows that the quality of 
knowledge which is acquired from patents based on the algorithm of closed weighted 
frequent pattern mining is better than the existing methods. 

2 Concepts and Definitions 

2.1 Data Sources and Pretreatment 

The statement of published patent has a fixed format which includes: title, abstract, 
claims, specification and drawings. We use the OCR software to recognize the image 
file of patents, the ICTCLAS segmentation system to decompose the content of speci-
fication and finally get the feature components. Due to the different expressing habits, 
there are great deals of feature components which have different definition but have 
the same meaning, such as "fruit bag" and "basket." In order to guarantee the accuracy 
of data we establish the thesaurus about the field of forestry machinery to take the 
place of synonyms in the feature components. 

2.2 Establishment of Weighted Model 

Let W = {w1, w2…wm} correspond to the set of items I = {i1, i2…im}. Each wm in 
W represents the importance of each im in I. 

Definition 1 Weight of a Pattern. For a pattern P = {p1, p2...pn}, the weight of P is 
formally defined as follows. 
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  (1) 

Definition 2 Weighted Support. The weighted support of a pattern P is generated 
by multiplying the support of P and the weight of P. 

  (2) 

Definition 3 Weighted Frequent Pattern. If the weighted support of a pattern P is 
not less than the minimum weighted support, the pattern is weighted frequent. 

Definition 4 Maximum Weight and Maximum Weighted Support. Even though a 
pattern is not frequent, its super pattern would probably be frequent that the mining of 
weighted frequent pattern does not satisfy the anti-monotone. Set the maximum 
weight as follows. 

  (3) 

Let the maximum weighted support as follows. 

  (4) 

3 Closed Weighted Frequent Pattern Mining 

Unil Yun [5]. proposed the algorithm of closed weighted frequent pattern mining 
which is modified by the frequent pattern growth method FP-growth. The algorithm 
mainly consists of two phases: (1) Sort the frequent items by the weight value ascend-
ing order and then construct a weighted FP tree; (2) Mine FP tree and traversal it from 
bottom to up to get the frequent patterns. Illustrate the algorithm in detail as follows. 

Table 1. Construct a weighted FP-tree 

Construct a weighted FP-tree 
Input: A database: TDB, A minimum weighted support threshold: Wminsup, A 
weight set: W, A maximum weight value: Wmax.  

Output: A weighted FP-tree 

1. Scan database once; Calculate support and weight of each item. 
2. Compute the maximum weighted support of each item; Sort the items whose 

maximum weighted supports are not less than the minimum weighted support 
threshold according to the weight value ascending order.  

3. Remove the weighted infrequent items in each transaction and sort the other 
items according to the sequence in step 2. 

4. Insert the transactions which are disposed by step 3 into the FP-tree. 
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Table 2. Mine FP-tree from bottom to up 

Mine FP-tree from bottom to up 
WCFp_growth(FP-tree, CWpattern, α) 

Input: A weighted FP-tree, A hash table store closed weighted frequent patterns: 
CWpattern, A condition prefix: α.  

Output: Closed weighted frequent patterns 

1. If FP-tree contains a single path D then { 
2. Get all the combinations β by the node in path D and then put the weighted fre-

quent pattern β∪α into temporary hash table tpattern 
3. For each pattern P in tpattern { 
4. If P not meet the closed check: closed_Subcheck(P, CWpattern)){ 
5. CWpattern=CWpattern∪P } } } 
6. Else FP-tree contains multiple paths then{ 
7. For each κ in the header{ 
8. Let X=α∪κ 
9. If sup(X)* Wmax≥Wminsup { 

10. If X not meet the closed check: closed_Subcheck(X, CWpattern)){ 
11. If sup(X)* W(X)≥Wminsup { CWpattern=CWpattern∪X } } 
12. Construct the condition tree of X: FP-treeX 
13. If FP-treeX ≠Φ then { WCFp_growth(FP-treeX, CWpattern, X) } } } } 

4 Experimental Results and Analysis 

We evaluate the mining results on the performance of the algorithm of closed 
weighted frequent pattern and compare it with the algorithm PCAR which has been 
used to acquire knowledge from patents. The two hundred patents for test are derived 
from the shear class in forestry machinery. Through the pretreatment we get a set of 
feature components from each patent which contains 1408 data items and the maxi-
mum length record is 73. A random sample of 40, 80, 120, 160, 200 patents are se-
lected to test. 

Fig.1 is the operation results of closed weighted frequent pattern mining algorithm 
(WCloset) under different minimum weighted support and different amount of data: 
(1) The operation time decreases with the weighted support increase. The reason is 
that the higher support the items have, the more items are cut according to the weight 
of items in primary stage and the less running time in later stage. (2) The running time 
rises as well as the increase of data quantity. The results validate the stability of the 
algorithm operation. Compared with the other algorithm PCAR, the quantity of pat-
terns which is mined by WCloset is lesser so that it avoids acquiring unimportant or 
boring patterns. The results are shown in Fig.2. From Fig.2.we can see that when set  
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Fig. 1. WCloset operation result 

 
Fig. 2. Algorithm comparisons 

 
minimum weighted support 3, WCloset mined 45 frequent patterns, while PCAR 
mined 602 frequent patterns. Select 6 frequent patterns from each set of patterns. The 
results are shown as follows. 

After mining patterns from patents, we need to identify the patterns and mark their 
functions. For example, the first combination of components in Table 3 could realize 
the shear function. The third combination not only can shear branches, but also can 
transform the length of hand shank to cut the higher branches. The forth combination 
could shear and collect object at the same time which could be used to pick fruit. We 
can know that there are some useful combinations in Table 4, however it also has a lot 
of useless and shorter combinations. Such as the first combination it doesn’t have the 
functional significance. When designers carry out their research, we can provide the 
functional knowledge for them to assist them obtain the solution quickly. The func-
tional knowledge could also be applied to patent classification. Compared with other 
classification methods, the method based on the functional knowledge classifies pa-
tents more exact and reliable. 

Table 3. Six frequent patterns from Wcloset 

ID Component set 
1 Scissors; Spring; Hand shank; Cramp ring 
2 Spring; Fruits bag; Upright; Bracing wire; Cramp ring 
3 Scissors; Hand shank; Expansion link; Cramp ring 
4 Scissors; Hand protectors; Hand shank; Spring; Cramp ring; 

Fruits bag 

5 Scissors; Spring; Hand shank; Fruits bag; Pin roll; Electrical 
machinery 

6 Scissors; Hinge; Spring; Hand shank; Cramp ring 
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Table 4. Six frequent patterns from PCAR 

ID Component set 
1 Hand shank; Spring 
2 Spring; Fruits bag  
3 Scissors; Fruits bag 
4 Hand protectors; Hand shank; Spring 
5 Scissors; Spring; Hand shank; Fruits bag  
6 Scissors; Spring; Hand shank; Fruits bag; Electrical machi-

nery 

5 Conclusion 

Knowledge acquisition has been widely studied at home and abroad, but the number 
of researches to acquire knowledge from patents is lesser. According to characteristics 
of forestry machinery patent data, integrating the closed pattern mining with weighted 
pattern mining acquires hidden knowledge. The experimental analysis proved the 
robustness and effectiveness of the algorithm for patents and ensured access to gain 
the valuable knowledge. 
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Abstract. The rapid development of online social network has attracted a lot of 
research attention. On online social network, people can discuss their ideas, ex-
press their interests and opinions, all of which are demonstrated by information 
propagation. So how to model the information propagation cascade accurately 
has become a hot topic. In this paper, we firstly incorporate the retweet proba-
bility into the traditional propagation models. To find the accurate retweet 
probability, we introduce the logistic regression model for every user based on 
the extracted features. With the crawled real dataset, simulation is conducted on 
the real online social network and moreover some novel results have been ob-
tained. The homogenous retweet probability in the original model has underes-
timated the speed of information propagation, despite the scale of information 
propagation is almost at the same level. Besides, the initial information poster is 
really important for a certain propagation, which enables us to make effective 
strategies to prevent epidemics of rumor on social network. 

Keywords: retweet probability, online social network, infectious model, diffu-
sion model, logistic regression. 

1 Introduction 

With the advent of the Internet and mobile platform, increasing people join the online 
social network and leave their digital footprints. Online Social Network Service 
(SNS) has attracted much attention because of its rapid growing users. SNS websites 
provide a platform for people to build and keep social relationships on the web. With 
their relationships, users can express their views on hot events occurred in the real 
life, follow other users according to their interests and express their own opinions in 
the virtual world. Nowadays, the popularity of these websites and the maturity of big 
data processing tools enable researchers on social science to collect sufficient social 
data to verify traditional theories. 

Information is the indicative of many social behaviors. People in the online social 
network mostly communicate with each other by means of posting information, ret-
weeting and commenting. All of these actions consist the information cascade on the 
online social network. So it is the key to give an accurate model of information prop-
agation which helps us understand user traces better in the social data. 
                                                           
* Corresponding author. 
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To model the information diffusion, several traditional infectious disease models 
have been widely adopted in information propagation due to the deep analogy be-
tween the spread of information and epidemical disease [1] . Some works have al-
ready done to enlarge the applications of these models into the social network [2, 3]. 
Besides the disease model, some diffusion models in the sociology are also adopted 
[1]. While treating the infectious probability and diffusion probability as a constant or 
some certain distribution, these models fail to make use of the additional social fea-
tures which can greatly affect the information propagation. 

Retweet probability has been investigated a lot. Using many models, researchers 
have worked on several ways to study the retweet behavior. Without the additional 
information, Saito et.al [4] built an expectation-maximization model to find how to 
compute the retweet probability on the whole social network. While as the method for 
gathering more information about social network develops, Bongwon Suh et al. [5] 
applied the statistical tools to discover the correlation between social features and 
retweet behavior. Based on the discoveries, increasing researches focused on how to 
make use of different social features and meanwhile apply various learning model to 
determine the retweet probability [6-8]. 

In this paper, we investigate how individual probability affects the information 
propagation on online social network. Firstly, aiming to simulate the individual prob-
ability, we compute the retweet probability with logistic regression model and com-
pare it with the global retweet probability, which is mostly considered in previous 
works. Moreover, analogous to the infectious probability and diffusion probability, 
the retweet probability is associated with every connection which is treated as di-
rected edge, and both of them are input into the information propagation model. Then 
several experiments are conducted with propagation model on the SINA Weibo, an 
online social network in China. Lastly, we compare the results and give some expla-
nations for these results.  

2 Dataset Description 

SINA Weibo is currently the one of the most popular online social networks in China. 
We crawled and collected a part of user profiles and tweet information in nearly one and 
a half months with our data mining platform which includes a cluster consisting of 8 
computers. The specific data format is shown in Table 1. Totally, we gather 21,246 users 
and their corresponding tweets starting from user’s registration time to Nov.1st, 2013. 

Table 1. User data format 

Parameters id name tweet verified location 

Description user id 
nick 
name 

tweet list 
verified 
status 

user 
cities 

Parameters status_counts fansNum followsNum follows  

Description tweet count 
fan 

count 
follows count 

follows 
list 
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 Retweeting is the action of reposting someone else’s tweet inside your own tweet 
timelines. Usually users will receive his follows tweet in his own tweet timelines, 
under different circumstance, they can use Retweet button to retweet a certain tweet to 
show its interest or enlarge its influence. In our dataset, if one tweet retweet other’s 
tweet, one of its field named rid will be set the retweeting tweet’s id, the data format 
is as shown in Table 2. 

Table 2. Weibo data format 

Parameters mid text pid Rid 

Description tweet id tweet content original tweet id retweet id 

3 Retweet Probability Computation 

In traditional information propagation model, the propagating rate is the probability 
determine how likely the virus or information will flow between people in infected 
state and susceptible state. In the online social network, when one of user follows post 
a tweet, this tweet will insert into user’s timeline. 

According to [9], the features between users are linearly related to the retweeting 
behavior. To obtain the probability, we introduce the logistic regression model here to 
compute the retweet probability. The logistic regression [10] is defined as follows: 

 1
1 exp( w x )

( ) T
i

ip retweet
+ −

= . (1) 

Then the features should be extracted from our dataset. Aiming to find how the 
general tweet flow through the whole social network, the social user information and 
structure information are considered without the particular tweet information. The 
features are as follows: 

User information: 
Gender: it is represented by 0/1 for female or male. 
Verified: a verified user is the one who has real identity both online and offline, 

thus 0/1 for verified or not verified. 
Tweet number: The tweet number is the count of tweets posted by user in a cer-

tain period. Because most of the values are greater than 1, the normalization is used 
here. 

Fans number, Follow number: the count of follows and fans. 
Location: In our dataset, the location of a user is a string which can be divided to 

province, city, district, so we can use string matching here to compute the similarity. 
Structure information: 
Co-follow number: From the structural view, due to our dataset is a directed net-

work, the common follow can show the common interest between two users. 
Mutual follow: In our dataset, mutual follow is considered as an important 

attribute. In the structural view of point, mutual follow is the bidirectional edge, while 
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most of other edges is directed. 0/1 is used here for representing whether they are 
mutual follows or not. 

Based on these extracted features, the Weka toolkit is used to train the LR model. 
To be specific, suppose user A  has his follows, the follows who have never be ret-
weeted by A  is labeled as 0, and the one who has been retweeted once will be la-
beled as 1. Then according to the features between the 1 set and 0 set, the LR model 
can be trained.  

Moreover, as to every user, several follows are kept as test sample to quantify the 
result, thus the problem being modeled as a binary classification problem. For every 
particular user, we split its follows into train and test set randomly, which is set as the 
input of the model. From the Weka output, the numerical result values can be aver-
aged over the whole network users.  

As we know, most of the previous works are devoted into a global logistic regres-
sion model. To compare individual result and global result, Table.3 shows the average 
measurements including precision, recall and F-value respectively on both individual 
and global model. 

Table 3. Results on both individual and global model 

 
Precision 

(%) 

Recall 

(%) 

F values 

(%) 

Indi-

vidual 
72.27 71.04 71.65 

Global 65.26 69.86 65.41 

 

From the F-value, it is clearly noticed that individual retweet probability learning is 
better than the global model learning. 

After the model is trained, the retweet probability between users can be obtained. 
Together with the structure information, this information will be input into the model 
in next section. 

4 Information Propagate Model 

After determining the directed connection retweet probability, we should proceed to 
deal with tweet propagation model. 
 Firstly, diffusion model is considered here. An independent cascade model starts with 
an initial set of active nodes N . When node u  becomes active for the first time in 
time step t , its provided with one chance p  to activate each of its currently inactive 

neighbor v . In the propagation process, ,u vp  is selected independently as a constant 

probability. In our dataset, user u  posts a tweet, and his followers has a particular 
chance to retweet the tweet. In our model IC p−  uses the retweet probability to simu-
late the propagating process. 



330 X. Tang et al. 

 

On the other hand, with the similarity between virus flow and tweet propagation, 
the virus transmission model is also adopted here. In virus transmission model, when 
user has contact with each other, the virus has a certain probability flows through each 
people. In our Weibo dataset, the virus can be represented by the tweet.  

In virus model [11, 12], there are usually three states for individual, S  is the sus-
ceptible people, I  is the infected ones and R  is the recovered people. Compared 
with these, users in our dataset can be one of following states. S  is the user state 
when the tweet has never been retweeted, I  is the state which once the user retweet 
the tweet and the user often switch from S  to I . Besides, the virus model deals with 
the undirected social network, while in Weibo dataset the connection is directed like: 
A B→ , user B  is unable to ask user A  to follow him, and moreover, any tweet 

posted by user B  will infect A ’s timelines, that is the information flow is in the 
reverse direction. 

Based on the discussed state, the Weibo dataset can be treated as SIS model. Users 
can retweet a tweet many times. It is easily noticed that in these steps, the infected 
probability p  is chose from certain probability distribution or just set as a constant, 

which is irrelevant to the user attributes. However, as to online social network, the 
retweet probability is actually related to the user attributes. In the case of that, the 
infected probability here is modified as the retweet probability in our work. On the 
other hand, because tweet has its own content which is lacked in virus model, we only 
treat the personal information and structural information here to simplify the model. 

In conclusion, the propagation algorithm for SIS p−  can be as follows: 
 

Algorithm 1. SIS p−  propagation model 

1: for u  in .network nodes : 
2:   . [ ]Pr ( , [ ])network edges u LR u tweets u=  

3: end for 
3: randomly select a user to be added into (I)set  

4: while step < maxStep: 

5:   for u  in (I)set : 

6:     for user v  in .u fans : 

7:       retweet with the probability Prv u→  

8:       if retweeted: 
9:         user v  is added into (I)set  

10:      end if 
11:    end for 
12:    remove u  from (I)set  

13:  end for 

14:  ( (I))count set  is added into retweet number 
15: end while 
16: return retweet number 
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5 Experiment and Discussion 

To find how retweet probability affects the propagation model, we conduct several 
experiments. SIS model and IC model with constant probability and the models with 
retweet probability learned from the logistic regression beforehand are respectively 
simulated.  

In this experiment, we initially randomly choose a user as a poster, then simulate 
the propagation process in the network. 100 users are selected in the initial phase and 
the average retweet number is calculated. The results of IC and SIS model are demon-
strated respectively in Fig.1 and Fig.2 

 

 

Fig. 1. IC and IC-p model 

The result shows that the constant retweet probability really underestimates the 
speed of information propagation in real social network, 4 steps for red one and 6 
steps for green one. However, the scales of both models are almost the same. This is 
easy to explain in the real circumstance. As to constant probability, the value of p  is 

chosen at random which cannot reflect the real situation, moreover, user treats his 
every fans as homogenous users. Retweet or not is considered as a constant action for 
his users. Introducing retweet probability can solve this problem, which enables user 
retweet based on their individual situation. In fact, from the learned probability, there 
are nearly more than half retweet probability exceeds 0.3 which we randomly set here. 
In IC model, every user has opportunity to be infected in every step which is not in 
the real circumstance. 

On the other hand, both the models are unable to propagate the whole network, 
which indicates in real network there exist many users never retweet. Observing our 
dataset really verifies this point.  

From the algorithm 1, users in SIS model can be divided into two separated state 
sets: S and I. so the whole population will converge to two sets from which users will 
switch states. From Fig.2, the retweet probability really accelerates the converge 
process. Moreover, the SIS-p model shows more great amplitude compared with SIS 
model, indicating that the retweet probability has more effects to divide the popula-
tion into the S and I state set, which is well accord with reality, for some users are 
more influential than others. 
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Fig. 2. SIS and SIS-p model 

Above all, we just average each rounds to overcome the effect of initial user on the 
final steady state. To find individual affect in this model, we chose two users 
represent different community to show the influence based on the IC-p model. One’s 
nickname is “wwwyyyddd”, a common user who has small amount of fans in Weibo, 
another is Zhang Yimou, a famous actor in China who has a large amount of fans in 
Weibo and has a great influence in Weibo. Fig.3 shows the comparison of retweet 
number in very steps. 

 

 

Fig. 3. IC-p on different posters 

Clearly, the curve of Zhang goes to the steady state very fast in nearly 2 steps, while 
the red one stays small in three steps until it happened that one of its tweet goes wildly.  

6 Summary 

In this paper, we devote our work to discuss how individual retweet probability af-
fects the information propagation on real online social network. Based on the logistic 
regression model, the retweet probability for every user is calculated with a certain 
accuracy. Then the simulation result shows that the retweet probability really influ-
ence the information propagation and results give more details about the differences 
between high influence-level user and common user which sheds light on the future 
study of influence propagation and rumor control. 
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However, information propagation model has its own shortage. In our next work, 
we will focus on adopting a more accurate model framework. Moreover, learning 
individual retweet probability is suffered from the problem of sparse, so how to model 
more accurate retweet probability with context factor and find the solution to over-
come the sparse problem will be investigated further. 
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Abstract. The main aim of data stream subspace clustering is to find clusters in 
subspace in rational time accurately. The existing data stream subspace cluster-
ing algorithms are greatly influenced by parameters. Due to the flaws of  
traditional data stream subspace clustering algorithms, we propose SCRP, a 
new data stream subspace clustering algorithm. SCRP has the advantages of 
fast clustering and being insensitive to outliers. When data stream changes, the 
changes will be recorded by the data structure named Region-tree, and the  
corresponding statistics information will be updated. Further SCRP can regulate 
clustering results in time when data stream changes. According to the experi-
ments on real datasets and synthetic datasets, SCRP is superior to the existing 
data stream subspace clustering algorithms on both clustering precision  
and clustering speed, and it has good scalability to the number of clusters and 
dimensions. 

Keywords: data mining, data stream, subspace clustering, feature selection, 
dimension reduction. 

1 Introduction 

Recently, researches on data stream mining are motivated by more and more  appli-
cations on continuous stream data, such as customer click streams, multimedia data, 
etc. By contrast with traditional data sets, data stream consists of a series of dynamic 
data objects which are massive and unordered[1,2,3]. Since not all data  objects in 
data stream are maintained, it is necessary to be fault tolerant when clustering data 
stream. With the level of data collection technology increases and more and more 
characteristics data stream have, it is difficult to cluster data stream in high-
dimensional space or cluster data stream in subspace effectively and efficiently. Clus-
tering data stream in subspace needs to scan data sets several times, so it is almost 
impossible to process data stream with traditional subspace clustering methods. 

HPStream[4] is a classic subspace clustering algorithm for high-dimensional data 
stream, Since it has several advantages such as fast clustering, high clustering preci-
sion, etc., HPStream is always used as the comparison to other algorithms on cluster-
ing speed and clustering precision. After data are partitioned into clusters, HPStream 
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chooses clustering dimension with heuristic strategy. However, HPStream needs to 
determine the number of average dimensionality as parameter, which is hard to de-
termine generally[5][6]. And there exists an obvious high-dimensional clustering 
problem. In 2007, Sun proposes GSCDS, a data stream subspace clustering algorithm 
based on grid which can cluster high-dimensional data stream[7]. In certain clustering 
subspace, GSCDS has high clustering speed and precision. When partitioning data 
space, the top-down partition method is adopted and then the subspace is related to 
clusters. GSCDS can identify clusters in different subspace with arbitrary shapes and 
the parameter of subspace need not to be predefined, and it has low computing com-
plexity which is related to dimensionality of data space d, the number of grid cells m 
and the loop number of region partition, that is dmn( )O . However, when clusters in 
different subspace, GSCDS needs to run several times from top to down. In 2007, 
Park proposes a data stream subspace clustering algorithm based on grid[8][9], and it 
is based on, cell tree, a clustering algorithm on all dimensions. Park partitions data 
space into grid cells at different level and the grid cells are stored in a tree structure 
called sibling tree. In sibling tree, the clusters in each subspace can be easily found. 
There are three phases in this algorithm. In the first phase, a sibling tree is constructed 
by partition data space into grid cells at different levels. With data stream flows, the 
new coming data object falls into the corresponding grid cell according to its dimen-
sional value, and the statistics of the grid cell is updated. In the second phase, dense 
grid cells are further partitioned. In the third phase, sparse grid cells are merged. The 
algorithm can cluster in all subspaces at different levels, but it needs to determine 
several parameters during the construction of sibling tree, and the parameters will 
further influence the final clustering results. 

This paper proposes a new clustering algorithm SCRP(Subspace Clustering based 
on Region Partition), which can minimize the parameter influence on clustering and 
adopts down–top strategy. When partitioning regions, the distribution situations of 
data points on each dimension are considered. When clustering, the dense regions on 
each dimension overlap and then subspace clusters appear. Since the partition regions 
are formed on the basis of grid cells, SCRP has the advantages of grid clustering   
algorithms which can fast cluster and are not sensitive to outliers[10,11,12]. SCRP 
can find subspace clusters effectively and adjust the subspace cluster information 
according to the changes of data stream. When data stream changes, the region infor-
mation will also change which will further influence the subspace clusters. 

2 Definition 

2.1 Concepts of SCRP 

Dense grid Cell: The grid cells whose dense support exceed the dense threshold ρ . 
Dense Region: The region consists of connected dense grid cells on each dimension. 
Partition Regions: The region sets consist of dense regions and sparse regions which 
are formed by merging dense grid cells and sparse grid cells. 
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Region-tree：region–tree is a limited set formed of k k ≤( 2 )d subspace nodes. Re-
gion-tree has only one root node, and the number of sons involved in each node will 
not exceed d, where d is the dimensionality of data space. 

2.2 Principle of Region Partition in SCRP 

Suppose D is a set consists of n d-dimensional data points， 1 2{ , ,..., }nD x x x= ,
 

⊆ dD R . 

Data point x is denoted as 1 2{ , ,..., ,..., }i i i ij idx x x x x= ，where 1,2,...,j d= ，and ijx  is the 

value of
i

x on dimension j. When data stream flows, the slipping window is defined by 

time and the statistics information of each corresponding node in region-tree is updated 
according to the data in slipping window, such as the average value of data points in a 
region, etc. Then cluster in subspace according to requirements. 

First, SCRP finds all dense regions on each dimension, and then merge connected 
dense regions and sparse regions to form partition regions. The set 1 1 1 1

1 2{ , , , }dR R R R= …  

involves dense regions on each dimension, where 1
iR denotes the set of dense regions 

on dimension i. For example, in 3-dimensional subspace, acC and bcC are the clusters 

which are overlapped by dense region 1
cR  with 1

aR  in subspace ac and 1
cR
 
with 1

bR
 

in subspace bc, as shown in Figure 1. 
 

 
(a) Dimension ac 

 
(b) Dimension bc 

Fig. 1. Two dimensional subspace clusters in three-dimensional space 
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Project the data in 1 2{ , ,..., }nD x x x= on dimension i, the result is shown in figure 2. 

According to the distribution situation of data projection, when region partition on 
dimension i completes, the result of region partition is kept in 1

iR . Similarly, the result 

of ordered partition regions on other dimensions is kept in the corresponding sets. 
Finally, the dense regions on each dimension are kept in 1 1 1 1

1 2{ , , , }dR R R R= … . 

 

Fig. 2. Data projection on the ith dimension 

2.3 SCRP Clustering 

In SCRP, when clustering, the similarities of overlapped regions in subspace are 
compared with the specified threshold. If the similarity exceeds the threshold, the 
overlapped region is identified as a cluster of the subspace. The region similarity is 
denoted as sim = ∩1 1 1 1( , ) | |i j i jR R R R , where 1 1 1,i jR R R∈ . In SCRP, a tree structure called 

region-tree is used to preserve subspace clusters. In region-tree, we can find clusters 
in all subspaces, and the sequence of dimensions is not important. Region-tree is  
constructed according to the predefined order 1 2 dd d d→ → →… . Figure 3 shows a  

 
 

 

Fig. 3. Structure of Region-tree 
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region-tree in 3-dimensional data space, and a, b, c denotes three dimensions in data 
space respectively. In each data space, different regions and the grid cells involved in 

the regions are preserved in the region link structure. i
XR  denotes the region link in i-

dimensional data space which records the basic information of each region in the data 
space, where subscript X denotes the region sequence number and the dimensions 
involved. The region in region-tree involves at least one grid cell. In grid cell Yg , the 

statistics is recorded, and subscript Y denotes the sequence number of grid cells and 
the of the subspace. In region link, the statistics of each region can be computed by 
the statistics of the grid cells involved. The statistics of the region will continually be 
updated with the changes of the data points in the region. 

3 SCRP Subspace Clustering 

First, SCRP clustering mainly consists of two phases. In the first phase, the statistics 
information of each grid cell is recorded. Based on the statistics information, the parti-
tion regions are formed on each dimension. With the changes of data stream, the par-
tition results and the corresponding statistics of regions is updated. When the density 
of grid cells changes, the regions formed by connected grid cells also change, and the 
partition regions need to be renewed.  

The update process of region partition is as follows:  
Sparse Region Split: When the density of sparse region exceeds the threshold, 

then split the sparse region into grid cells and reunite the grid cells into regions. 
Dense Region Split: When the density of dense region falls under the threshold, 

split the dense region into grid cells and reunite the grid cells into regions. 
In the second phase, construct region-tree, and record the information of each  re-

gion and the grid cells involved. Based on the information, compute the similarity of 
overlapped regions and then cluster. The process of SCRP is as follows: 

Algorithm: SCRP.  

Input： sp ρ δ, , . 
Output： result . 

① NULL;result =  
② NULL;root =  

③ 1 1 1 1
1 2{ , , , }dR R R R= … ; 

④ PartitionSpace dδ( , ) ; 

⑤while（ ix  arrives） 

⑥  update grid cell statistics information according to the value of  ix on each 

dimension.  
⑦   for（each dimension  j） 
⑧     region partition or update on dimension  j 

⑨    preserve the partition results or update results in 1
jR  

⑩   endfor 
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○11 endwhile 

○12 1( )root Construct_RT R= ; 

○13 ( , );result SP_Clustering root sp=  

○14 return result ; 
In the algorithm, sp denotes the clustering subspace, ρ δ,  denotes the dense thre-

shold and the partition parameter of grid cell respectively, result preserves the cluster-
ing result, R1

 preserves the partition regions on each dimension, and root  denotes 
the root of region-tree. 

SCRP first partitions d-dimensional data space with parameter δ , and updates the 
statistics information of grid cells according to the arrival of data points. When      
clustering in subspace, the connected grid cells on each dimension whose densities 
exceed threshold ρ

 
 are merged, further the partition regions are formed and pre-

served in R1 , then construct region-tree and cluster in the subspace sp. 

4 Experiments Analysis 

In order to analyze the clustering speed, clustering precision and scales, KDD-CUP99, 
a real-world data set of MIT, together with a synthetic data set containing 500000 60-
dimensional data objects generated by a data generator are used. In the synthetic data 
set, the domain of data point on each dimension is [0,500], and each data point is in-
volved in one cluster or exists as an outlier. In data space, the outliers in the synthetic 
data set are less than 5 percent of the total data points and are uniformly distributed. 

4.1 Quality Evaluation 

Commonly, when clustering data stream at different time or in different subspace, the 
results will be different, and it is hard to evaluate the clustering quality when simulating 
data stream with the data in synthetic data set. Since CLIQUE is a clustering algorithm 
with high precision, its clustering result is always used as the measure to evaluate the 
clustering quality of other algorithms. 
 In the experiments, the clustering result of CLIQUE is used as the precision measure 
when compare the clustering quality between SCRP and HPStream. CLIQUE runs several 
times with different partition granularities, and the best clustering result is used as the 
precision measure. When simulate data stream changing, CLIQUE needs to run several 
times to guarantee the clustering precision. In order to test the validity of the algorithm, the 
synthetic data set is divided into two parts to simulate the wave change of data stream. 

In this experiment, parameter δ  is set δ = 20  in SCRP, when the new coming 
data points increase to 1000, the region density and the region-tree need to be updated 
because of the density decay. The parameter of HPStream is set l = 20 , where l  
denotes the average dimensionality. The comparison results of clustering precision are 
shown in figure 4 and figure 5. As can be seen, the clustering quality of SCRP is  
superior to HPStream. 
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When data stream changes, the historical information decays to reduce the influence on 
SCRP clustering. Other than HPStream, SCRP preserves historical information but reduc-
es its influences gradually. According to the changes of data stream, SCRP updates the 
statistics information of regions and gets accurate clustering results. When wave changes 
coming, the stability of SCRP is superior to HPStream. Compared with HPStream, SCRP 
does not need to divide data into clusters and provide the average dimensionality in ad-
vance, in addition, SCRP does not have too much requirements on parameters.  

 

 
KDD-CUP99, stream speed 200/s  

Fig. 4. Comparison of precision 

 
Synthetic data set, stream speed 200/s  

Fig. 5. Comparison of precision 

4.2 Runtime Evaluation 

In the experiment, the parameter of SCRP is δ = 20 , when the new coming data 
points increase to 1000, the region density and the region-tree need to be updated 
because of the density decay. The average dimensionality is set 20l = . As shown in 
figure 6, compared with HPStream, SCRP needs less time, and it becomes more   
obvious when the region-tree is formed and tends to stable. 



 A Data Stream Subspace Clustering Algorithm 341 

 
Synthetic data set, stream speed 200/s  

Fig. 6. Comparison of runtime 

4.3 Scalability Evaluation 

In the experiment, the parameter of SCRP is δ = 20 , when the new coming data points 
increase to 1000, the region density and the region-tree need to be updated because of 
the density decay. The experiment aims to test the scalability of SCRP when the data 
dimension and the number of clusters change. As shown in figure 7, SCRP has good 
scalability to the number of clusters, and its runtime is almost linear to the number of 
clusters in subspace, as the number of clusters increases, the runtime also increases. 
 

 
Synthetic data set, stream speed 100/s 

Fig. 7. Counts of clusters in subspace 

SCRP is different to CLIQUE, its performance can hardly be influenced by the di-
mensionality, and it has good scalability to the changes of dimensionality. As shown 
in figure 8, the runtime of SCRP is almost linear to the dimensionality, as the dimen-
sionality increases, the runtime also increases. 



342   X. Yu, X. Xu, and L. Lin 

 
Synthetic data set, stream speed 100/s  

Fig. 8. Change of dimensions 

5 Conclusion 

In this paper, a region-tree structure is designed to preserve the changes of data 
stream, and SCRP, a data stream subspace clustering algorithm based on region parti-
tion is proposed. Compared to the current data stream subspace clustering algorithms, 
SCRP can cluster in subspaces at all levels and costs less time. In addition, SCRP can 
hardly be influenced by outliers and it can record and adjust the clustering results 
according to the changes of data stream in region-tree. The experiments on real data 
set and synthetic data set show that SCRP has good effectiveness and applicability, 
and it is superior to traditional data stream subspace clustering algorithms. In the fu-
ture, we will extend our work on how to reduce the influences on clustering quality 
when the grid partition granularity changes. 
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Abstract. In Cloud Computing, the application software and the databases are 
moved to large centralized data centers, where the management of the data and 
services may not be fully trustworthy. This unique paradigm brings many new 
security challenges, which have not been well solved. Data access control is 
an effective way to ensure the big data security in the cloud. In this paper,  
we study the problem of fine-grained data access control in cloud computing. 
Based on CP-ABE scheme,we propose a novel access control policy to 
achieve fine-grainedness and implement the operation of user revocation ef-
fectively. The analysis results indicate that our scheme ensures the data secu-
rity in cloud computing and reduces the cost of the data owner significantly.  

Keywords: big data, Fine-grained, Access control, Cloud computing, CP-ABE.  

1 Introduction 

With the development of networking technology and the increasing need of compu-
ting resources, many organizations are apt to outsource their storage and computing 
need. We commonly refers to this kind of new economic and computing model as 
cloud computing. In the future, more and more businesses will obtain the services 
from cloud computing technologies. 

Benefits of cloud computing are clear while cloud computing also poses kinds of 
risk[1].If the security problems in cloud computing are not well solved, it will impede 
the fast growth of cloud computing. In fact, the confidentiality of data has become the 
biggest hurdle in cloud computing. In order to share data, users publish these data on 
Cloud Servers, meanwhile, they require fine-grained data access control according to 
permission of data consumer under the distributed cloud computing access control 
architecture [2]. 

Extensive works have been done on data access control in the past decade years, 
and various research such as [3][4] went into implementing fine-grained access con-
trol effectively. Traditionally, researchers usually assume that the data are stored in a 
fully trusted server which acts as an omnipotent reference monitor[5] responsible for 
confirming and administering the access control policy. However, this assumption 
                                                           
* Corresponding author. 
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does not hold in cloud computing any more, because cloud servers can obtain the 
outsourced data and leak these data to an unauthorized user for high benefit. In order 
to help the data owner achieve fine-grained access control of data stored in an un-
trusted cloud server, a reliable solution is that the data are encrypted by using certain 
encryption algorithm and decryption key is disclosed only to authorized users. Unau-
thorized users, even if Cloud Server, cannot decrypt the data for lack of the decryp-
tion key. Existing access control schemes either introduce high complexity on key 
management or fail to revoke the user effectively. Attribute-based access control 
schemes [4][6] have solved the above-mentioned problem effectively by providing 
fine-grained data access control and preventing collusion attack. S.Roy et.al.[7] con-
structed a Ciphertext Policy Attribute-Based Encryption (CP-ABE) scheme have been 
a promising technique [8-10] for access control of encrypted data. However，CP-ABE 
scheme can’t solve effectively the attribute revocation problem of data access control in 
cloud computing. 

In this paper, we propose a novel fine-grained data access control scheme based on 
CP-ABE for cloud computing which achieves fine-grainedness and data confidentiali-
ty of data access control in cloud computing. Our scheme is more flexible because it 
does not need the trusted third party.The data owner can authorize most of computa-
tion assignments to the reliable authorized users and implement user revocation effec-
tively in our scheme. 

2 Model and Preliminary 

2.1 System Model 

Our system model consists of three types of entities: Data Owner, Data Consum-
er(User) and Third Party Authority, which is in accord with [11]. Cloud Server is 
considered to be honest but curious. We assume that each entity initializes a pub-
lic/private key pair, and other entities can easily obtain its public key when necessary. 

2.2 System Framework  

In this section, we define the framework based on CP-ABE,which contains the fol-
lowing algorithms. 
 
Setup: Let 0G  be a bilinear group of prime order p  and g  be a generator of 0G . 

Furthermore, let 0 0 1:e G G G× →  denote a bilinear map and function *
0: pH Z G→  

map any attribute to an element in 0G ,where ( ) iH i g= . We choose three random 

exponents , , pb Zα γ ∈ .The parameter d  denotes the number of attributes of every 

private key.We choose a d -degree polynomial ( )xυ  at random, and moreover, its 

initial value is set to be (0) bυ = .The master key MK  is ( , , )ab gγ  and the public 

parameters PK  are 
1

(0) (1) ( )
0( , , , , , ( , ) ,{ , ,..., }).b a dPK G g h g h f g e h g g g gγ υ υ υγ= = =   
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Encryption ( , ,PK M T ): Let T  be a tree that represent an access structure. De-

fine a random polynomial xq  for each node x  of T  in the top-down manner start-

ing from the root node R .For each non-root node x , ( )(0) ( ( ))x parent xp p index x=

.where ( )parent x  represents x 's parent and ( )index x  is x 's unique index given by 

its parent.For the root node , (0)RR p s= ,then output the ciphertext 
(0) (0)

(0)

( , 1 ( , ) , 2 ( ) , 1: 1 , 2 ( ) ,

2 : 3 , 4 ( ( )) , 5 , ( ( ))).

y y

y y y y

q qas s
y y

q u u u

y y y

CT T C Me h g C h y Y C g C H i

y Y C h C V i C g i F att y

γ

+

= = = ∀ ∈ = =

∀ ∈ = = = =
 

Note 1Y  and 2Y  be a set of the leaf nodes in T  with positive attributes and 
negative attributes respectively. For each node 2y Y∈ , yu is randomly chosen from 

pZ .We define a function 0( ) : pV i Z G→ as ( )( ) iV i gυ= . Function * *:{0,1} pF Z→  

maps each attribute to an unique integer in *
pZ . 

KeyGen( ,MK S ): Choose a random pr Z∈  and a random j pr Z∈  for each 

attribute j S∈ , compute the key as  
( )( , 1 , : 1 ( ) , 2 , 3 ( ( )) ).j jr ra r r r r

j j jSK D g D g j S D h H j D g D V jγ+= = = ∀ ∈ = ⋅ = =  

Delegate (
*,SK S ):  This algorithm employs a secret key SK , which is for a set S   

of attributes, and another set 
*S  that 

*S S⊂ . Choose a random *r  and *,kr k S∀ ∈  

, and then create a new secret key as  
* * *( * , 1* ,r r rSK D D f D g g= = ⋅ = ⋅

* *** * * *: 1 1 ( ) , 2 2 , 3 3 ( ( )) ).
rr k

kr r
k k k k k kk S D D h H k D D g D D V k∀ ∈ = ⋅ ⋅ = ⋅ = ⋅*  

Decrypt( ,CT SK ): Firstly,compute ( , , )DecryptNode CT SK x  for leaf nodes. If the 

node x  is a leaf node,then let ( )i att x= .On the one hand, if x  corresponds to a posi-

tive attribute and i S∈  , then ( , , ) ( 1 , 1 ) ( 2 , 2 )i x i xDecryptNode CT SK x e D C e D C=
(0)( , ) xrqe h g= ,If x  corresponds to a positive attribute and i S∉ ,we define 

( , , )DecryptNode CT SK x =⊥ .On the other hand, if x  corresponds to a negative 

attribute and ( )i att x S= ∉ ,then we set S S i′ = ∪  and compute Lagrangian coefficients 

'{ }j j S
σ

∈ . Then ( , , ) ( 1, 3 ) / ( 5 , ( 3 ) ) ( 1, 4 )j i

x x j S j xDecryptNode CT SK x e D C e D D e D Dσ σ
∈= ∏ ⋅

(0)( , ) xrqe h g= ,If the node x  corresponds to a negative attribute and i S∈ ,then we de-

fine ( , , )DecryptNode CT SK x =⊥ . It aggregates these pairing results in the bottom-up 
manner using the polynomial interpolation technique. Finally, it may recover the blind 
factor ( , )ase h g  and output the message M . 

3 Our Scheme 

In this section,we describe the construction of our scheme. 
 

Definition and Notation: We assume that attributes of the user in our system can be 
divided into two categories. (i) static attributes which remain unchanged for a long 
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time, and (ii) dynamic attributes which can be updated, if necessary. The file owner 
assigns an access tree for its own data file which can be depicted by Boolean formula 
including AND, OR, NOT and threshold. Analogously, we divide this access tree into 
two distinct parts, as shown in Figure.1. More precisely, the tree 1T  contains the 
static attributes and the tree 2T  includes the dynamic attributes, respectively. The 
static attributes in 1T  are file information and a dummy. We assign the root node of 

1T  to be an AND gate and the other child nodes can be any threshold gate. 
 

1T

2T

 

Fig. 1. An Access Tree Combines Static Attributes and DynamicAttributes 

The Cloud Server maintains a list CUL which records the user’s IDs and the ver-
sion of user's dynamic attributes. The server also keeps a ciphertext history list CHL 
which stores different version of ciphertexts as well as the relevant versions. For the 
purpose of user grant/revocation, the data owner maintains a list UL with all users’ 
IDs and a list DAL which contains the last updated dynamic attributes and relevant 
versions. 

System Setup: This algorithm outputs the system public parameter PK  and the 
system master key MK by calling the algorithm CP-ABE Setup. The data owner signs 
each element of PK  and sends PK  along with these signatures, i.e. ,( , )O PKPK δ  to 

the Cloud Server, and then the data owner chooses the dynamic attribute set SD and 
sets the version of the dynamic attribute set SDVer .Finally, the data owner stores 

( , )SDVer SD in the DAL list. 

New File Creation: To reduce the cost of encryption/decryption, we combine CP- 
ABE system with symmetric key cryptosystem. Before uploading a file to the Cloud 
Server, the data owner processes the data file as follows. 

1)Select a unique ID  for the data file. 
2)Select a symmetric encryption scheme E ,and produce a symmetric encryption 

key SSK ,then encrypt the data file using SSK ,i.e. ( )SSKE DataFile . 

3) Define two access trees 1T and 2T  for the data file and encrypt SSK  using CP-

ABE. Firstly, the data owner calls ( , , 1)Encryption SSK PK T to generate the ciphertext 
CT .From Encryption( , ,PK M T ) presented in section 2, we see that *( , )DumCT CT CT= , 

and then the data owner re-encrypts DumCT  according to the dynamic attribute’s access 
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tree 2T  by calling the function ( , , 2)DumEncryption CT PK T to generate the ciphertext 

DumCT ′ .Then,we denote CT  by 
*( , )DumCT CT′ . 

4) Send the tuple ,( , , , ( ))( , , , ( ), )
c SSKc SSK o ID Ver CT E DataFileID Ver CT E DateFile δ  to the 

Cloud Server. Obviously, c SDVer Ver= . 
On receiving the tuple, the Cloud Server will verify the signature 

,( , , , ( ))c SSKo ID Ver CT E DataFileδ .If correct， the Cloud Servers  will store the ciphertext 

( , , ( ))c SSKVer CT E DataFile  in CHL. As described above, the Cloud Server has no 
idea about the symmetric data encryption key SSK . So the Cloud Server cannot de-
crypt the ciphertext. 

New User Grant: If a new user wants to join the system, the data owner defines a  
set of attributes S  including static and dynamic attributes for the user. The corres-
ponding secret key to this user is generated as follows. 

1) Assign a unique identity ω  to the new user and a set of attributes { , }s dS S S=
,where sS is the static attributes of the user and dS  is the dynamic attribute set picked 

from the set SD  and set the version of user's dynamic attribute SDVer Verω = . 

2) Generate a secret key SK  for ω , i.e., ( , )SK Key MK S← .According to the 

construction of KeyGen, SK  can be denoted by ( , )s dSK SK . 
3) Encrypt the tuple ,( , , , )( , , , , )O S Ver SKS Ver SK

ωω ωω δ with userω 's public key k , i.e. 

,( , , , )( , , , , )O S Ver SK kC S Ver SK
ωω ωω δ=  

4) Store the IDs of the user ω  in UL. 
5) Send the tuple ,( , , )( , , , )O Ver CVer C

ωω ωω δ  to the Cloud Server. 

Once the Cloud Server receives the tuple ,( , , )( , , , )O Ver CVer C
ωω ωω δ , then, 

1) Verify ,( , , )O Ver Cωωδ  and proceed if correct. 

2) Store ( , )Verωω  in the system user list CUL.  

3) Forward C  to the user . 
When the user receives C , firstly, it will decrypt C  with its private key, and ve-

rifies the signature ,( , , , )O S Ver SKωωδ .If the signature is correct, the user accepts 

( , , )S Ver SKω as the attribute set, the version of dynamic attribute and the secret key.  
User Revocation: Whenever a user ω  is revoked, we have two methods to re-

move the user.  
The first method: when the data owner wants to remove a user ω , it updates the 

dynamic attribute set SD  as well as SDVer .Then it re-encrypts the data file and up-

dates user’s secret keys except the removed user ω .The data owner acts as follow: 
1) Remove ω  from the user list UL. 
2) Update the dynamic attribute list DAL and change SDVer and the dynamic 

attribute set SD . 
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3) Design a new tree 2T , the dynamic attribute set SD  satisfied 2T , Re-encrypt 

DumCT ′  to '
_Dum newCT  with a new 2T . 

4) Send the tuple 
_

'
_ ( , , )( , , , )

c Dum newc Dum new Ver CTVer CT ωω δ ′  to the Cloud Server, where 

cVer  is equal to SDVer . 

Once the Cloud Server receives the information from the data owner, it will verify 
the signature 

_( , , )c Dum newVer CTωδ ′ .If correct, the Cloud Servers will remove the user ω  

from CUL and update the old ciphertext in CHL *{ , }DumCT CT CT′=  with 
*

_{ , }Dum newCT CT CT′ ′= .Whenever a user except the user ω  requires a file, the date 

owner will update its secret key. 
Second method: we can revoke a user easily by the attaching negative attributes. 

We use a non-monotonic access structure to express negative constraints in the access 
policy. The basic idea for revoking user is to associate the negative constraints with 
access policy of ciphertext which contains the ID of the revoked user by using non-
monotonic access structure. Whenever a data owner want to revoke a user ω , it can 
attach a leaf node ( )NOT ω to the tree 1T . In addition, this scheme also allows us to 
revoke a set of users who have the same attributes. Augmenting the original access 
formula T  with (NOT (“attribute A ” AND “attribute B ”)), we can effectively 
revoke all the users with attributes A  and B  from the system. 

File Access: In this algorithm, the Cloud Server responds user request on the data 
file access, and contacts the data owner to update the user secret key if necessary. As 
user’s secret keys need not to be updated in the second method, then we update the 
secret key aiming at the first method.  

First, the user sends a data file access request ( , , )uREQ u Ver ID= , where u  is the 

identity of the user , uVer  is the version of its dynamic attribute set and ID is the num-

ber of the request file. 
On receiving the access request,the Cloud Server acts as following: 
1) Check the request if the user is a valid system user according to CUL. 
2) If true, check whether uVer is equal to SDVer . 

3) If true, the user need not update the secret key, and then sends the ciphertext 
which it requested.. 

4) If not true, the user needs updating the secret key and then sends u  the identity 
of the user to the data owner. 

When the data owner receives the data. 
1) Check whether the user u  is a valid user in UL. 
2) If true, assign a new dynamic attribute set dS ′  for the user u  and create a new 

key ( , )d dSK Key MK S′ ′= . 

3) Encrypt the tuple ( , , )d u dS Ver SK′ ′ ′  with the user ω 's public key k , i.e.

( , , )d u d kCP S Ver SK′ ′ ′= , where uVer′  is equal to SDVer . 

4) Send the tuple ( , , )( , , , )
uu u Ver CPu Ver CP δ ′′ to the Cloud Server. 
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Once receiving the tuple, the Cloud Server replaces the old user’s dynamic 
attribute version uVer  with new version uVer′  in CUL, and send the tuple 

( , , )( , , , , )
uu u Ver CPu Ver CP CTδ  to the user u . The user decrypts the tuple with its static 

secret key and the new dynamic secret keys.  
User Delegation: As described above, the algorithm would bring about a huge 

computation overhead for the data owner to grant user and might require the data 
owner to be always online to provide secret key update service for users. To solve this 
problem, we propose a user delegation operation. For the sake of clarity, we divide 
the whole users into several categories. Every user in the same category has the same 
dynamic attributes. The data owner chooses a local reliable authority for every cate-
gory and local authority has the right to grant/revoke the user. We assume that the 
local authority of category i  has a set of attributes iS  and the secret key iSK .  

When a new user ν  wants to join the system, the data owner assigns a category to 
the user ν  (assume in category i ). Then the data owner authorizes the local authori-
ty i  to implement User Grant operation. The local authority i  acts as the data own-

er choosing a meaningful set of attributes i iS S⊂  for this user ν  and calls the CP-

ABE function ( , )iDelegate SK S  to generate the secret key for this user, and then 

sends the tuple ( , )vVerν  to the Cloud Server.  

When a user has been revoked, the data owner updates the dynamic attributes and 
the secret key components for the user’s local authority. If the user whose dynamic 
attributes and secret key components are not updated wants to access a file, it can ask 
its local authority to update the dynamic attributes and the secret key components. 
Consequently, the data owner does not need to handle a heavy computation and can 
be always on online to provide user grant/revocation.  

4 Efficiency of Our Scheme 

4.1 Security Analysis 

Now we analyze the security of the proposed scheme. 
Fine-grained access control: In our algorithm, the data owner defines and ex-

ecutes expressive access structure for each data file. More specifically, the access 
structure of each file is described as a logic formula over data file information.  

Preventing collusion: CP-ABEscheme shows it can resist the collusion attack. On 
the one hand, we do not disclose any secret key components to the Cloud Server in 
our scheme. So the Cloud Server has no useful information for a user to access the 
unauthorized files. The Cloud Server can’t collude with users. On the other hand, 
each user only has its own secret keys, which can not collude together to access the 
file that it have no rights to access. This is guaranteed by CP-ABE scheme. 

Keeping data file confidentiality: In our scheme, data files are encrypted by 
symmetric encryption scheme (such as AES) with the symmetric key SSK  and the 
symmetric key SSK  is directly encrypted using CP-ABE. As showed above, the 
Cloud Server can’t decrypt ciphertext to obtain SSK  and the data file. As symmetric 
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encryption scheme and CP-ABE are secure so far, our scheme can keep data file con-
fidentiality for each operation doesn’t leak any information about the data file.  

4.2 Perfomance Analysis 

We analyze and compare the computation complexity of the proposed scheme with 
the scheme[4] in Table.1. The parameter | |N is the number of users, which is almost 

similar to | |L . 

Table 1. Scheme complexity comparison 

Operation Complexity in scheme[5] Complexity in our scheme 

File Creation (| |)I  (| |)L  

User Grant (| |)L  (| |)I  

User Revocation (| |)N  (| |)L  

File Access (max(| |, ))L N  (| |)I  

 
The main computation in System Setup operation is the same as function Setup.  

The computation overhead of New File Creation includes two parts: one part is gener-
ated by encrypting the data file using the symmetric key SSK  and the other part is 
produced by encrypting the SSK using CP-ABE. The computation overhead of the 
first part lies on the size of the underlying data file that is necessary for any crypto-
graphic algorithm. The computation overhead of the second step is (| |)L  multipli-

cation operations over 0G  and a pair operation from 0 1G G→ , where L  represents 
the attribute set of leaf nodes in the access tree. The operation New User Grant is 
performed interactively by the Cloud Server , the data owner and the user. Here, we 
just count the complexity of the data owner. The computation mainly overhead con-
sists of the generation of the user secret key as well as encryption of the user secret 
key using the user’s public key. The first part takes (| |)I  multiplication operations 

on 0G ,where I  denotes the attribute set of user. The second step takes much less 
times compared with the first part. Finally, we consider the computation overhead of 
the data owner in the User Revocation and File Access operation. In first method of 
User Revocation, the overhead computation is caused by generating new ciphertext 
components, which accounts for (| |)L multiplication operations over 0G . File 
Access operation that handles the new secret key components for the dynamic 
attribute takes (| |)I  multiplication operation over 0G . 

From Table 1, the complexity of our scheme is same as the scheme[4]. However,  
we can delegate the User Revocation operation and File Access operation to a reliable 
user, which can reduced the cost of the data owner significantly. 
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5 Conclusion 

Due to sharing the physical resources in the untrusted cloud servers , It has also brought 
users a great number of security challenges about cloud computing. access control for 
big data is an effective approach to ensure data security in the cloud. In this paper, we 
presented a new access control scheme based on CP-ABE. Specifically,we adopt the 
idea that data file is encrypted by a symmetric key that is later encrypted using the CP-
ABE algorithm. To introduce revocation facility into our first scheme, we define both 
static and dynamic attributes for each user that enable more fine-grained access control 
and attach negative attribute to access tree. In order to release the data owner from 
heavy computation task, we introduce the operation User Delegation to deal with new 
user grant and user revocation.The analysis results indicate that the proposed scheme 
can realize use revocation and reduce the cost of the data owner efficiently. 
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Abstract. An attribute-based generalized signcryption scheme based on bilinear 
pairing has been proposed. By changing attributes, encryption-only mode, sig-
nature-only mode, and signcryption mode can be switch adaptively. It shows 
that the scheme achieves the semantic security under the decisional bilinear Dif-
fie-Hellman assumption and achieves the unforgeability under the computation-
al Diffie-Hellman assumption. It is more efficient than traditional way and can 
be used to secure the big data in networks.  

Keywords: Attribute-based Encryption, Generalized signcryption, Diffie-Hellman 
assumption, Random oracle model, Big data. 

1 Introduction 

With the development of information technology, big data [1] in network faces 
enormous risks. Traditional public key cryptography encrypts the individual messages 
with the public key of the recipient, which damages the users’ privacy as well as re-
duces the efficiency. It fails to perform the operation if the recipient will not be able 
to get the key. Therefore, the traditional public key cryptography has been unable to 
meet the needs of big data in networks. Confidentiality and authentication of the 
communication are two important security features. Zheng [2] proposed the new cryp-
tographic primitive of signcryption in 1997, which encrypts and the signs the message 
within a logical step while keeping the lower cost than traditional way. But the 
signcryption scheme will lose its advantage, when we only need the encryption or  
the signature operation. Switching between encryption, signature and signcryption 
inevitably consumes a lot of resources. The concept of generalized signcryption was 
proposed by Han [3] in 2006, which proposed the flexibility to choose a module en-
cryption, signature or signcryption. It can be applied to the broader communications 
environment. 
                                                           
* This work is partially supported by Natural Science Foundation of China (61103231, 

61272492, 61462408, 61103230), the Project funded by China Postdoctoral Science Foun-
dation (2014M562445). 
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Identity-based cryptography [4] simplifies the certificate management problems of 
traditional public-key cryptosystem, which can regard some users’ information (such 
as age, height, etc.) as a public key. Boneh et al [5] proposed first identity-based en-
cryption scheme in 2001 based on bilinear. Sahai and Waters [6] had taken into ac-
count the problems of users’ privacy, and proposed an encryption scheme based on 
fuzzy identity. It describes the identity of a user is multiple attributes instead in this 
scheme, which is the prototype of ABE (attribute-based cryptography) scheme. Goyal 
[7] in 2006 divided attribute-based encryption into key-based strategy (Key Policy 
ABE, KP-ABE) and ciphertext-based strategy (Ciphertext Policy ABE, CP-ABE) 
encryption schemes. Then Hemanta [8] proposed signature scheme based on the 
property in 2008. Gagne [9] first proposed signcryption (Attribute Based Signcryp-
tion, ABSC) scheme based on attributes. In 2012, Zhang [10] proposed an attribute- 
based signcryption scheme with dynamic threshold. Liu and others [11] proposed the 
signcryption scheme based on attributes in the vector space in 2013. Since the privacy 
of signature attributes and other issues are not well resolved, more improved ABSC 
schemes [12] have been constantly proposed. 

An attribute-based generalized signcryption scheme for big data is proposed. It in-
herits the features of ABE and generalized signcryption simultaneously. Compared 
with other scheme [13], it achieves the confidentiality and further broaden the appli-
cation environment. In random oracle model, it is indistinguishable against adaptive 
chosen ciphertext attacks and unforgeable against chosen message attacks. 

2 Preliminaries 

2.1 Bilinear Pairing 

Let g be generators of the group G and G1, which prime number is p. If the map 

1:e G G G× →  is called bilinear pairing, then need to meet the following properties: 

• Bilinearity. If any 1 2, , , *R qg g G x y Z∈ ∈ , it has 1 2 1 2, ) ,x ye g g e g g=（ （ )xy . 

• Non-degeneracy. For any 1 2,g g G∈ , it has 1 2, ) 1e g g ≠（ . 

• Computability. For any 1 2,g g G∈ , an efficient algorithm is able to evaluate

1 2 1, )e g g G∈（ . 

2.2 Computational Assumption 

Definition 1. (Decision Bilinear Diffie-Hellman Problem, DBDH.) If there is no at-
tacker is able to win the following game by at least the advantage of ε , the hypothesis 

DBDHε −  is founded. Challenger B randomly selects parameters , , , pa b c z Z∈ and 

{0 1}η ∈ ， . If 1η =  then B outputs the parameters ( , , , , ( , ) )a b c abcg g g g e g g ; if 0η = , 

the output is ( ,g , , , ( , ) )a b c zg g g e g g . The guess of η  by attacker A is 'η . If 

| Pr[ ( , , , , ( , ) ) 1] Pra b c abcA g g g g e g g = − [ ( , , , , ( , ) ) 1] |a b c zA g g g g e g g ε= ≥ , then the advan-

tage of solving the problem of DBDH by A is at least ε . 
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Definition 2. (Computational Diffie-Hellman Problem, CDH.) If there is no attacker 
can win the following game by at least the advantage of ε , the hypothesis CDHε −  
is founded. Challenger B randomly selects parameters , pa b Z∈ and outputs 

( , , )a bg g g and attackers try to get the result abg G∈ . If Pr[ ( , , ) ]a b abA g g g g ε= ≥ , 

then the advantage of solving the problem of DBDH by A is at least ε . 

3 Attribute-Based Generalized Signcryption Scheme 

3.1 Initialization 

Parameter Generation. PKG (Public Key Generator) randomly selects ,s r ∈ *qZ . 

The default attribute set 1 2 1{ , , , }rM M M M −=  composed by r-1 attributes. Selects 

bilinear pairing 1:e G G G× → , selects 2, ,g g G k∈ ∈ *qZ  uniformly and calculates

1
kg g= , 1 2, )E e g g=（ . Lagrange coefficient is , ( )x Z yΘ =

,
( / )

z Z z x
y z x z

∈ ≠
− −∏ . 

Randomly selects the set of attributes *qZΩ ∈ . :{0,1}*H G→ and 

1 :{0,1}* { }*H G G× →  are hash functions. Encryption and decryption algorithms are 

respectively ( )Eθ ⋅ and ( )Dθ ⋅ . The master key of system is k, the public parameters is

1 1 2 1( , , , , , , , , , , , , ( ), ( ))params s r q G G e g g g E H H E Dθ θ= ⋅ ⋅ .  

Key Generation. Private key generator randomly selects the r-1 degree polynomial 
l(n) and satisfies l(0)=a. The set of attributes for a user ID is IDγ ∈ Ω , and generates 

attribute set 'ID ID Mγ γ= ∪ . Randomly selects *n qt Z∈ . Computing users' private key 

1( , )n no nR r r= = ( )
2( ( ) , )n nt tl ng H i g .  

3.2 Signcryption and Unsigncryption 

Signcryption. The assertion supported by this scheme is , * ( )Tθ γ ⋅ , which *γ is the set of 

attributes,θ  for the threshold, in which 1 rθ≤ ≤ . If the attribute set 'γ  includes at 

least θ  elements in the set of attributes *γ , then 'γ satisfies the assertion , *( )Tθ γ ⋅ . The 

encryption assertion of the scheme is 
2', * ( )Tθ γ ⋅  and the signature assertion is 

1, * ( )Tθ γ ⋅ , 

which 1 1| * | vγ = and 2 2| * | vγ = . The set of attributes for the sender is Aγ =

1 2{ , , , }vAn n n and satisfies
1, * ( ) 1ATθ γ γ = . The subset of attributes for A is 

1' *A Aγ γ γ⊆ ∩ . Default attributes in M contributes the default set of attributes

2 ' 1 ' 2' { , , , }rM n n n Mθ θ+ += ⊂ . Randomly selects *qZη ∈ , calculates 0 gησ =  and

2 2* '{ ( ) }n n MH n η
γσ ∈ ∪= . Randomly selects 1v r θ+ −  random number ' *n qt Z∈  and 

calculates ,

1 1 1

(0) '
0 ,0' ' * '
' [ ][ ( ) ]n n

A

t
nn M n M

r H nη

γ γ
σ Θ

∈ ∪ ∈ ∪
= ∏ ∏ 2 21 * '( ,{ } )n n MH m η

γσ ∈ ∪⋅ , θ =

Eη and 0 '( )c E m gσ
θ= ⊕ . If it is the encryption operation, the output ciphertext is
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2 20 0 * '{ ',{ } ,0, }n n M cγσ σ σ σ ∈ ∪= ， . Otherwise calculates ,

1

(0) '
,1 ' '{ ' }n n

A

t
n n n Mr gη

γσ Θ
∈ ∪=

1 1

'
* '{ ' }nt

n n Mg γσ ∈ ∪= , and outputs the ciphertext
2 20 0 * '{ ',{ } ,n n Mγσ σ σ σ ∈ ∪= ，

 
{ 'nσ

1* '} , }
An M cγ∈ ∪ . When the above signcryption procedure is a separate signature 

process, then the sender private key is an empty set, so 0 '
0( ) ( )c E m g E mσ

θ= ⊕ =
0g m⊕ = .  

UnSigncryption. The set of attributes for receiver B is 1 2{ , , , }B vBn n nγ = , and satis-

fies
2, * ( ) 1BTθ γ γ = . If the signers of this ciphertext satisfies the assertion

1, * ( )Tθ γ ⋅ , then 

continues to meet, otherwise terminates the operation. Calculates 1( ,H m { nσ
2 2* '} )n Mγ∈ ∪ , 

if 
2 21 1

0 1 * ' 0* '
( , ') / [ ( ( ), ')] ( ( ,{ } ), )(1)n n n Mn M

E e g e H n e H m γγ
σ σ σ σ∈ ∪∈ ∪

= ∏ holds then 

continues the process, otherwise terminates the operation. B selects the set of attribute

2' *B Bγ γ γ⊆ ∩ .Calculates
20 0 ' '{ ' }

Bn n n Mr r γ∈ ∪= ,
20 */ '{ ' ( )}

Bn nr H n γ γ∈= , 
21 1 ' '{ ' }

Bn n n Mr r γ∈ ∪= ,

21 */ '{ ' }
Bn nr g γ γ∈= ,

2 2

(0)
0 0 1* '

( ( ', ) / ( , ')) n

n n nn M
e r e r η

γ
θ σ σ Δ

∈ ∪
= ∏ and ( )m D cθ= ⊕ 0 'gσ . 

3.3 Adaptive Mode 

Signature. If the private key for receiver is an empty set, then the encryption process 

is masked and 0 ' 0
0( ) ( )c E m g E m g mσ

θ= ⊕ = ⊕ = .  

Encryption. If 
1* '{ '} 0

An n Mγσ ∈ ∪ = , then the operation is encryption, and calculates

20 0 ' '{ ' }
Bn n n Mr r γ∈ ∪= ,

20 */ '{ ' ( )}
Bn nr H n γ γ∈= ,

21 1 ' '{ ' }
Bn n n Mr r γ∈ ∪= ,

21 */ '{ ' }
Bn nr g γ γ∈= ,

2 2

(0)
0 0 1* '

( ( ', ) / ( , ')) n

n n nn M
e r e r η

γ
θ σ σ Δ

∈ ∪
= ∏ and 0 '( )m D c gσ

θ= ⊕ . 

4 Security Analysis 

4.1 Correctness 

 

2 2

1 1

,

2 21 1
1

,

2 2

1

0 1 * ' 0
* '

(0) '( )
2 1 * '* '

' '

(0) ' '
1 *

*/ '

( , ') / [ ( ( ), ')] ( ( ,{ } ), )

( ,[ ( ( ) ) ][ ( ) ] ( ,{ } ) )

[ ( ( ), ) ( ( ), )]( ( ,{ }

nn n

A

n n n n

A

n n n M
n M

t tl n
n n Mn M

n M

t t t
n n M

n M

e g e H n e H m

e g g H n H n H m

e H n g g e H n g H m

η

η

γ
γ

η
γγ

γ

γ
γ

σ σ σ σ

σ

σ

∈ ∪
∈ ∪

Θ
∈ ∪∈ ∪

∈ ∪
Θ

∈ ∪
∈

⋅
=

∏

∏ ∏
∏

1 1
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1

'
* '

(0)( )
2
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( , ) n

A

n M

l n

n M

g

g g Eη

η

γ

γ

∈ ∪

Θ

∈ ∪

= =

∏
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2 2

2 2 2 2

2 2

(0)

0 0 1
* '

(0) (0)( )
2

* ' */ '

(0)( )
2

* '

( ( ', ) / ( , '))

( ( ) , ) ( ( ), )
( ) ( )

( ( ) , )( ( ) , )

( , )

n

n nn

n

n
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n M

tl n

t
n M n M

l n

n M

e r e r

e g H n g e H n g

e H n ge H n g

g g E

η

η η

η

γ

η η

ηη
γ γ

η η

γ

θ σ σ Δ

∈ ∪

Δ Δ

∈ ∪ ∈

Δ

∈ ∪

=

=

= =

∏

∏ ∏

∏
 

4.2 Security Proofs 

Theorem 1. If a DBDH problem is on the establishment of the group G, then the 
attacker can’t win with non-negligible advantage. And the scheme has the security of 
selection attributes set.  
 
Proof. If the attacker A executes at most 

nHq times Hn queries, qSC times key genera-

tion queries, qη  times signcryption queries and qUS times unsigncryption queries, 

which n=1, with the ε advantage of a polynomial time attack definitions 3 game.  

System Setting. Algorithm F calculates 1
ag g= and 2

bg g= . The default set of 

attribute is 1 2 1{ , , , }rM M M M −= , for which randomly selects system parameters

, *qs r Z∈ . The set of signature attributes for challenger A is 1 *γ , and the threshold 

is 1 rθ≤ ≤ . The set of default attributes randomly selected is 1| '* |M r θ= − ,

2 '*M ⊆ M  and 2| '* | 'M r θ= − . Their signcryption and encryption assertions are 

respectively
1, * ( )Tθ γ ⋅ and

2', * ( )Tθ γ ⋅ .  

Random Oracle Query.  H1 Oracle. Query n, and if n is in the list K1 which 
saved H1, then returned corresponding results. Otherwise, if 2 2* '*n Mγ∈ ∪ , then 

randomly selected *n qx Z∈ and recorded 1 1( ) nxH n g= into the list K1, otherwise 

randomly selected , *n n qx y Z∈ and recorded 1 1( ) n nx yH n g g−=  into the list K1.  

H2 Oracle. Randomly selected 
21 2, [1, ]Hh h q∈ . Queried n and if it is saved in the 

list K2 of H2, returns the corresponding result. Or if 1 2,n h h≠ , then randomly selected 

, *n n qx z Z∈ , and recorded 2 1( ,{ } ) n nz x
n m mH u g gσ ∈Ω =  into the list K2 which saved 

H1. If 1n h= , then randomly selected 
1

*h qx Z∈  and recorded 

1
2 ( ,{ } ) hx

n m mH u gσ ∈Ω = into the list K2. If 2n h= , then randomly selected 
2

*h qx Z∈  

and recorded 2 ( ,{ }n m mH u σ ∈Ω
2) hx

g= into the list K2. 

Key Query. Defines the set , ',O O P , making ' {0}P O= ∪ , | ' | 1O r= − , 'O O⊆ P⊆  

and 2( *) 'A nO Mγ γ= ∩ . If the parameter nγ  makes the formula 2| * | 'Aγ γ θ∩ < estab-

lished, then let 1 1( ( ) , )n n na b b
nN g H n g= , which ', , *n n qn O a b Z∈ ∈ , wherein is that met 
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l(i)=an, l(0)=a is a polynomial of degree r-1 l(i). For 'n O∈ , let nb =

0,( ( ) / ) 'Z n nn y b bΘ + , , 0,'
( ) ( ) ( ) ( ) (0)m Z Zm O

l n n l m n l
∈

= Θ + Θ∑ , '
1(( )n n ny x t

nN g g−=
0, , 0 ,'

( ( ) / ) ( ) ( ) ( ( )/ )
2 2, )Z n n m Z Z nm O n

n

n x y n l m n y t
ng g g γ

∈
Θ + Θ Θ

∈
∑ . Otherwise, the query fails.  

Signcryption Query. If 2| * | 'Aγ γ θ∩ < , then the ciphertext is generated based on the 

private key 1( , )An no nR r r=  by Aγ is sent to A. Otherwise r θ−  default attributes in M 

makes the set 1 'M , and 'r θ−  default attributes in M makes the set 2 'M .If 

1 1 2' { , , , }A rM n n nγ ∪ = , then randomly selected , ' *n qt Zη ∈ . If ( / ) '
rnb Zη η= − + , 

calculated 1/ '
0 2

nr
Z

g g gη ησ −= = ,
2 22 * ' 1( ,{ } ) n nr

z y
n n MH m g gγσ ∈ ∪ = , 0 2 2' ( ,{a

ng H mσ σ=

2 2 1 1
* ' 1' '

} ) ( ) nt
n M n M

H nη
γ γ∈ ∪ ∈ ∪∏

1 1

/'
1 1 2' '

( ) ( )n n nn nr r
z y Zy t

n M
g g H n gη

γ
−

∈ ∪
= ∏ , '{ ' nt

n gσ =

1 1* '}n Mγ∈ ∪ , 
2 2

/ '
2 * '{ }n nn nr

y Zy y
n n Mg g gη η

γσ −
∈ ∪= =  and 0 '( )n nc E m gσ

θ= ⊕ ,Which θ is 

randomly selected. Finally outputs the ciphertext
2 20 0 * '{ ',{ } ,{ 'n n M nγσ σ σ σ σ∈ ∪= ，

1* '} , }
An M ncγ∈ ∪ .  

Unsigncryption Query. If 2| * | 'Aγ γ θ∩ < , then generated a private key, and per-

form decryption operation and returned the plaintext mn or ⊥ . Otherwise, returned an 
invalid signature. If the attacker has executed the signcryption query, then the process 
is terminated. Finally A selected the equal length plaintext m0, m1 and the set of de-
fault attributes 1 2'*, '*M M  of 1 2*, *γ γ , but no key query has been executed. Other-

wise, the query is terminated.  
Challenge. The set of attributes 1'* '*Aγ γ∈ consists of θ attributes. After queries, we 

can get the key rn,0 and rn,1 generated by '*Aγ . Calculated *
0*

cg ησ = ,

2 2

**
1 * '*{ * ( ) }ncyc

n n MH n g ηη
γσ ∈ ∪= = , ,

1 1 1

(0) '
0 ,0 1'* '* * '*

'* [ ][ ( ) ]n n

A

t
nn M n M

r H nη

γ γ
σ Θ

∈ ∪ ∈ ∪
= ∏ ∏ ,

2 2

*
2 * '*( ,{ *} )c

n n MH m η
γσ ∈ ∪

,

1 1 1

*(0) '
,0 1'* '* * '*

[ ][ ( ) ] hyn n n n

A

cyy x t
nn M n M

r g g gη η

γ γ
Θ −

∈ ∪ ∈ ∪
= ∏ ∏ , θ =

*Cη , 0 '** ( )c E m gσ
θ= ⊕ , ,

1

(0) '
,1 '* '*{ '* }n n

A

t
n n n Mr gη

γσ Θ
∈ ∪= ,

1

'
*/ '*{ '* }n

A

t
n n Mg γσ ∈=  and output 

2 20 0 * '* */ '** { '*,{ *} ,{ '*} , *}
A An n M n n M cγ γσ σ σ σ σ∈ ∪ ∈= *， . If 

2 22 * '*( ,{ *} )n n MH m γσ ∈ ∪

hy
y

g≠ ,then the game ends. This process can query whether the *σ  is legal or not, but 

cannot do the unsigncryption query of *σ  or the key query of 2 *γ . 

Guess. If A outputs b'=b, then ( , )abcC e g g= , and wins in the game. The advantage 

analysis is: the probability of A did not query the 2 *γ  is at least 
1

1/ Hq , the probability 

of rejection of a valid ciphertext is at most / 2s
USq , the probability of challenge 

1 2*, *γ γ  is at least ( )
11 1 / 2 Ht q= , the probability of selecting 1 '*,M 2 '*M  is at 

least ( )2 1/ 1t r rθ= − − ,the probability of 
2 22 * '*( ,{ *} )n n MH m γσ ∈ ∪ = hy

y
g , {0,1}b ∈  is 
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at least 
2

21 / Hq . Then the advantage is calculated as: 1 2' (( 1)t tε ε= +

1 2

2/2 1 /1)(1 / 2 ) / ( '/ 1)S
US H Hq q q r rθ− − − − . 

Theorem 2. If a CDH problem is on the establishment of the group G, then the at-
tacker cannot win with non-negligible advantage. And the scheme has the unforgea-
bility of selection of attributes set under the selection of plaintext.  
 
Proof. Algorithm B receives the CDH problem instance and its purpose is the calcula-

tion of gab based on ( , )a bg g . The process is similar with Theorem 1. F sets the ap-

propriate system parameters and B answers the random oracle, key, singcryption and 
unsigncryption queries of the attacker A. If A did not select 1 2*, *γ γ , 1 '*,M 2 '*M  or 

2 22 * '( ,{ *} ) hy
n n MH m gγσ ∈ ∪ ≠ , then the game is over, and 

2 21 1

1 1

0 1 2 * ' 0* '

0 0* '

( , '*) / [ ( ( ), '*)] ( ( ,{ *} , *))

( , '* / '* * ) ( , )n h

n n n Mn M

x y ab
nn M

e g e H n e H m

e g e g g

γγ

γ

σ σ σ σ

σ σ σ
∈ ∪∈ ∪

∈ ∪
= =

∏
∏

. 

Therefore, the advantage is calculated as follows. 

1 2

2 1

1 2

1 3 2 '

' [ (1 / 2 )] / [ ( '/ 1)]

( )( ')(2 / 2 ) / [ ( 1) ]

S
US H H

S r
US H H

t t q q q r r

r r q q q r θ θ

ε ε θ

θ θ ε − − −

= − − −

> − − − −
. 

5 Performance 

The communication and computation cost are two important factors needed to be 
considered in the analysis, which were designed by the cost generated by ciphertext 
length and signcryption and the unsigncryption operation. Table 1 of this section 
compares with features similar to a representative of the similar attribute-based 
signcryption scheme [14]. They compare in the calculation of the amount and length 
of ciphertext and computational signcryption ciphertext length, where e, prospectively 
denotes the exponent arithmetic and bilinear operation, |G|, |G1| denotes the mode of 
the group, l represents the number of attributes and nm represents the message length.  

Table 1. Performance comparison 

Scheme Signcrypt    Unsigncrypt  Ciphertext length 
Scheme[13] 

Ours 

Ours 

Ours 

 e+8p      (6+2l)e        (5+2l)|G1|+nm 

  e+6p       2le             4|G1|+nm 

  e+8p      (l+2)e           4|G1|+nm 

  e+9p     (3l+2)e           4|G1|+nm

 
The results shows that the scheme has its equivalent efficiency while selecting 

signcryption mode, but since the program [14] can only achieve a single signcryption 
function, our scheme has great advantages in selecting encryption or signature module 
in terms of computation or storage areas. Without affecting the function selection of 
this program, our scheme has great prospect of implementation. 
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6 Conclusions 

Combined with the advantages of generalized signcryption and attribute-based cryp-
tosystem, this paper proposes an attribute-based generalized signcryption scheme for 
big data in networks, and proves the program to be safe in the random oracle model.  

This scheme can be adaptively selected in the cryptographic module in a confiden-
tiality or authentication or both of them required during big data communication, and 
be able to function only when a particular need for another operation can be automati-
cally shielded, taking into account both the flexibility to choose the functionality and 
efficiency improvement, so the scope is wider.  
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Abstract. In the big data protecting technologies, most of the existing data pro-
tections adopt entire encryption that leads to the researches of lightweight en-
cryption algorithms, without considering from the protected data itself. In our 
previous paper (FGEM), it finds that not all the parts of a data need protections, 
the entire data protection can be supplanted as long as the critical parts of the 
structured data are protected. Reducing unnecessary encryption makes great 
sense for raising efficiency in big data processing. In this paper, the improve-
ment of FGEM makes it suitable to protect semi-structured and unstructured da-
ta efficiently. By storing semi-structured and unstructured datum in an im-
proved tree structure, the improved FGEM for the datum is achieved by getting 
congener nodes. The experiments show the improved FGEM has short operat-
ing time and low memory consumption. 

Keywords: Big data, encryption, unstructured data, semi-structured data, IoT. 

1 Introduction 

The Internet of things (IoT) makes great evolution and innovation of computing pat-
tern, which accompanied with the smaller and smarter development of computers. 
The dream of Mark Weiser[1], who proposed the concept of ubiquitous computing 
and aimed to make computers provided invisible service, are coming true. The hu-
man-centered mobile devices in our daily life enable anyone to get information ser-
vice practically anywhere and anytime. IoT gives rise to the research of wireless 
communication technologies, such as MANET [2], VANET [3] and Mobile Internet. 
So that these distributed mobile devices are more efficient to transmit massive data in 
the ubiquitous network, but still confronted with big data processing issues.  

As the Internet of Things offer us a pervasive communication dimension, what if 
our private data is exposed in this transparent world. It will bring too much burden if 
we encrypt all the transmitted private data which is massive in distributed mobile 
networks. As a result, the distributed mobile networks need lightweight and efficient 
protection methods [4, 5]. In this paper, we improve the data structure we proposed in 
our previous work to make it suitable to fine-grained encryption of unstructured data 
for big data security in IoT. 

                                                           
* Corresponding author. 
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2 Related Works 

There are sensing layer, transport layer, processing layer and application layer in 
IoT[6-8], the sensor layer includes mobile devices, limited resources, but generating 
huge amount of data, some involves big data privacy. As mentioned in [9], big data 
protection method can be divided into two aspects. One is the design of lightweight 
protecting algorithm, such as proposing data encryption algorithm; the other is pro-
tecting the crucial parts, which achieves minimum protecting operations and optimal 
effects. In this paper, we still consider from the latter perspective. 

              

(a)  FGEM for cashers                           (b) FGEM for doctors 

Fig. 1. Fine-grained encryption method sketch 

As a traditional and effective method, encryption has been widely studied. A lot of 
lightweight algorithms for the limited resources terminals have many achievements 
[10, 11]. But nearly all the proposed algorithms are from the perspective of protecting 
the entire parts of a data, without considering reducing unnecessary protections. En-
tire data encryption methods need to be improved for unstructured data. 

The main idea of fine-grained encryption derived from multi-level encryption [12-
14] and fine-grained access control technology [15-17] in the field of database. In our 
paper [9], we proposed the fine-grained encryption method due to the entire encryp-
tion brings too much operation of big data processing in IoT. In our research, it's easy 
to find that not all the parts of a piece of data need encryption in distributed environ-
ment. Such as a piece of patient's data contains name, sex, age, and disease, to differ-
ent viewers, we only need to encrypt different parts, as shown in Fig.1. If the critical 
parts are protected according to different viewers, the others parts are meaningless.  

    

Fig. 2. Two kinds of unstructured data (semi-structured and unstructured data) 

In our proposed method [9], FGEM can only encrypt structured data. But there is a 
lot of unstructured and semi-structured big data in IoT, as shown in Fig 2. Such un-
structured datum should be concealed to different viewers.  
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3 Improved Fine-Grained Encryption Method  

3.1 Network Model Description 

We describe the network model in Fig.3 and the sensor layer is considered as the most 
foundational layer and the improved FGEM works on it. Through the Fig.3, we can 
see that the sensor and some mobile nodes generate datum and the sink nodes organ-
ize them, so the improved fine-grained encryption method runs on these sink nodes 
which have strong ability in computing and storage. 

 

Fig. 3. Network model of sensing layer 

3.2 Fine-Grained Encryption Method 

(1)   A Tree Structure 
In this part, we propose a tree structure with pointers according to the graph structure 
of Object Exchange Mode (OEM) [18]. As shown in Fig.4, the graph structure con-
tains object nodes and directed edges.  

 

Fig. 4. OEM graph 

The OEM can be represented by a digraph with a unique root node, as shown in 
Fig.4. The digraph is represented by a 3-tuples ( )r V E, , . The r stands for the root 

nodes, the V stands for the set of object nodes, and the E stands for the set of edges, 
the elements in set E , , ji no l o< >  means object io  points to object jo  through label 

nl . Label nl  represents the relationship between objects.  
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We remove the loop circuits in OEM to make it a tree structure, and use some ob-
jects with pointers which point some unstructured data or semi-structured data. That is 
the new tree structure. The tree structure is used for storing the data. 
 
Definition 1: ( )O E,  represents a tree structure, O is a set of object nodes, E is a set 
of edges with labels, the neighbor objects can be presented by , , ji no l o< > , that 

means object io  points to object jo  through label nl .  

Definition 2: Object node can be represented by 4-tuples ( , , , ) object - id label type value , 

object - id  is a node's unique identification, label  stands for an attribute that de-

scribes what kind of data item is stored in the object, type type stands for attribute 

value type, and value  is attribute value. The identifiers’ meanings are in Tab 1: 

Table 1. Identifiers' meaning of the 4-tuples 

Identifier Identifier meaning Value type 

object-id unique identification integer 

Label attribute char 

Type attribute value type atomic, complex  

Value attribute value  char 

There are two types of values of identifier type, they're atomic type, such as integer 
and char, and complex type, such as a pointer pointing to other objects. That is the 
key part for unstructured data encryption. 

(2).   Key Concepts from Definitions 
Label path (lp): lp stands for a series of neighbor labels divided by the notation “.”, 
recorded as 1 2 i n-1 nlp = l l ... l ... l l⋅ ⋅ ⋅ ⋅ ⋅ ⋅ , n is the length of a label path, such as 

lp Club Player Nationality= ⋅ ⋅  is a 3-length label path. As defined in Definition 2, the 

label of edges is used for describing the attributes of nodes.  
Data path (dp): dp stands for a label path which is added with object nodes, we can 
record a data path as 0 1 1 11 i i i n n ndp = o l o ... o l o ... o l o− −⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ . For instance, 

0 1 5 8dp Club Player Nationality= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ . 

Path instance: path instance is different data paths derived with the same label path, 
In Fig.5, there are 4 path instances in the tree structure of label 
path 0lp Club Player Nationality= ⋅ ⋅ , they are: 

00 0 1 5 8dp Club Player Nationality= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ;     01 0 1 9 12dp Club Player Nationality= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ; 

02 0 17 18 20dp Hospital Name Disease= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ;   03 0 17 23 24dp Hospital Name Disease= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ . 

To construct such a data structure which is analogous as a thread tree, is actually 
change a two-dimensional table in a database into a one-dimensional structure, that is 
changing a nonlinear structure into a linear one, with the aim of implementing fine-
grained encryption to unstructured data in distributed mobile networks. 
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Congener nodes: congener node is a set of last nodes in different path instances but 
with the same label path. As shown in Fig.5, the congener nodes set of label path 0lp  

is a set of nodes, their identifier is {8, 12, 20, 24}. 

 

Fig. 5. Tree structure 

Theorem 1: the congener nodes o1 and o2 in two data paths 1, ,m io l o< > and 

2 , ,n jo l o< > , if m nl l= , nodes io  and jo  are also the congener nodes in the same set. 

Theorem 1 is apparently right, we will not prove it. By Theorem 1, we can get any 
congener nodes set in the tree structure. 

(3).   The Improved Fine-Grained Encryption 
In FGEM, if we want to encrypt all patients’ bloodtype, it is converted to encrypt the 
congener nodes with the same label path l Club Player Nationalityp ⋅ ⋅= . So, searching 

for the congener nodes set means a lot. According to theorem 1, we can get every 
congener nodes set. For semi-structured data, as shown in Fig.2 (a), the last unstruc-
tured part is variable-length, it’s difficult for the system to pre-allocated buffer, but 
still with labels such as medical history. For unstructured data, as shown in Fig.2 (b), 
there is no label, we cannot get the congener nodes set by label path, full text encryp-
tion is the only way. So we need to improve the tree structure.  

 

Fig. 6. Patient’s information with unstructured part 

For semi-structured data, the unstructured part is still with labels, but its attribute val-
ue type is complex as in Definition 2, i.e., the pointer. For the variable-length reason, 
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system cannot pre-allocate appropriate size of storage space, adopting pointer can solve 
the problem. By the pointer, unstructured part can be stored in large space. But that 
means the pointer, actually the address pointing to the unstructured part of a data, will 
be encrypted following the label path when we searching for the congener nodes. We 
improve the tree structure and add a suffix “_ p” for any pointer label. As shown in Fig. 
6, we pick a patient’s data from Fig. 2 (a) and imitate Fig. 5 to construct a new tree 
structure. The label of the eighth object node is added a suffix “_p”, that means the ob-
ject node is a pointer. When traversing the tree for congener nodes, if meeting that nota-
tion of a pointer, it will encrypt the unstructured data the pointer points to. 

For the unstructured data, it has no labels to any paragraph as shown in Fig.2. So 
we need to improve the tree structure. The key point of fine-grained encryption is 
label path, so it’s necessary for unstructured data to extract the key labels or add con-
fidentiality level of every part. That makes the fine-grained encryption work. As 
shown in Fig. 7, we pick a patient’s information from Fig. 2 (b) and imitate Fig. 5 to 
construct a new tree structure. Every paragraph has its own main idea. In Fig. 2, we 
can easily find that two paragraphs are mainly about John’s family and healthy condi-
tion. So we add labels to each paragraph even the article title, and construct the tree 
structure to store the data and then execute the fine-grained encryption. The labels can 
also be replaced by confidentiality levels to represent every part’s importance when 
choosing encryption strength. 

 

Fig. 7.  Patient’s information of unstructured data 

We can find that the label is the most important notation to realize fine-grained en-
cryption. For a semi-structured data, its unstructured part with label is not directly 
stored in the object node of a tree for its variable length reason. We add a pointer in 
the object node, which points to the unstructured part.  So it is easy to be encrypted 
with the label, what we care about is that the encryption should not be applied on the 
pointer in the tree. For an unstructured data, there is no label, every paragraph is 
coordinate, they need to be added labels by system or artificially. 

4 Experiments 

To protect the critical part is the main idea of FGEM, so are the improved ones. The 
process of fine-grained encryption is mainly searching and encryption in the proposed 
tree structure. We take different amounts of data with the same label path 
“ _l Hospital Name Condition Casehistory pp ⋅ ⋅ ⋅= ” and“ l Title Economicconditionp ⋅= ” as 
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test objects and encrypt only one object node in Fig.6 and Fig.7 respectively. The data 
with that label path is stored in the tree structure. We take the unstructured part as the 
critical one of every data, which is encrypted, i.e., the label “Case history” and “Eco-
nomic condition” lead to. Then we totally set 3 comparison groups: entire encryption 
with encryption algorithm IDEA, fine-grained encryption with sequential search and 
fine-grained encryption with index search. We find the improved FGEM with index 
search has better performances, the searching algorithm is much more considerable. 

4.1 Operating Time  

The FGEM considers from the perspective of data itself. It reduces unnecessary en-
cryption overhead. So we don’t consider raising efficiency of encryption algorithm. 
But we also realize that, raising efficiency of encryption algorithm and the simplified 
crypto-operation can both achieve the optimization technique, but we consider from 
the latter one. As shown in Fig. 8-9, we get some conclusions: 

 

Fig. 8. Semi-structured data encryption              Fig. 9. Unstructured data encryption 

(1). For the semi-structured data, as shown in Fig.8, entire data encryption costs more 
time as the data amount increasing and it shows that improved FGEM with sequential 
search costs shorter, that dues to time consumption of comparison one by one in the 
tree structure, But if we adopt an index for the tree, its consumption is not obviously 
increasing, because the index is significantly helpful to locate congener nodes storing 
the unstructured part of a data; 
(2). For the unstructured data, as shown in Fig.9, entire data encryption cost much 
more time as the data amount increasing and it shows improved FGEM with sequen-
tial search costs much shorter, which dues to the labels comparison time is much 
shorter than the encryption cost. But if we only encrypt a part of the unstructured data, 
the time consumption lows as encrypting operation decreasing, the main direction of 
optimization is to reducing encrypted parts of unstructured data; 
(3). For the two kinds of data, the tree structure with index has obvious advantages 
when the data amount is increasing. That meets the efficiency demand of big data 
processing in the IoT environment. 
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4.2 Memory Consumption 

We discuss the consumption of internal memory when processing is carrying on, 
which is much less than external memory. As shown in Fig.9, we get some conclu-
sions in the following: 
(1). For the semi-structured data, as shown in Fig. 10, due to extra internal memory 
consumption for comparing, the one with sequential search has similar consumption 
as the entire encryption as data amount increasing. But the one with index needs less 
memory because it doesn’t need to load all the parts into the memory.  

 

Fig. 10. Semi-structured data encryption           Fig. 11. Unstructured data encryption 

(1). For the unstructured data, as shown in Fig.11, the entire encryption needs much 
more memory as the data amount increasing, but the other two is significantly less 
than it, which dues to the decreasing of encrypting operation. That meets the demand 
of source-limited devices in IoT. 

5 Conclusions 

In the paper, we have proposed an improved FGEM for unstructured data and semi-
structured data. We have found that the fine-grained protection is a new kind of pro-
tecting idea in big data processing, reducing unnecessary encrypting operation is the 
key point. We believe that the idea is appropriate for the IoT environment. All the 
fine-grained encryption methods are just realizations of the idea, we will try to pro-
pose more protecting methods according to the idea in the following works. 
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Abstract. C Language is a basic programming language and a compulsory foun-
dation course for majors of science and engineering. Subjected to teaching periods, 
students have no time to do enough concrete integrated exercises. In teaching of C 
programming language design, both teachers and students have some problems. On 
the one hand teachers should change their teaching ideology, on the other hand, 
students should spontaneously study and improve their study motivation. In this 
way, students will improve their programming ability and apply what they learn 
comprehensively.  

Keywords: C Programming Language Teaching, Teaching Ideology, Indepen-
dent Learning, Practice. 

1 Introduction 

C language is a basic programming language, which contains the basic idea and con-
ception of programming in its developing. In computer teaching of higher education, it is 
a required course of science and engineering major, and its contents are in sync with 
abroad. Objectively speaking, it will directly affect the teaching effect that how we teach 
or learn it. During these years’ teaching in C language, I have thought a lot about how to 
improve teaching effect, and put these ideas into practices, and then they worked. 

2 The Status and Problems of C Language Programming 
Teaching 

Nowadays, the traditional C language programming teaching always means lectures and 
hands-on computer trainings in multimedia classroom in form. In content, they are always 
introductions and instructions, which follow three steps, conception, quick example and 
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guided practice. This three-step teaching method will be limited by teaching hours. While 
teaching students the designing ideas, methods, important conceptions and applications, 
teachers leave less time for students to take practice out of class[1]. 

In C language programming teaching, there exists some problems on both side, 
teachers and students. 

2.1 Materials Arrangements Are Not Reasonable 

Now, most materials selected as textbooks in C language programming teaching are 
unpractical and lack of interest. Students take it dull and show no interest. They would 
not like to study seriously, which affects the teaching effect and cause themselves 
troubles in future studies. 

2.2 Outdated Teaching Methods Can Not Motivate Students 

During classroom teaching, C language programming courses are always given in 
form of lectures, which cannot give full play to students’ initiative. Heuristic teaching 
methods are not fully used, neither are advanced intuitive multimedia teaching means. 
Teachers do not know whether students prepare their lessons, or what they really need. 
All these, to some extent, dampen students’ enthusiasm.  

2.3 Teachers Are Not Fully Aware of the Differences between Various Majors, 
So They Cannot Arouse Students’ Interest 

Key points, to different majors, are supposed to be different. Teachers always ignore 
the differences, and give lectures to different majors with the same lesson plans. In this 
way, what students have learned can not meet the needs of practices in their majors, so 
that students can not take a right attitude to this course. 

2.4 Students Lack of Awareness of Autonomous Learning, and Attach Little 
Importance to Practice Teaching 

Most students just are all teacher-centered. They would not ask any question, or rather, 
they just do not know what to ask. After class, out of lack of diligence, they barely refer 
to relevant books or materials. Internet has provided us an open learning environment. 
But, instead of learning actively, students always indulge in games online. In this 
regard, teachers are responsible to guide students to learn the methods of autonomous 
learning[2]. C language is a practical computer language. However, there are many 
drawbacks in present practice course teaching. Many students do not understand the 
purpose of hands-on computer training, nor the contents, and do not pay attention in 
class. Some teachers irresponsible are not strict with students. Some others arrange 
curriculums unreasonably. These to some extent result in that students prefer games to  
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exercises in practice course teaching. With difficulties in practical operations, students 
grow to dislike this course[4]. 

3 The Ways to Improve the Effect of C Language 
Programming Teaching 

3.1 Textbooks Should be Helpful to Arouse Students’ Initiative 

Theory textbooks should meet the needs of students at different levels. And cases quoted 
ought to be practical, which students would get interested in when they read them. For 
example, as an application-oriented university, we should select those materials practical, 
full of cases, and finely explained. Such as Colleges and Universities C language 
Practical Course (3rd edition). 

In addition, content arrangements of practice textbooks should be based on the stu-
dents’ professional interest. On the one hand, it should contain the key points. On the 
other hand, experimental cases should be relevant to professional practice. In this way, 
practice textbooks should be filled with integrated contents of training. After practice 
training, students will be able to do all exercises, and learn the approaches to design 
applications. Then they do improve a lot in practice abilities[1]. 

3.2 Change the Modes of Thoughts and the Methods of Teaching 

To raise students’ interest in C language and help them build positive thought patterns, 
teachers should give students a first impression about what programming is, by 
interpreting a comprehensive example program. And then teachers explain those 
statements in this program to give students a general idea about C language. During the 
whole teaching, teachers should focus on thoughts, methods and algorithms, which 
would help improve students’ ability of analyzing and solving problems, and build 
correct thought patterns of programming design.  

Take Guessing game program design for example. Rules are as follows. Player has 
seven opportunities to guess right the number generated by the program randomly. If 
he loses, the program will regenerate a new number. Player could prefer to go on or 
not. The program would tell true or false, lower or higher. 

Step 1: Natural language analysis. The program “thinks out” a number between 1 
and 100. When player guesses right, it shows “Right!”, otherwise “Wrong!”, and tells 
player the number he gives lower or higher. Each player has seven opportunities to 
guess right, and then the game is over. Player can guess numbers repeatedly, until he 
wants to stop. 

First, on the whole, the basic function of the program is “Generate”, “Guess” and 
“Quit or not”. If not, “repeat again”. 

In this program, “Generate” and “Guess” are two sub-modules. In the overall de-
sign, we just need consider what they should do, but not how to do it.  

Step 2: Flowchart Design. 
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Step 3: Code design. 
/*main function design，initialize the random seed，complete the framework 

design from top down。*/ 
#include  <stdlib.h> 
#include  <stdio.h> 
#include  <assert.h> 
#include  <time.h> 
#define MAX_NUMBER 100 
#define MIN_NUMBER 1 
#define MAX_TIMES 7 
int MakeNumber(void); 
void GuessNumber(int numbre); 
 
main() 
{ 
 int number; 

int cont; 
srand(time(NULL)); 

 
do{ 

number=MakeNumber(); 
     GuessNumber(number); 

printf("Continue?(Y/N):"); 
cont=getchar(); 

while(getchar()!='\n') 

Yes

  Start 

Over 

Quit or not？ 

Guess 

Generate 

No 
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{   ;   } 
   }while(cont!='N'&&cont!='n') ; 

return 0; 
 
} 

/*sub-function design：invoking function rand()generate random number，after 
computing the value of control between MIN_NUMBER and MAX_NUMBER.*/ 

int MakeNumber(void) 
{ 
        int number; 
        num-

ber=(rand()%(MAX_NUMBER-MIN_NUMBER+1))+MIN_NUMBER; 
        assert(number>=MIN_NUMBER&&number<=MAX_NUMBER); 
        return number; 
} 

/*the sub function design：according to input number number，tell right or wrong, 
larger or smaller，within MAX_TIMES times。*/ 

void GuessNumber (int number) 
{    int guess; 

int times=0; 
     assert ( number>=MIN_NUMBER&&number<=MAX_NUMBER); 
 

do{ 
        times++; 

        printf("Round %d:",times); 
   scanf("%d",&guess); 
   while(getchar()!='\n') 

{   ;   } 
  if (guess > number) 
   printf("Wrong! Too high!\n"); 
  else if (guess < number) 
   printf("Wrong! Too low!\n"); 

 } while (guess != number&&times<MAX_TIMES); 
       if(guess==number) 
        printf("Congratulations!You 're so cool!\n"); 
       else 
        printf("Mission failed after %d attempts.\n",MAX_TIMES); 
} 
Step 4: Compile and Run. Along the line of structured programming design, we 

write three comparatively independent programs, complete the program design, and 
achieve what we expected. The interface runs as follows. 

Figure 1 shows the computational result when player did not guess right within  
7 times 
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Fig. 1.  

Figure 2 shows the computational result when player guessed right within 7 times. 
 

 

Fig. 2.  

As to the algorithms involved in C language programming, teachers should selec-
tively explain in detail and give students more practice trainings, meanwhile, the in-
structions in the relations between different algorithms. In addition, teachers could 
make use of multimedia during the teaching to enlarge the amount of information, 
such as demonstrating excellent software written in C language. By explaining these 
programs, teachers manage to teach students excellent programming thoughts and 
methods. 

3.3 Arouse Interest of Different Majors 

To arouse students’ interest, teachers should first declare the importance and 
practicality of C language, make students understand it will help a lot in the future in 
their majors. Then, students will get interested in it.  

C language is taught as a basic course. In the first lesson, teachers should begin with 
the function of C language, its evolution, its status in computer languages, the relation 
with vc++ and other relevant program design, the application in software design, the 
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relation with embedded system and the application in it, etc. To illustrate the founda-
tion status of C language in computer science, it is better to show students some pro-
grams written in C language, such as game scoring program, Monkeys Eat Peaches 
Problem, Han Xin Musters Soldiers Problem. The animation effects and graphical in-
terfaces of these programs can effectively arouse students’ interest. 

In fact, researches from educational psychology show that interest comes from mo-
tivations, accompanies actions, and fulfills itself in results. For example, when teaching 
students of electronics, teachers could integrate the application designs from “Frees-
cale” and “Bi Shen Cup” into his detailed explanation of features of C language pro-
gramming. That means, through well-targeted learning, students get enlightments, 
knowledge and abilities. When they feel it useful and effective, interest and enthusiasm 
for this course will be aroused[3]. 

Therefore, in teaching, teachers should lead students to taste success and get the sa-
tisfaction of gains. 

3.4 Encourage Students to Raise Questions and Arouse Students’ Initiative  
to Study 

In teaching, teacher should not tie students down to textbooks, but encourage them to 
claim freely different opinions on the algorithms and solutions, which can help students 
explore new ways to solve problems and develop creative ideas. Teachers should also 
give students more chances to question and find the best solution to problems actively. 
In this way, we can achieve the goal of encouraging students to study actively. 

3.5 Give More Practice Training 

C language programming is a practical course. In order to comprehend the theoretical 
knowledge, students must practice constantly. So C language teaching should be aimed 
at applying. Teachers should lay stress on the conformation of practical skills, pay more 
attention on the practice teaching, and arouse students’ innovative consciousness. In 
teaching, teachers should commit themselves to a combined method of guidance and 
counseling, projection demonstration and computer operation. Teachers may improve 
the curriculum design to increase the proportion of practice, which can help students 
raise creative thoughts, improve the ability to analyze and solve problems 
independently, and the ability of programming[5]. 

4 Conclusion  

In summary, in order to improve students’ ability to apply the knowledge of C language 
comprehensively and help students form good programming habits, teachers should 
analyze the whole teaching process systematically, and implement teaching reform 
according to the actual conditions of different majors. Help students acquire the 
abilities of practicing, learning lessons and applying knowledge comprehensively. In 
this way, we do improve students’ programming capabilities.  
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Abstract. In massive open online courses (MOOCs), peer grading will play an 
important role to promote MOOCs development. In this paper, we develop a peer 
grading tool for programming courses on MOOCs. It is capable of dealing with 
large and diverse student population, and providing them with targeted subjec-
tive assessment. This tool firstly partition the submissions into small chunks to 
reduce the task of reviewers and give us flexibility to scale the code review 
process. Next we use code normalization and chunks clustering to assign similar 
chunks to the same student for increasing reviewer efficiency. Besides, the tool 
use a random allocation strategy and workload classification to assure reviewers 
workload balance while every student can get diverse feedback. Finally our 
evaluation experiments on a number of students in school indicate that the tool 
has achieved a significant improvement over the peer grading on MOOCs. 

Keywords: Peer grading. MOOCs, Code normalization, Review balance. 

1 Introduction 

As a MOOC student learns a course mainly by watching online course videos and 
complete homework assignments, it is essential to quickly provide them with accurate 
assessment results and high quality feedbacks on their homework submissions[1, 2]. 
Such an immediate evaluation of student homework also enables instructors to under-
stand the progress of these students and adaptively design the sequent course materials 
for study. But the massive number of MOOC students in a MOOC course brings new 
challenges on homework assessment. It is impossible for an instructor with a few teach 
assistants to grade thousands and even tens of thousands of home submission within a 
short amount of time. 

There are two scalable grading methods to generate assessment feedbacks on 
homework problems: (i) auto-grading based feedback[3, 4] and (ii) peer grading 
feedback[5]. For instance, in edX MOOC course “Introduction to Computer Science 
and Programming” offered by MITx, the instructor implemented an auto grader that 
executes every program submitted by students against a set of test cases and reports the 
failed test cases back to the students. Although the auto-grader can efficiently screen 
massive submissions and tell students whether their programs are correct, it has no 
way to reveal the coding errors related to the failed test cases and give the advices for 
students to improve their coding skills. 
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The second method of peer grading[6-8] based feedback is being suggested as a 
potential solution to the problem[9]. In the course of “Human Computer Interaction” 
offered by Stanford on Coursera[10], it used a calibrated peer grading system. At the 
phase of calibration in the system, it requires students to correctly assess a training 
submission before they are allowed to grade other students submissions. Not like the 
auto-grading based feedback, the students can write their subjective evaluation of the 
code under review and directly declare which lines of the code has problems or how to 
correct them[11]. The major weakness of this approach is that every student has to 
review five other students’ submissions, it is a large amount of work for the beginners 
which may reduce their enthusiasm or effect the accuracy of grading while peer review. 
In additions, the idea of partitioning code into small chunks was proposed in 
Caesar[12], a social code review tool designed for programming courses. Caesar also 
detects clusters of similar code to improve the efficiency of peer grading, which is 
shown useless by practice and is abandoned now. What’s more, so many students who 
use Caesar while peer reviewing always had unfair treatment for unbalanced workload 
on grading other students’ submissions. 

In this paper, we present an improved peer grading tool based on original Caesar for 
programming courses on MOOCs. This tool enables the students on MOOCs to review 
others’ submissions through partition and clustering, and generate high-quality feed-
backs. Moreover, this tool uses workload classification to ensure the proportionality of 
all the students. Firstly, we introduce the workflow of the peer grading tool from par-
tition to chunks assigning. Then we describe the design of the major components in 
this tool. Finally we present explanation evaluate the performance of the peer grading 
tool through several experiments. 

2 Overview of the Tool 

The goal of our peer grading tool is to divide the entire program submitted by students 
into multiple chunks that are more easily readable for peer reviewers who often lack 
enough skills and times for checking hundreds lines of programs. Figure 1 shows the 
workflow of the peer grading tool, which consists of three process steps: code parti-
tion, chunk clustering and job allocation. 

The first step is to split the program files into code chunks, each of which represents 
a readable piece of code in the form of program functions. Students only need review 
several small pieces of source code instead of the entire code files. The partition step 
not only decreases the cost of review effectively but also gives us flexibility to deal 
with the small chunks rather than the whole submissions. When the number of chunks 
increases rapidly, it causes more workload for students to review them. The most ob-
vious approach to increase the review efficiency is clustering, which attempts to assign 
similar code chunks to the reviewers. Thus, the second step is to group the similar 
chunks together so that the tool can allocate the similar code chunks to the reviewers 
with prior experiences. The third step is to allocate reviewing jobs to students and en-
sure workload balance among them. Because the chunks in cluster A may cost much 
more time than that in cluster B. So the workload balance becomes an essential part of 
the peer grading tool. 



380    Z. Wei and W. Wu 

 

 

Fig. 1. Workflow of our peer grading tool 

3 Partition and Clustering 

As the first step in our peer grading tool, the partition of student submissions can 
directly affect the quality of the entire peer grading process. Note that it is also im-
portant to guarantee the content of chunk is readable and easily to understand. Based on 
the syntax parsing of source code submission, the tool separates files into pieces of 
functions so that the chunks can still be semantically meaningful to the reviewers. In 
most cases every function of a program has no invocation of other functions. It’s a 
simple and effective strategy of partition. However, when a function calls other me-
thods in the same file, it is difficult for reviewers to only check the chunk with the 
function. Fortunately, such cases rarely occur in the programming courses at the be-
ginner level, which will be explained in Section 5.1. In order to cluster the chunks, the 
tool has to identity the characteristics of a chunk to calculate the distance between any 
pair of chunks. So we introduce two pre-processing steps before clustering including 
code normalization and fingerprints selection. 

3.1 Code Normalization 

The preprocessing in the Caesar workflow only involves removal of spaces and empty 
lines of source codes as well as simple character conversation. However, these simple 
operations can’t guarantee the generation of precise fingerprints of source codes. For 
example, if we modify the names of some variables in a function, its fingerprints change 
a lot. Thus it seems significant that we must make the code more normalized. And we set 
three rules in code normalization. (1)Remove all the spaces, empty lines and the com-
ments. (2) Delete all the language keywords, predefined identifiers and the name of 
library functions. (3) Replace the user defined identifiers with a special symbol. 
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3.2 Fingerprints Selection 

After getting the normalized tokens, we calculate the hash value of all the k-gram 
substrings. The substrings are highly adjacent so that all parts of the tokens are taken 
into the comparison with that of other chunks. That means the token the length of which 
is n will generate n-k+1 substrings, and every fingerprint corresponds to the hash of 
every substring. The winnowing algorithm[13, 14] is used to choose a small subset of 
these fingerprints. It has greatly reduced calculation amount during fingerprints com-
parison without leaving out any substrings. In our work, we define the size of window 
as w, and select the hash values anyone of which is the lowest hash in the related 
window as the fingerprints of the chunk. As winnow algorithm does, we take all the 
substrings the size of which is k+w-1 into consideration. Finally, we get (n-k+1)-w+1 
fingerprints for each chunk, and we can also record the position of each fingerprint in 
the chunk. 

3.3 Hierarchical Clustering 

Once we get the fingerprints of all the chunks, it is easy to calculate the distance be-
tween every two chunks, but we do not know the distribution of all the chunks because 
it is hard to get the common fingerprints that exist in most of the chunks, maybe they 
does not exist. So it is very appropriate to choose the hierarchical agglomerative clus-
tering algorithm[15] to cluster the chunks. In our work, we use the Jaccard similarity 
coefficient to measure the similarity between the chunks or clusters. And the Jaccard  

distance J C , 1 ( ) ( )( ) ( ) , F( ) represents the number set of fingerprints of  

chunk i, so the numerator above represents the number of set of fingerprints which exist 
in both of chunk i and chunk j. Likewise, the denominator below represents the number 
of set of fingerprints which exist in chunk i or chunk j. We regard each chunk as a leaf 
node, every time we choose the nearest two chunks as a new cluster according to the 
single-linkage approach and the new cluster equals a new node of the tree. After n-1 
iterations, all the chunks become a big cluster, and in the meanwhile we get an inte-
grated hierarchical tree. In the end, when we cut the tree in the specific depth to get the 
specific number of clusters whatever we want the chunks should be clustered into. 

4 Assigning and Workload Balance 

According to the context of peer grading on MOOCs, Cluster id, Submission diversity 
and Chunk quantity are seen as the main assigning strategies. All these strategies are 
designed to reduce review time for students during the peer grading, and ensure the 
quality and response time of reviews. First, we look for the student who has already 
been assigned with the chunks belonging to the same cluster. Practices have proven that 
students always worked efficiently when reviewing the similar contents. Second, to 
ensure that each submission can be reviewed by different students, we try to find the 
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student who has already been assigned least chunks which belong to the same owner as 
the chunk being assigned does. Third, some students may be assigned with too many 
review tasks if we merely assign all the chunks which belong to the same cluster to one 
student. So we also control the total number of chunks assigned to each student. 

Experimental data indicate that there is a high variety of reviewing time among in-
dividual students and variety of reviewing difficulties among code chunks. It is due to 
the different code structure in different functions. The statements that invoke the other 
methods or the nested loops are the dominant factors, while the functions only with 
assignment statements or simple logic are always easily to review. So the students who 
are assigned with the review tasks on the chunks have to exert more effort..  

We have found the main factors that affect students reviewing, and designed a 
classification to identify chunk’s difficulty to be reviewed. We record the time of every 
chunk review. So the system can automatically identify a chunk’s difficulty by the time 
cost on it after peer grading. During the feature extraction, we get the number of me-
thod invocations and nested loops respectively through traversing the whole content of 
every chunk. The features are all integers, so it is easy to get the Euclidean distance 
among the chunks. Then we use K Nearest Neighbor classification to identify the 
review difficulty of a new chunk according to all the training data. 

5 Data and Experiments 

In our experiments, we run six programming assignments in our MOOC course of C 
Language Program Design to evaluate the performance of peer grading tool. Almost 
200 students participated in the course and most of them submitted files on corres-
ponding assignments. 

5.1 Partition 

Two preliminary studies[12] in Caesar’s experiments showed that reviewers can still 
write a significant amount of meaningful feedback on the chunks they were given. 
Likewise, in our practice, the feedback given by students indicated that these functions 
are readable and understandable individually. We also ran a Readable test that we asked 
some other students who didn’t participate in the course to randomly review 20 chunks 
in each assignment. And the feedbacks in the tests indicated that lots of chunks are 
difficult to understand to these new students. In Assignment 1 and 2, students always 
wrote only one function to solve a little problem, while students in other assignments 
preferred to design multiple methods. 

5.2 Clustering 

To evaluate the performance of clustering, we set a similarity threshold k as a termi-
nation criterion for hierarchical clustering. More accurate clustering results are pro-
duced when we decrease the value of k.  
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Fig. 2. Clustering performance. Bule bars show clustering result without code normolization; 
green and red bars are both in condition of code normolization with different k. The abscissa 
represents the quantity of chunks in cluster, and the ordinate represents the number of clusters. 

Figure 2 shows the cluster size distributions of some assignments. Without code 
normalization, most chunks in Assignment 2 and 4 were alone and the biggest size of 
cluster did not exceed 3. We set two distance threshold k=0.3 and k=0.1 as the stop 
condition during clustering respectively, and the threshold k=0.3 has already request 
the high similarity (80%) between clusters. The distribution in Assignment 1,2 showed 
good clustering results, some clusters’ size were even very close to the number of 
students when k equaled to 0.3. On the contrary, the cluster distributions in Assignment 
4,5 were relatively unsatisfied, the maximal chunk size were approximately 20 only 
and the rest of chunks fall into very small clusters. This is due to the fact that the request 
in these two assignments were loosely specified, and multiple ideals of solving the 
problem exists which lead to various structures and logics in the functions. 

5.3 Chunks Assigning 

In the first stage of our research, we just tried to send the similar chunks to the same 
student to help faster review. Then we added the workload balance into chunks as-
signing in the second stage. We defined every chunk’s difficulty level as easy, middle, 
or hard based on the time reviewer spent on it, the difficulty level together with the 
extracted features constituted the training data of workload KNN classification. At last, 
we get the best choice of k by using cross validation on training data. 
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There also remain some issues to be addressed in future work. We have designed the 
peer grading tool for C/C++ Language programming courses only so far. It is very 
necessary to make the tool support most of the programming languages. Another issue is 
about the result of the peer grading. As the students are beginner programmers, their 
feedbacks may seems not very exact, and sometimes even incorrect. In addition, given 
the diverse background of MOOC students, there feedbacks on the same program can 
vary a lot. Thus, we should design some strategies or methods like probabilistic model 
to improve precision rate of peer grading. 
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Abstract. As the big data era is coming, it brings new challenges to the massive 
data processing. A combination of GPU and CPU on chip is the trend to release 
the pressure of large scale computing. We found that there are different memory 
access characteristics between GPU and CPU. The most important one is that 
the programs of GPU include a large number of threads, which lead to higher 
access frequency in cache than the CPU programs. Although the LRU policy 
favors the programs with high memory access frequency, the programs of GPU 
can’t get the corresponding performance boost even more cache resources are 
provided. So LRU policy is not suitable for heterogeneous multi-core processor.  

Based on the different characteristics of GPU and CPU programs on memo-
ry access, this paper proposes an LLC dynamic replacement policy--DIPP (Dy-
namic Insertion / Promotion Policy) for heterogeneous multi-core processors. 
The core idea of the replacement policy is to reduce the miss rate of the pro-
gram and enhance the overall system performance by limiting the cache re-
sources that GPU can acquire and reducing the thread interferences between 
programs.  

Experiments compare the DIPP replacement policy with LRU and we con-
duct a classified discussion according to the program results of GPU. Friendly 
programs enhance 23.29% on the average performance (using arithmetic mean). 
Large working sets programs can improve 13.95%, compute-intensive pro-
grams enhance 9.66% and stream class programs improve 3.8%. 

Keywords: Big data, Heterogeneous, Multicore, Replacement Policy, DIPP. 

1 Introduction 

The coming of the big data era has brought new challenges to the massive data processing. 
However, the traditional multi-core architecture can hardly meet the demands for large 
scale computing. Industrial community have integrated different kinds of cores on the 
same chip to constitute a heterogeneous multi-core processor architecture [1,2]. In  
the CPU-GPU heterogeneous systems, CPU is responsible for the execution of serial  
tasks and the logic control, while GPU has advantages on parallel computing. They can 
work together. 
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"Memory Wall" is already a very serious problem. It has become more acute in the 
heterogeneous CMP [3]. The performance of the on-chip memory system is an impor-
tant factor in determining CMP’s system performance. The goal of this paper is to 
effectively manage the shared LLC on heterogeneous CMP and optimize the overall 
performance when running multiple applications on heterogeneous CMP. The main 
work and innovation of this paper is as follows. 

We compute the number of threads and memory access per thousand instructions 
in 20 kinds of GPU programs and 27 kinds of SPEC CPU2006 programs and find that 
GPU programs have higher access frequency than the CPU programs on average.   

We presents a dynamic replacement policy DIPP in LLC for heterogeneous CMP 
based on different features between GPU and CPU programs. It changes the replace-
ment policy dynamically to limit the cache resources GPU can acquire, reduce the 
thread interference in programs and achieve improvements on the overall performance.  

2 Related Work  

2.1 Dynamic Replacement Strategy 

The traditional LRU can’t meet the performance needs of the program with jitter. Most 
blocks do not hit in the transfer process, so cache space can’t be fully utilized. LIP 
insertion strategy is to insert a new block onto LRU. It can not only put parts of the 
working set in cache so that they can be hit, but can protect cache free from jitter. BIP, 
promoted from LIP, can adapt to changes in the working set. DIP, proposed by Qureshi 
etc, is to select a replacement policy with lower miss rate between BIP and LRU [4].  

LRU chain represents the new and recent characters of the cache block. Applica-
tions with far reuse distance and scanning program don’t do well in LRU replacement 
policy. Most blocks inserted into LLC are not reused again. NRU is a kind of com-
monly used replacement policy which is similar to LRU. SRRIP extends NRU bit to 
two and sets the RRPV value of newly inserted blocks to a value close to the middle 
of the far reuse distance to reduce the impact of the scanning program. When the 
reuse distances of all the blocks are greater than the available cache resources, SRRIP 
will cause the jitter and there is no cache hits. BRRIP sets RRPV of the block to a far 
reuse distance in a low probability and saves parts of the working set to improve the 
hit rate. DRRIP uses group decision-making to choose a more suitable replacement 
policy for the current program between SRRIP and BRRIP [5].  

2.2 Capacity Management  

LRU divides shared cache implicitly based on demands. High demanded program can 
get more resources, but the applications with high demands may not be able to get a 
high performance matched with more cache resources. UCP is a kind of low-cost and 
real-time replacement policy. Each core is assigned a performance monitor separated 
from the shared cache. UCP is optimized to minimize the total miss rate in system and 
to divide the shared cache into ways for multiple programs [6]. When the shared 
cache between multi-cores are not properly managed, the processors with shared 



388 Z. Yang, X. Zuocheng, and M. Xiao 

cache at the last stage is prone to the problem of low efficiency and poor equity. 
Cache division is a very efficient method for the isolation of threads with poor per-
formances. Xie identified the performance problems when Thrashing programs exist 
and proposed a simple and effective cache managing method for this kind program: 
TC (Thrasher Caging) [7].  

Xie collects the total memory access number and the total miss number of one pro-
gram to LLC once every T cycles. The programs with large memory access number or 
with large cache miss number will cause great interference to other programs. TC 
isolates these programs to a fixed-size division.  

By managing the insertion and improvement policy, PIPP can achieve pseudo-
division of shared cache [8]. The threads with larger capacities are positioned closer 
to MRU for it has longer dwelling time and the threads with smaller capacities are 
inserted close to LRU so that it can be evicted in a short time. This method provides 
the dynamic insertion by not inserting a block into the head of the queue each time, 
not strictly dividing blocks and allowing cores stealing cache capacity to use all the 
available space. 

3 The Program Features in Heterogeneous Multi-core Processors  

A large number of cores are integrated in GPU, which use the SIMT execution mode. 
In SIMT, one single instruction can control multiple computing threads to fully ex-
ploit the parallelism of the program. The execution mode in SIMT contains a large 
number of threads, and thread switches in GPU can hide the memory access latency.  

Access per kilo-Instruction (APKI) may reflect the frequency of the access to the 
memory by the program. Programs with higher APKI have more memory accesses. 
The difference in architecture between GPU and CPU leads to different access charac-
teristics. We count up the number of threads and APKI of GPU and CPU programs.  

Table 1. The number of threads on GPU and APKI 

program thread APKI program thread APKI 

bfs 31264 66.11 convolution-sep 36864 72.41 

fastwalsh 65536 100.35 histogram 8740 159.87 

mergesort 65536 38.78 particlefilter 3704 43.42 
volumerender 8192 4.91 quasirandom 1536 18.32 

hotspot 131072 12.97 montecarlo 512 19.34 

blackscholes 1920 135.72 mm 2112 45.37 

convtex 147456 140.72 radixsortrhrust 1672 620.48 

dwthaar1d 64 50.74 reduction 512 307.52 

fdtd3d 3200 54.26 sad 3168 87.47 

fft 4096 489.73 scalarprod 1024 176.62 
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Table 2. The number of threads on CPU and APKI 

program thread APKI program thread APKI 

400.perlbench 1 6.18 401.bzip2 1 9.82 

403.gcc 1 5.93 410.bwaves 1 0.04 

416.gamess 1 0.04 429.mcf 1 67.24 

433.milc 1 14.62 434.zeusmp 1 7.03 

435.gromacs 1 3.69 437.leslie3d 1 40.91 

444.namd 1 0.34 445.gobmk 1 4.08 

450.soplex 1 36.01 453.povray 1 0.40 

454.calculix 1 0.01 456.hmmer 1 3.53 

458.sjeng 1 0.51 459.gemsFDT 1 21.07 

462.libquantu 1 32.96 464.h264ref 1 2.05 

465.tonto 1 2.01 470.lbm 1 37.70 

471.omnetpp 1 31.89 473.astar 1 6.35 

481.Wrf 1 6.99 482.sphinx3 1 14.18 

998.specrand 1 0.01    

 
Comparing Table 1 and Table 2, we conclude that the GPU programs have higher 

access frequencies than CPU programs. To explore how much the performance pro-
motion will be achieved by the GPU programs when more cache resources are pro-
vided, we use 4096 cache groups and enlarge the cache capacity by increasing the 
associativity from 1 way (256KB) to 32 ways (8M). The experiment result is shown 
in Figure 1. 

 

Fig. 1. The sensitive graph of cache capacity for GPU programs 
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We can conclude that GPU program requires a small amount of cache to improve 
the performance. When the cache capacity increases, its performance will not be sig-
nificantly improved. Qureshi divides the programs into three categories according to 
the performance enhancement by the increase of cache capacities, those are low per-
formance programs, performance saturated programs and high performance program.  

We classify the simulation results of SPEC CPU2006 and NVIDIA SDK and Ro-
dinia of GPU test set according to APKI and the utility speedup. Utility speedup is the 
decreased percentage of miss rate when allocated 32 ways compared with 1 way: 

way

wayway

miss

missmiss
USpeedup

1

321 −
=                          (3-1) 

SPEC CPU2006 programs are classified into three categories and the GPU pro-
grams are classified into four categories.  

• CPU program: if APKI < α, it’s compute-intensive class (C). If APKI > α, and 
USpeedup > β, it’s cache-friendly class (A). Otherwise it is large working set (B).  

• GPU program: if APKI < η, it’s compute-intensive class (C). If APKI > η and US-
peedup > θ, it’s cache-friendly class (A). If APKI > η and USpeedup < θ, it’s a 
large working class (B). If APKI > η and USpeedup = 0, it’s a stream class (D).  

Herein we set α = 5, β = 15%; η = 5, θ = 15%.  
This paper uses MacSim heterogeneous multi-core simulator [9]. With the cache 

ways increased from 1 (256KB) to 32 (8MB), we measure APKI and USpeedup of 
SPEC CPU2006, NVIDIA SDK and Rodinia. Classification results are as follows: 

Table 3. Classification results of CPU programs 

Type Benchmarks 

A Cache-Friendly 

400.perlbench, 401.bzip2, 429.mcf,434.zeusmp 
435.gromacs,437.leslie3d, 450.soplex,456hmmer 

458.sjeng, 464.h264ref, 465.tonto, 470.lbm, 

471.omnetpp, 473.astar, 481.sphinx3 

B Large-Working Set 
403.gcc, 444.namd, 445.gobmk, 453.povray 

459.gemsFDTD, 481.wrf 

C Compute-Intensive 
410.bwaves, 416.gamess, 433.milc  
454.calculix ,462.libquantum, 988.specrand 

Table 4. Classification results of GPU programs 

Type Benchmarks 

A Cache-Friendly bfs 

B Large-Working Set 
convolution-separable, fastwalshtransform 

histogram, mergesort, particlefilter, hotspot 

C Compute-Intensive volumerender 

D Stream quasirandom,montecarlo 
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4 DIPP-- LLC Dynamic Replacement Policy of Heterogeneous 
Multi-core Processors 

In the heterogeneous multi-core processors using LRU, on-chip LCC resources are 
shared by simultaneously executed programs. However, LLC resources are not evenly 
distributed among them. Different program based on different number of cache ac-
cesses can get different sizes of cache resources. So GPU program will be favored 
because of the high frequency of memory access. Cache blocks of the GPU program 
will quickly evict the cache block of the CPU program. The unreasonable resource 
allocation results in inability to enhance the whole performance of the GPU program 
and reduce the performance of the CPU program. 

LRU chain can reflect the reusability of cache on the data and instruction block. 
The chain’s first location is called the MRU position, which has the highest reusabili-
ty. The chain tail is called the LRU position, which has the lowest reusability. Once a 
cache block fails, a new block will be inserted into the MRU position and the block in 
the LRU position will be evicted. When the cache block hits, it will be promoted to 
the MRU position. The lifecycle of a cache block starts from the chain’s first location, 
goes through all the position in LRU queue and ends by evicted from the queue. LRU 
can be refined into three parts: the eviction policy, the insertion policy and the promo-
tion policy. The following figures are the LRU chain of DIPP with 8-way association. 

 

 

Fig. 2. Replacement policy of CPU program 

 

Fig. 3. Replacement policy of GPU program 

The priority of every position is expressed by the use of a specific number. The 
priority of MRU is that the association number subtracts one. In this case it is 7. 
LRU’s priority is 0. The priority of the block between MRU and LRU is in a descend-
ing order.  
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DIPP cache strictly limits the priority of cache blocks in the GPU program no more 
than 3. Whether inserted a new block or promoted when hit, the priority of the block 
is set 3. For the block in the CPU program, its block priority is 8, no matter it is hit or 
inserted. Every block is sequentially transferred from the highest priority position to 
its lowest priority position, and then evicted. Therefore, even if the GPU program 
continuously requests for the cache resources, the resource’s upper limit to cache has 
been set. The cache block in the CPU program can be transferred sequentially from 
the position of MRU to LRU to gain more cache resources than the GPU program.  

This replacement policy is just static. Although its design idea is simple, it can’t 
make flexible adjustments based on certain features of a section of programs. DIPP 
can reduce the priority of GPU program in the LRU chain. OHAI (Online Heteroge-
neous Applications Identification) collects the failure request of L2 cache and simu-
lates the LLC access on itself. It computes APKI and USpeedup of the CPU and GPU 
program every T cycles. DIPP can dynamically change the insertion strategy and 
promotion strategy of CPU and GPU based on the comprehensive information. DIPP 
circuit is composed by OHAI and the decision-maker, as shown below. 

 

Fig. 4. The schematic of DIPP 

OHAI synthesizes the statistical information and classifies the programs. The com-
binations of CPU and GPU programs have 12 kinds. When CPU and GPU programs 
are executed simultaneously, different program combinations have different distribu-
tions. We explore how to allocate resources reasonably to achieve better performance. 
We analyze a typical combinational program as an example. Convolution-separable is 
selected as the GPU program, which is a typical large working set and perlbench is 
selected as the CPU program, which is a friendly program.  

In Figure 5, the non-marked blue line shows the perlbench and it represents the trend 
of IPC with increased cache capacities. The red line labeled x represents the convolution-
separable. It uses the red X-axis in reverse order and represents the IPC trend as the cache 
capacities decrease. The green line marked with triangles shows the combination of the 
programs. The different allocation of resources have different overall performance and 
the highest point of the green line represents the best combination of programs. The 
highest point is in the case when X equals 25 in the forward order. That means we can 
get the optimal performance when perlbench has 25 ways. As the CPU program is at the 
upper end of the cache chain, we consider allocating one way less than the optimized 
way. Other combinations of programs can perform the same analysis. The design rules of 
the combined program constitute the program decider, which can make flexible adjusts to 
different kinds of CPU and GPU programs. 
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Fig. 5. Allocation of cache ways 

The design rule is shown as the following graph, 

Table 5. Design rules of decision maker 

CPU GPU Design Rules 

A A 8-way assigned to GPU program,24-way assigned to CPU program 

A B 8-way assigned to GPU program,24-way assigned to CPU program 

A C 2-way assigned to GPU program,30-way assigned to CPU program 

A D 1-way assigned to GPU program,31-way assigned to CPU program 

B A 12-way assigned to GPU program,20-way assigned to CPU program 

B B 16-way assigned to GPU program,16-way assigned to CPU program 

B C 2-way assigned to GPU program,30-way assigned to CPU program 

B D 1-way assigned to GPU program,31-way assigned to CPU program 

C A 30-way assigned to GPU program,2-way assigned to CPU program 

C B 30-way assigned to GPU program,2-way assigned to CPU program 

C C 2-way assigned to GPU program,30-way assigned to CPU program 

C D 1-way assigned to GPU program,31-way assigned to CPU program 

 
OHAI obtains the classified information every T cycles and classifies the CPU and 

GPU programs online. DIPP compares the classification condition of the CPU and 
GPU programs with the above table and chooses the best replacement policy dynami-
cally to make the cache resources reasonable in the heterogeneous processors.  

5 Experimental Results and Analysis  

MacSim is a heterogeneous simulator whose input method is trace-driven and propulsion 
method is time-driven [9]. As a micro-architecture simulator, MacSim can simulate a 
complete architecture. The experimental setup is in the following table. 
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Table 6. The experimental configuration 

CPU 

1 core, 3GHZ, 4-wide 

8-way, 64KB L1 I/D (3-cycle) ,64B line 

8-way, 256KB L2(8-cycle) ,64B line 

GPU 

4 cores, 1.5GHZ, 1-wide 

8-way, 32KB, L1 D (2-cycle), 64B line 

8-way, 4KB, L1 I (2-cycle),64B line 

L3 Cache 32-way, 8MB(4tiles,30-cycle)64B line 

NOC 1 GHz, ring topology, 1 dimension 

DRAM 
2 Controllers, 8 banks, 2 channels 

1.6GHz, FR-FCFS 

 
The result of the friendly program is shown below. 
 

 

Fig. 6. Results of friendly program 

As Figure 6 shows, bfs obtains a high performance improvement. The highest im-
proved program is the program couple composed with 456.hmmer, and its IPC in-
creases 74.27%. The worst performance improvement is the program couple com-
posed with 433.milc, and its IPC only improves 3.95%. The average increase of IPC 
is 10.79%. We conclude that bfs is a cache-friendly program. 

According to the design rules in Table 5, when the GPU-friendly programs are ex-
ecuted with the CPU-friendly program together, 24-way will be assigned to the CPU 
program and the remaining 24-way will be assigned to the GPU program. The im-
provement of the CPU-friendly program is remarkable when getting more capacities 
for the cache. The typical representatives are 400.perlbench, 401.bzip2, 434.zeusmp, 
435.gromacs and 456.hmmer. In the heterogeneous multi-core processors using LRU, 
APKI of bfs is 66.91, while that is very low in typical CPU programs. In this case, the 
cache block of bfs will be evicted quickly from the cache blocks of CPU-friendly 
programs, which reduces the performance of the CPU program. DIPP avoids the in-
terference between threads and improves the performance.  

When the GPU-friendly programs are executed with the CPU large working set pro-
grams, the cache capacities acquired by the CPU large working class programs are 
reduced, compared with the CPU-friendly programs. The performance improvement is 
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inferior to the above case. The typical programs are 403.gcc whose IPC improves 4.9% 
and 444.namd whose IPC increase is 12.55%. Though the GPU programs are friendly, 
its performance improvement is not obvious when it gets more cache capacities. 

When the GPU-friendly programs and the compute-intensive programs are per-
formed together, GPU programs get almost all of the resources, because the CPU 
programs are compute-intensive programs and they do not need lots of cache re-
sources. Although the performance improvement of the GPU-friendly programs with 
more cache is less conspicuous than the CPU-friendly programs, it is better than the 
CPU compute-intensive programs. The typical representatives are 435.gromacs, 
whose IPC improved by 45.05% and 464.h264ref whose IPC improved by 61.94%.  

In summary, when the GPU-friendly programs are executed with the CPU-friendly 
programs and with the CPU compute-intensive programs, it will obtain significant 
performance improvement. 

 

  

  

  

Fig. 7. Results of large working set programs 

According to the results of Figure 7, these are typical CPU large working class pro-
grams. Such programs have also got a good performance. Convolution-separable is a 
large working class program. Performance improvement of it is very significant. Av-
erage increase of IPC is 10.52%. In this group the highest performance improvement 
is the program couple composed with 456.hmmer and its IPC improves by 91.11%. 
The worst is the program couple composed with 433.milc and its IPC drops by 1.91%. 

When the GPU large working class programs are executed with the CPU-friendly 
programs, a small amount of cache capacities can guarantee the GPU large working 
class programs to achieve the peak performance and the CPU programs can obtain 
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large increases with more cache capacities, thereby improving the overall perfor-
mance. Representatives are 434.zeusmp and 456.hmmer. 

When the GPU large working class programs are executed with the GPU large work-
ing class programs, 16 ways can’t guarantee the performance improvement of the two 
programs. The performance can hardly improve. The representative is 462.libquantum. 
When the GPU large working class programs are executed with the CPU-intensive pro-
grams, most programs obtain a good performance improvement. When the cache capac-
ities exceed the cache reuse distance, GPU programs will have good temporal locality 
and the performance improvement is significant.  

In summary, when the GPU large working class programs carried out with the 
CPU-friendly programs and with the CPU compute-intensive programs, it will obtain 
significant performance improvements. 

 

 

Fig. 8. Result of compute-intensive program 

According to Figure 8, such program is a typical GPU compute-intensive program. 
It gets almost no performance improvement. We take volumerender for example. 
Memory access frequency of GPU compute-intensive program is very low. APKI of 
volumerender is 4.91, which is within the same order of magnitude of access frequen-
cy with CPU program. GPU program will not evict large numbers of cache blocks of 
CPU program. So the performances are close when using LRU and DIPP. But some 
programs also gets a promotion, such as 416.gamess and 444.namd. The performance 
promotion is caused by avoiding the thread isolation. 

 

  

Fig. 9. Results of stream type programs 
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Figure 9 is a typical stream type program and the USpeedup of this type is 0. The 
enhancement of such programs is not conspicuous, especially monteCarlo, whose 
performance is hardly improved. Some programs’ performances are even declined. 
We analysis montecarlo for example whose APKI is only 19.34, which is within the 
same order of the magnitude with most CPU programs. So even in the multi-core 
processors using LRU, cache blocks in the GPU programs will not evict the blocks of 
the CPU program massively. The same analysis can be performed to quasirandom 
whose performance improvement comes from the thread isolation. 

6 Summary  

Cache replacement policy is an important topic on the computer architecture to directly 
affect the performance of the overall system. GPU and CPU programs have different 
access characteristics. This paper has proposed a dynamic replacement policy DIPP in 
LLC for heterogeneous CMP, which can reduce the priority in the LRU chain of the 
cache block on the GPU, reduce the interference between threads and bring down the 
miss rate of the program. As a result, the performance of overall system is improved. 

This paper selected SPEC CPU2006 program and 10 kinds of GPU programs to 
verify the performance of DIPP. According to the results, we can conclude that 
friendly program’s average performance promote is 23.29% and that of large working 
class programs is 13.95%. The average enhancement for compute-intensive programs 
is 9.66% and that of stream type program is 3.8%. We can conclude that the new re-
placement policy is suitable for big data processing. 
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Abstract. Exceptions are those abnormal data flow which needs additional cal-
culation to deal with. Exception analysis concerned abnormal flow contains a 
lot of research content, such as exception analysis method, program verifica-
tion. This article introduces another research direction of exception analysis 
which based on formal method. The article analyses and summarizes those  
research literatures referring exception analysis and exception handling logic 
verification based on formal reasoning and model checking. In the article, we 
provide an overview of the relationship and difference between traditional ideas 
and formal method concerning program exception analysis. In the end of the ar-
ticle, we make some ideas about exception analysis based on formal semantic 
study of procedure calls. Exception handling is seen as a special semantic effect 
of procedures calls. 

Keywords: Exception; Propagation, Formal method, Model Checking. 

1 Introduction 

Exception handling indicates those program codes which check the pre-condition, 
then do something to avoid a system crash when the system is going to entrap into an 
unexpected situation or the error states. However, using exceptions properly and fully 
is not easy for most programmers.  For an individual program, because the exception 
codes usually mixed with the normal parts, which make it difficult to understand their 
behavior. Therefore, research of exceptional analysis concludes analyzing and verify-
ing the adequacy, completeness and consistency constraint of exception handling 
logic. In addition, the research also contains the time and space efficiency analysis of 
exception handling. 

With the works of Dijkstra and Hoare in program verification and the works of Scott 
and Stratchey in program semantic aspects, formal method becomes an effective way to 
access a credible system. Thus, that formal method becomes a mainly and core technolo-
gy of exception analysis comes naturally. Thus, it is strongly recognized as a rational 
direction. Formal methods include formal specification and verification. Formal verifica-
tion is to verify the existing program P: whether its behavior referring exception dealing 
with in this paper meets the formal specification pre-specified? In other words, that we 
focus is the formalization and verification which study the adequacy, completeness and 
consistency problems of exceptional analysis in theory level. 

                                                           
*Crossponding author. 
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2 Research Overview 

The main characteristic of the customary exception analysis is visual graphic repre-
sentation. Those research are based on data flow analysis, control flow and control 
dependence analysis which belong to program structured analysis method. Some re-
searchers also use pointer analysis which greatly improved the accuracy of exception-
al flow analysis. In addition, some scholars apply post-pass feasibility pruning method 
and Data Reach algorithm which further enhance precision of exception analysis. 
Some scholars are dependent on the type analysis, such as class hierarchy analysis 
and constraint set solving process. In fact, the above analytical method of constraint 
set and so on has introduced formal reasoning[1]. 

Different framework makes that methods and technology of exception analysis are 
more and more diversified. However, there are many problems in the current research. 
First of all, the core method of the exception analysis is single. Most of the exception 
analysis eventually are reduced to exception chain analysis. They use the traditional 
method, such as control flow analysis, control dependence and data flow analysis. 
However, the above method doesn’t apply to the object-oriented program and compo-
nents program. Therefore, an alternative research method occurred. That is exception 
analysis and verification based formal method. The comparison between them is 
shown as the figure 1. 

 

Fig. 1. Comparisons between program analysis and formal method 

In the field of exception analysis, the advantage of a formal method is more obvious 
relative the program analysis. Although with program analysis exception analysis 
seems more intuitive and visualization, it’s time and space cost is considerable large. 
Most case, propagation modeling is still not clear to program analysis. Formal method 
is more generality and has profound theoretical basis theoretical basis. High complex-
ity, correctness and completeness is another advantage of a formal method. 

3 Analysis Based on Formal Method 

The common goal of exception analysis and formal methods is to ensure the stability 
and credibility of the programs. Their meeting points produce a new research direc-
tion which is exceptional analysis based on formal methods. It referred to the issues of 
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program validation including exception mechanism. The core problem of research is 
the formalization to find fully abstract domain for program exception, such that com-
plete formal reasoning and model checking of the exception. 

3.1 Formal Modeling of Program Exception 

On the respect of formalization of program behavior especially including exception, 
KO use language PPSL based on regular expression and predicate to formalize the 
exception. In which, regular expression indicates object name, and predicate indicates 
the permissible operating. E.g., read, predicate parameters include object names and 
the state variable group concerning programs’ run. KO extend PPSL language and 
used a context-free grammar with state variable PE-Grammars [2]. They considered 
the object access of system resources, the sequence of related operations, synchroni-
zation and competition of inter-process and other security attributes. In references [3], 
with abnormal pattern state machine the author describes a runtime exception in 
which control flow containing runtime exception and applies an iterative equation to 
access control flow sequence of runtime exception.  

Since the particularity of service-oriented software, exception handling mechanism 
is slightly different. In references [4], it established an exception handling model CPN 
(Colored Petri Nets) which concluding the normal control flow and exception han-
dling logic. They via BPEL language in web services, model the exceptional in ser-
vice oriented software. Firstly, they calculate the state space of the exception 
processing module; then validate according to the termination rules of exception han-
dling. Let ( , , , , , )  is a description of the exception 
processing module CPNEM workflow nets. That  indicates the start Libraries; ø indicates the initial location. That  indicates the end Libraries; ø 
indicates the end location. References [5] proposed a Multi-Agent Based Computer 
Supported Collaborative Design CSCD) exception handling framework. In the com-
munication layer, the use of object-oriented Petri net (OOPN) established a multi-
agent state transition model; in the application layer, to verify the dynamic behavior 
of the agent system and more online and offline exception handling mechanism of the 
model; in the application layer, to verify the dynamic behavior of the agent system 
and more online and offline exception handling mechanism of the model [6].  

In addition, Qiu et al define the PPL language based on CSP which formalize the 
description of the operational semantics of exception handling process.  In the ex-
ecution, a peer maybe in one of six states and N is the normal state. For the purpose of 
facilitating a two-step commitment, C and F are used to denote complete and finish 
states, respectively. The other states are special for CEH (coordinated exception han-
dling), where E means the peer or its partners encounter some exceptions, EH (excep-
tion handling) means the peer is handling an exception, and EF means that the peer 
fails to handle an exception [7]. References [8] through the constituent elements of 
exception processing and exception processing modes are formally described, the use 
of exception processing exception processing model composed of elements linked to 
form a complete exception handling model. 
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3.2 Exception Handling Logic Verification 

Formal methods advocator introduced of CSP, B method, Petri net to formalize ex-
ception handling. Representative work of exception handling logic analysis and veri-
fication: Hamadi [9] verified adaptive recovery network (self-adapting recovery net, 
SARN) T, such as its consistency constraints, reachability, liveness and bound that 
assured those exception handling behavior. In the literature [10], the author proposed 
exception flow analysis and verification base B method and specification language 
Alloy.  Fig.5 is a schematic representation of the proposed approach to verifying CA 
action-based software systems. The system fault model and exceptional activity can 
be specified. This model identifies the exceptions that can be raised in each CA action 
and how they are handled. To verify a CA action-based design, it is necessary to 
translate it into a specification language with operatives.  

 

Fig. 2. State graph 

Brito [11] proposed exception propagation formal analysis and verification methods, 
based B method and (communicating sequential processes TCSP); By this method he 
do the formal verification with his fault-tolerant software architecture. Pereira [12] 
based coordinated atomic action theory, proposed a model with the architecture of 
exception handling coordination mechanisms. This method is used to guide the formal 
specification of concurrent fault-tolerant systems. The model provides a set of prede-
fined CSP processes and channels to specify, and coordinate exception handling of 
those components. He used the FDR (failure divergence refinement) to verify and 
coordination atomic action and concurrent security attributes associated exception 
handling. However, CSP based events process has certain defects in modeling capa-
bility, data abstraction, and B method has limitations when describing the concurren-
cy control system. 

Modeling process of exception handling based formal reasoning is long and com-
plex, and thus not suitable for dynamic analysis. Using model checking tries to mod-
eling and analysis exceptions have just begun. Conversion of exceptional state to 
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migration system only relates to state diagram minimal subset that meet the require-
ments. In addition, concurrent exceptions are often modeled as a state when model 
checking for concurrent systems, ignoring a lot of useful object details.  

4 Exception Prorogation Analysis 

With the popularity of object-oriented concepts, types become a basic concept for 
exception handling. This makes that the exception handling mechanism is closed to 
the procedure call mechanism. It adds exceptions and their handling to the public 
framework of parameter matching and process calling. Type system is a formal tool 
for the study of language, which constructs a type system for existing language. It 
establishes a formal model, and on this model to study the language features such as 
exception propagation analysis. When implemented, the type system is the exception 
type information in the program and type assumption derived from the use of excep-
tion variable. It is the environment that which type reasoning based. This section 
based on the concept of the type show the research of exception propagation analysis. 

Exception propagation means that exception variable along procedure call chain 
experienced series of processes including trigger, activate and re-thrown, caught that 
trigger and spread of Exception make normal control flow becomes abnormal control 
flow. Exception propagation propose a novel research topic and aspect in exception 
analysis 

Robillard [13] use exception interface of the functions in calculating type’s collection 
of exception which spread out since a recursive function. If the exception type is declared 
in exceptional interface, it indicates that the function could spread out of this type of 
exception; if there is no exception interface, the function may spread out of any certain 
type of exception. Schaefer [14] firstly used a stack to save the dynamic parent-child 
relationship among subroutines in the calculation exception collection that those recur-
sive subroutines spread out. In references [15], the author proposes a static exception 
propagation paths extraction algorithm via constructing a dependency graph of the soft-
ware associated with the exception types. His algorithm can analyze exception propaga-
tion hops, exception hierarchy and exception propagation boundaries.  

5 Exception Analysis with Semantic of Procedure Call 

Exception is based on procedure calls, and exception propagates throughout the pro-
cedures via arguments passing and type conversions of exception variable. General 
sense, the nature of exception propagation is the research referring procedure calls 
and its formal semantic study. We propose that exception analysis with formal seman-
tic reasoning of procedure calls. 

5.1 Extracting Semantics of Exception Handling Calling 

Exception handling module can be seen as a special procedure call In order to ensure 
the correctness of the exception handling calls, procedure calls must be based on their 
pre-and post-conditions, and runs according to a predetermined specification. Via 
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deviating the procedure calling semantic, Tit can generate  the abstracted specifica-
tion which can be used to describe the effect of the procedure calls If you want to 
ensure that there is no defect in exception analysis, the process may determine the 
semantics of exception handling according exception variables’ including formal 
parameters state changes. 

Let an Exception handling procedure call EH-Proc (al). For the list of parameters
pl = (IN x : Type,OUT y : Type) , where 1pl  reference parameter x , 2pl  referenced 
parameter y. For parameters type of IN, those formal parameter is assigned and initia-
lized through a procedure call. The formal parameter of the value type and referring 
type as ipl ，we use the symbol as 2 ?pl indicate the initiation value of ipl . In the list 
of parameters, the constraint can be formal description initially as: 

?T T Tpl pl pl T= ∧ ∈  

Let the precondition is Q, and procQ is the initial condition. We can get: 

 ( ? ) ( )
vr res

proc i i i i i i
i S i S

Q pl pl pl TYPE pl TYPE Q
∈ ∈

≡ = ∧ ∈ ∧ ∈ ∧∧ ∧  (1) 

Where, Svr indicates the true parameter, and Sres indicates the formal parameter. 
So that we can apply the predicate transformation of strongest post-condition to de-
fine the procedures’ semantics. Let procedure is proc which including procedure S. 
According procQ , the post-condition is the form as: ( , )proc procR sp Q S= and

( / )proc procR R E v= . 

Where, ( / )procR E v  indicate that the local variable v is replaced by expression E, 

and we can eliminate those local variable. If procR v E⇒ =  and E  is an expres-

sion, then there is ( / )proc procR R E v= . That ( / )procR E v  indicates replace v  with 

the expression E . 
According (1), we can get the initial precondition of the module Div  :  

(#v v = v? v seq Z w = w? w seq Z div seq Z)>DivQ l≡ ∧ ∧ ∈ ∧ ∧ ∈ ∧ ∈  
Applying the predicate transformation of strongest post-condition, then it get  

( , )
Div Div

R sp Q S≡  

#v > v = v? w = w? v seq Z w seq Z div seq Z

j [0..i -1](div[j] = v?[j] + w?[j]) i =

l

l

≡ ∧ ∧ ∧ ∈ ∧ ∈ ∧ ∈
∧ ∀ ∈ ∧

 

According ( / )proc procR R E v= , it can eliminate the local variable i : 

( , )
Div Div

R sp Q S≡  

#v > v = v? w = w? v seq Z w seq Z

div seq Z j [0.. ](div[j] = v?[j] + w?[j])l

l≡ ∧ ∧ ∧ ∈ ∧ ∈ ∧
∈ ∧ ∀ ∈

 

In this section, we can derivation the post-condition according to the precondition 
of the process. The post-condition is the process performed to achieve the effect, and 
it is also the semantics of the procedure calls. 
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5.2 Parameter Substitution and Precondition Checking 

In the derivation of the post-condition, it is necessary to provide a method to substi-
tute the true parameter into the formal parameter. Let procR  is the post-condition of 

process proc. After substituted true parameter into the formal parameter, then the 
post-condition is expressed as procR′ . The following is the substitution rules concerned 

about the precondition and post-condition: 
If  procB Q′⇒  is true，the value of the true parameter satisfied the precondition 

before the procedure calling. Otherwise, the procedure calling itself exit flaw. If it is 
established, then it satisfied the   precondition, otherwise the program exit flaw. 

Through the above analysis process, we can get the algorithm to compute the 
strongest post-condition. Suppose that   is the precondition,  is a proce-
dure call to procedure , where  is the true parameter list referring about 
formal parameter list of . Furthermore, there is 1 2 ... nQ Q Q Q≡ ∨ ∨ ∨ , and  

( , ( )) ( , ( )) ... ( , ( )), [1...n]1sp Q proc al sp Q proc al sp Q proc al in= ∨ ∨ ∈ .  

We can follow the algorithm steps as: 

1. Precondition Checking: Computing whether the program status meets the precon-
ditions before procedure calls. Let initial condition is the form as 1 ... nB B B= ∨ ∨

。For every iB , computing i procB Q′∧ ¬  and according its outcome to determine. 

If it doesn’t satisfy, there is an error and you don’t need to continue the following 
steps. 

2. Compute procR′  : we can compute procR′ . Then we may extract the semantics of ex-

ception handling.  
3. Reduce procR′ : we need to reduce procR′  via eliminate the referring parameter with 

the formula of ( / )proc procR R E v= . 

4. For the purpose of reduction of ( , ( ))isp Q proc al , we use the expression of E  replace 
v  of iQ , and invariable v  is the true parameter concerned referring parameter 

list.  Where, predicate including invariable v  in iQ , there is iQ v E⇒ = . 

5. Based on the above steps, we get ( )i i procsp Q , proc(al) Q R′= ∧ . 

According to the above algorithm, let us to review the previous program examples. 
We can compute ( ( ))isp Q ,div a,b,d and (a = a? b = b? a, b,d seq Z)Q≡ ∧ ∧ ∈ .Firstly, 
Q  can insure that the precondition of divQ′  is satisfied by #a l>  before procedure 

calls. Then  
#a a seq Z b seq Z d seq Z j [0.. ] (d[j] = a[j] / b[j])>DivR ll′ ≡ ∧ ∈ ∧ ∈ ∧ ∈ ∧ ∀ ∈  

( , , )

#a seq Z d seq Z

j [0.. ] (d[j] = a[j] / b[j]) a = a? b = b?

>
i i Divsp Q ,Div(a b d) Q R

a,bl ,d

l

′= ∧
= ∧ ∈ ∧ ∈ ∧

∀ ∈ ∧ ∧  

Q ( )proc al

( )proc pl al

pl
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Above is a derivation of the process specification.  By solving procedure call post-
conditions, which can detect the two defects of pre-conditions of violation and re-
peated defines of reference type parameter. 

6 Conclusion 

This paper summarizes the two kinds of research for exception analysis. Program 
structure approach is reliable and accurate; however, it has fatal weaknesses in the 
theoretical foundation such as versatility and correctness, completeness. It makes it 
not be long-term development, and is neglected by more and more people. Practice 
has proved that formal description for exception handling can effectively increase and 
deepen understanding and awareness. Thus, it meets the goal of verification. Other 
program testing and structural analysis methods cannot reach referred to the reason, 
systematic of the formal method. However, exception handling model based on for-
mal methods cannot be reliably compared to exceptional structural analysis method. 
Therefore, these two methods are incorporated into a unified framework, which can 
add the reliability using formal methods. 
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10-Elements Linguistic Truth-Valued Intuitionistic Fuzzy 
First-Order Logic System 
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Abstract. This paper presents 10-elements linguistic truth-valued intuitionistic 
fuzzy algebra and the properties based on the linguistic truth-valued implication 
algebra which is fit to express both comparable and incomparable information. 
This method can also deal with the uncertain problem which has both positive 
evidence and negative evidence at the same time.10-elements linguistic truth-
valued intuitionistic fuzzy first-order logic system has been established in the 
intuitionistic fuzzy algebra.  

Keywords: linguistic truth-value, 10-elements linguistic truth-valued intuitio-
nistic fuzzy logic, first-order logic system. 

1 Introduction 

In 1965, L.A.Zadeh put forward the concept of intuitionistic fuzzy sets [1]. In the fol-
lowing decades, the theory of fuzzy sets has been constantly developed and improved, 
and it is used in many fields. Intuitionistic fuzzy sets as a form of promotion of fuzzy 
set is well solved the hesitation and uncertainty by an additional amount [2, 3]. 

Nowadays, there exists many alternative methods to lattice-valued first-order logic, 
such as Y.Xu proposed the definition of generalized text, generalized prenex normal 
form and generalized Skolem standard, which are the basis of resolution principle 
based on lattice-valued first-order logic system [4]. D.Meng discussed the algorithm 
of transforming any formula to a reducible form, proposed the resolution principle by 
using ultrafilter and proved the soundness theorem and quasi-completeness theorem 
of resolution principle [5,6]. Y.Xu and J.J.Lai, et al. proposed α −resolution-based 
automatic reasoning in )(XLF  and its reliability and completeness respectively 

[7,11]. X.X.He got the α -unit algorithm in )(XPLn
 [8]. H.L.Zheng, et al. con-

structed a knowledge representation model with ten element linguistic value credibili-
ty factors, and achieved reasoning with linguistic value credibility factors [9]. W.T.Xu 
proposed the resolution principle based on ideal by taking an ideal as a reduced level 
but not an element of the real domain [10]. In 2014, W.T.Xu expanded general clause 
set to the general situation and proposed α −generalized resolution principle in 

)(XLF  [12]. 
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Most of the research for the first-order logic system above is based on the linguistic 
truth-valued lattice. In order to establish an uncertainty automatic reasoning system in 
the framework of the non-classical logic which is fit to express both comparable and 
incomparable information , and also deal with the uncertain problem which has both 
positive and negative evidence at the same time, this paper presents 10-elements lin-
guistic truth-valued intuitionistic fuzzy first-order logic system based on linguistic 
truth-valued lattice implication algebra and the basic theory and algorithm of auto-
mated reasoning. This paper is organized as follows: Section 2 reviews the concept of 
intuitionistic fuzzy sets and its properties. Section 3 presents 10-elements linguistic 
truth-valued intuitionistic fuzzy algebra. Section 4 establishes 10-elements linguistic 
truth-valued intuitionistic fuzzy first-order logic system. We conclude in Section 5. 

2 Preliminaries 

Definition 1[2]. Intuitionistic fuzzy set is defined as follows: 

},|))(),(,{( UxxvxxA AA ∈= μ  

where U  is a discourse, ]1,0[:)( →UxAμ  and ]1,0[:)( →UxvA  are the 

membership degree and nonmembership degree of the object Ux∈  belonging to 

UA ⊆  which satisfied with  1)()(0 ≤+≤ xvx AAμ  for any Ux ∈ . 

In the intuitionistic fuzzy set A , ))(()(1)( Uxxvxx AAA ∈∀−−= μπ  is called 

the degree of indeterminacy of x  to A . In Zadeh’s fuzzy set, if )(xAμ  is the 

membership degree of x  to A , then )(-1 xAμ  is non-membership degree,i.e., 

0)()(1)( =−−= xvxx AAA μπ . Hence, the intuitionistic fuzzy set is an extension 

of fuzzy set. 

For any intuitionistic fuzzy set }|))(),(,{( UxxvxxA AA ∈= μ  and 

}|))(),(,{( UxxvxxB BB ∈= μ , the operations of union )(∪ , joint )(∩  and 

complement )('  are defined as follows : 

},|)))(),(min()),(),(max(,{( UxxvxvxxxBA BABA ∈=∪ μμ  

},|)))(),(max()),(),(min(,{( UxxvxvxxxBA BABA ∈=∩ μμ  

}.|))(),(,{(' UxxxvxA AA ∈= μ  

All the intuitionistic fuzzy sets of U  are denoted as )(UIFS , and the intuitio-

nistic fuzzy sets have the following order relations : )(, UIFSBA ∈∀ , BA ≤  if 

and only if Ux∈∀ , )()( xx BA μμ ≤  and )()( xvxv BA ≥ , naturally, BA =  if 

and only if BA ≤  and AB ≤ . 
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3 10-Elements Linguistic Truth-Valued Intuitionistic Fuzzy 
Algebra 

3.1 Linguistic Truth-Valued Intuitionistic Fuzzy Algebra Based on 10-Elements 
Linguistic Truth-Valued Lattice Implication Algebra 

Definition 2. In the 10-element linguistic truth-valued lattice implication algebra 

},,,,,,,,,{)25( SNMKJEDCBAv =× , for arbitrary ∈),(),,( fhth ji )25( ×v ，

)),(),,(( fhth ji is called an linguistic truth-valued intuitionistic fuzzy set if 
)),(),,(( fhth ji  satisfies ),()',( fhth ji ≥ , where the operation “’” is the nega-tion of )25( ×v . 

In the 10-element linguistic truth-valued lattice implication algebra )25( ×v (Fig. 1), for 
),( JB , according to )))'(((' 1 xffx −= we get KB ='  in the Fig. 1, JK ≥ ，

hence ),( JB is a linguistic truth-valued intuitionistic fuzzy set. Similarly, we can get that 

 

),(),,( JEKE  are linguistic truth-valued intuitionistic fuzzy sets. 

 

Fig. 1. The structure chart of )25( ×v  

Theorem 1.  For arbitrary ∈),(),,( fhth ji  )25( ×v , )),(),,(( fhth ji  is a lin-

guistic truth-valued intuitionistic fuzzy set if and only if ji ≤ . 

Proof：For arbitrary
 

∈),( thi )25( ×v , ),()',( fhth ii = . Hence, ),()',( fhth ji ≥  

if and only if ),(),( fhfh ji ≥ . In )25( ×v , ),(),( fhfh ji ≥  if and only if ji ≤ . 

),,(),,(),,(),,(),,(),,(),,(),,(),,(),,( KDJCMESDKCNEMDSCKBJA ),,(),,( JDSE



410 Y. Wang, X. Wen, and L. Zou 

Corollary 1. For any ∈),( thi )25( ×v  , the number of ),( thi  which can compose 

the linguistic truth-valued intuitionistic fuzzy set with ),( fh j  is 15 +− i . Hence in 

)25( ×v , there are 
15

2

65
)15(

5

1

=×=+−∑
=i

i
. 

We can get that the number of linguistic truth-valued intuitionistic fuzzy sets is 15, 
the structure chart of 10-element linguistic truth-valued intuitionistic fuzzy lattice is 
shown in the Fig. 2. 

 

Fig. 2. The structure chart of 10-element linguistic truth-valued intuitionistic fuzzy lattice 

Definition 3. In the 10-element linguistic truth-valued intuitionistic fuzzy lattice 

),,( 1010 ∩∪= VILI (Fig.2), for any 10)),(),,(()),,(),,(( LIfhthfhth lkji ∈ , 

)),(),,(()),(),,(( fhthfhth lkji ≤ if and only if ),(),( thth ki ≤ and

),(),( fhfh lj ≥ , i.e. if and only if ki ≤  and lj ≤ . 

Definition 4. In the 10-element linguistic truth-valued intuitionistic fuzzy lattice

),,( 1010 ∩∪= VILI (Fig.2), for any 10)),(),,(()),,(),,(( LIfhthfhth lkji ∈ , 

)),(),,(()),(),,(( fhthfhth lkji ≤ if and only if ki ≤  and lj ≤ , then: 

1) )),(),,(()),(),,(()),(),,(( )5,5min()5,5,5min( fhthfhthfhth liljkilkji +−+−+−=→ ; 

2) )),(),,(()),(),,(()),(),,(( ),max(),max( fhthfhthfhth ljkilkji =∪ ; 

3) )),(),,(()),(),,(()),(),,(( ),min(),min( fhthfhthfhth ljkilkji =∩ ; 

4) )),(),,(())',(),,(( 1515 fhthfhth ijji +−+−= . 

Corollary 2. The linguistic truth-valued intuitionistic fuzzy lattice

),,( 1010 ∩∪= VILI  is a bounded distributive lattice (as shown in Fig.2), where
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),()),(),,(( 55 JAfhth =
minimum element of 

10LI

In the following, for any

},{Sup ba , denoted by a ∪
,denoted by ba ∩ . 

  The operations of 10-
define as follows. (Table 1,

Table 1. 10-element linguist

 
(A,J) (B,K) (C,S) (D,M) 

(A,J) (A,J) (B,K) (C,S) (D,M) 

(B,K) (A,J) (A,J) (B,K) (C,S) 

(C,S) (A,J) (A,J) (A,J) (B,K) 

(D,M) (A,J) (A,J) (A,J) (A,J) 

(E,N) (A,J) (A,J) (A,J) (A,J) 

(B,J) (A,J) (B,J) (C,K) (D,S) 

(C,K) (A,J) (A,J) (B,J) (C,K) 

(D,S) (A,J) (A,J) (A,J) (B,J) 

(E,M) (A,J) (A,J) (A,J) (A,J) 

(C,J) (A,J) (B,J) (C,J) (D,K) 

(D,K) (A,J) (A,J) (B,J) (C,J) 

(E,S) (A,J) (A,J) (A,J) (B,J) 

(D,J) (A,J) (B,J) (C,J) (D,J) 

(E,K) (A,J) (A,J) (B,J) (C,J) 

(E,J) (A,J) (B,J) (C,J) (D,J) 

Table 2. 10-element linguist

∨ (A,J) (B,K) (C,S) (D,M) 

(A,J) (A,J) (A,J) (A,J) (A,J) 

(B,K) (A,J) (B,K) (B,K) (B,K) 

(C,S) (A,J) (B,K) (C,S) (C,S) 

(D,M) (A,J) (B,K) (C,S) (D,M) 

(E,N) (A,J) (B,K) (C,S) (D,M) 

(B,J) (A,J) (B,J) (B,J) (B,J) 

(C,K) (A,J) (B,K) (C,K) (C,K) 

(D,S) (A,J) (B,K) (C,S) (D,S) 

(E,M) (A,J) (B,K) (C,S) (D,M) 
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) and ),()),(),,(( 11 NEfhth =  are the maximum 

 respectively. 

y 10, LIba ∈ , the supremum of a  and b is expressed

b∪  ; the infimum of a  and b is expressed in ,{Inf a

...21 ∪∪ xx denoted as ∑
i

ix , 

...21 ∩∩ xx denoted as i
i

x∏ . 

-element linguistic truth-valued intuitionistic fuzzy lat
 2, 3, 4) 

tic truth-valued intuitionistic fuzzy lattice implication operatio

(E,N) (B,J) (C,K) (D,S) (E,M) (C,J) (D,K) (E,S) (D,J) (E,K) (E

(E,N) (B,J) (C,K) (D,S) (E,M) (C,J) (D,K) (E,S) (D,J) (E,K) (E

(D,M) (B,J) (B,J) (C,K) (D,S) (B,J) (C,J) (D,K) (C,J) (D,J) (D

(C,S) (A,J) (A,J) (B,J) (C,K) (A,J) (B,J) (C,J) (B,J) (C,J) (C

(B,K) (A,J) (A,J) (A,J) (B,J) (A,J) (A,J) (B,J) (A,J) (B,J) (B

(A,J) (A,J) (A,J) (A,J) (A,J) (A,J) (A,J) (A,J) (A,J) (A,J) (A

(E,M) (A,J) (B,J) (C,K) (D,S) (B,J) (C,J) (D,K) (C,J) (D,J) (D

(D,S) (A,J) (A,J) (B,J) (C,K) (A,J) (B,J) (C,J) (B,J) (C,J) (C

(C,K) (A,J) (A,J) (A,J) (B,J) (A,J) (A,J) (B,J) (A,J) (B,J) (B

(B,J) (A,J) (A,J) (A,J) (A,J) (A,J) (A,J) (A,J) (A,J) (A,J) (A

(E,S) (A,J) (B,J) (C,J) (D,K) (A,J) (B,J) (C,J) (B,J) (C,J) (C

(D,K) (A,J) (A,J) (B,J) (C,J) (A,J) (A,J) (B,J) (A,J) (B,J) (B

(C,J) (A,J) (A,J) (A,J) (B,J) (A,J) (A,J) (A,J) (A,J) (A,J) (A

(E,K) (A,J) (B,J) (C,J) (D,J) (A,J) (B,J) (C,J) (A,J) (B,J) (B

(D,J) (A,J) (A,J) (B,J) (C,J) (A,J) (A,J) (B,J) (A,J) (A,J) (A

(E,J) (A,J) (B,J) (C,J) (D,J) (A,J) (B,J) (C,J) (A,J) (B,J) (A

tic truth-valued intuitionistic fuzzy lattice disjunction operatio

(E,N) (B,J) (C,K) (D,S) (E,M) (C,J) (D,K) (E,S) (D,J) (E,K) (E

(A,J) (A,J) (A,J) (A,J) (A,J) (A,J) (A,J) (A,J) (A,J) (A,J) (A

(B,K) (B,J) (B,K) (B,K) (B,K) (B,J) (B,K) (B,K) (B,J) (B,K) (B

(C,S) (B,J) (C,K) (C,S) (C,S) (C,J) (C,K) (C,S) (C,J) (C,K) (C

(D,M) (B,J) (C,K) (D,S) (D,M) (C,J) (D,K) (D,S) (D,J) (D,K) (D

(E,N) (B,J) (C,K) (D,S) (E,M) (C,J) (D,K) (E,S) (D,J) (E,K) (E

(B,J) (B,J) (B,J) (B,J) (B,J) (B,J) (B,J) (B,J) (B,J) (B,J) (B

(C,K) (B,J) (C,K) (C,K) (C,K) (C,J) (C,K) (C,K) (C,J) (C,K) (C

(D,S) (B,J) (C,K) (D,S) (D,S) (C,J) (D,K) (D,S) (D,J) (D,K) (D

(E,M) (B,J) (C,K) (D,S) (E,M) (C,J) (D,K) (E,S) (D,J) (E,K) (E
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},b

ttice 

on 

E,J) 

E,J) 

D,J) 

C,J) 

B,J) 

A,J) 

D,J) 

C,J) 

B,J) 

A,J) 

C,J) 

B,J) 

A,J) 

B,J) 

A,J) 

A,J) 

on  

E,J) 

A,J) 

B,J) 

C,J) 

D,J) 

E,J) 

B,J) 

C,J) 

D,J) 

E,J) 
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Table 2. (Continued) 

(C,J) (A,J) (B,J) (C,J) (C,J) (C,J) (B,J) (C,J) (C,J) (C,J) (C,J) (C,J) (C,J) (C,J) (C,J) (C,J) 

(D,K) (A,J) (B,K) (C,K) (D,K) (D,K) (B,J) (C,K) (D,K) (D,K) (C,J) (D,K) (D,K) (D,J) (D,K) (D,J) 

(E,S) (A,J) (B,K) (C,S) (D,S) (E,S) (B,J) (C,K) (D,S) (E,S) (C,J) (D,K) (E,S) (D,J) (E,K) (E,J) 

(D,J) (A,J) (B,J) (C,J) (D,J) (D,J) (B,J) (C,J) (D,J) (D,J) (C,J) (D,J) (D,J) (D,J) (D,J) (D,J) 

(E,K) (A,J) (B,K) (C,K) (D,K) (E,K) (B,J) (C,K) (D,K) (E,K) (C,J) (D,K) (E,K) (D,J) (E,K) (E,J) 

(E,J) (A,J) (B,J) (C,J) (D,J) (E,J) (B,J) (C,J) (D,J) (E,J) (C,J) (D,J) (E,J) (D,J) (E,J) (E,J) 

Table 3. 10-element linguistic truth-valued intuitionistic fuzzy lattice conjunction operation  

∧ (A,J) (B,K) (C,S) (D,M) (E,N) (B,J) (C,K) (D,S) (E,M) (C,J) (D,K) (E,S) (D,J) (E,K) (E,J) 

(A,J) (A,J) (B,K) (C,S) (D,M) (E,N) (B,J) (C,K) (D,S) (E,M) (C,J) (D,K) (E,S) (D,J) (E,K) (E,J) 

(B,K) (B,K) (B,K) (C,S) (D,M) (E,N) (B,K) (C,K) (D,S) (E,M) (C,K) (D,K) (E,S) (D,K) (E,K) (E,K) 

(C,S) (C,S) (C,S) (C,S) (D,M) (E,N) (C,S) (C,S) (D,S) (E,M) (C,S) (D,S) (E,S) (D,S) (E,S) (E,S) 

(D,M) (D,M) (D,M) (D,M) (D,M) (E,N) (D,M) (D,M) (D,M) (E,M) (D,M) (D,M) (E,M) (D,M) (E,M) (E,M) 

(E,N) (E,N) (E,N) (E,N) (E,N) (E,N) (E,N) (E,N) (E,N) (E,N) (E,N) (E,N) (E,N) (E,N) (E,N) (E,N) 

(B,J) (B,J) (B,K) (C,S) (D,M) (E,N) (B,J) (C,K) (D,S) (E,M) (C,J) (D,K) (E,S) (D,J) (E,K) (E,J) 

(C,K) (C,K) (C,K) (C,S) (D,M) (E,N) (C,K) (C,K) (D,S) (E,M) (C,K) (D,K) (E,S) (D,K) (E,K) (E,K) 

(D,S) (D,S) (D,S) (D,S) (D,M) (E,N) (D,S) (D,S) (D,S) (E,M) (D,S) (D,S) (E,S) (D,S) (E,S) (E,S) 

(E,M) (E,M) (E,M) (E,M) (E,M) (E,N) (E,M) (E,M) (E,M) (E,M) (E,M) (E,M) (E,M) (E,M) (E,M) (E,M) 

(C,J) (C,J) (C,K) (C,S) (D,M) (E,N) (C,J) (C,K) (D,S) (E,M) (C,J) (D,K) (E,S) (D,J) (E,K) (E,J) 

(D,K) (D,K) (D,K) (D,S) (D,M) (E,N) (D,K) (D,K) (D,S) (E,M) (D,K) (D,K) (E,S) (D,K) (E,K) (E,K) 

(E,S) (E,S) (E,S) (E,S) (E,M) (E,N) (E,S) (E,S) (E,S) (E,M) (E,S) (E,S) (E,S) (E,S) (E,S) (E,S) 

(D,J) (D,J) (D,K) (D,S) (D,M) (E,N) (D,J) (D,K) (D,S) (E,M) (D,J) (D,K) (E,S) (D,J) (E,K) (E,J) 

(E,K) (E,K) (E,K) (E,S) (E,M) (E,N) (E,K) (E,K) (E,S) (E,M) (E,K) (E,K) (E,S) (E,K) (E,K) (E,K) 

(E,J) (E,J) (E,K) (E,S) (E,M) (E,N) (E,J) (E,K) (E,S) (E,M) (E,J) (E,K) (E,S) (E,J) (E,K) (E,J) 

Table 4. 10-element linguistic truth-valued intuitionistic fuzzy lattice inverse operation  

’ (A,J) (B,K) (C,S) (D,M) (E,N) (B,J) (C,K) (D,S) (E,M) (C,J) (D,K) (E,S) (D,J) (E,K) (E,J) 

 (E,N) (D,M) (C,S) (B,K) (A,J) (E,M) (D,S) (C,K) (B,J) (E,S) (D,K) (C,J) (E,K) (D,J) (E,J) 

3.2 The Properties of 10-Elements Linguistic Truth-valued Intuitionistic 
Fuzzy Lattice 10LI  

In the 10-element linguistic truth-valued intuitionistic fuzzy lattice

),,( 1010 ∩∪= VILI , from the last section, it is easy to get the following conclusion. 

Theorem 2. For any )),(),,(( fhth ji
, )),(),,(( fhth lk 10LI∈ , 

1. )),(),,(()),(),,(()),(),,(( 5511 fhthfhthfhth lk =→ ; 

2. )),(),,(()),(),,(()),(),,(( 55 fhthfhthfhth lklk =→ ; 

3. ))',(),,(())',(),,(()))',(),,(()),(),,((( fhthfhthfhthfhth lkjilkji ∪=∩ ; 

4. ))',(),,(())',(),,(()))',(),,(()),(),,((( fhthfhthfhthfhth lkjilkji ∩=∪ . 
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Proof：1. It follows from Definition 4（1）that 

)),(),,(()),(),,(( 11 fhthfhth lk→  

                     )),(),,(( )15,5min()15,15,5min( fhth llk +−+−+−=  

                     )),(),,(( 55 fhth= . 

2.                   )),(),,(()),(),,(( 55 fhthfhth lk→  

                        )),(),,(( )55,5min()55,55,5min( fhth llk +−+−+−=  

                        )),(),,(( fhth lk= . 

3.                    )))',(),,(()),(),,((( fhthfhth lkji ∩  

                         ))',(),,(( ),min(),min( fhth ljki=  

                         ),(),,( 1),min(51),min(5 fhth kilj +−+−=  

                         ),(),,( )15,15max()15,15max( fhth kilj +−+−+−+−=  

                       ))',(),,(())',(),,(( fhthfhth lkji ∪= . 

4. It is similar to the proof of 3. 

Corollary 3. For any )),(),,(( fhth ji 10LI∈ ，

)),(),,(('))',(),,(( fhthfhth jiji = . 

Proof：                    '))',(),,(( fhth ji  

                       )'))',(),,((( fhth ji=  

                       ))',(),,(( 1515 fhth ij +−+−=  

                       )),(),,(( 1)15(51)15(5 fhth ji ++−−++−−=  

                       )),(),,(( fhth ji= . 

Corollary 4. For any )),(),,(( fhth ji , )),(),,(( fhth lk , 10)),(),,(( LIfhth sm ∈ , 

1. )),(),,(())),(),,(()),(),,((( fhthfhthfhth smlkji →∪  

))),(),,(()),(),,((())),(),,(()),(),,((( fhthfhthfhthfhth smlksmji →∩→= ; 

2. ))),(),,(()),(),,((()),(),,(( fhthfhthfhth lkjism ∪→  

))),(),,(()),(),,((())),(),,(()),(),,((( fhthfhthfhthfhth lksmjism →∪→= ; 

3. )),(),,(())),(),,(()),(),,((( fhthfhthfhth smlkji →∩  

))),(),,(()),(),,((())),(),,(()),(),,((( fhthfhthfhthfhth smlksmji →∪→= ; 

4. ))),(),,(()),(),,((()),(),,(( fhthfhthfhth lkjism ∩→  

))),(),,(()),(),,((())),(),,(()),(),,((( fhthfhthfhthfhth lksmjism →∩→= . 
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Proof：1. )),(),,(())),(),,(()),(),,((( fhthfhthfhth smlkji →∪  

      )),(),,(()),(),,(( ),max(),max( fhthfhth smljki →=  

      )),(),,(( )),max(5,5min()),max(5,),max(5,5min( fhth skisljmki +−+−+−=  

      )),(),,(( ))5,5min(,5min())5,5min(),5,5min(,5min( fhth sksislsjmkmi +−+−+−+−+−+−=  

      
)),(),,(()),(),,(( )5,5min(5,5,5min()5,5min(5,5,5min( fhthfhth skslmksisjmi +−+−+−+−+−+− ∩= ））

 

      
))),(),,(()),(),,((())),(),,(()),(),,((( fhthfhthfhthfhth smlksmji →∩→= . 

2.3.4 The Proof is Similar to the Proof of 1 

Corollary 5. For any )),(),,(( fhth ji , )),(),,(( fhth lk , 10)),(),,(( LIfhth sm ∈ , 

1. ))),(),,(()),(),,((()),(),,(( fhthfhthfhth smlkji ∩∪  

))),(),,(()),(),,((())),(),,(()),(),,((( fhthfhthfhthfhth smjilkji ∪∩∪=  

2. ))),(),,(()),(),,((()),(),,(( fhthfhthfhth smlkji ∪∩  

))),(),,(()),(),,((())),(),,(()),(),,((( fhthfhthfhthfhth smjilkji ∩∪∩=  

Proof：1. ))),(),,(()),(),,((()),(),,(( fhthfhthfhth smlkji ∩∪  

)),(),,(()),(),,(( ),min(),min( fhthfhth slmkji ∪=  

)),(),,(( )),min(,max()),min(,max( fhth sljmki=  

)),(),,(( )),max(),,min(max()).max(),,min(max( fhth sjljmiki=  

)),(),,(()),(),,(( ),max(),max(),max(),max( fhthfhth sjmiljki ∩=  

))),(),,(()),(),,((())),(),,(()),(),,((( fhthfhthfhthfhth smjilkji ∪∩∪=  

3.It is similar to the proof of 1. 

4 Resolution Principle of 10-Elements Linguistic Truth-Valued 
Intuitionistic Fuzzy First-Order Logic System 

4.1 10-Elements Linguistic Truth-Valued Intuitionistic Fuzzy First-Order 
Logic System 

Definition 5. Let D  be a nonempty domain. The n -place function which is defined 

in nD , and the value belongs to 
10LI  is called n -place linguistic truth-valued intui-

tionistic fuzzy propositional function, where nD  stands for n -time carte-
sian product. 
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(Note that “ n -place” stands for the order of predicate logic, when 1=n , it is for 
first-order logic). 
Definition 6 )( x∀ . The phrase “for any elements x ” is said to be universal quantifi-

er, denoted by )( x∀ . The phrase “there is an element x ” is said to be existential 

quantifier, denoted by )( x∃ . 

Let )(xG  be the linguistic truth-valued intuitionistic fuzzy first-order predicate, 

for any Dx ∈0 , then )( 0xG  is said to be linguistic truth-valued intuitionistic 

fuzzy proposition. Hence, )()( xGx∀  means “For Dx∈ , there is )(xG ...” Define 

the true-value of )()( xGx∀  as follows： 

The true-value of )()( xGx∀  is ),( JA ⇔ For any element Dx∈ ,the true-

value of )(xG  is ),( JA . 

The true-value of )()( xGx∀  is ),( SC ⇔ There exists an element Dx ∈0

that the true-value of )( 0xG  is ),( SC . 

Similarly, )()( xGx∃ means that“There exists an element Dx ∈0  that )( 0xG ...”. 

Define the true-value of )()( xGx∃  as follows: 

The true-value of )()( xGx∃  is ),( JA ⇔ There exists an element Dx ∈0 that 

the true-value of )( 0xG  is ),( JA . 

The true-value of )()( xGx∃  is ),( SC ⇔ For any element Dx∈ , the true-

value of )(xG  is ),( SC . 
Definition 7. 10-element linguistic truth-valued intuitionistic fuzzy first- order lan-
guage consists of the following: 

(1)Individual constants: Denoted by ,...,, cba . When the set D  is given, it can be 

an element in D . 
(2)Variables: Denoted by the lowercase letters ,...,,,,, zyxwvu . When the set 

D  is given, any elements in D  can be substituted in the variables. 

(3)Function symbols: Denoted by the lowercase letters ),...,,( 21 nxxxf ，

),...,,( 21 myyyg ， .... When the set D  is given, it can be a mapping from nD  to

D . 
(4)Predicate symbols: Denoted by the capital letter ,...,, RQP . When the set D  

is given, it can be ant predicates defined in nD . 
Definition 8. The linguistic truth-valued intuitionistic fuzzy lattice

),,( 1010 ∩∪= VILI  is a bounded distributive lattice. G  is a formula of the first-

order logic. If the true-values of the atoms in G  belong to 10VI , then G  is called a 

formula of 10-element linguistic truth-valued intuitionistic fuzzy first- order logic. 
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Definition 9. An interpretation of a formula G in 10-element linguistic truth-valued 
intuitionistic fuzzy first-order logic consists of a nonempty domain D , and an as-
signment of “values” to each constant, function symbol, and predicate symbol occur-

ring in G as follows :  
(1)To each constant, we assign an element in D . 

(2)To each n -place function symbol, we assign a mapping from nD  to D . 

(Note that },...,|),...,{( 11 DxDxxxD nn
n ∈∈=  ). 

(3)To each n -place predicate symbol, we assign a mapping from nD  to 10VI . 

5 Conclusion 

Linguistic truth-valued intuitionistic fuzzy algebra based on linguistic truth-valued 
lattice implication algebra has become the basis of linguistic truth-valued intuitionis-
tic fuzzy logic. Firstly, this paper establishes the 10-element linguistic truth-valued 
intuitionistic fuzzy algebra, and its related properties are obtained. On the basis of it, 
we set up the 10-element linguistic truth-valued intuitionistic fuzzy first-order logic, 
in which the value of proposition is no longer a simple number but the linguistic truth-
valued which can express both comparable and incomparable information. This me-
thod can also deal with the uncertain problem which has both positive evidence and 
negative evidence at the same time. Information expressed in this way is more flexi-
ble and more closed to the thought of human. The further work is the reasoning me-
thod of this system, and applying the method into the field of decision making, risk 
analysis and expert system. 
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Abstract. The blade servers have been widely used in the telecommunications, 
financial and other big data processing fields as for the high efficiency, stability 
and autonomy. This study takes the hot redundancy design for dual-BMC man-
agement of blade servers as the research project, and puts forward a heartbeat 
detection program utilizing I2C for transmission of IPMI commands. And it’s 
successfully applied to the blade servers to achieve a hot redundancy, monitor 
and management of master/slave BMC management module, which is more 
standardized, reliable, and easy to implement. 

Keywords: BMC, Big data, Blade server, Heartbeat Detection, IPMI. 

1 Introduction 

The blade server is designed for special application industries and big data computing 
environment. Due to the high efficiency, stability and autonomy, it has been widely 
used in many big data processing fields, which involved in national security and 
people's livelihood such as telecommunications, financial and so on[1]. The BMC 
management module is the core of the blade server. Generally, the hot redundant 
dual-BMC management is acquired to the monitor, management, configure and diag-
nosis of blade server system. For the requirement of the cluster applications and dis-
tributed systems, the BMC heartbeat detection mechanism has also become one of the 
important mechanisms for the implementation of the serves. The aim of this study is 
to develop a platform of heartbeat detection. 

This paper presents a heartbeat detection program utilizing I2C for transmission of 
IPMI commands. It has been successfully applied to the blade servers, and achieved 
the hot redundancy, monitoring and management between master and slave BMC 
management module, which is more reliable and easily. 

2 Heartbeat Detection Technology 

The heartbeat detection is a common technology for network fault detection in the serv-
ers to judge if the network connection is normal based on the messages (that is heartbeat 
packets) between the heartbeat detection software of server-side and client-side[2,3].  
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The servers as the master node and the client as the peripheral node, the heartbeat detec-
tion is realized by the heartbeat packets sent by the client. 

The principle is as follows, the peripheral nodes send heartbeat packets to the mas-
ter node regularly, and the master nodes check if they have received the packets regu-
larly. The period of the master nodes is longer than that of peripheral nodes, the mas-
ter nodes will consider it is troubleshooting network connection and report to manager 
if  they do not receive the packets from the responding nodes. 

3 Hot Redundancy Hardware Architecture of Dual-BMC 
Management 

The management module, which is the core part of the blade sever, mainly is the 
ARM and IPMI protocol [4]. It can get the health information from boards through 
I2C and GPIO execute relative commands. The server management board is equipped 
with one BMC module and the other units are equipped with independent BMC mod-
ules. Firstly, the BMC module of management board distributes independent IP ad-
dresses for the BMCs on other units by I2C, and interacts with BMC by IPMI Com-
mand or OEM Command through the network. It obtains information from each unit 
and make corresponding updates to the SDR periodically, or reset according to de 
command. The switching could be operated by GPIO to achieve remote control of 
VGA and USB when the long-range channel switching is detected. 

 

Fig. 1. Hot redundancy hardware architecture of dual-BMC management for blade server 
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4 Implementation of Heartbeat Detection Technology under 
Blade Sever Platform 

4.1 Development Environment under Blade Sever Platform 

Under the platform, the management software is developed by MDS tool. The MDS is 
one kind of development tools installed under Linux having good interactive inter-
face. In the development environment of MDS, it will convert all the modules into the 
rom.ima file which needs download, including all the contents of the uboot, kernel 
and file system. The management software works when burning the rom.ima file into 
the flash chip. 

4.2 Selection of Communication Mode 

Initially, two communication modes of I2C and Ethernet are identified based on the 
above analysis of the characteristics. However, the structure of the whole manage-
ment network for the blade sever is relatively complex, and many IP address re-
sources are occupied. Both of the IP addresses for the master and slave management 
modules have to be clear and definite, when using the Ethernet mode, which depends 
on the stability of switch. The restrictions and dependent conditions are many, which 
is not conducive to improve the stability of the whole management system. Ultimate-
ly, the more simple, mature and stable communication mode of I2C is determined. 

Table 1. Analysis of advantages and disadvantages for communication mode 

Communication 
mode 

Functionality 
Dependence 
of other con-

ditions 

Difficulty of 
hardware de-

sign 

Difficulty of 
software 
design 

I2C strong weak low low 
GPIO weak weak low low 
Serial strong weak low high 

10M/100M 
Ethernet 

strong strong low low 

4.3 Realization of the Heartbeat Detection 

The flow chart of the heartbeat detection is as shown in Figure 2. 
The heartbeat communication module of master management module program de-

tects the slot is main whether or not. If it is, the management module enter the work 
mode of master. Firstly, the control signal is set to 1, which indicates that the module 
has the right of control, and detects the other functional modules; then check in 
whether the slave the management module is present cyclically. In case of yes, the 
master send heartbeat request signal to it and waits to receive the response of the 
slave one. 
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Fig. 2. Flow chart of the heartbeat detection 

Table 2. The request signal packet format  

Request order 
byte bit 

7 6 5 4 3 2 1 0 

0 rsSA 

1 netFn rsLUN 

2 Checksum 

3 rqSA 

4 rqSeq rqLUN 

5 Command 

6 Data 

7 Checksum 

Conversely, if the heartbeat communication module of the management module 
detect the slot is slave, the management module enter the work mode of slave. 
Firstly, the control signal is set to 0, which indicates that the module has not the right 
of control, and waiting for detecting of the other functional modules. Waiting for the 
heartbeat request signal sent by the master module. When the slave one receives the 
signal, responds to the master one. If it can not receive the request signal within10 
consecutive cycles, the slave module considers the failure of master module, and the 
control signal of it is set to 1, and performs the switching of control right.  

The transmission of IPMI command is based on the I2C bus, using the ‘request- re-
sponse’ protocol. The transmission of request and response packets is through the I2C 
bus in "writing" mode. The request message is sent from the main node of I2C, and 
received by the slave node of I2C bus. Accordingly, the response is sent from the  
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answering device of the master node from I2C bus, and received by the device which 
sent the requesting from the slave node of the I2C bus. The information transmission is 
in accordance with the IPMB protocol. The data is as shown in Table 2 and table 3. 

Table 3. The response packet format  

    Response order 

byte bit 

  7 6 5 4 3 2 1 0 

0 rqSA 

1 netFn rsLUN 

2 Check1 

3 rsSA 

4 RqSeq rqLUN 

5 Command 

6 Completion Code 

7-N Data 

N+1 Check2 

5 Test and Validation 

Apply this technique to the blade server (as shown is Figure 3), which is a typical big 
data processing device. By using RISC ( Reduced Instruction Set Computer) construction , 
32 bits Microcontroller takes on low- loss and low- consume (VDDCORE supply voltage is 
1.8V), high capability, high executing speed (the unit is MIPS). 

 

 

Fig. 3. The blade server 
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5.1 Slave Management Mode 

The management module mode is forced to slave mode, and we send packets in ac-
cordance with the heartbeat request signal format via I2C analyzer. Then we can re-
ceive the response signal, and the data is in line with the definition of the content of 
the program, which denotes the slave model of the heartbeat communication module 
is normal. The debug message is as shown in Figure 4. 

 

 

Fig. 4. Debug message of slave management mode 

 

Fig. 5. Debug message of master management mode 
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5.2 Master Management Mode 

The management module mode is forced to master mode, and we send packets in 
accordance with the heartbeat response signal format via I2C analyzer. Then we can 
see the debug messages printed in the debug interface (serial ports or SSH, as shown 
is Figure 5), which keeps according with the definition of the program, denoting the 
master model of the heartbeat communication module is normal. 

6 Conclusion 

The heartbeat detection module has great advantage in the fault detection of big data 
computing devices. This study presents a heartbeat detection program utilizing I2C 
for transmission of IPMI commands. It has been successfully applied to the blade 
servers, and achieved the hot redundancy, monitoring and management between mas-
ter and slave BMC management module. 
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Abstract. As one of important safeguarded measures in security field, the video 
monitoring system have been applied in extensive ways such as building’s se-
curity, information’s acquisition and medical treatment. In current time, the in-
telligent home systems as well as the Internet of Things are forming a more and 
more mature industrial chain. With abundant of new technology applications, 
this industrial chain is developing towards to a more intelligent way. One of the 
most important applications is the video monitoring system developed by new 
technology. Deploy an appropriate design of video monitoring system in the 
several fields such as public security, traffic schedule, systems control and so on, 
is a major technological medium which can guarantee not wasting an amount of 
manpower resource as well as keeping the system in a good running status. This 
article based on the preponderance of the Linux system, especially the character 
of open source of it. Combine the Linux system and some particular routers; 
designing a real-time and efficient video monitoring system. It’s functional and 
in the meantime it can discriminate abnormal information or the situation auto-
matically and then raise the alarm. This system use matured B/S mode in soft-
ware’s framework, which is also lightweight class. In addition, this system 
manages the expenses in hardware cost more commendably. 

Keywords: video monitoring, alarm, B/S framework. 

1 Introduction 

Since the conception of the Internet of Things technology was formally put forward by the 
International Telecommunication Union (ITU) in the year 2005, the technology of the 
Internet of Things has been acknowledged considered as the third revolution of the 
information industry following in the field of computers and internet with their high 
development. The internet of Things’ industry started relatively early in our country, the 
accumulation of the technology has reached a relatively altitude---We can formulate the 
standard of the internet of Things along with the first echelon of countries and districts 
such as America and European Union [1]. 

The internet of Things uses Internet communication as its core, depend on such 
information’s transducer and communication equipments as primary detector, radio 
frequency(RFID), infrared sensors, intellect IC card, GPS system, wireless communication 
                                                           
*Corresponding author. 
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device etc., using the agreement appointed, it can realize monitor and manage the objects 
that have been switched in the certain Internet. As one of the most typical as well as the 
most mature application of the internet of Things, the video monitoring system has been 
deployed in numerous fields and which can be proved that it really makes a great 
importance. This kind of the monitoring system is a great example of the organic 
combination which combine the optical sensor (camera) and the technology of radio 
communication. 

Nowadays the major part of professional video monitoring system is mostly based 
on complex hard structure and C/S scheme, which also means a high expense on both 
using and maintaining, what’s worse it is also suggest itself is not a beat choice for 
every situation, and what’s more, great majority of them do not possess the function 
that identify the exception information which it collects and then set an alarm. So this 
kind of video monitoring system loses some usages in which  such as household and 
somewhere not enough in man power, both of these places actually like “nobody 
guarded” lacing of man power. Therefore this video monitoring system has 
disadvantages in spreading to more extensive throng. So because of that problems, 
developing a brand new video monitoring system which is both costs less and not 
seemed so complex, is exactly meets the need of numerous consumers. 

2 The Design Scheme of the System 

According to the design of the scheme, and combing with the detailed demand analysis. 
This new system is designed to aim at the object like household consumer, small-sized 
enterprise or organization. And this system also can involve with collecting and 
monitoring the information of some dangerous circumstances (example like isolated 
ward, storage room used for irradiation material). These kinds of using circumstance 
are not allowed people for monitoring and managing in a long time, which demands 
this system need to cohesive the promptly transmission of visual frequency used 
Internet communication and automatically judge the potential signal using algorithm, 
and in the meantime, these information which produced by this system should be sent 
to the end of sink timely. The design of the product must be market-oriented, so it needs 
a sufficient consideration in the problem of controlling the expense on costs. We make 
a research on this suitable design, and here is the final scheme: 

(1) Optical camera: choose the TOSHIBA 720p supported the MJPG form with a 
USB interface as transducer part and link to the router;  

(2) Employ the HUAWEI HG255D wireless router, which has 64M RAM. Insert the 
suitable Open Wrt system based on Linux kernel into the router [2];  

(3) Use the wireless way to transfer the video between optical camera and the 
Internet, which means it won’t be affected by the arrangements of traditional wires, and 
also can use the wireless router sufficiently; 

(4) Server software: choose Tomcat. In the same time compile identification 
algorithm by Java; 

(5) Data base: use MySQL. MySQL is suited in this system development environment, 
and also can associative the visual Navicat to realize the management of data; 



 The monitoring with Video and Alarm System Based on Linux Router 427 

 

(6) The final presentation of monitoring employs the framework of B/S form. The 
consumers can examine the information directly on the browser of the computers; there 
is no need to add extra expense of software resource; 

(7) The alarm signal can regulate the mobile equipment according to the demand. 
For example we can compile Android App or access the service number of the OTT 
application in Eclipse. 

The termination of the monitoring require relatively less compared to other kinds of 
system. Here is our recommended collocation table of the system: 

(1) CPU: dikaryon ZHIQIANG CPU, 3600MHZ master frequency, 800MHZ bus 
line frequency, 2M second-class register; 

(2) Hard disc: capacity bigger than 75GB, 1000rpm revolution speed, 8000KB 
register, SCSI interface form; 

(3) Internal storage: 1G volume, 667 MHZ master frequency, DDR3 form; 
We suggest choosing the old obsolete machine as the server, which is a win-win choice 

for reusing the old obsolete machine. In the same time the terminal machine can examine 
the video signal timely presented on browser directly using the server machine. 

3 The Implementation Process of the System 

This system adopts the router which integrated with TCP/IP communication agreement 
and has been implemented directly by stable open code Linux operation system. This 
scheme lets out the complex matching of the compatibility, just only need to compile 
the code according to the different demands of the clients and then could finish the 
transmission of the whole video information. 

Meanwhile, the Exception information identification algorithm can be implemented in 
JSP with server code, so we choose Java as the programming language, Video 
Surveillance Program used in routers compiled by C language through the GCC compiler, 
select MySQL as the relational database management system.  

Here are the steps which are included of the implementation of the system functions: 
(1) Inject the OpenWrt system into the HUAWEI HG255D wireless route, using the 

demand “make dep” to generate the dependent relationship between the core programs. 
And use the demand “make zlmage” to generate core mapping file. Relying on the 
demands of “make modules” and “make modules install”, we can generate the module of 
the system which could be loaded.  

(2) Choose OpenWrt firmware editions and the router hardware correspond to  
the hardware. Using the demand “make menuconfig”, we can dispose the core, choosing 
the document system of YAFFS, which supports the NFS enablement. Start the USB 
device supported module. Then using the SECURECRT to judge whether the camera 
supports the connection of relevant platform and correctly install the relevant drive 
program of the camera or not. 

The USB camera belongs to one kind of video equipment, so we need to start the 
module named Video4Linux [3]. Using the document library offered by Video4Linux 
(V4L) to compile the application program, the library provides the structure, variable 
names and functions, all of which have been defined. By this way, it’s easy to realize the 
communication among related equipments, so that it can achieve the acquisition towards 
the video data. For example the header file "include / Linux / videodev.h" provided by 
V4L, in which defines some common structures and symbols used in the driver of the 
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VideoaLinux device; the "drivers / media / video / videodev.c" file provides some Kernel 
interface functions. 

The video capture process requires plenty of data structures, here are some brief 
introductions of several commonly used data structures. 

(1) struct video_capability: to store performance parameters such as device name , 
type, the maximum and minimum supported resolution, the information source of the 
camera et cetera. 

(2) struct video_mbuf: Using the mmap mapping to the buffered frame information 
of the memory, such as size ( frame size ), offsets ( deflection relatived to the base 
address of each frame ), frames ( the maximum supported frame amount). 

(3) struct video_mmap: For the acquisition device memory mapping. 
(4)struct video_picture: Contains the image acquisition frame property equipment. 
(5) struct video_channel: Properties of the signal source. 
(6) struct video_window: Contains the equipment acquisition window information. 
(7) struct video_mmap: equipment used to capture the memory map. 
(8) struct video_picture: contains the image frame properties collected from the 

device . 
(9) struct video_channel: properties of the signal source . 
(10) struct video_window: contains the information about equipment acquisition 

window. 
Here is the process of video capture: 
Step 1.Open the camera and call the system 
“functionvfd=open(“dev/v4l/video 1”,O_RDWR)”to on / off the Camera. vfd is the file 

descriptor, if the open operation is successful,it will return"vfd", else it returns "-1". Call 
the video close function "close(vfd)" to turn off the video. 

     Step 2. Read the information call  
the function "ioctl (vfd, VIDIOCGAP, & vfd_cap)" to read the information 

regarding the camera from the "struct video_capture", it can realize the control of I / O 
device. Then call the function "ioctl (vfd, VIDIOCGPICT, & vfd_pic)" to get the 
information of camera's "struct video_picture", such as image brightness , color, 
contrast, etc. , of which  the VIDIOCGAP and VIDIOCGPICT are the control 
command parameters provided by ioctl. 

Step 3. Set the parameters 
Firstly, give the variable assignments , then call the function "ioctl (vfd, 

VIDIOCSPICT, & vfd_pic)" to change the color information of image; Call the 
function "ioctl (vfd, VIDIOCSWIN, & vfd_win)" to set the relevant parameters of the 
window. 

Step 4. Read image 
Directly calling the function method read () or calling the function mmap () to 

mapping the internal storage, both of which can collect the image. The function read () 
reads directly through the device number of image information from the kernel buffer. 
If the call read( ) doesn't completed when the data reading completed, the process 
hangs, the program enters the wait state, until finishing reading the related data then it 
returns the error message. the function mmap() is mapping the device files inside to the 
system memory, each process can access this file directly, and share the memory. It 
does not require any copies of data, which improves the access speed towards I / O 
device. 
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In addition, mmap () is nonblocking mode, it can avoid the phenomenon of wait 
indefinitely which due to the reason can’t reading the data. So using mmap () method 
reads the image data can ensure the real-time of image. 

Video Server, Using the interfaces of v4l2. The structure of which can reference to 
mjpeg-streamer: 

    struct vdIn { 

                int fd; 

                char *videodevice; 

                char *status; 

                char *pictName; 

                struct v4l2_capability cap; 

                struct v4l2_format fmt; 

                struct v4l2_buffer buf; 

                struct v4l2_requestbuffers rb; 

                void *mem[NB_BUFFER]; 

                unsigned char *tmpbuffer; 

                unsigned char *framebuffer; 

                int isstreaming; 

                int grabmethod; 

                int width; 

                int height; 

                int fps; 

                int formatIn; 

                int formatOut; 

                 int framesizeIn; 

                int signalquit; 

                int toggleAvi; 

                int getPict; 

                int rawFrameCapture; 

                /* raw frame capture */ 

                unsigned int fileCounter; 

                /* raw frame stream capture */ 

                unsigned int rfsFramesWritten; 

                unsigned int rfsBytesWritten; 



430 Q. Huang et al. 

 

                /* raw stream capture */ 

                FILE *captureFile; 

                unsigned int framesWritten; 

                unsigned int bytesWritten; 

                int framecount; 

                int recordstart; 

                int recordtime; 

        }; 

 

Then write this structure into the drive to initialize the camera. This operation is 
completed by command ioctl involved include VIDIOC_QUERYCAP, 
VIDIOC_S_FMT, VIDIOC_S_PARM, VIDIOC_REQBUFS and VIDIOC_ 
QUERYBUF, and using the mmap to mapping the memory. 

Finally, we obtain the picture by ioct command, the command involved include 
VIDIOC_QBUF and VIDIOC_DQBUF.Then write the obtained data into the file, it 
turns out to be the pictures, the pictures continuously transmitted over a network and it 
turns to be the video. 

The system requires load the module of camera dynamically, which, means the 
system can control the working of camera by disposal the blackout. The drive programs 
need to provide the implementation of fundamental in and out operating interface 
function such as open, read, write, and close etc. The memory mapping function is 
defined in struct file operations. Relying on the function ioctl, we can control the input 
and output interfaces [4].   

Use WLAN transfer the video signal to the terminal end of the monitoring. If the 
distraction of the signal is relatively too interferential to come to pass real time, we can 
consider two methods to handle it: increasing the magnifications of the signal rely or 
choosing the wired transfer way gates through the port which linked to the terminal end 
of the monitoring to have a communication. 

Choose the Tomcat as the server; compile the JSP page which can receive the data as 
well as show presentation on the browser in the Java circumstance. This system 
combine the real need, using the connection pool between the jdbc and JSP page to 
realize the control of the systematic authority.  

Compile the objective-distinguish algorithm which based on dynamic video signal 
in the integrated environment of Eclipse. It contains following basic circumstances: call 
a smoke shell alarm by judging the ambiguity of the video signal in a smoking 
circumstance; judging the fire’s status in the certain situation and call a fire alarm by 
identifying the brightness alteration information of the partial environment as well as 
matching the morphology of the flames. To meet the consumer’s demands, this system 
can also set the function which can guard against the burglary: according to the classic 
motion-dot-graph algorithm, it can judge the exotic people’s break-in in its silence 
status and then report to the police. There are plenties of these algorithms in the build-in 
tool box of the Matlab, and these algorithms have been used frequently. We can export 
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the algorithm document which in a form of m to Java or directly connect these 
algorithms to the server. 

According to the demand of customers, compile the Android APP. Using the socket 
way to link to the server information. In the same time, we can control the monitoring 
switch of the router as well as the directions of the camera’s stepping motor. The 
second scheme is let the server access the server number of the OTT class application, 
according to this way we can choose We-chat, an application program developed by 
Ten-cent. This activation of the alarm is passive, the system occupies the signaling of 
the communication operator, consume less expense of the discharge and the quantity of 
the electricity. But the control signal is also need to be compiled in the server, which 
means trigger actively. 

4 The Implementation of NFC-U Disk Encryption Technology 

In order to avoid the wrong judgments to influence the user experience, this system 
should be located an adequate threshold value of the alarm trigger. In some kinds of 
dangerous radial monitoring area, the threshold value should be set in a relatively small 
value, which can guarantee the precision of the monitoring, while in other kinds of 
normal places, the threshold value could be a little bigger.  

After the alarm information been triggered, the monitoring device could prompt the 
consumers by sending the alarm signal to mobile equipments or users’ computers. In 
the terminal end of the monitoring device which usually combined with the server, the 
ways of warning generally are light blinking and bell calling and etc. But when it comes 
to the server which there is nobody guarded. Then the system should use the Internet to 
build the far-end transmission of information. So the system could send the alarm 
message timely to the person who is in charge of his/her mobile equipment. Therefore 
this system can help to improve the security of personal information, avoiding the loss 
of property in a furthest way. The aspect of the mobile equipment uses the APP 
developed assorted or OTT service to launch every propelling movement [5]. 

5 Conclusions 

This video monitoring alarm system fully integrated the market demand, the router in this 
system possess the character of open source and stable. As an intermediary of signal 
transmission, this wireless router cut down the expense on time and space in route 
planning, which certainly make the cost of target consumers to a minimum. Meanwhile, 
the usage of thin web client in the video monitoring system only need the support of the 
browser, there is no need to spend more time and capital on developing a new client 
software. The design of this system itself has considered the transmission’s accuracy of 
video data current, and it can satisfy the functions which other video monitoring systems 
do not have, which can use intelligent identify algorithm to handle the exceptional 
information and alarm the movable termination timely[6]. It is a great improvement to the 
traditional monitoring solutions 
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Abstract. With the popularity of USB3.0, consumers favor a mobile storage 
which is convenient and efficient. But in the same time, people often pay less 
attention to the Safety of traditional mobile storage, especially the U-disk, the 
security of which is almost ineffective. Challenged by severe test of current 
information security situation, designing a safe and reliable way to protect the 
user's privacy encryption has gradually attracted both the equipment 
manufacturers and the user's attention. As we can see among them, as a quick and 
secure identification technology, NFC gains a great application in mobile 
payment and authentication field. It also means a great momentum to popularize. 
Its unique convenience and safety guarantee in the applications has a wonderful 
prospect in replacing traditional security solutions. This paper discusses a 
actualization of a new encrypt U disk which is applied with the NFC technology, 
to understand the principles of NFC technology and its practical application of 
encryption, this paper can play a guiding significance. 

Keywords: NFC, U-disk encryption, authentication technology. 

1 Introduction 

As a cheap and convenient solution of the mobile storage data, the U disk receive the 
user's favorite since its birth date. Currently, large-capacity and high-speed U disk can 
already reached the level of 500Mbps speed, and stability of the U disk data has also 
been greatly improved. 

With respect to the mobile hard drives, the difference of storage media also makes 
U-disk withstand greater accidental drops and other damage without losing the internal 
data. However, the security of U-disk data has always been criticized in a long time. 
With a growing emphasis on person's privacy in the current society, the major 
manufacturers have also launched their own brand of encryption software for security 
one after another [1]. It should be noted that the limitations of this approach is giant, 
generally you only can use this way for some specific brands. Moreover, the encryption 
method is too simple to be cracked and get the data inside. 

                                                           
* Corresponding author. 



434   Y. Zhang et al. 

Present mobile storage security solutions in our country is still lagging behind, most 
solutions essentially relying on encryption software curing in the U disk. And foreign 
countries already have mature hardware-based encryption schemes, such as biometric 
locks like fingerprints and Hardware combination lock [2], etc. 

Hardware-based combination lock and biosensors identification, these encryption 
schemes always have a notable disadvantage of their high cost; also they generally 
applied in military and senior commercial areas. Because of that, the technology is not 
open.Under these circumstances, designing a solution combined both the hardware and 
software for civil security has comparatively better market prospects. The combination 
of radio frequency identification chips and U disk chip can meet this requirement. 

Near Field Communication Technology (NFC) based on short distance as well as 
non-contact radio frequency identification solutions (RFID), is a wireless 
communication technology. This short-range communications technology is developed 
jointly by Philips, Sony and Nokia, working at 13.56 MHz. NFC communication theory 
has both active and passive operating mode, the frequency it used is basically the same 
as the contactless smart card popular currently. It also works similarly, uses the same 
communication theory as the non-contact smart card [3]. 

This paper through the discussion of NFC-U disk encryption technology in the 
practical applications, studied the feasibility of this safe and convenient way of such 
hardware level based encryption mode. 

2 The Status of NFC-U Disk Encryption 

NFC technology is not a brand new technology; it is proposed and advanced by Nokia, 
Philips and several other giants of communications industry, whose pre- development 
of the market is basically overseas in other foreign countries. 

2011, Google added the support environment for NFC in Android system, and also 
released Google Wallet application which using the near field communication. Google 
also cooperate with MasterCard on the program of credit card payments which is based 
on NFC technology. Foreign countries have earlier research in security field which 
using the NFC for identification earlier, they have a more mature industry. Among 
these countries, South Korea is the most representative.82.5% of mobile phone users in 
South Korea are using NFC phone as a daily payment instrument in their consumptions. 

In recent years, the domestic has an increasingly investment on the fields of such 
smart home and the internet of things, many hardware manufacturers have joined the 
device’s support for NFC. Among them, MI phone and Meizu mobile phone, as a 
representative the of smart phone manufacturers, studied f foreign models. They 
enriched peripheral products of NFC, such as the applications of some tag cards, which 
certainly increased the market's enthusiasm. Currently, the People's Bank of China has 
reached a basic agreement with the telecommunications operators. They would jointly 
promote NFC -based payment standard. 

In mobile storage security field, Chinese manufacturers are also actively explore the 
feasibility and constantly improve the technology. These manufacturers launched 
NFC-U disk storage products which suit the current market. This product mostly use 
the NFC which is full hardware matches encryption and security kernel , while using 
stable high-speed Flash storage granules to meet the variety needs of users. Because of 
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the different encryption mechanisms, data transmission requires the use of 16bit ECC 
error correction. 

3 The Implementation of NFC-U Disk Encryption 

The basic question to achieve identity authentication and encryption on the underlying 
hardware of the U disk storage is to address the non-contact RF communications. Here 
are some main current solutions 

(1)  Separate small pieces of flash open area --OTP area to cure a unique number, 
to have a handshake recognition with the NFC equipments (decoder); 

(2)  There is also another way using the unlock APP verification in the Android 
mobile terminal, this program needs to write the Android program to achieve the aim. 

This design uses a unique way curing the unique number of the OTP area. When the 
users' U disk NFC circuit is activated by external environment, firstly verify whether the 
external NFC handshake signal can match the curing number or not, if the answer is can, 
then open the read and write permissions of U disk. After such authorization, users can 
have the access data operation. It should be pointed out that, OTP area needs algorithm or 
hardware to realize the feature of logic self-destruct, which prevent the data being cracked 
in violence and stolen. 

In the following section, we briefly outline our design for an NFC-enabled TPM 
(Trusted Platform Module) architecture. In contrast to existing publications, we 
propose to integrate the functionality of a low-cost passive RFID interface into the 
TPM.  This allows users to remotely audit the privacy status of the terminal (target) 
using a conventional NFC device (initiator) by ensuring a direct channel between the 
user and the TPM.  

Figure 1 shows a schematic view of our proposed architecture. It shows the TPM 
device with its components such as a CPU,I/O interface, voltage regulator, memory, 
and cryptographic components like SHA-1, RSA/ECC, key generation, and a random 
number generation (RNG). Additionally, an RFID front-end is connected to the internal 
bus. It is composed of a digital part which handles the NFC protocol (ISO 14443 or ISO 
18092) and an analog part that is mainly responsible to modulate and demodulate the 
signals of the air interface. Next to the I/O and power interface, the TPM has two 
additional connections for an external antenna that can be connected or printed on the 
main board of the terminal. 

In general, passive RFID/NFC devices are designed to meet low-resource 
requirements. They draw their power of the air from the reader and therefore consume 
only a few microwatts of power to provide a certain reading range. Furthermore, they 
meet low area requirements so that they can be produced in a large scale with low costs. 
In fact, most RFID tags can nowadays be produced with costs below 10 cents. 

TPMs, in contrast, have an active power supply and provide many resources such as 
cryptographic engines, CPU, and (in comparison) large memory units. These resources 
can actually be reused be the RFID/NFC front-end which lowers the requirements of 
integrating NFC into TPM significantly. The controlling of the protocol, for example, 
can be handled by the CPU of the TPM and memory can be shared with the RFID/NFC 
component over the internal bus architecture as well. 

By integrating an NFC interface to the TPM, we followed the idea of Parno [7] who 
recommended to integrate a special-purpose hardware interface to the TPM to establish 
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a direct link between the user and the TPM so that human inter-actors can themselves 
establish the proximity of the attesting machine. The integration of the NFC interface to 
the TPM has thereby several advantages. 

 

Fig. 1. Schematic of the NFC-Enabled TPM architecture 

First, a guarantee is given that the targeted terminal is still in the proximity of the 
user, as the user performs the touching operation in person. 

Second, it gives a guarantee that the TPM is located in the proximity because the 
NFC module is physically connected and integrated into the TPM and the operational 
range of NFC is theoretical limited by the coupling property of the magnetic near-field 
of the reader.  Note that RFID standards define a practical reading range of about 10 
centimeters. This makes attacks such as machine-in-the-middle attacks much harder to 
perform. 

Third, our proposal of integrating an NFC interface into the TPM allows users to 
verify the integrity of public terminals with their mobile phone.  

By simply touching the antenna of the terminal with their phone, an application can 
be automatically launched that shows the status of the trust decision on a user-friendly 
and familiar display output. In addition, the trust decision can be also signalized by a 
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beep, ringing tone, or vibration which makes the application more applicable and 
comfortable in certain environments. The part of the hardware has the following 
characteristics: 

 
(1) NFC module is connected among to the USB HS, encryption master and 

NAND FLASH: 
(2) The Improved and non-public NFC authentication protocol can meet the 

needs of high-speed information interaction, which is also compatible with standard 
protocols, to communicate with the unmodified unlock end; 

(3) By a unique number which is encrypted by algorithm stored in KEY Chip, 
the authorization mechanism possesses high security; 

(4)  The secret key encryption need to be regenerated after each U disk swap; 
(5)  By using the superior packaging technology and processing technology, 

which does not change the volume of U disk fundamentally, in the same time can 
increase the NFC function and authentication logic; 

(6) It supports AES/SCB2 encryption algorithms, which are encryption 
algorithms self-defined by High-end customers; 

(7)  It have a good support by the system and compatibility [5]. 
The technical obstacles of the NFC-U disk encryption already not exist currently; the 

key is the issue of current standardization and user acceptance. 
Moreover, there are only a few companies currently having this kind of business; the 

audiences of customers are still comparably small. 
At the same time we need to see that, due to the rise of the current cloud computing, 

major Internet companies have turned to support of cloud storage , so it means we can 
Bypassing the problem caused by hardware. The traditional hardware storage devices 
also expanded the support for cloud storage services on the periphery, its security has 
been tested by the market. This situation have Greater impact on NFC-U disk 
encryption scheme. 

4 The Generalization Program of NFC-U Disk Encryption 

At present, the development of domestic NFC-U disk encryption products below market 
expectations, a large market capacity. Currently, the development of domestic NFC-U disk 
encryption products is below the market expectations, it means a large capacity of market. 

To promote the encryption security NFC-U disk of this hardware level, we can 
analyze from the following three aspects, and then begin to solve this problem: 

Firstly, technical factors, the traditional storage solutions providers cooperate with 
NFC security hardware vendors, promote the development of industrial by choosing 
the suitable technology mode. 

Secondly, market factors, the Novelty and convenience of the technology have not 
been greatly promoted, the public awareness is really low, the improvement of market 
enthusiasm is not significant, which Causes market differences not been recognized. 

Thirdly, the lack of policy support issues. Security privacy and the living, working 
of people are closely linked; it needs political support for industrial applications and the 
standard unified planning. Also it can rely on the protocol implementations to grow the 
market. 
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5 Conclusions 

This paper analyzes the technology model and promotion measures of the NFC-U disk 
encryption the aim are to have a deeper understanding of NFC-U disk encryption 
technology. 

At present time, several well-known manufacturers of flash memory have launched 
their own software encryption U disk, but the effect of them all is not ideal [6]. 

Rely on the base of their users; if we can combine NFC to encrypt and protect the 
data in the later stage, we can meet the different needs of users by its unique security 
and convenience. It also possess a great market prospection in the field of data security. 
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Abstract. This paper presents introduction for a QoS verification of on-chip in-
terconnection based on the new progress of the industry, which combined with 
an AMD processor chip design for big data.  Some verification experience in 
architectural modeling and simulation of on-chip interconnection is also intro-
duced in this paper.  

Keywords: Interconnect, QoS, Verification, Modeling, Multiprocessor, Com-
puter Architecture, Big Data. 

1 Introduction 

With the rapid development of internet technology, recently the processor for big data 
has rise up. From CPU verification point of view, the QoS verification of on-chip 
interconnection for the scalability and performance of multi-socket is the general 
trend, due to there are many bottlenecks in big data application. While performance of 
single core in the CPU chip improves quickly, such as multi-core and multi-thread 
and the application of turbo boost after the continuous improvement and upgrading is 
the highlights for big data application. Given the scope and flexibility of the SOC 
infrastructure, to have verification platform that can deliver pre-RTL scaling of the 
architecture is important.  Without such a tool, we would need to make educated 
guesses at the correct configuration.  This would likely result in overdesign or worse 
an incorrectly scaled underperforming ASIC. So QoS verification become the key 
step during the process of processor chip design and later server system design which 
is called the bottleneck-killer. At present, new generation processor for big data be-
come popular, and has been designed by many company like Intel, IBM and ARM, 
etc. Figure 1 shows IBM Power8 processor for big data. In big data era processor 
design and development have become complex SOC design which have multi-core, 
multi-thread of application and complex data paths, then bottleneck problem appears 

                                                           
*Corresponding author. 
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when a specific application run. An ideal solution would allow quick architectural 
investigations as well as more detailed architectural modeling with a mix of IP models 
of many types like C models, TLM models, RTL models and FPGA/Palladium mod-
eling in the verification platform. 

 

Fig. 1. IBM Power8 processor for big data 

This paper introduced the QoS verification of on-chip interconnection for a big data 
processor, which focuses on the analysis of its architectural modeling and interfaces 
simulation. 

2 QoS Verification Platform  

2.1 Introduction of Background 

In big data era processor design and development have become complex SOC design, 
and then immediate concern is QoS for the new fabric of SOC chip. Testing QoS 
requires a subset of the modeling environment.  A useful SOC model for perfor-
mance modeling would need accurate traffic generators in the form of C/SystemC 
models or trace playback when bottleneck appears. 

2.2 QoS Verification Modeling 

2.2.1  Verification Platform Overview 
Figure 3 and Figure 2 shows a simplistic view of a QoS model and Figure 3 contrasts 
an architectural performance model.  Note that there will be investigations on several 
QoS possible schemes, Figure 3 and Figure 2 only attempts to show one possibility. 
Comparing Figure 3 to Figure 2, there add some QoS logic behind the AXI hub QoS 
management. Here still have generic requestors generating unspecific traffic. The 
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intent is to test QoS without needing the complexity of accurate IP models.  For the 
Figure 3, 2 model the following items is necessary: 
 

 

Fig. 2. Basic QoS Verification Modeling 

 

 

Fig. 3. QoS Modeling with Throttling 
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─  Traffic generators.  Traffic distribution needs to be flexible enough to test QoS 
corner cases.   

• Non Deadline Traffic:  Traffic with random model burst length and random 
model delay between bursts.  

• Deadline Traffic: Characteristics of above TG plus randomization control 
of request deadline.  

─ DRAM model that supports differentiation of deadline/non-deadline traffic 
classes.  This model will provide some amount of arbitration:, 

• Programmable queue depth for deadline vs. non deadline requests. 
• Arbitration based on time to deadline for multiple deadline sequesters which re-

quires system timer. 

─ Interconnection Fabric model.  

• A wide arbiter feed all requests down to the DRAM model or a complete SDF 
mechanism to carry out simple hub design initially. 

- AXI hub with arbitration and AXI QoS support. 

2.2.2  Traffic Generators 
Traffic generators (TG) will have two main forms, deadline and non-deadline based.  
Deadline based traffic will carry a field to the DRAM controller that indicates the 
latest the request can be serviced.  Note that the vast majority of traffic will be non-
deadline based and arbitrated on some sort of priority.  In figure 3 we see that QoS 
mechanisms vary between deadline and non-deadline traffic.  In all cases we have 
control over injection rate, however for non-deadline traffic we have another control 
that monitors request latency and adjusts AXI hub arbitration based on earlier re-
quests.  This distinction is important because deadline traffic will need a traffic gene-
rator that dither the request deadlines to force randomized behavior of the AXI hub 
and DRAM controller.  For non-deadline traffic we have no per request notion of 
deadline so any control of arbitration between deadline vs. non-deadline or non-
deadline vs. other non-deadline traffic happens outside the traffic generator. 

A deadline traffic generator is depicted in figure 4.  Randomized deadline per re-
quest is in blue shaded block. The green shaded blocks control burst (zero delay) 
length and inter request delay. 
Non-deadline appears similar to figure 4 except the system time associated with each 
access, see figure 5. 

2.2.3  AXI hub QoS 
Figure 4 shows injection rate control and latency control. These two mechanisms control 
AXI hub QoS.  Injection rate control, in concept, is analogous to a credit/debit control.  
For example, if a client has a limit of 4 requests, logic counts outgoing requests and 
decrements the counter as requests get acknowledged.  Acknowledgement occurs for 
writes when the write goes “clean”, for reads the acknowledgement is receipt of the re-
turn data. 
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2.3 Top Level Structure of QoS Verification Platform 

Figure 4 shows a high level view of the initial QoS verification platform. TGs are a 
mix of deadline and non-deadline generators with appropriate QoS mechanisms in-
stantiated.  Interconnect could be any number of designs.  It also shows an architec-
tural model that adds specific IP models.  QoS support is assumed both at the AXI 
hub level and fabric level. TG means modeling of traffic generators. 

 

 

Fig. 4. Deadline Traffic Generator 

 

Fig. 5. Non-deadline Traffic Generator 

 

Random Burst Length 

Random Inter-Request De-

Generate Request 

Form Request Pattern 

AXI Request 

System Timer 

Random Burst Length 

Random Inter-Request Delay 

Generate Request 

Form Request Pattern 

Randomize System Time 

AXI Request 



444 L. Qinghua et al. 

 

Fig. 6. Diagram of QoS verification platform for processor architectural modeling 

2.4 Architectural Investigation on QoS Verification Platform 

2.4.1  Subset of the AXI Protocol 
The architectural investigation only model read process. Additionally the actual transac-
tion data is ignored. This translates to a subset of the AXI protocol described below: 

Read address channel signals: 

─ ARID : Use to identify specific requestor and request.  
─ ARADDR : Address, use for future DRAM efficiency arbitration 
─ ARQoS : Deadline time value or priority 
─ ARVALID : Address valid. 
─ ARREADY : Address ready 

Read data channel signals:  

─ RID  : Read data ID 
─ RRESP   
─ RVALID : Read data valid. 
─ RREADY : Master can accept data. 
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2.4.2  Monitors on QoS Verification Platform 
For monitoring and control of the system , need some method of extracting and input-
ting information respectively. There will have to be some relationship between TG 
settings, latency contract and injection rate. Detail  is as follows,  

Inputs: 

─ TGs 

• Deadline  

(a) System time 
(b) Burst setting to be randomized in TG 
(c) Inter delay setting to be randomized in TG 

• Non-deadline 

(d) Burst setting to be randomized in TG 
(e) Inter delay setting to be randomized in TG 

─ AXI hub 

• Deadline TG 
(a) Outstanding requests for injection rate control 

• Non-deadline TG 

(b) Outstanding requests for injection rate control 
(c) Latency contract  
(d) Priority range 

─ Interconnect 

Control function depends on the interconnection.  For a simple hub/arbiter need 
not control, but for something like a packet switch may want address range for each 
stop. 

─ DRAM/Memory Control 

(a) Buffer Depth for deadline and non-deadline traffic 
(b) Memory bandwidth 

Monitors:  

(a) TG (both types) bandwidth/time 
(b) Deadline traffic deadline violation 
(c) Non-deadline priority/time 
(d) Non-deadline latency/time 
(e) DRAM/memory bandwith/time 

This monitor is tied system timer so that different information can be correlated. 
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3 QoS Verification Platform Modeling 

The QoS verification platform which is architectural modeling with a mix of C mod-
els, TLM models, and RTL. Mix of C models, as well as the FPGA/Palladium models 
and other hybrid modeling, is flexible and able to range of reconfigurable parameters 
for on-chip interconnection. In the process of the establishment of the platform, EDA 
tools like SimNow from AMD , many emulators, FPGA platform and Palladium plat-
form is bind together to build this hybrid verification platform, and randomized signal 
is generated, which bring up successful module optimization of a sample processor 
chip design as follows. 

4 Implementation of Sample Chip 

Below is a sample SOC processor, which is implemented in 28nm process Global 
Foundry, a computing unit consists of four 0.5MB L2 Cache, including the realization 
of automatic power control & power optimization which obtain 25W low power, suit-
able for big data computing. 

 

Fig. 7. Micrographs of processor sample silicon die 

5 Conclusion 

In the era of big data, performance of processor on-chip interconnection will have sig-
nificant effect on the computing efficiency; this paper introduces a QoS verification 
platform and its modeling method, and describes the importance of the QoS verification. 
The performance of the processor obtains the good result based on the interconnection 
QoS architectural modeling. Based on QoS simulation with margin, the bottleneck does 
not appear, and modules are easily optimized for the whole server system. 
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Abstract. Nowadays, with the rapid development of network, more and more 
people are willing to share their attractive photos on the internet, especially the 
sightseeing spot photos. However, there are countless noteless but splendid 
scenic spots that remain unknown to most people, and it is a pity that one finds 
a wonderful place but cannot reach it. Therefore, it is meaningful and useful to 
build an image search website used specially for sightseeing spot images. 
Meanwhile, we have stepped into the new era of Big Data, the data we need to 
process is in an explosive growth, including the images.   Thus we develop Pa-
radisePointer, a scenery image search engine, which used the processing me-
thod on the background of Big Data. In this paper, we are going to introduce the 
main stages of our system and some key features of ParadisePointer. 

1 Introduction 

Every day we glance over thousands of images from the internet, and the scenery 
images are a large share of them ------ We have stepped into a new era of Big Data . 
Consider a scenario that someone fixes the eyes on a beautiful scenery image and he 
will get an idea of taking a trip there. A problem faced by him is that he should know 
the name of the scenery. Unfortunately, most of the world famous image-sharing 
websites like Flickr and Deviantart [1] do not support “Content-based image retrieval 
system”i, so users may not have access to know the description of this image if web-
sites do not provide. Of course, many image websites based on CBIR [2] are pro-
posed, such as Google Similar Images, Picitup and Tineye. However, all of them are 
geared to the needs of general images searching but not specialized for scenery im-
ages. Therefore, we get the idea of develop Paradise Pointer, a search engine special 
for scenery.  

Comparing with representative CBIR systems, such as The QBIC (Query by image 
and video content) system by IBM, IMAGEFINDER by Attrasoft [7], our system has 
following benefits. 

-- Specification in functions. Our system focuses on scenery images search and 
the information about images in other types will not include in our databases. Thus 
our system is more efficient due to ignoring the needless data. 

-- Meticulous classification. Images classification is essential in any kind of image 
searching systems. According to [3], scenery images scenes are divided into two ma-
jor categories, landscapes and city-shots. Furthermore, each of these two categories 
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can be divided into multiple parts. We use the hierarchical classification method 
based on the theory of Chen Chia-Huang and Yasufumi Takamai to build our land-
scapes classification. As for the city-shot, we will get them classified by compute the 
proportion of some standard patterns such as straight lines , rectangle, triangles and 
circle, further discussion can be find in the “Methods” section.  

-- High precision Matching. Our system integrates multiple features for matching 
such as texture feature, color histogram feature, edge of images, and reasonable fea-
ture invariants. We use four matching methods to ensure the accuracy of matching. 
More than that, thanks to the Big Data, we can ensure the precision by using millions 
of images from our massive databases 

--Highly dynamic databases. Our image-information-databases update periodical-
ly through artificial neural networks. We not only acquire data from the internet, but 
also prompt user to provide more images and labels. Thus the databases can keep 
fresh and scale up. 

-- Friendly user interface. We design a simple and elegant web interface for us-
ers. A user can simply upload the scenery image, and the results are shown on the 
same page, including the pictures and text information. If the user is not lucky enough 
to get the actual information, the system will recommend the user some similar sce-
nery spots. We also allow user to upload their photos to enrich our database.  

In this paper, we will introduce the architecture (in Section 2), major methods of 
our engine (in Section 3), and the demonstration of the system (in Section 4). At last 
the conclusions are drawn in Section 5. 

2 System Architecture 

In this section, we discuss the architecture of our system. Our system has two parts. 
One is search engine. The other is updating module  

The architecture of search engine is shown in Figure 1.  

 

Fig. 1. Architecture 

The match module is the main part of our system, which is composed of feature ex-
tracting part, database-linking part, and image-feature-matching programs. The feature 
extracting part is design for extracting the features of the images, which will be stored in 
our databases. The database-linking module links the image-feature-matching algorithms 
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and our databases. The core part of this module is the image-feature-matching algo-
rithms, these image-processing algorithms will match the data from users matched or find 
the most similar one. The algorithms will be discussed in Section 3. 

 

Fig. 2. Update module 

The databases updating sub-system is designed to keep our databases up-to-time. 
The components are shown in Figure 2. We obtain our data from the internet and 
meanwhile we allow the users to upload their photos to enrich our database. When a 
user uploads their photos, the system will prompt them to provide exact information 
of their photos, and the error correction function is also available. When the system 
receives the data from users, the basic detection module will filter non-scenery im-
ages. Then matching and classify module starts. After classification, the similarity 
sorted module will get the data sorted by similarity. 

3 Methods 

In this section, we discuss the main methods of the matching module and classifica-
tion module and similarity sort module. 
   (1) Match module 

With the consideration of the complexity in scenery images, we choose multiple 
features for matching as followings. 

Color:The color feature is the most basic information in images and is easy to use 
for measuring similarity between images. We extract the color histogram from the 
images. 

Edge: We compute the edge of the image main object (the most obvious pattern in 
an image) by using canny method [6] to ensure the matching accuracy. 

Texture: The texture of the images is also an important feature of an image. We 
extract the texture by gabor method [4]. 
   Feature Invariant: The Feature invariant is set in the most important position in 
image matching systems. After careful consideration, we choose SURF (Speeded Up   
  Robust Features) [5], which is a robust local feature detector and effectives in com-
puter vision tasks like object recognition or 3D reconstruction.  

(2) Classification module 
Obviously, the major shape and color of different types of images is also diverse. 

So when given an image as an input we wish to classify as one of the following by its  
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corresponding object, such as coast, forest, mountain, open country street, tall build-
ings.  

The color feature is the most basic information in images and is easy to use for 
measuring similarity between images, so we use the hierarchical classification method 
for classification[2]. In the first stage, for discriminating night-time view images from 
others, the value component of HSV color space in the top third region of each image 
is extracted as a feature. The second stage utilizes image segmentation for obtaining 
the Region of Interest (ROI). From the ROI, Cb and Cr of YCbCr color space are 
extracted for discriminating different situations from others. Such that the same image 
in different weather can also be divided into different types. 

 We also define basic shape of a scenery images for classification, such as straight 
lines, triangles and rectangle. For example triangles and rectangles can be easily de-
tected in modern architectures, while the sea and prairie are almost made up by 
straight lines. So we think it is an appropriate method to classify the images by the 
proportion one certain or multiple basic shape in images. 

4 Demonstration 

In this section, we will show the demonstration way of our system.  
When a user enters our website, the system will show some example images in dif-

ferent types from our databases in our home page. The system also provides an input 
interface for users to upload their images, as shown in Fig. 3.  

 

Fig. 3. Picture Selection Interface 
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Fig. 4. Search Results        Fig. 5. Result Details 

When a user uploads his own origin image, if system matches some objects, the 
system will return the information of top-k similar objects as the results (in Fig. 4). If 
the user clicks  one result, the details are shown in the interface as in Fig. 5.  

If no matched results are found, return the five most similar objects as the recom-
mend results, and add this image into “unidentified objects database”.  

5 Conclusions 

Our scenery images searching engine is a novel searching engine that specially de-
signed for scenery searching and scenery spots recommending, with a high-efficiency 
processing methods and friendly user interface. What’s more, our engine follow the 
trend of the rapid development of Big Data, and focus on the application on the 
processing of massive data. We think it can point to our own paradise accurately and 
enrich our daily life. 
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Abstract. MOOC (Massive Open Online Courses) has become more and more 
popular all over the world in recent years. However, search engines, such as 
Google, Baidu, Yahoo and Bing, do not support specialized MOOC courses 
searching. The purpose of this demo is to present a vertical search engine de-
signed to retrieve MOOC courses for learner. The demo search engine obtains 
MOOC web pages by a focused Crawler. And the pages are parsed into struc-
ture or unstructure data with a modeling-based Parser. Then the Indexer build 
index for the data by Lucene. Finally, the extraction MOOC list is made by 
Course_ranking and Retrieval. The demo search engine is accessible at 
http://www.MOOCsoso.com. 

Keywords: Massive Open Online Courses, MOOC Search, Information Re-
trieval. 

1 Introduction 

MOOC (Massive Open Online Courses) is a new form of online education, which is 
based on the development of courses, educational theory, Internet and mobile smart 
technology[1] [2]. The New York Times called 2012 "the first year of MOOC"[3] 
because MOOC gets warming rapidly in global in 2012. The three major MOOC 
platforms (Coursera, Udacity and edX) provide services successively. Online MOOC 
courses and users grew by leaps and bounds in the past few years. In 2013, Tsinghua 
University, Peking University, Shanghai Jiaotong University, Fudan University and 
other famous universities joined the Edx and Coursera[4]. 

It is amazing that there is no MOOC search service provided by Google, Baidu, 
Yahoo and Bing or others in the MOOC age. According to our knowledge, there is no 
MOOC vertical search service or MOOC search research. Some MOOC platforms do 
not provide site-search (eg Edx). And the site-searches provided by some MOOC 
platforms get poor results or unexpected results (such as Coursera). In Coursera we 
can't extract the courses of " Tsinghua University ". In the future the MOOC will 
show explosive growth. Therefore it is urgent priority to provide MOOC search ser-
vice which can help users quickly retrieve the right courses. 

This demo shows a Chinese MOOC vertical search engine named MOOCsoso.  
The rest of this paper is organized as follow: Session 2 presents the architecture  
of the MOOCsoso and describes the method of each component. Session 3 presents 
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the interface of the MOOCsoso and show a search application. Session 4 discusses the 
future development of the MOOC search engine. 

2 Architecture of MOOCsoso  

2.1 Overview 

 

Fig. 1. MOOCsoso Architecture 

The architecture of the MOOCsoso is shown in Figure 1. First, the web-based Craw-
ler crawl web pages from various MOOC websites. And the web pages are parsed 
into structured or semi-structured courses texts by the Parser. Then the Indexer builds 
the index for the fetched courses texts. When someone submits Query Keywords, the 
information Retrieval retrieves optimal search Results from the indexed text and the 
interface shows the results[5]. 

2.2 Crawler 

The Crawler of the MOOCsoso crawls more than 13000 MOOC courses. The courses 
are from the most popular MOOC websites. The URL resources and the courses 
amount are shown in Table 1. The Crawler scans these URLs as seeds. Then the 
Crawler searches their entire Web in first-broad-search strategy[6]. The courses list 
pages and the course home pages are first obtained. Since the purpose of users is to 
learn a course or a skill, we crawl the main body instead of the web. The frequency of 
incremental crawling is once a week because MOOC course construction due to the 
longer period and the MOOCs update weekly.  
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Table 1. MOOC Resources 

Resource  Courses 

Chaoxing http://mooc.chaoxing.com/ 7257 

TED http://www.ted.com/ 1731 

Sina Open Course http://open.sina.com.cn/ 1037 

Coursera http://www.coursera.org/ 753 

Netease Open Course  http://open.163.com/ 382 

Edx http://www.edx.org/ 284 

Chinese Universities Video Open Course 

 http://video.jingpinke.com 
266 

Chinese Online Education Open Source Platform

 http://www.oer.edu.cn/ 
245 

XueTangX http://www.xuetangx.com/courses 192 

Chinese Open Course CNTV http://opencla.cntv.cn/  153 

Imooc http://www.imooc.com/  143 

Icourses http://www.icourses.cn/imooc/  110 

Khan Academy https://www.khanacademy.org/  76 

Udacity http://www.udacity.com/  39 

Peking University Open Course http://opencourse.pku.edu.cn/  38 

Ewant http://www.ewant.org/  37 

2.3 Parser 

The Parser parses the web pages obtained by the Crawler. The web and their links 
are restructured to purification text[7]. The MOOC sources are all from some specific 
MOOC websites. The MOOCs from one website are constructed on the same plat-
form. We create a template for each platform. The template defines the relationship of 
the web page and the course information. The Parser extracts the course information 
based on the template. The course information includes course name, university, 
teacher's name, number of students, descriptions, home link, units, unit content, etc. 

2.4 Indexer 

The Indexer builds index for the parsed text. Lucene[8] is adopted to establish the 
index of inverted file. The texts are tokenized twice based on the basic dictionary and  
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extended dictionary. The Indexer builds index specifically for the key words such as 
the course name, university, teacher's name, etc. 

2.5 Retrieval 

The Retrieval retrieves MOOCs and outputs the results sorted by the relevance. In the 
Retrieval, we try to analyse the user’s intent. If the query is a name of a university, the 
user intended to search the courses provided by the university. The ranking algorithm 
in MOOCsoso is named Course_Rank. We set different weight for different fields of 
the course information. We compute the similarity score between query vector and the 
course vector. Course_Rank model will be more described in the other paper. Rank-
ing results are the abstracts of the web page including course name, MOOC website, 
university, teacher's name, number of students and description. 

3 MOOCsoso: A Search Engine for MOOCs 

 

Fig. 2. The MOOCsoso Home page 

We have built a Chinese MOOC search engine named MOOCsoso. The MOOCsoso 
is accessible at http://www.MOOCsoso.com. The home page of the MOOCsoso is 
shown in Figure 2. For example, after we entered the query words "清华大学" 
(Tsinghua University), the search engine would retrieve the MOOC courses provided 
by Tsinghua University. The searching results are shown in Table 3. 
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Fig. 3. A MOOCsoso application 

4 Conclusion and Future Work 

The Chinese MOOC search engine (MOOCsoso) could fix the problems that existing 
search engine still has no vertical MOOC search. Using the MOOCsoso, Chinese 
users can search the right MOOC courses efficiently from the web. The MOOC 
courses are list ranking by the system's recommendation. Not only for the learner, but 
also for the MOOC creator MOOCsoso is meaningful.  

The current version of MOOCsoso can be improved in the following. In the future, 
we will provide the service of some units or specific skill in a course, video search, 
and personalized search by analyzing users' behaviors. 
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Abstract. The high-obfuscation plagiarism detection in big data environment, 
such as the paraphrasing and cross-language plagiarism, is often difficult for an-
ti-plagiarism system because the plagiarism skills are becoming more and more 
complex. This paper proposes HawkEyes, a plagiarism detection system im-
plemented based on the source retrieval and text alignment algorithms which 
developed for the international competition on plagiarism detection organized 
by CLEF. The text alignment algorism in HawkEyes gained the first place in 
PAN@CLEF2012. In the demonstration, we will present our system imple-
mented on PAN@CLEF2014 training data corpus. 

Keywords: plagiarism detection system, source retrieval, text alignment. 

1 Introduction 

With the great development of web, especially the abundant online literature sources, 
search engine, and the application of machine translation, makes it easier for people to 
search, copy, save, and reuse online sources. During the last decade, automated pla-
giarism detection in natural languages have attracted considerable attention from re-
search and industry[1]. Of these countermeasures, systematic detection using anti-
plagiarism software provides a pertinent and effective method [2].  

With the application of anti-plagiarism detection system, more and more high-
obfuscation plagiarism methods, such as paraphrasing and cross-language plagiarism, 
begin to be carried out in recent years. The high obfuscation plagiarism means that the 
plagiarism is implemented by using sentence reduction, combination, restructuring, pa-
raphrasing, concept generalization, and concept specification and translation. However, 
the existing plagiarism detection softwares just perform well in the extract plagiarism or 
low obfuscation plagiarism, and the detection of high obfuscation plagiarism problems 
keep unresolved. In fact, most of the existing systems fail to detect plagiarism by paraph-
rasing the text, by summarizing the text but retaining the same idea, or by stealing ideas 
and contributions of others[3]. Particularly for Chinese, the system on cross-language 
plagiarism detection has not been reported. 
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To detect the high obfuscation plagiarism, especially the paraphrasing and transla-
tion plagiarism, we develop HawkEyes, a plagiarism detection system especially for 
the high obfuscation plagiarism.  

2 Frameworks and Core Algorithms of HawkEyes 

2.1 Frameworks 

According to Potthast [1], Figure 1 shows the basic plagiarism detection framework 
of HawkEyes. 
 

 

Fig. 1. Plagiarism Detection Framework 

The plagiarism detection is divided into source retrieval, text alignment and post-
processing by the framework showed in Figure 1. For a suspicious document, the tar-
get of source retrieval is to retrieve all plagiarized sources in the source documents 
corpus which the suspicious document plagiarizes. Given a pair of documents, the 
task of text alignment is to identify all contiguous maximal-length passages of reused 
text between the suspicious document and the plagiarism candidate documents. If the 
suspicious document and the source document are written by different language, this 
type of detection is called cross-language plagiarism detection. Third, knowledge-
based post-processing, where the extracted passage pairs are cleaned, filtered, and 
possibly visualized for later presentation [4]. 

2.2 Source Retrieval 

The phrases of the HawkEyes’ source retrieval algorithms include: (1) chunking, (2) 
keyphrase extraction, (3) query formulation, (4) search control, and (5) download 
filtering.  

Firstly, the suspicious document is divided into some segments. Commonly, we 
choose five sentences as one segment. Then, keyphrases are extracted from the suspi-
cious document as the query keywords to retrieve the plagiarism sources. A ranking 
model based on learning to rank is used to select the query keywords. Thirdly, given the 
keywords sets extracted from chunks, queries are formulated which are tailored to the 
API of the search engine used. Fourthly, the search controller schedules queries to the  
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search engine and directs the download of search results. Lastly, HawkEyes filters the 
results to choose the documents which will be compared in the text alignment phrase. 

2.3 Text Alignment 

After getting the candidate documents, the task of text alignment is to identify all con-
tiguous maximal-length passages of reused text between the candidate documents and 
the suspicious document. The detailed comparison is implemented between the suspi-
cious document and each of the candidate document. HawkEyes divided the text 
alignment into 3 steps: (1) seeding, (2) match merging and (3) extraction filtering.  

Given a suspicious document and a source document, seeding is used to look for 
the matching seeds. These matches are called "seed". Match merging is used to merge 
the seeds obtained in step (1) to form the longer fragments. The extraction filtering 
combined fragments to get the final plagiarism fragments according to certain stan-
dards. The above text alignment algorithm was described in [5] in detail which got the 
first place on overall measure in the international competition for PAN@CLEF2012.  

In HawkEyes, two core algorithms named Plagiarism Seeding Algorithm based-on 
Information Retrieval and Bilateral Alternating Merging Algorithm are designed for 
high-obfuscation plagiarism especially [5]. The evaluation measure Plagdet, Recall 
and Precision are shown in Ref. 1. 

3 Demonstration 

The core functions of HawkEyes include: incremental indexing, source retrieval, text 
alignment, upload and download source documents, user documents management, 
source documents management, visualization of detection results, etc. 

Table 1 shows the time performance of HawkEyes. The average length of source 
doucuments is 38881 words and the average length of suspicious documents is 13688 
words. 

Table 1. Time Performance of HawkEyes 

Sub-Phase Time(s)/document Memory Processor OS 
Source Retrieval 21.4663 8G Intel(R) Core(TM) i5-

3470 CPU @3.20GHz 
win7 

Text Alignment 0.43 32G Intel(R) Xeon(R) CPU 
E5-2620 @ 2.00GHz 

Linux 

The detailed framework of HawkEyes System for Plagiarism Detection is de-
scribed in Figure 2. 

The demonstrations for source retrieval and text alignment are shown in Figure 3 
and Figure 4. The corpus which the demonstrations used is the train corpus of 
PAN@CLEF2014.  
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Fig. 2. The Detailed Framework of HawkEyes Plagiarism Detection System  

 

 

Fig. 3. Source Retrieval Demonstration 

 

Fig. 4. Text Alignment Demonstration 
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Abstract. Lyrics retrieval is one of the frequently-used retrieval functions of 
search engines. However, diversified information requirements are neglected in 
the existing lyrics retrieval systems. A lyrics retrieval system named LRC 
Sousou, in which erroneous characters are corrected automatically, the mixed 
queries of Chinese words and Pinyin are supported, and English phonemes 
queries are also achieved effectively, is introduced in this paper. The 
technologies of natural language processing, information retrieval and machine 
learning algorithm are applied to our lyrics retrieval system which enhance the 
practicability and efficiency of lyrics search, and improve user experience. 

Keywords: Lyrics retrieval, information retrieval, learning to rank. 

1 Introduction 

According to the CNNIC report, by the end of June 2014, the using frequency of 
network music is up to 77.2%, ranked as the fourth in all network software[1]. 
Therefore, lyrics retrieval system is an often used function. Lyrics search is asked to 
retrieve and return the information about the related song (e.g. title, lyric, artist, 
album, etc.) and then show them to the user after the queries such as the title of the 
song, a part of the lyric or the artist etc. are submitted. Nevertheless, in practical 
application, users submit not only standard queries but also nonstandard queries, such 
as inaccurately remembered lyrics, wrong Chinese spelling, Pinyin used to instead of 
some forgotten Chinese words, as well as English words which are known only the 
pronunciation but none of their spelling. In these special cases, traditional information 
retrieval technologies based on keywords matching are challenged. As a result, users 
have to change keywords repeatedly to get the satisfactory results. Thus it is useful in 
improving the user experience by providing diverse, humanized query support and 
meeting the requirements above. 
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For this purpose, we implement a lyrics retrieval system named LRC Sousou by 
using the techniques of natural language processing, information retrieval and 
machine learning algorithm. The system not only can correct the erroneous characters 
automatically, support mixed query of Chinese words and Pinyin, but also support the 
English phonemes retrieval. Specifically, the system implements the function of 
correcting erroneous characters via the natural language processing technique, 
realizes the Chinese word and Pinyin mixture retrieval by taking advantage of mixture 
index. For the sake of homonyms retrieval, English phonemes index and Chinese 
fuzzy pronunciation index are used. In order to complete the final results ranking, we 
merge multiple indexes by applying learning to rank algorithm. 

2 System Design 

There are four main components in the lyrics retrieval system, namely, Crawler and 
Preprocessing, Build index, Query modification and Retrieval. As is shown in Fig 1. 

Web

Users

Music
Data

Crawler&
Pre-Processing

Build
Index

IndexRetriev al
Model

Feedback

QueryQuery
Modif ication

OriginalQuery

Retriev alResults

 

Fig. 1. Framework of the lyrics retrieval system 

Crawler and Preprocessing Component crawls the LRC files and the web pages 
that contain the lyric information from the Internet. We extract information like lyric, 
artist, album and so on by applying Stanford Named Entity Recognizer (NER)1. 

Build Index Component. In order to meet various retrieval needs, several index 
strategies, such as word segmentation by Stanford Word Segmenter2, n-gram, Pinyin 
and English phonemes based on double metaphone[2], are used to build index 
respectively on the on the lyric, the title of the song, the artist as well as the album. 

Query Modification Component supplies and revises the queries. To conduct the 
Chinese query modification, we turn the Chinese words into Pinyin and approximate 
pronunciation firstly, and then use a translation model convert Pinyin to Chinese 
words. For instance, the original query "潜力值外 " is modified to the query  

                                                           
1 http://nlp.stanford.edu/software/CRF-NER.shtml 
2 http://nlp.stanford.edu/software/segmenter.shtml 
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"千里之外". Moreover, the English words which have similar pronun-ciation are 
added into the query. The modified query contains the original query, revised Chinese 
word, Pinyin, approximate pronunciation Pinyin and English. 

Retrieval Model Component. The 68 similarity scores between the parts of modified 
query and fields are calculated respectively by a special vector space model[3]. To 
combine these features, RankLR[4], a learning to rank algorithm based on logistic 
regression, is employed to train a retrieval model with labeled data. Besides, the user 
feedbacks, such as user click and LRC download, are used to adjust the retrieval 
model. 

3 Demonstration 

The LRC Sousou has download and index 160288 LRC files from internet by lucene 
toolkit3. Users can use the accurate retrieval option to input precise query to research 
the artists, song name, Lyrics, album or all of them. And then, smart retrieval option 
enables users to submit ambiguous query. Fig. 2 shows the result of an ambiguous 
query "zhai哪套话sengka的地方". The retrieval results show that the LRC Sousou 
can find out the songs named "在那桃花盛开的地方" and some other songs partially 
matching of "桃花", "的地方" and so on. As is shown in Fig.3, the result of a similar 
pronunciation query "koo kool kat" includes the songs named "cool cool cat" songs 
and others relevant songs.  

 

Fig. 2. The example of Chinese ambiguous query 

 

                                                           
3 http://lucene.apache.org 
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Fig. 3. The example of English similar pronunciation query 
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Abstract. Many people would like to purchase items using location-
based services to find the suitable stores in daily life. Although there are
many online map search engines giving isolated Point-of-Interest as query
results according to the correlation between isolated stores and the query,
this interaction is difficult in meeting the shopping needs of people with
disabilities, who would usually prefer shopping in one single location
to avoid inconvenience in transportation. In this article, we propose a
framework of map search service using Region-of-Interest (ROI) as the
query result, which can greatly reduce users shopping distance among
multiple stores. High order Voronoi diagram is used to reduce the time
complexity of Region-of-Interests generation. Experimental results show
that our method is both efficient and effective.

Keywords: Map Search, Region Search, Voronoi Diagram.

1 Introduction

With the rapid development of the Internet and handhold terminals, more and
more spatial data adding to the Internet everyday, and Geographic Information
System (GIS) has become a important Big Data Server. Many people rely on
GIS to obtain a variety of Location Based Services (LBS) [1]. Especially when
people want to shop for something but don’t know where to go, the majority
of people would turn to online map search engines for help. This demand also
promotes the development of map search system.

Similar as other Big Data Servers, GIS and LBS can support only few sim-
ple online applications, such as a single store query which cost very little re-
sponse time. The query results from the current map search engines are based
on Point-of-Interest, which are isolated locations ranked by their correlation
with the query keyword. People often would desire more shops to choose from
when shopping. When recommending isolated stores to users, it is difficult to
ensure that they have satisfactory purchase and it is quite often that they have
to traverse multiple locations in different regions to get what they want. This
will undoubtedly increase the shopping distance for users when recommending
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shops using map services. The problem is especially severe for people with dis-
abilities, who would prefer shopping in one single region to avoid inconvenience
in transportation. While these kind of application will increase time complexity
obviously with bad algorithm, which are not suitable for the real online server
with such large amount of data.

In this paper, we propose a novel region-based map search method to reduce
the expected shopping distance for people with disabilities. Rather than return-
ing isolated POIs, we find dense areas containing multiple POIs as the query
result. To improve the algorithm efficiency, we use high order Voronoi diagram
to find dense regions containing the query keywords. Our algorithm has a time
complexity ofO(n2), which can well satisfy the time requirement of online search.

2 Related Work

Various Geographic Information Systems (GIS) have been developed to pro-
vide diversified Location Based Services (LBS) nowadays, include accessibility
information service [2]. However, existing works mainly focus on finding Points-
of-Interest (POIs) to for a user query by considering both the keyword similarity
and geographic distance. With huge amount of data stored in GIS systems, many
methods are used to speed up the searching process, such as R-tree and so on [3].

Although it is generally recognized that Regions-of-Interests (ROIs) can bet-
ter satisfy users search need in many cases that POIs, few systems for ROI-based
map service exist because calculating the relevance of an ROI is often too ex-
pensive to be applied in practical online service. There are existing researches
for retrieving target ROIs from a given candidate ROI set for a user query such
as [4]. The results of these methods are sub-optimal and the service quality is
highly dependent on the predefined candidate ROI set.

3 Map Region Search

While existing map search mainly focuses on recommending isolated stores for
a query, our purpose is to find relevant ROIs to reduce the expected shopping
distance for users. We will first define the relevant terms and discuss the mea-
surement for the expected shopping distance.

We assume that most people will finish a shopping task by visiting no more
than k stores and we define a set with k adjoining POIs as a candidate region
for user queries. It is natural to choose the variance of the distances between k
stores in this region as a measurement for the shopping distance. A region with
low variance is the one densely populated k stores, whose expected shopping
distance will generally be much shorter than the one with higher variance. Thus
the map region search problem can be defined as follows: given a set of n POIs
each labeled with multiple query keywords, we want to find the region (which is
a set of k POIs) with the minimum variance.
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This problem is non-convex in the discrete solution space, meaning no global
optimal solution can be found for it generally. The exhaustive search in the solu-
tion space would be prohibitively expensive for large data sets (the complexity
is O(nk)), which is not suitable for online search services. A naive k-NN search
aiming to reduce the search space is to examine the regions generated by a single
POI with its (k − 1) nearest neighbors. This method can reduce the searching
complexity into O(n), but the result is sub-optimal, as shown in the example in
Fig. 1:

d c

b

a

e f

Fig. 1. An example which k-NN method lose the optimal solution

We want to find the optimal region containing 3 stores from 6 stores in Fig.1.
The distance denoted by the blue line between stores is 1.9, while red line is
2. k-NN method can only retrieve the purple regions with a variance of 7.2673,
which is similar as the set {a, b, c} , but the optimal region is the green one with
a variance of 4, which is the set {b, c, d}.

In this paper, we use high order Voronoi diagram to improve map region
search. Voronoi diagram has been thoroughly studied [5] and widely applied in
2-D space data analysis [6]. Given n points in the 2-D space, a k-order Voronoi
diagram partitions the 2-D space into mutually disjoint Voronoi regions. Each
Voronoi region is controlled by k points, meaning that for every point in this
region, the distances between this point and the k control points cannot be longer
than the corresponding distances between this point and other (n − k) points.
A case of a 3-order Voronoi is given in Fig.2, in which the blue point is in the
Voronoi region controlled by {q3, q4, q5}; so the distances between this point and
each point in {q3, q4, q5} is shorter than the corresponding distances between it
and {q1, q2, q6, q7, q8}.
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Fig. 2. An example of 3-order Voronoi diagram

It can be easily proven that the optimal k POIs with the minimum variance
should control a k-order Voronoi region. Thus our proposed k-Voronoi map re-
gion search method contains 2 parts: (1) find out all k-order Voronoi regions as
candidate solutions, and then (2) select the best one from them as the query
answer. It can be proven that our method always find the optimal solution. In
addition, existing works have shown that there are no more than O(k(n − k))
Voronoi regions, and the time complexity to find out all of them is O(n2)[6],
which ensures that our proposed method needs only O(n2) time to answer a
query, which can be applied in online search services.

4 Experiments and Results

Data used in our experiment is downloaded from dianping.com, which contains
location information of 13539 stores in Hangzhou, labeled with 100 distinct key-
words. Fig.3 shows an example of the map with 4 different types of stores.

We use this data set to test the performance of the k-NN and the k-Voronoi
map search method. In this paper, k is set to 10.

Firstly, we run both of the 2 methods on the No.1 keyword to recommend
the top-100 regions separately, and the result is shown in Fig.4. We can see that
the variances of regions found by k-Voronoi method are significantly lower than
those found by k-NN method.

We also run the two methods to recommend the top-10 regions on all key-
words. For each keyword, we calculate the variance in each region and then



472 Z. Yu et al.

Fig. 3. Hangzhou map with 3 different types of locations

Fig. 4. Result of top-100 regions recommendation on No.1 keyword

calculate the average value of the 10 variances corresponding to the top-10 re-
gions found by the two methods. Finally, we calculated the ratio of the two
average value represented by the bars (one for each keyword) shown in Fig.5.
All ratios are less than 1 and the average value of them is 0.8035 (represented
by the red line in Fig.5), which indicates that our method has 20% gain over the
k -NN method.
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Fig. 5. Result of average top-10 regions recommendation on all 100 keywords

5 Conclusion

In this paper, we present a novel map region search method based on high order
Voronoi diagram.When applied in onlinemap service, ourmethod can recommend
dense shopping regions with minimum shopping distance. The method is expected
to provide better shopping recommendations for people with disabilities.
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Abstract. The bootstrap technique is a powerful method for assessing the 
accuracy of parameters estimator, that have been widely applied on statistical 
and signal processing problems. A novel program based on bootstrap for DOA 
estimation is performed to compared with different number of snapshots in this 
paper. We have resampled the received signals for 200-1000 times to create 
new data, therefore the arrival angle is estimated by the music algorithm in the 
conditions of confidence interval. The demo results show that higher estimation 
probability and smaller mean square error can be achieved in the situation of 
fewer snapshots received by passive radar system than that of traditional 
algorithm. 

Keywords: bootstrap, music, DOA, radar signal. 

1 Introduction 

The problem of DOA estimation of radiating sources is important part in array signal 
processing, it has been a hot spot in recent years [1]. In smart antenna applications 
and for channel sounding, estimating the directions-of-arrival (DOAs) is of great 
interest to obtain high-per-formance mobile communication systems[2].The first 
DOA estimation algorithms were based on nonparametric estimation. Afterwards, 
new parametric estimation like the maximum likelihood (ML) or eigenspace-based 
algorithms, such as the multiple signal classification (MUSIC)scheme was proposed 
in 1979 by Schmidt[3].For reducing the associated computational load, Ray proposed 
the Estimation of Signal Parameters via Rotational Invariance Techniques (ESPRIT) 
[4] within the receiving-array geometry to allow simplified implementations in 1989. 
The most recent proposal was the covariance-based (CB) DOA algorithm [5, 6]. In 
order to improve the performance estimation, many “super-resolution” algorithm 
were proposed. All above results were achieved in the conditions of that we have 
infinite number of snapshots or SNR. In practical applications like the complex 
electromagnetic environment, it is difficult to capture the enough radiating source 
pulses, so the number of snapshots and SNR are often unsatisfactory. 

The bootstrap technique was published in 1979 by Efron[7]. Now, bootstrap 
techniques are available as standard tools in several statistical software packages and 
are used to solve problems in a wide range of applications[8]. From the independent 
and identically distributed data (i.i.d) to the unindependent data, many methods like 
the Model-based, the block (or moving block) bootstrap, the naive bootstrap, sieve 
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bootstrap and so on were proposed in recent years. Applications of Bootstrap have 
been reported in radar signal processing [9], Image processing [10], and time-
frequency analysis [11]. Although the applications of array signal processing were 
reported in some articles, but there are very few applications in DOA estimate. 

The paper is organized as follows: In Section 2, the signal model is defined, then 
the music algorithm and the bootstrap method are described. On the basis of the data 
model, the  proposed method is given in Section 3. In Section 4, the demo are 
performed to estimate the direction of arrival with a large number of simulation 
experiments. The conclusions are given in Section 5. 

2 Signal Model 

2.1 Data Model 

Suppose that there are N narrow band sources with same wavelength impinging on an 
ULA (Uniform Linear Array) with M sensors and the spacingbetween the adjacent 
elements is d. The output vector received by the array at the snapshot t is given by: 

                            )()()()(
1

tetstx
N

i
ii +=∑

=

θα                        (1) 

Where )( iθα is the steering vector, which is the array response of associated to the 

i-th signal source; )(te is M-dimension vector of noise.  

The received data matrix in an observed window has decomposition: 

                            )()()( tNtAStX +=                      (2) 

 We assume that noise is spatially white noise, and covariance of received data is 
given by: 

                           I])()([ 2σβ == H
n teteE                   (3) 

2.2 Music Method 

In 1979, R.O.Schmidt proposed the MUSIC [12] method which promotes the 
development of high-resolution algorithm for array signal processing. It is the most 
classic subspace algorithm. MUSIC algorithm calculates the covariance matrix array 
output data firstly, then the characteristics of the matrix is broken down. Get two 
mutually orthogonal signal subspace and noise subspace, then according to the 
orthogonality between them can be on the letter Number of each parameter is used to 
estimate effective. 
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The maximum likelihood estimate of the covariance matrix is: 

                             ns

N

i

HXX
N

βββ +== ∑
=1

1
              (4) 

Where H
ssss UU Σ=β is the covariance matrix array of the signal, where Us and 

Σs are composed of singular vectors corresponding to the N largest singular values. 
H
nnnn UU Σ=β is the covariance matrix array of the nosie, and Un Σn are composed 

of singular vectors corresponding to the rest M-N singular values. 
The spectrum estimation formula is defined as: 
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2.3 Bootstrap Principle 

The bootstrap principle is very simple,the main idea is resample the data with 
replacement. It is using resampling sample value instead of real value to estimate 
parameters. 

Suppose that we have data received in x ={x1, x2,... , xn}, which are realizations of 
the random sample  X ={X1, X2,... , Xn} , drawn from some unknown distribution FX. 

Let )(X
∧∧

= δδ  be an estimator of some parameter  δ of FX, which could be, for 

example, the mean δ=βn estimated by the sample mean )(X
∧∧

= δδ , The aim is to find 

characteristics of 
∧
δ  such as the covariance  of 

∧
δ  . Normally, the data (X1, X2,... , 

Xn) is independent identically distributed (i.i.d.) data . If the sample is  dependent 
data, then we can use the nonparametrically estimation like the residual method or 
block bootstrap. 

3 Proposed Method 

According to data model in formula (2) and (4), compute the data covariance matrix β 
from X, then decomposition of the data β to get the βs and βn.  

So we can resample the noise subspace βn to get new residual βn* and create new 
bootstrap data by adding the re-sampled residuals to  

                                **
ns βββ +=                                    (6) 

Since the noise is supposed the white noise, so we can use the empirical 
distribution to correspond to the maximum probability density in probability 
distribution curve.The step of residual method was shown in table 1. 
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Table 1. The step of residual method 

Step 1: Define the received data matrix with L snapshots and βx be the covariance 
of received data ; 

Step 2: Perform SVD of β ,and construct the signal space US and noise space UN; 

Step 3: Calculate the residuals βn , create a set of bootstrap residuals βn* by  re-
sample with replacement from βn ; 
Step 4: Estimate the sample eigenvalues, calculate the direction of arrival with 
music.  
Step 5: Repeat the step 3 to 4 B times to obtain the set of angle.  
Step 6: Recalculate angle according to the confidence interval use the empirical 
distribution. 

4 Demonstration 

To demonstrate the features of our system, we load some varied data of radar to 
resample 200-1000 times to compared the traditional algorithm. 

The program was based on vc++ and matlab to simulate the demo. 
We attempt to demonstrate our system in following steps: 

1. Data Load: The radar signal be load into our system. 
2. Data set up:We can set up the various parameters of the data includes M、N、 

i、t and so on. 
3. Resample set up:The times of resample or the sample were set up in this step. 
4. Method choice:According to the characteristics of the data to choice the 

bootstrap method. 
5. Run: Run the demo. 
6. Results comparing: The comparison results was shown after running the 

program. 

Program interface and some results are as follows: 

 

Fig. 1.  
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Fig. 2.  

 

Fig. 3.  

5 Conclusion 

For the convenience of the DOA research in fewer snapshots case, our system 
provides the friendly interface to simulate the DOA estimate under the different 
conditions. Through the image of the graphical interfaces as shown in Figure 2. In the 
interface, a user could select different data sources, set up the parameters of bootstrap 
and pick the method. When the run button is clicked, the  results are shown in the 
window. And we can compare to the different results visually. An example for result 
page is shown in Figure 3. 

In short, this demo system can  expressed the DOA estimation under different 
conditions directly. It can help researchers analyze data better and achieves the design 
expectations. In order to close to the practical applications, we plan to  increase data 
sources and improve algorithms in further demo. 
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Abstract. In electronic confrontation, Synthetic Aperture Radar (SAR) is 
vulnerable to different types of electronic jamming. The research on SAR 
jamming image quality assessment can provide the prerequisite for SAR 
jamming and anti-jamming technology, which is an urgent problem that 
researchers need to solve. Traditional SAR image quality assessment metrics 
analyze statistical error between the reference image and the jamming image 
only in the pixel domain; therefore, they cannot reflect the visual perceptual 
property of SAR jamming images effectively. In this demo, we develop a SAR 
image quality assessment system based on human visual perception for the 
application of aircraft electromagnetic countermeasures simulation platform. 
The internet of things and cloud computing techniques of big data are applied to 
our system. In the demonstration, we will present the assessment result interface 
of the SAR image quality assessment system.  

Keywords: Synthetic Aperture Radar (SAR), image quality assessment system, 
human visual perception, internet of things, cloud computing. 

1 Introduction 

SAR has been widely applied to military reconnaissance because the imaging of SAR 
is not influenced by the weather, geographical location, or time. However, the most 
serious challenge that SAR reconnaissance mission faces in modern warfare is 
electronic interference. For this reason, research into SAR jamming and anti-jamming 
technology has become an important subject in the field of military electronic 
countermeasures [1]. The assessment of SAR images quality is the basis and the 
prerequisite for SAR jamming and anti-jamming technology [2], which will promote 
the precise debugging of electronic countermeasure equipment and have a strong 
guiding role in actual combat. 

The existing SAR image quality assessment methods mainly include subjective 
assessment methods [3] and objective assessment methods. Subjective evaluation is a 
very tedious and time-consuming process, which is not recommended in automated 
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practical applications. The objective assessment methods contain the property indexes 
of evaluation [4], the structural similarity (SSIM) [5] and methods based on texture 
[6], and so on. However, the visual perceptual property is not involved in these 
methods, which might result in low reliability of assessment conclusions. 

Therefore, we develop a SAR image quality assessment system based on human 
visual perception. The novel algorithm extracts the texture feature of the SAR image, 
and analyzes the texture feature matrix using a discrete wavelet transform which is 
advantageous to the quality assessment based on multi-channel characteristics of 
human perception. The final quality is combining the octave feature and the 
directional selectivity of the contrast sensitivity function (CSF) with the masking 
effect of human visual perception. The system is applied to aircraft electromagnetic 
countermeasures simulation platform. The administrators have the ability to interact 
with the system through a graphical interface that allow them to load the original 
reference SAR images, add the jamming SAR images, input SQL statements and view 
scores of all the records from a cloud computing platform. Users are able to obtain the 
quality assessment results by inputting the information of reference image and 
changing the parameters of the jamming image. 

2 The Principle of SAR Image Quality Assessment System 

The SAR image quality assessment system mainly has the following sections: the 
SAR image data input portion, the image sequence management module, the jamming 
assessment module and the output portion. Hardware-in-the-loop simulation system is 
responsible for sending the SAR image data to the SAR image quality assessment 
system through Ethernet interface. The image data are classified and matched in the 
image sequence management module, and stored in a database. The jamming 
assessment module analyzes the image data and evaluates the quality of the jamming 
image, the assessment results are saved in the database of SAR image quality 
assessment system with the management technique of internet of things. According to 
the requirements of user, the image with the corresponding information and the 
assessment result can be extracted from the cloud computing platform. At the same 
time, the image data processing server imports the assessment parameters to reporting 
services process by SQL Server interface and then generates the parameters report. At 
last, output the final data through Ethernet interface into the simulation demonstration 
and the later stages. 

3 The Algorithm in Jamming Assessment Module 

SAR image is a kind of gray image that reflects the backscattering feature of the 
target [7], it has obvious textural features [8], and hence the novel algorithm uses the 
texture property which is described as follows in outline: 
 
1. Extract the texture features to obtain the parameter matrix of texture features for 

both original reference SAR image and jamming image. The contrast parameters 
extracted from GLCM can be applied to express the texture features for image. 
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Because the contrast parameters not only can describe different texture features 
but also can reduce the computational complexity. 

2. Decompose the parameter matrix into 5 levels using the 'Daubechies’ wavelet. 
The 16 wavelet coefficients of different frequency bands in different directions 
are obtained, subsequently. This process simulates the human visual perception 
model that the visual information of different frequency ranges and the different 
directions enters into different visual channels. 

3. According to the contrast masking effect and CSF of visual perception, the 
octave weighting coefficient of each sub-band is calculated. 

4. Using the angular, spatial and structural similarity of each corresponding sub-
band between the original reference image and the jamming image to assess the 
jamming effect. The final weighted assessment result is given in equation (1). 
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Where QLL is the quality measurement of the lowest frequency component. 

,i jω is the weighting coefficient for each sub-band, LLω  is the weighting 

coefficient of the lowest frequency with value 1. ,Qi j  is the quality of each 

sub-band, 
, , ,, 1 2 3Q

i j i j i ji j n n nA R Sβ β β= + + . 

4 Demonstration 

Our system uses real SAR image database, the data from this database has been 
scored by human subjective assessment and the mean opinion score (MOS) has been 
obtained. When users enter the system, they can select different reference images by 
querying information of image ID, image name or image location. After confirming 
the reference image, choose different jamming types and jamming signal ratio (JSR), 
then press the button of “Assessment Result”, the system presents the interface as Fig. 
1, it shows the images of reference and jamming, the information about the images, 
and the quality score of the SAR jamming image which is approximate to the MOS. 
In order to verify the superiority of the visual perception based algorithm, the system 
interface also shows the traditional methods of equivalent number of looks (ENL), 
correlation coefficient (CC), structure similarity (SSIM) and singular value 
decomposition (SVD).Users can refer and compare the different results with MOS. 

The SAR image quality assessment system which is supported by the image 
parameter database has completed the overall process of experimental data processing 
and analysis from image acquisition, classification, and matching processing to 
jamming image quality assessment. 
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Fig. 1. Assessment result interface of SAR image quality assessment system 
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Abstract. In actual engineering, processing of big data sometimes requires build-
ing of mass physical models, while processing of physical model requires relevant 
math model, thus producing mass multivariate polynomials, the effective reduction 
of which is a difficult problem at present. A novel algorithm is proposed to achieve 
the approximation factorization of complex coefficient multivariate polynomial in 
light of characteristics of multivariate polynomials. At first, the multivariate poly-
nomial is reduced to be the binary polynomial, then the approximation factorization 
of binary polynomial can produce irreducible duality factor, at last, the irreducible 
duality factor is restored to the irreducible multiple factor. As a unit root is cyclic, 
selecting the unit root as the reduced factor can ensure the coefficient does not ex-
pand in a reduction process. Chinese remainder theorem is adopted in the corres-
ponding reduction process, which brought down the calculation complexity. The 
algorithm is based on approximation factorization of binary polynomial and calcu-
lation of approximation Greatest Common Divisor, GCD. The algorithm can solve 
the reduction of multivariate polynomials in massive math models, which can ob-
tain effectively null point of multivariate polynomials, providing a new approach 
for further analysis and explanation of physical models. The experiment result 
shows that the irreducible factors from this method get close to the real factors with 
high efficiency.  

Keywords: Mass physical model, Multivariate polynomial approximation factori-
zation.Reduction, Unit root.Binary approximation factorization, Approximation 
GCD algorithm. 

1 Introduction 

In actual engineering, especially in big data processing,massive physical models require 
to build the math model to find solution through analysis. In process of building the math 
model, massive multivariate polynomials are obtained. As a difficulty in both academic 
and engineering field, factorization of multivariate polynomials is the first and important 
step in solving multivariate polynomials. The null point of multivariate polynomials can 
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be obtained through factorization,   providing the basis for a deep analysis of the physi-
cal model. From unitary polynomial to multivariate polynomial, from integer field to 
complex field, the calculation complexity of factorization algorithm of multivariate poly-
nomial is increasing with gradual reduction of accuracy. Since the realization of factori-
zation of unitary polynomial in polynomial time by the use of LLL mesh reduction algo-
rithm[1], Niederreiter(1993)[2] and Ruppert(1999) [3] proposed to establish ordinary 
differential equation (ODE) to  factorize the unitary polynomial. On this basis, 
Gao(2002) [4] proposed to establish partial differential equation (PDE) to factorize the 
binary polynomial, which reduced time complexity compared with the factorization algo-
rithm of the traditional binary polynomial[5]. For the approximation factorization diffi-
culties of the complex coefficient binary polynomial, Gao et.al.(2004) [6] proposed an 
effective way to use PDE to solve the approximation GCD, which laid a solid basis for 
studying approximation factorization of polynomial[7,8]. The researchers also had done a 
great number of work in expanding the factorization of the binary polynomial to the mul-
tivariate polynomial. GAO Xuhong et.al.(2013)[9]proposed a new algorithm to draw the 
sparse factor of multivariate polynomial of integral coefficient. By the use of the know-
ledge of the finite field, the algorithm reduces the multivariate polynomial of integer field 
to the binary polynomial, ensuring the stability of the number of nonzero term, factorize 
the binary polynomial, and finally applies the discrete logarithm method to restore the 
irreducible binary polynomial to the multivariate polynomial, achieving the factorization 
of multivariate polynomial of integer field. In terms of efficiency, the algorithm is as 
good as the traditional factorization of multivariate polynomial, with a high efficiency for 
drawing the sparse factor of the polynomial.  

In the practical engineering, the math model needed to be established is not an 
integral coefficient polynomial but generally a real coefficient polynomial or a com-
plex coefficient polynomial. Therefore, how to simplify and factorize complex coeffi-
cient polynomial is an important problem to be solved in the practical physical model. 
Thorough study has been made of the complex coefficient unitary polynomial, while 
the study of the complex coefficient binary polynomial relies too much on PDE[4] 
and approximation GCD algorithm[6,10,11]. For the multivariate polynomial, the 
PDE and approximation GCD algorithm are of no use. Therefore, the factorization of 
multivariate polynomial has always been a difficult issue. Traditionally, according to 
the irreducible theorem[12]of Hilbert and the irreducible theorem[13]of Bertini, the 
former theorem reduces multivariate polynomial with unitary polynomial, construct-
ing the irreducible factor of multiple polynomial based on Hensel lifting scheme [14]; 
the latter reduces the multiple variable to the binary variable, with every variable 
indicating one platform. These ideas are new, however, in the reduction process, the 
nonzero term is added to replace the sparse polynomial with the non-sparse poly-
nomial, increasing the difficulty of factorization. But these ideas provide a new way 
of thinking for researchers: that is the multiple polynomial can be reduced to the uni-
tary or the binary polynomial through the reduction, at last, the irreducible binary 
factor is restored to the irreducible multiple factor by the use of the factorization algo-
rithm of the binary polynomial. We extend the multiple polynomial factorization of 
integer coefficient proposed by (Gao, 2013) [9] to the complex field.   

This paper presents a novel multiple polynomial factorization of complex coefficient 
for the multivariate polynomial of complex coefficient in math model. The algorithm 
reduces the multiple polynomial of complex coefficient to the binary polynomial at first; 
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secondly, it adopts the approximation factorization of binary polynomial to get the bi-
nary irreducible factor; at last, it uses the restoring method corresponding to the replac-
ing to restore the irreducible binary factor to the irreducible multiple polynomial. The 
algorithm relies on the approximation factorization of the binary polynomial, smartly 
selecting the unit root as the reducible factor in the complex field. According to the 
employed reduction skills and restoring method, it can be ensured in a great probability 
that the irreducible polynomial can get closest to the irreducible factor of the original 
multiple polynomial. This algorithm can effectively solve the factorization of the multi-
variate polynomial deduced from the massive physical models , providing basis for a 
further analysis of the physical model. This paper presents an effective approximation 
factorization of multivariate polynomials of the complex coefficient in detail on the 
basis of massive physical models, which indicates the algorithm is an effective solution 
to the factorization of the multivariate polynomial in massive physical models. We will 
show you the effectiveness of the algorithm through the factorization of multivariate 
polynomials of the complex coefficient in the following.  

2 Reduction and Restoration Process of Multivariate 
Polynomials  

2.1 Basic Concepts of Polynomials 

Considering the square-free multiple polynomial [ ]1 2, , , nF C x x x∈ … ,which 

is 1 2 rF G G G= ,in this formula, [ ]1 2, , ,i nG C x x x∈ … , i jG G≠ , i j≠ , iG is 

approximately irreducible in the complex field. If F as weight factor in the complex 
field, then based on (Gao, 2002)[4] method the weight factor is taken out to make it a 

square free polynomial.Assuming },2,1,0{=Ν , nN indicates the n-dimensional 

array collection, supporting ( )1 2, , , nα α α α= … , with monomial 

1 2
1 2

n
nx x x xαα αα = . The monomial ordering is defined: 1) there is one and the only 

one monomial tenable for any , nNα β ∈ , , ,α β α β α β= > < ; 2) 

If 0α ≠ ,then 0α > ; 3) For anyα γ β γ+ > + , we have , nNα β γ> ∈ . Any 

multivariate polynomial can be written as : ˆ ˆF ax a xα β
β

α β>

= +∑ , here ˆ ˆ,a aβ is non-

zero plural. âxα is the first term of the polynomial F, recorded as : ( )lt F , xα is the 

first monomial, recorded as : ( )lm F , xα
 is the leading coefficient, recorded as: 

( )lc F , the nonzero term of polynomial F is recorded as: ( )nops F . 

Given 1 2
1 2

n
nF c x x xαα α

α=∑ ,the support set of polynomial F is recorded as:  

   ( ){ }1 2( ) : , , , : 0n
nSupp F N cαα α α α= = ∈ ≠…                       (1) 
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2.2 Reduction Skills 

For any multivariate polynomial [ ]1 2, , , nF C x x x∈ … , S is defined as the subset of 

the finite integer n, recording that
I

ns e
π

= is the unit root determined by n, we set 

11 2 max deg ( )
ii n xd F≤ ≤= + as a positive integer. The reduction process is as fol-

lows: the element ia , ib of set S is taken randomly to define the reduction method:  

        
1,

1 :
i

i ia ba b d
iR x s X Y

−

→ , 1 i n≤ ≤                                 (2) 

        
1, 2

2 :
i

i ia ba b d
iR x s X Y

−

→ ,1 i n≤ ≤                                 (3) 

For any monomial cxα , in which ( )1 2, , , nα α α α= … , , 0c C c∈ ≠ , 

0 ,1j d j nα≤ < ≤ ≤ , therefore, some monomial is reduced based on formula (2), 

we can get: ( ) ( )1 2, ,
1 1 1 2

na b a b
nR cx R cx x xαα αα =  

       ( ) ( ) ( )11 2
1 1 2 2

nn
n na ba b a bd dc sX Y s X Y s X Y

αα α −

=  

      
1

1 2 1 1 2 2 1 1 2 2
n

n n n n nd d a a a b b bcs X Yα α α α α α α α α−+ + + + + + +=                      (4) 

Recording: ( ) ( ),
1

la b a bR cx cs X Yαα α α= , 1( , , )na a a= , 

( ) 1
1 2

n
nl d dα α α α −= + + 1( , , )nb b b=  

simplified as: 

1 1 2 2 n na a a aα α α α= + + + and 1 1 2 2 n nb b b bα α α α= + + . 

In the same way, based on formula (3) we can get ( ) ( )2,
2

la b a bR cx cs X Yαα α α= . 

Based on the formula (2)-(4), all the monomials of the multiple polynomial are re-
duced to be the binary monomial, with the original multivariate polynomial being 
changed into the complex coefficient binary polynomial. The two most critical points 
for reduction of complex coefficient multivariate polynomial are:  
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1) After the reduction based on (2)-(4), in a great probability, the number of nonze-
ro term of the polynomial will not be reduced(hat is after the reduction, the following 

equation will not occur at the same time a aα α= , =b bβ β ). 

2) The multivariate polynomial is reduced to be the binary polynomial based on 
formula (2)-(4), the binary polynomial can not be reduced either. 

For condition 1), there is the following nature:We set { }0,1, ,S c N= ⊆… , the 

nonzero number of polynomial [ ]1 2, , , nG C x x x∈ … is t=nops(G), randomly select-

ing ,i ia b S∈ , then the probability of the binary polynomial ( ), , 1, 2a b
iR G i =  and 

multivariate polynomial G   having the same number of nonzero is:  

                          
( 1)

1
t t

S

−−                                          (5) 

Therefore, the value of the set S and the sparseness of the polynomial determine 
whether the algorithm succeeds or not. For condition 2), from the reduction skills and 
selection of the reduction factor, we can get that the condition (2) holds up in a great 
probability (Gao, 2013)[9].  

2.3 Reduction Process  

Assuming ( )1
ˆ ,R X Y and ( )2

ˆ ,R X Y are the binary irreducible factors with the same 

supporting set based on the binary approximation factorization. Now the following 
operation is performed for the two binary irreducible factors: selecting the monomial   

coefficient with the same supporting set ( )
1 , 0lc cs C cα= ∈ ≠ , 

( )2
2 , 0lc cs C cα= ∈ ≠ , the division operation is performed: ( )

2 1/ lc c s α= , the 

logarithmic with s as the base is taken for the two sides of the equa-

tion: ( ) ( )2 1ln /s c c l α= , here ( )l Zα ∈ ,which is: 

                 ( ) 1
1 2

n
nl d dα α α α −= + + +                            (6) 

the vector ( )1 2, , , nα α α…  is obtained after the modular operation of the formula 

(6). The original polynomial coefficient is obtained with calculation of ( )
1 / lc c s α= .  

As the value of set S determines the probability of success of the algorithm, if se-

lecting multiple positive integer in  in which any two integers are relatively prime, a 

greater S set can be constructed by the use of the relatively prime nature of integer, 
which is good for improving the success probability. Correspondingly, the correspond-
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ing unit root can be solved according to in , more binary polynomials are obtained with 

the reduction, the Chinese remainder theorem ( )l α is applied in the reduction process. 

3 Approximation Reduction of the Binary Polynomial  

The first section of the paper reduces the complex coefficient multivariate polynomial 
to the complex coefficient binary polynomial, according to the theorem[9] given by the 
predecessors, we can get that the reduction method presented in this paper can hold up 
in a great probability. On this basis, this section illustrates the approximation factori-
zation algorithm of the complex coefficient binary polynomial[4] . This algorithm is a 
relatively classic approximation algorithm proposed by the predecessors. We will 
introduce the approximation GCD factorization of the complex coefficient binary 
polynomial[6,10,11] at first, followed by the introduction of the approximation facto-
rization algorithm of the binary polynomial.  

3.1 Algorithm1 Approximation GCD Algorithm 

Input： [ ], ,g h C x y∈      

Output: nonzero approximation GCD of g and h  
Step 1  According to the following two methods, the degree (k) of approximate 
GCD of g and h  is determined. 

(1)According to the relationship of 0ug vh+ = ,we construct the resul-

tant ( )1 ,W W g h= ,in which [ ], ,g h C x y∈ , and satisfying the condition 

of ( ) ( )deg degt u t h< , ( ) ( )deg degt v t g< , we calculate the rank of W by 

the use of the numerical approach. 
  (2)Value is assigned to some variable of g and h randomly for many times, re-

ducing the binary polynomial to the unitary polynomial and finding the resultant of 
unitary polynomial for many times, and at last, the degree of the approximation 
GCD of g and h  is determined.  

Step2 We set: ( ) ( )deg degt u t h k= − , ( ) ( )deg degt v t g k= − , 

and restrictive conditions of u and v   given by step 1 are met, restructuring 

( ),kW W g h= , and satisfying the dimensional number of the nuclear space of 

W is 1.   
Step3 Calculating the singular vector corresponding to the minimum singular value 

of W nuclear space, which is the basic system of solution 
[ ],u v

. 
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 Step4 According to the least-square relationship
2 2

2 2
h du g dv− + + , d is 

found to be the approximation GCD of g and h .  

Algorithm 1 is the solution to approximation GCD of binary polynomial of the 
complex coefficient, through finding solution to GCD of binary polynomials and 
derivative polynomials.  

3.2 Algorithm 2  The Approximation Factorization of the Binary Polynomial 

Input: the binary polynomial [ ],f C x y∈ , with the relatively-prime be-

tween f and xf , f is approximation square free with no factor 

in [ ]C y : ( )deg 1x f n= > , ( )deg 1y f m= > , Ŝ is a finite subset 

of C and Ŝ mn>  

Output: some irreducible factors of binary polynomial f  in the complex field 

Step 1 Constructing Ruppert matrix  
(1)Constructing Ruppert matrix according to the partial differential relation-

ship
g h

y f x f

⎛ ⎞ ⎛ ⎞∂ ∂=⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠
and the restrictive conditions of g and h ; 

(2)Using the singular value factorization of matrix to solve the singular value and 
rank of Ruppert matrix; 

(3) Obtaining 1 2, , , rg g g according to the last r singular vector 1 2, , , rv v v  

obtained.  

Step 2 Constructing and solving the matrix gE ; 

 (1)Randomly selecting ˆ
is S∈ , constructing: 

1

r

i i
i

g s g
=

=∑ ; 

(2) Fixed variable y Cη= ∈ ,ensuring this will not change the degree concern-

ing x of the binary polynomial f ; 

(3) For y η= , according to the following relationship solving 

,i ja
: ,

1
2

min ,
r

i i j j x
j

rem gg a g f f
=

⎛ ⎞
−⎜ ⎟

⎝ ⎠
∑ ; 

(4) Solving the characteristic value ,1i i rλ ≤ ≤ of matrix ,i jA a⎡ ⎤= ⎣ ⎦ , calculating 

{ }1: min i j r i jdis λ λ≤ < ≤= − ; 

(5) If dis  is close to 0, then turning to step 2. 
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Step3 Calculating ( )gcd ,i i xf f g fλ= − , [ ], ,1if C x y i r∈ ≤ ≤ , by the use 

of algorithm 1. 
Step 4 Judging whether the factorization result is right or not. 

(1) Calculating 
2

1 2

min /
r

c C i
i

f c f f∈
=

− ∏ ; 

(2) If meeting the given error limitε , then return to factors 1 2, , , rf f f and c of 

the original binary polynomial, otherwise turning to Step1. 
Algorithm 2 is the approximation factorization of the binary polynomial with the 

approximation GCD conditions. 

4 A Novel Approximation Factorization Algorithm  
of Multivariate Polynomial  

In this section, a novel factorization algorithm of the complex coefficient multivariate 
polynomial is proposed  with illustration of detailed examples. 

4.1 Algorithm3 A Novel Approximation Factorization Algorithm of 

Multivariate Polynomial  

Input: Any multivariate polynomial of the complex field 

[ ]1 2, , , nf c x C x x xα
α= ∈∑ … , f is of square free form,taking: 

( )1: 1 2max deg
ii n xd f≤ ≤= + ,taking randomly 1 2,n n Z +∈ and satisfying 

1 2gcd( , ) 1n n = , ( )1 2n n l α> ,in which the form of ( )l α is given by (6), we 

set: 1/
1 : I ns e π= , 2/

2 : I ns e π= , satisfying   1 22 2
1 21, 1n ns s= =  

Output: The irreducible factor ( )1 2, , , rf f f  of multivariate polynomial f  

Step 1 Reduction 

(1) Wet set: [ ]:FM = ; 

(2) Randomly choosing { }, 0,1, , ,1i ia b t i n∈ ≤ ≤ ; 

(3) Reducing: c xα
α , ( ) ( ),

1 1, j

a b
j nR f R c xα

α=∑ , 

( ) ( ),
1, j

la b a b
n jR c x c s X Yαα α α

α α=
,

( ) ( ),
2 2, j

a b
j nR f R c xα

α=∑ , 

( ) ( )2,
2, j

la b a b
n jR c x c s X Yαα α α

α α=
, 

1 1 n na a aα α α= + +
, 1 1 n nb b bα α α= + +

, 



492 G. Luo and G. Pei 

 

( ) 1
1 2

n
nl d dα α α α −= + + +

, 1, 2j = . 

Step 2 Factorizing ( )i jR f  by use of algorithm 2.  

Step 3 The irreducible binary factor is reduced to be the irreducible multivariate fac-
tor.  

(1) Comparing the irreducible factors of ( )1 jR f  and ( )2 jR f , we take the mo-

nomial with the same supporting set ( aα and bα ) where the support and the coeffi-
cient are extracted to get:  

( )
1, lc s α

α⎡ ⎤⎣ ⎦ ,
( )

2, lc s α
α⎡ ⎤⎣ ⎦ ,

2 ( )
1, lc s α

α⎡ ⎤⎣ ⎦ ,
2 ( )
2, lc s α

α⎡ ⎤⎣ ⎦ . 

 (2) According to ( )
1
ls α , ( )

2
ls α , 2 ( )

1
ls α , 2 ( )

2
ls α , 1n , 2n , the Chinese remainder theorem 

is applied in calculation to obtain ˆ( )l α ; 

(3)According to ˆ( )l α  and d , the modeling calculation is used for obtaining 

( )1 2, , , nα α α , ˆc xα
α and the irreducible factor kkf ; 

(4) Judging whether kkf can approximately make exact division of f ,if the answer is 

affirmative, then [ ]: , kkFM FM f= , then turning to Step 3.  

Step 4 Returning to the irreducible factor set ( )1 2, , , rf f f . 

Instruction of algorithm: selecting two relatively-prime integer 1n and 2n , calculat-

ing the corresponding unit root 1s and 2s , with which, obtaining ( )i jR f according 

to the reduction of (2)-(4). Factorization is performed of the four reduced binary po-
lynomial, selecting the corresponding coefficient and support to be calculated to get 
the coefficient and support of multivariate irreducible factors by the use of the Chi-

nese remainder theorem . As ( )1 2n n l α> , selecting multiple in can reduce the cal-

culating difficulty of using one n and improve the success rate of the algorithm. In 
the reduction of Step 3, comparison is made of the binary irreducible factors one by 
one to obtain the monomial with the same support, where the coefficient and support 
is taken. If the calculated multivariate irreducible factor is not the irreducible factor 
of the original multivariate polynomial, it indicates that in the binary irreducible fac-
tors, there is more than one factor with the same support, when the comparison 
should be made again. In the following comparison of support, the monomial al-
ready compared should not be considered again. 

Algorithm 3 is the main algorithm of the paper, reducing the multivariate poly-
nomial into the relevant binary polynomial for the multivariate polynomial of the 
complex coefficient, factorizing of the binary polynomial by means of algorithm 1 
and algorithm 2 with restoration of the irreducible factor according to the restoration 
method, which produces the relevant irreducible polynomial factor.  
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4.2 One Detailed Example 

With the complexity of the multivariate polynomial in the physical model and the 
illumination of this paper, a detailed practical example will be given to demonstrate 
the effectiveness of algorithm 3, which can effectively solve the arbitrary multivariate 
polynomial of the actual physical model.  
Polynomial f is given: f: = 0.15xyz + 0.94247779607693797155xy + 0.5iz + 
3.1415926535897932385i 

According to algorithm 3, we set 3d = ,selecting relatively-prime integ-

er 1 7n = , 2 9n = , correspondingly 7
1

I

s e
π−

= , 9
2

I

s e
π−

= . The binary polynomial 

can be obtained by the use of the reduction method (By turn 
11( )sR f , 

21( )sR f ,
12 ( )sR f ,

22 ( )sR f ): 

(0.13576717608754817934+0.063775182455346106599i)X12Y9+(0.9338869868
2970452448+0.12696256204150900204i)X7Y5-(0.14968156148667897702-
0.47706962820002442576i)X5Y4 + 3.141592654i 
(0.13689976728023102198+0.061306229036033424026i)X12Y9+(0.9345799276
7150206564+0.12175695102760540970i)X7Y5-(0.14368887699241407782-
0.47890866209399355182i)X5Y4 +3.141592654i 
(0.095769681370497522014+0.11544768568573984142i)X12Y9+(0.9082711714
3889345823+0.25161056309906574111i)X7Y5-(0.28563410754739613961-
0.4103817206036381632i)X5Y4+3.141592654i 
(0.099887283751752164124+0.11190411317148690093i)X12Y9+(0.9110186887
6359989349+0.24147328020602992514i)X7Y5-(0.27526639135290175225-
0.41741402651463558514i)X5Y4+3.141592654i 
The following equation can be obtained by the use of algorithm 2 to factorize equa-
tion 4 above by turn: 
[2.56913093444233-1.63307178320345i+(0.467945793804887-
0.125585160032648i)X5Y4, -0.335853001100060-1.41256471060915i+(-
0.433479672658569+0.0427508995770148i)X7Y5] 
[-1.40881525278382-1.61184756465743i-
(0.141039692562378+0.310148051862897i)X5Y4, 
1.19419645890214+0.0966970165723197i+(0.0750488158580470-
0.351509130322330i)X7Y5] 
[1.07955705567981-1.21461454550393i+(0.251453929639446-
0.0605098458770287i)X5Y4, 
-0.293674078746672-1.03457062542084i+(-
0.322626861902372+0.00204571508754324i)X7Y5] 
[-1.34176257168027-0.788149742869556i-
(0.109221050513896+0.222279657161651i)X5Y4, 
0.958173781404232-0.454976971835472i-
(0.0582886391133313+0.312828273527952i)X7Y5] 
Drawing the coefficient and support with the same supporting monomial, we can 

obtain ˆ( )l α and polynomial coefficient by the use of the Chinese remainder theo-

rem in calculation, which is reduced to obtain the irreducible multivariate factor: 
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[(0.30000000000000000000-0.12124031600327488101e-20i)xy+i, 
(0.50000000000000000001+0.23375639270664146112e-
20i)z+3.1415926535897932385] 

The first item is factor 1f , the second item is factor 2f , us-

ing
1 2 2

2

f f f

f

−
in calculation to get the error: 1.256e-25. 

5 Analysis and Experiments of Algorithm 

The algorithm selects the unit root as the reduction factor, the unit root is cyclic, 
which can ensure the stability or small change of the coefficient of polynomial, 
meanwhile, reduction and restoration can be performed effectively. In the reduction 
process, the Chinese remainder theorem and modular arithmetic can be applied in 
calculating the support, with a small amount of calculation, the calculation complexity 
of the algorithm is mainly determined by the factorization of binary polynomial in the 
complex field. 

In this paper, the factorization of the polynomial is performed on the platform In-
tel(R) Celeron(R) CPU E3300 @2.5GHz RAM 2.00GB,Digits =20Windows Maple16 
for the experiment, which lists the first degree of the polynomial (the highest degree), 
and coeff error is the absolute error of the polynomial coefficient, backward error is 

the integral relative error[6] with the calculation of 2

2

ˆ
i if f

f

− ∏
, time refers to the 

total time for factorizing the multivariate polynomial.  

Table 1. The experimental examples and effect 

example max deg（f） coeff error backward error time(s) 

1 3,3,3 0 1.2e-14 10.3 

2 6,6,10 10-5 1.35e-4 687.3 

3 12,7,5 10-3 6.01e-3 1121.1 

4 4,4,4,4,4 10-6 2e-4 2124.3 

 
Table 1 is the experimental results by using the approximation factorization algo-

rithm of the complex coefficient multivariate polynomial proposed in this paper. In 
table 1, example 1 illustrates the multivariate polynomial of one integer in (Corless, 
2002)[15], example 2-4 is used for factorizing the sparse multivariate polynomial of 
complex coefficient with high degree which is randomly produced. We take 

11 max ( )i n id f x≤ ≤= +  in the four experiments, two neighboring relatively-prime 
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integers are taken for in according to different requirements, the corresponding is is 

calculated. From table 1, we can see that the algorithm is effective for the factoriza-
tion of both the multivariate polynomial of integer and the sparse multivariate poly-
nomial of the complex coefficient. 

6 Conclusion 

In big data processing,for the multivariate polynomial of the massive physical models, 
this paper proposes a complex coefficient multivariate polynomial approximation 
factorization algorithm, which can provide effective solution to the factorization of 
the multivariate polynomial of the complex coefficient in the massive physical mod-
els, providing further analysis of the physical model.The algorithm reduces multiva-
riate polynomial to the binary polynomial by the use of the approximation factoriza-
tion of the binary polynomial at first, secondly, the binary irreducible factor is ob-
tained by the use of the approximation factorization algorithm of the binary poly-
nomial; at last, the binary irreducible factor is reduced to the corresponding multiva-
riate irreducible factor. From (Gao, 2013)[9], we know that the simplification and 
reduction ideas are effective in a great probability. The first section and the third sec-
tion of the algorithm are relatively new and simple, with the calculation difficulty 
mainly focusing on the approximation factorization of the binary polynomial, so we 
employ (Gao, 2004)[6] factorization algorithm, which can effectively factorize the 
binary polynomial. The math multivariate polynomials in massive physical models 
are various, so advanced processing of the physical model should be made, which is 
good for building and solution of the math model. Meanwhile, the factorization of 
multivariate polynomial should be optimized, which can improve the efficiency of 
factorization, providing more effective processing of massive physical models.  
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