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Abstract. It is well known that information will play an important role in enhancing
emerging power system operation. However, questions naturally arise as to when the
increased data-dependence may be considered excessive. Two practical considera-
tions emerge: 1) communications and computational overhead, in which redundant
and irrelevant information acquisition and use results in heavy computational burden
with limited performance return, and 2) increasing risks of cyber attack whereby in-
discriminate cyber-dependence and -connectivity increases attack scope and impact.
In this chapter, we present a hierarchical cyber-physical framework of power system
operation based on flocking theory in the context of the smart grid stability problem.
We study strategies to harness an appropriate degree of cyber technology by effec-
tively leveraging physical couplings. Our formulation enables the identification of
large-scale distributed control strategies for robust power grid operation. Further-
more, our formulation also enables a novel witness-based cyber-physical protocol
whereby physical coherence is leveraged to probe and identify phasor measurement
unit data corruption and estimate the true information values for attack mitigation.

1 Introduction

1.1 Background

The National Academy of Engineering hails the electric power grid as the 20th
century’s innovation most beneficial to civilization [25]. The electric power grid
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started in 1896, based in part on Nikola Tesla’s design published in 1888 [58]. It
is the fundamental infrastructure of modern society. Transportation, communica-
tions, finance, and other critical infrastructures are dependent upon its secure, reli-
able electricity supplies for energy and control. The term ”electric power” is the rate
at which electrical energy is transferred by an electric circuit to produce useful work
involving heat, light, motion, sound, information technology processes, and chem-
ical changes. Energy is a quantity that measures the ability of a physical system to
produce change on another physical system. Changes are produced when the energy
is transferred from one system to another through (1) physical/thermodynamical
work, (2) heat and/or (3) mass transfer. Electricity is an energy carrier. Although
energy is not naturally available in the form of electricity nor is electricity directly
used to produce change, its conversion to and from electricity enables the transmis-
sion of power from generation to consumption over a complex interconnected grid.
The term grid in the context of power systems has traditionally been used to rep-
resent the network of electrical components used to supply, transmit and consume
electric power. This term can refer to the complete or a suitable subset of electricity
generation, transmission, and distribution infrastructure [48, 74, 77]. Popular grid
topologies in North America are radial and mesh while loop topologies are predom-
inant in Europe.

In recent years, electricity demand is changing and growing very fast. For ex-
ample, the devices and infrastructures needed to operate the fundamental commu-
nication network, data centers, and storage alone add more than 2500 Megawatt
hours (MWh) of demand globally per year that did not exist five years ago. In 2012,
the average monthly electricity consumption for a U.S. residential utility customer
was 903 kWhs [6]. It is expected that the world’s electricity demand will be triple
by 2050. The increasing electricity demand causes electric transmission congestion
and atypical power flows threaten to overwhelm the power grids which face many
challenges that they were not designed and engineered to handle. Because modern
infrastructure systems are so highly interconnected, a change in conditions at any
one location can have immediate impacts over a wide area, and the effect of a local
disturbance even can be magnified as it propagates through a network. Large-scale
cascade failures can occur almost instantaneously and with consequences in remote
regions or seemingly unrelated businesses. On the North American power grid, for
example, transmission lines link all electricity generation and distribution on the
continent. Wide-area outages in the late 1990s and summer 2003 underscore the
grids vulnerability to cascading effects [11, 103]. Furthermore, with the increasing
energy demand, the modern power grid is growing into a complex network with nu-
merous interconnected regional grids, owned and operated by power corporations
at all levels and scales. The complex interests, operations, and management among
different power corporations often complicate cross-region transmission tasks and
sometimes result in an inefficient or poorly-coordinated power delivery. The deregu-
lation of the energy industry necessitates high granularity of informational, financial
and physical transactions to assure adequate power system operation in a compet-
itive electricity market. However, the traditional grid has not kept pace with these
modern challenges [44]. Moreover, mitigating climate change requires large-scale
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incorporation of renewable sources into the energy mix. The International Energy
Agency predicts that hydro power will remain the major source of renewable energy
for the next two decades, followed by wind and solar. The challenges of integrat-
ing these renewable energy sources into the electrical system are different for each
technology but the system of the future must accommodate them all. Therefore,
achieving high levels of renewables will require the systems to be more flexible, re-
sponsive and intelligent, which is substantially different from the existing grids [5].
Therefore, the existing grids are under pressure to deliver the growing demand for
power, as well as provide a stable and sustainable supply of electricity. These com-
plex challenges are driving the evolution of Smart Grids, which are considered as
the next-generation electric power grids.

1.1.1 Smart Grid Visions

A smart grid can be described as the result achieved by integrating advanced con-
trol and communication technologies with the traditional power grid. Because of
this integration, in a smart grid, there are both bidirectional information flow and
bidirectional physical power flow. One of the key components is improved (hu-
man) operator interface and decision support. There is not yet an internationally
unified definition of a smart grid. The North American Electric Reliability Corpo-
ration (NERC) defines the smart grid as the integration and application of real-time
monitoring, advanced sensing, communications, analytics, and control, enabling the
dynamic flow of both energy and information to accommodate existing and new
forms of supply, delivery, and use in a secure, reliable, and efficient electric power
system, from generation source to end-user [2].

The marriage of information technology with traditional power grids enables the
smart grids exhibit advanced functionalities. For example, by broadly deploying ad-
vanced sensors on critical components, a smart grid is able to visualize the power
system in real-time. By upgrading the control and protection techniques, a smart
grid is able to more effectively utilize the grids’ capacity. A smart grid is able to
be situationally-aware and self-healing via wide-scale deployment of power elec-
tronic devices such as power electronic circuit breakers and Flexible AC Transmis-
sion Systems (FACTS). Furthermore, the integrated communication networks in the
smart grids enhance consumer-centricity such that the power delivery system is ex-
panded by using Supervisory Control and Data Acquisition (SCADA) systems and
other wide-area monitoring techniques, electricity services are improved by devel-
oping the home automation systems and enabling the real-time charging and billing
information.

The smart grids’ advanced functionalities facilitate their goals on delivering high
efficiency from technical, environmental, and economic perspectives. Technically,
the smart grids intend to protect physical and information assets from man-made and
natural threats, develop self-healing delivery infrastructure, and ensure extremely
reliable delivery of “digital-grade” power to increasing numbers of end-users. From
the environmental prospective, the smart grids target to reduce carbon footprint by
accommodating renewable and traditional energy sources. Economically, the smart
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grids enhance consumer-centricity and propose affordable maintenance in order to
stay globally competitive.

Besides the definition of smart grid provided by NERC, there are various alter-
native views of smart grids suggested by different organizations. For instance, in
Electric Power Research Institute’s (EPRI’s) viewpoint, the objective of the smart
grid is the convergence of greater consumer choice and rapid advances in com-
munications, computing and electronic industries [4, 45]. The U.S. Department of
Energy (DOE) denotes operating principles of the smart grid where open but secure
system architecture, communication techniques and standards are used to provide
value and choice to consumers [50, 111]. The smart grid criteria defined by the
multinational corporation ABB includes adaptive, predictive, integrated, interactive
between customers and markets, optimized to maximize reliability, availability, ef-
ficiency and economic performance, and secure from attack and naturally occurring
disruptions [60]. Overall, although there is no definition of the smart grid that pre-
vails, all the smart grid visions agree on the general theme that the smart grid aims
to improve functionality of power delivery system with use of advanced technology
which are both cyber and physical.

1.1.2 Security Challenges and Fundamental Questions

While the extensive integration of cyber technology with the power system signifi-
cantly improves reliability and efficiency, it also introduces additional risk from cy-
ber attacks. The security of a system is as strong as its weakest link. Thus, the high
complexity of the smart grid cause the system weakness to become aggravated and
result in previously unknown emergent properties. The increased connectivity pro-
vides external access to the system weakness, which in turn can lead to compromise
and infection of components. Furthermore, the tight collaboration of cyber technol-
ogy and the power grid enables the attackers to increase the capabilities to exploit
the system weakness. The interaction of these three components creates a host of
unfamiliar vulnerabilities stemming from cyber intrusion and corruption potentially
leading to devastating physical effects. For example, the first-ever control system
malware called Stuxnet was found in July 2010. This malware, targeting vulnera-
ble SCADA systems, shows that attackers have the ability to develop this type of
cyber-physical attacks [40,113]. From a technical perspective there is increased op-
portunity for cyber attack because of the greater dependence on intelligent electronic
devices, communications and advanced metering amongst other intelligent systems.
Such cyber infrastructure typically employs standardized information technologies
that may have documented vulnerabilities. Coupled with increased economic moti-
vations for attack that stem, in part, from privatization of the energy industry, cyber
security of the smart grid represents a timely research and engineering problem.

Furthermore, enhancing the smart grid security is also important for protecting
the public from terrorism, vandalistic hackers, disgruntled insiders of the electric
power industry and cascading failures from the loss of other critical infrastructures.
The associated attacks on availability can result in damaging instability such as
blackouts and brownouts. Moreover, securing a smart grid makes business sense.
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Protection of cyber devices is necessary to establish compliance to cyber security
requirements to be able to compete in the electricity marketplace. Security also rep-
resents a means to reduce or divert technical liability and assure revenue by discour-
aging competitor component cloning.

Numerous reports are appearing which acknowledge current security concerns of
the smart grid [28,59,66,83,87,121]. Some guidelines have also been published by
government agencies and other authoritative organizations, such as NISTIR 7628
Guidelines for Smart Grid Cyber Security developed by the National Institute of
Standards and Technology (NIST) [52], the document Roadmap to Achieve Energy
Delivery System Cyber Security released by the DOE [3], and Critical Infrastruc-
ture Protection (CIP) standards proposed by the NERC [1]. These reports and guide-
lines raise three fundamental research and development questions for improving the
smart grid security: (1) What are the electrical system impacts of a cyber attack? (2)
How should security resources be prioritized for the greatest advantage? (3) Is the
additional information available through advanced cyber infrastructure worth the in-
creased security risk? Moreover, two main concerns on cyber attacks are specified
by the reports and guidelines: (1) the possibility of attacks on information accuracy
such as the false data injection attacks, and (2) the possibility of attacks on timely
data delivery such as denial of information access on the SCADA control system.

1.2 Prior Art

Recently, smart grid researchers have been trying to develop potential solutions for
the fundamental questions to enhance the smart grid security. It has been realized
that security vulnerability analysis for the smart grid is able to aid in answering
those questions. Cyber attacks on the smart grid, commonly classified as either out-
sider or insider, can occur within devices or along the communications paths of the
cyber infrastructure. To address outsider attacks, in which an opponent has no spe-
cialized security information such as secret keys, mechanisms for authentication,
access control, data integrity, confidentiality and non-repudiation suitable for smart
grid infrastructure are being developed [8, 12, 14, 16, 18, 19, 24, 29, 31, 35, 38, 41–
43, 47, 53, 55–57, 61, 62, 67–71, 86, 90, 91, 97, 98, 100, 104, 107, 112, 114, 118, 122].
Essentially, cryptographic primitives are applied to make such attacks either prac-
tically impossible or detectable thus alerting appropriate parties of an attack. The
problem of insider attacks, in contrast, involves a trusted but corrupted entity such
as a smart meter that has full access to secret keying information; here, the corrupted
entity can apply numerous attacks such as falsification or delaying of data and go
undetected possibly for some time or until, for example, a power delivery disruption
occurs. Typically, it is difficult to immediately identify the exact source of a cyber
attack and mechanisms such as islanding can be applied to isolate the corrupted
components from causing large-scale disruption [10].

Research focused on cyber security often takes an information-centric perspec-
tive in which data protection is of paramount importance [23]. For smart grid
applications where consumer-centricity is emphasized, efficient and safe power
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delivery services are a more significant concern to stakeholders than the health of
the support-data used to control it. It is possible that investment in cyber security
that leads to improvements in information technology has only negligible advan-
tage for the power system [68]. It is therefore important to focus on assessing the
impacts of cyber attacks on the electricity network to identify possible new vul-
nerabilities, develop countermeasures and prioritize mitigation investment. Initial
research into cyber security of power systems focused solely on the cyber infras-
tructure [8,12,14,16,18,19,24,29,31,35,38,41–43,47,53,55–57,61,62,67–71,86,
90, 91, 97, 98, 100, 104, 107, 112, 114, 118, 122]. It is true that protection of the data
better facilitates a safer electrical grid. However, because of the limited resources of
electric power utilities, it is also necessary to understand the cost-benefit trade-offs
of protection mechanisms. Proper smart grid risk analysis necessitates that vulner-
ability assessment take into account the physical impacts of cyber attack [32, 89].
Thus recently there has been a movement to incorporate cyber-physical information.
For emerging smart grid topologies this interface commonly occurs at the sensors
and actuators, such as intelligent electronic devices (IEDs), remote terminal units
(RTUs), programmable logic controllers (PLCs), that are acquiring data from and
using data to control electrical components [73, 82, 84, 85, 93, 94].

Recently, power system cyber security research thrusts have focused on model-
ing this unique cyber-to-physical bridge for a smart grid which aids in analyzing
the impact of cyber attack on the power system. These techniques can be grouped
into a number of classes. One class of static methodologies identify the cause-and-
effect relationships within the cyber-to-physical bridge [26,63,64,81,110] to relate
one or more cyber attacks to one more more physical consequences that are fur-
ther analyzed using power system-specific tools. To account for the effects of time
scale and timing on the overall system security, one class of empirical approaches
has focused on merging well-developed simulators/emulators for the communica-
tions infrastructure, power systems, and control centers [36, 36, 38, 54, 80, 101, 106]
to account for the dynamic nature of the interactions. These two forms of simula-
tors are combined such that an attack is applied in the communication simulator
that transfers data to the power systems simulator which makes decisions based
on this possibly corrupt information. Typical traditional power system reliability
metrics are used to assess impact of the cyber attacks. In cyber-physical leakage ap-
proaches confidentiality of the cyber network is studied by identifying how voltage
and current measurements of the physical power system can be analysed for any
clues about cyber protocol activity [17,17,51,88,108,109]. Similarly, such contex-
tual information relating cyber and physical dependencies have been exploited for
intrusion detection [27, 27, 72, 105, 119, 120]. Testbed systems research addresses
the exploration of practical vulnerabilities through SCADA testbed development
and construction [30, 33, 46]. Much of this valuable research has proven that cyber
attacks have the potential to cause significant disruptions in power delivery. How-
ever, the individual cyber and electrical simulators are often incompatible for study
within a common framework. Commonly, exhaustive searches must be employed
in order to understand worst-case scenarios. Attempts to provide more analytic in-
sights into the problem for general feedback control system architectures have also
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been pursued [9, 20, 21, 21, 22], which focuses on how data corruption of denial of
information access can affect the control of the power grid. Finally, the research
in [75,76] represented a work in progress towards the development of a comprehen-
sive and practical framework for electric smart grid cyber attack impact analysis.

1.3 Methodology and Motivation of Biologically Flocking-Based
Perspective

As illustrated in Fig. 1, in order to achieve our research objectives, we make use of
the tool-sets consisting of graph theory, dynamical-system formulation, and flock-
ing rules. A graph is defined by a collection of vertices (also called nodes) and a
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collection of edges that connect node pairs. It is a mathematical structure that repre-
sents pairwise relationships between a set of objects. Depending the use of a graph,
its edges may or may not have direction leading to directed or undirected classes
of graphs, respectively. Graphs provide a convenient and compact way to describe
the cyber-physical interactions and relate dependencies within a power system as
witnessed by recent papers that use this tool [37,39,54]. However, as stated in [39],
purely graph-based approaches do not sufficiently model the state changes within
the physical system. Moreover, they do not effectively account for the unique char-
acteristics of the system at various time-scales nor provide a convenient framework
for modeling system physics. We assert that modeling the electrical grid is a vital
component to an effective impact analysis framework.

One approach to physically modeling complex engineering interactions employs
dynamical systems. A dynamical system is a mathematical formalization used to
describe time-evolution of a system state, which can typically represent a vector of
physical quantities. As shown in Fig. 1, x denotes the physical state of the system.
Because of the physical characteristics of power system, the time-evolution of x is
described by the following differential equation:

ẋ = f (x,u) ,

where ẋ is the time-derivative of x, u is the control input obtained by the cyber-
physical interaction, and the function f (·) is determined by the power system net-
work topology in our work.

Dynamical systems theory is motivated, in part, by ordinary differential equations
and is well-suited to representing the complex physical interactions of the power
grid. Furthermore, s in Fig. 1 represents the cyber measurement of the system and
the measurement function g(·) in our work is formulated as follows:

g(s) = s+n,

where n denotes the random environment noise. Therefore, the graphs and dynami-
cal systems tool-sets enable a cyber-physical dynamic graph representing the cyber
and physical grid entity relationships in a smart grid. As shown in Fig. 1, in the
graph, the state change of each cyber-physical node can be formulated by a dy-
namic function f (·) of the physical state x and the cyber-physical control input u.
We clarify that although our research does not target at achieving complete state
controllability and observability, the efficiently designed cyber-physical integration
in our work, such as the wisely located PMUs obtaining the measurement s and the
proposed cyber-physical control protocol achieving u, achieves sufficient controlla-
bility and observability for the application of maintaining smart grid stability.

However, the design of the control protocol h(·) is a big challenge due to the
complex networked characteristics and resilience requirements of smart grids. For-
tunately, flocking behavior in the nature sheds light on the robust distributed control
design for complex systems. The collective behavior coordination and local interac-
tion in flocks contribute to an effective solution for accomplishing the system objec-
tives via robust distributed control and communication. Furthermore, the emergent
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behavior in flocks, such as obstacle avoidance, provides an essential idea to achieve
the situational-awareness in real-time for smart grids.

We assert that the tool sets consisting of graph theory, dynamical-system formu-
lation, and flocking behavior are effective for a smart grid vulnerability assessment
and security design for a variety of reasons. First, effective smart grid attack analysis
necessitates relating the cyber attack to physical consequences in the electricity net-
work. A dynamical systems paradigm provides a flexible framework to model (with
varying granularity and severity) the cause-effect relationships between the cyber
data and the electrical grid state signals and ultimately relate them to power delivery
metrics. Second, graphs enable a tighter coupling between the cyber and physical
domains. For a smart grid, the cyber-to-physical connection is often represented
through control signals that actuate change in the power system and the physical-to-
cyber connection is typically due to the acquisition of power state sensor readings.
These connections can be conveniently expressed as specifically located edges of
the graphs. This way cascading failures and emergent properties from the highly
coupled system can be represented. Mitigation approaches such as active control or
islanding of the grid or partitioning of the core smart grid components for optimal
functions, and a graph-based dynamical systems formulation can naturally portray
such separation as well. Third, the flocking behavior exhibits novel and essential
principles to efficiently design the security strategies for an overall system resilient
to cyber and physical disruption. Last, a primary effect of including cyber attacks in
traditional reliability analysis is that it increases the size of the system under study
by several orders of magnitude. Our proposed mathematical formulation has the po-
tential to keep studies tractable because our granularity of detail can be tuned and
the use of dynamics can enable sophisticated behaviours without a corresponding
increase in complexity.

1.4 Contributions

In this chapter, we propose a flocking-based hierarchical cyber-physical security
analysis framework which incorporates cyber intelligence and control behaviors
by taking a flocking perspective commonly used to model large-scale natural phe-
nomenon. We assert that our framework has the following advantages. First it en-
ables the convenient integration of cyber (communications and control) systems
within dynamical models of power system physics. Second, the structure of our
models conveniently enables the study of the important smart grid stability prob-
lem. Third, the models of cyber system dynamics can be employed to gain insight
on effective smart grid distributed communications and control strategies for system
performance and stabilization. Fourth, the analogy between the dynamics of syn-
chronous generators and the flocking behavior in the nature enables the exploration
on how information and physical couplings can be synergistically harnessed for re-
stabilizing a power grid under severe attack or fault. Through analysis we assess
how hierarchy and the selective use of cyber information can benefit scalability and
robustness to information attack. Through a flocking-based paradigm we develop



228 J. Wei and D. Kundur

distributed control methodologies that leverage cooperation between distributed en-
ergy resources (DERs) and traditional synchronous machines to maintain transient
stability in the face of severe disturbances. We also introduce and apply the notion
of state-dependent hierarchy in which coherent generator clusters from disturbance
are leveraged such that strong physical couplings are identified to selectively apply
distributed cyber-control where necessary. Furthermore, based on the proposed hier-
archical cyber-physical security analysis framework, we consider a cyber-physical
viewpoint to the problem of data corruption in smart grid systems. We take the per-
spective that one may leverage natural physical couplings amongst power system
components as telltale signs to identify information corruption and demonstrate how
cyber corruption can be identified within the power system by taking a hierarchical
cyber-physical perspective. Specifically, the physical coherence within the second
tier of a two-tier cyber-physical structure is probed to execute a “witness”-based
cyber-physical protocol to identify and mitigate cyber attack in first tier.

This chapter is organized in the following sections. In Section 2, we introduce a
dynamic multi-agent system framework on cyber-physical integration modeling for
the application of smart grid stability maintenance. A hierarchical control protocol
design inspired by the analogy to flocking behavior is proposed in Section 3. Our
proposed timely dynamic agent coherency identification for achieving hierarchy is
briefly introduced in Section 4. In Section 5, we develop a witness-based verification
and estimation protocol for detection and mitigation of information corruption on
critical PMU data. The performance is evaluated in Section 6 and the conclusions
are provided in Section 7.

2 Dynamic Multi-agent System Framework for Cyber-Physical
Integration Modeling

In our research, we consider the smart grid stability from the power system (phys-
ical) perspective, which derives from standard control stability [78] and can be se-
riously impacted by the cyber-physical interactions in the system. In contrast to the
control stability, the power system stability is defined as the ability of an electric
power system, for a given initial operating condition, to regain a state of operating
equilibrium after being subjected to a disturbance, with all system variables bounded
so that system integrity is preserved [78, 79].

2.1 Smart Grid Stability

There are three types of stability are considered for power systems: rotor angle sta-
bility, frequency stability, and voltage stability. Our research focuses on improving
the rotor angle stability and frequency stability of the system in the face of large
system disturbance. Therefore, let θi(t) denote the rotor phase angle of Generator i
at time t and ωi be the normalized relative frequency of Generator i with respective
to f0 at time t. Based on the definitions and requirements of rotor angle stability and
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frequency stability, we are able to characterize the smart grid stability which is of
interest to our research as follows:

Smart Grid Stability: a smart grid is able to achieve both phase angle cohesive-
ness and exponential frequency synchronization within 1 to 3 seconds following a
severe disturbance:

1. Phase angle cohesiveness:
∣
∣θi(t)−θ j(t)

∣
∣≤ γ, f or ∀t, (1)

where the threshold γ is normally set as 5π/9 in the realistic application as dis-
cussed in [102];

2. Exponential frequency synchronization:

ωi(t)→ 0, as t → ∞. (2)

2.2 Physical Dynamics and Interaction

According to the definition of Smart Grid Stability, the synchronous generators are
the critical physical components. Therefore, modeling the physical dynamics of the
synchronous generators and analyzing the interaction between them are necessary
for maintaining smart grid stability. We describe the physical system by abstract-
ing the information on the physical coupling between these critical components. We
employ the well-known interconnected swing equations to describe rotor dynam-
ics [78] of the Kron-reduced [15] power system as detailed by Dörfler and Bullo [34]
to give the following dynamical representation for each agent:

Miω̇i =−Diωi +Pm,i−|Ei|2Gii −
N

∑
j=1

Pi j sin(θi −θ j +ϕi j) (3)

where i ∈ {1,2, ...,N} represents the generator index, θi denotes the rotor phase an-
gle measured with respect to a rotating frame reference at frequency f0 = 60 Hz,
ωi = θ̇i is the normalized relative frequency, Mi > 0 and Di > 0 represent the gen-
erator inertia and the damping parameters, respectively, and Ei, Pm,i and Gii are the
internal voltage, mechanical power input and equivalent shunt conductance of Gen-
erator i, respectively. Pi j = |Ei||E j||Yi j| and ϕi j = arctan(Gi j/Bi j) where Yi j, Gi j

and Bi j are the Kron-reduced equivalent admittance, conductance and susceptance,
respectively, between Generators i and j .

2.3 Hierarchical Cyber-Physical Integration Framework

Based on the achieved dynamic graph providing an abstract representation of the
power system, we are able to design a cyber-physical integrated framework in which
the cyber and phsyical systems work synergistically such that the bidirectional cy-
ber information and power flows are efficiently used to enhance system resilience.
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As stated in [103], the essential characteristics of a smart grid include: 1) situational
awareness in real time, 2) energy storage used and controlled to support system
goals, 3) distributed control and protection integrated with other functional units.
According to these characteristics, we model the cyber-physical integration in the
smart grid with a two-tier hierarchical multi-agent framework shown in Fig. 2.

Each agent consists of both cyber and physical elements: (1) a dynamic node
representing a physical power system element, in this case a generator, (2) a phasor
measurement unit (PMU) that acquires generator phase angle and frequency data
from the dynamic node, and (3) a local cyber-controller that computes a control sig-
nal that is applied to the agent’s generator using PMU data. Each agent’s frequency,
phase angle, and coherency characteristics are those of its generator. The PMU and
local controller are both considered to be cyber elements due to their data acquisi-
tion, communication and computation tasks. The physical coherency between active
agents is timely achieved by using our real-time dynamic coherency identification
method which will introduced in Section 6. The agents with high physical coherency
are considered to form a cluster and one agent within the cluster (typically with
highest generator inertia) is selected as the lead agent.

PDC

Agent 8

Cluster 1

Agent 1

Fast-Acting
Power Source

Agent 5

Agent 10

Agent 7

PDC

Agent 3

Cluster 2

Agent 2 Agent 4

PDC

Agent 9

Cluster 3

Agent 6

Fast-Acting
Power Source Fast-Acting

Power Source

PMU

Agent k

Generator/
Active Load

Local
Controller

: Physical Coupling

: Cyber Coupling

Agent k

Agent j

: Lead Agent

: Secondary Agent

Fig. 2 Proposed two-tier hierarchical cyber-physical integrated multi-agent framework

We illustrate the implementation of the hierarchical control framework for the
well-known New England 39-bus system in Fig. 3. Here, we assume there are three
clusters and the lead agent of each cluster is denoted with a shaded (green) gener-
ator. Effective PMU information (cyber) and power (physical) flows are presented
as dashed and solid arrows, respectively. To further delineate the tiered nature of
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communications, red, blue and magenta dashed arrows represent tiered communi-
cations from lowest to highest level. Therefore, only the lead agent’s PMU and local
cyber-control are activated for overall cluster regulation and the phasor data concen-
trator (PDC) in each cluster is implemented to guarantee synchronization of the data
information flows amongst lead agents. Therefore, this enables a state-dependent
system hierarchy whereby inter-cluster interactions are cyber-physical (tier-1) and
intra-cluster synergies are physical (tier-2). Since our focus is on smart grid stability
problem, the objective of the local controller is to achieve generator phase angle co-
hesiveness and exponential frequency synchronization in the face of cyber-physical
disturbance. As such, the local controllers may require fast-acting External Energy
Storages (EESs) in order to achieve their objectives as shown in Fig. 2. These stor-
ages in practice may include battery storage devices, flywheels, renewable energy
sources, and other types of massive energy storage [7,49], and may be separate from
each agent.
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2.4 Cyber-Physical Interaction

We have introduced the concept of hierarchical cyber-physical integration frame-
work for smart grids by modeling the system as a hierarchical multi-agent system.
In this section, we continue to formulate the cyber-physical interaction between the
multiple agents.
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2.4.1 Dynamical Description of Cyber-Physical Interaction

In this hierarchical framework, the cyber network (PMU data + local controllers)
is integrated into this framework through controlling the fast-acting EES power ab-
sorption/injection, Pu,i, to Generator Bus i to compensate for fluctuations in demand
power in the system after a severe disturbance. Letting the control signal ui = Pu,i

and αi be a binary number defined as follows:

αi =

{
1, if the ith agent is the lead agent;
0, otherwise,

(4)

we can formulate the dynamics of our cyber-physical integrated framework as fol-
lows:

Miω̇i =−Diωi +Pm,i−E2
i Gii −

N

∑
j=1, j �=i

Pi j
︸︷︷︸

phys §

sin

⎛

⎜
⎝θi −θ j + ϕi j

︸︷︷︸

phys §

⎞

⎟
⎠+ αiui.

︸︷︷︸

cyber §
(5)

where ui is the control signal for the ith agent computed from PMU data (θ j,ω j

for j ∈ {1,2, ...,N}). The control can be interpreted as power injection for Pu,i > 0
or absorption for Pu,i < 0 at the corresponding generator buses from the fast-acting
external power sources. Thus, it represents a cyber-to-physical bridge whereby com-
putation of ui is converted to active power flow. Similarly, a physical-to-cyber bridge
exists at the measurement devices in which physical phase angle and frequency are
converted to PMU data. Thus, the dynamics of Eq. (5) represents both cyber and
physical interactions. Physical inter-agent couplings (denoted phys §) are character-
ized by parameters Pi j and ϕi j and cyber couplings (cyber §) through ui. For normal
operation ui = 0. However, when a disturbance strikes, ui will excite the system to
re-achieve (smart grid) stability.

We design the control signal ui under two assumptions. First, we assume that, in
the face of severe disturbance, ui = Pu,i changes much faster than the mechanical
power input Pm,i for each agent and the time span to recover smart grid stability is
short; thus we treat Pm,i as a constant during the procedure of maintaining smart grid
stability. This assumption is reasonable for future smart grids where fast-response
energy storage such as battery storage and flywheels will be available to inject and
absorb energy for periods of brief control. Second, we assume that the problems of
voltage regulation and frequency synchronization are decoupled. This enables us to
consider the voltage Ei as a constant during controller excitation to re-achieve the
frequency synchronization.

In order to reformulate the problem of cyber-physical control for maintaining
transient stability as a task of flocking formation control, we intend to present the
dynamics of each agent in our cyber-physical integrated system, which is originally
formulated in Eq. (5), in the form of a double integrator model. Under these as-
sumptions, computing derivatives of the both sides of Eq. (5), and reformulating
gives:
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{

θ̇=ω,
Dω̇ =−Mω̈ −Lω +αu̇.

(6)

where the index assignments are reordered such that Agents i = 1, . . . ,C correspond
to lead agents, C is the number of clusters in our hierarchical
framework, α = diag [α1, . . . ,αN ], αi = 1 for i ≤ C, and αi = 0 otherwise. θ =
[θ1, . . . ,θN ]

T , ω = [ω1, . . . ,ωN ]
T , u = [u1, . . . ,uN ]

T , M = diag [M1, . . . ,MN ], D =
diag [D1, . . . ,DN ], and L is a N×N physical coupling matrix whose elements can be
represented as:

li j =

{

∑N
j=1, j �=i Pi j cos(θi −θ j +ϕi j) , if i = j;

−Pi j cos(θi −θ j +ϕi j) , if i �= j,
(7)

2.4.2 Hierarchical Cyber-Physical Dynamics

In our hierarchical framework, the agents are grouped into the same cluster if they
have high physical coherency. Since the term of Generator Coherency refers to the
characteristics that the states of the coherent generators are close to each other [78],
it is reasonable to assert that the deviations between the states (i.e. phase angle and
normalized relative frequency) of the secondary agents and their lead agents are
very small. Therefore, we propose to treat the states (θi,ωi) of Secondary Agent i
as “noisy” versions of those of Lead Agent k which is in its cluster and estimate
(θi,ωi) as follows:

{
ω̂i = ωk +�i

θ̂i = θk + ε0
i + ςi

(8)

where ε0
i denotes the phase angle difference between the ith and kth agents in the

static (pre-fault) state, and �i ∼U (−a,a) and ςi ∼U (−b,b) are uniform random
noises on [−a,a] and [−b,b], respectively, with a 	 1 and b 	 1.

By using Eq. (8), we are able to estimate the information of the physical coupling
matrix L by only using the lead agents’ states. To simplify, we partition L as follows:

L =

[
RC×C SC×(N−C)

T(N−C)×C UC×C

]

.

By using Eq. (8), we can approximate the matrix S with Ŝ whose element is shown
as follows:

Ŝ( j,k) =−Pjk cos
(

θ j −θk − ε0
i +ϕ jk

)

, (9)

where the ith secondary agent belongs to the kth cluster. Using Eq. (9), we can
approximate the matrix R by using R̂ whose element is defined as follows:

R̂(i, j) =

{
R(i, j), if i �= j;
−∑C

j=1, j �=i R(i, j)−∑N
j=C+1 Ŝ(i, j), otherwise.

(10)
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Based on Eqs. (9), (10), (6), and (8), we achieve the hierarchical cyber-physical
dynamics as follows:

1. The lead agents (tier-1):

{

θ̇ l = ω l ,

Dlω̇ l =−Mlω̈ l −
(

R̂+ ŜΨ
)

ω l + u̇l − Ŝ�,
(11)

where the subscript, ωl = [ω1, . . . ,ωC]
T , θ l = [θ1, . . . ,θC]

T Dl = diag [D1, . . . ,DC],
Ml = diag [M1, . . . ,MC], ul = [u1, . . . ,uC]

T , �= [�C+1, . . . ,�N ]
T ,

Ψ (i, j) =

{
1, if the (C+ i)th agent is in the jth cluster;
0, otherwise.

2. The secondary agents (tier-2):

{

θ̇ s = ωs,
Dsω̇s =−Lsωs −Msω̈s,

(12)

where Ls denotes the physical coupling matrix for secondary agents, Ms =
diag [MC+1, . . . ,MN ], θ s = [θC+1, · · · ,θN ]

T , and ωs = [ωC+1, · · · ,ωN ]
T .

3 Hierarchical Control Protocol Design by Analogy to Flocking

Based on the dynamical modeling of the hierarchical cyber-physical integration
framework introduced above, we design the control protocol to maintain the smart
grid stability in the emergent situation by leveraging the flocking theory.

3.1 Flocking Theory and Formation Control

In a system comprised of a large number of coupled agents, flocking refers to an
aggregate behavior amongst the entities to achieve a shared group objective. In [99],
Reynolds introduced three heuristic rules that led to the creation of the first computer
animation of flocking:

1. Flock Centering: agents attempt to stay close to nearby flockmates,
2. Velocity Matching: agents attempt to match velocity with nearby flockmates,
3. Goal Seeking: each agent has a desired velocity towards a specified position in

global space.

Based on these three rules, Olfati-Saber [95] provided a framework for design and
analysis of scalable distributed flocking algorithms using a double integrator model:

{
q̇ = p
ṗ = u,

(13)
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where q ∈ R
N is the position vector of the flockmates, p ∈ R

N denotes the velocity
vector, u ∈ R

N represents the control signal, and N is the size of the flock.
To achieve the objectives of flocking, the control signal u is comprised of three

terms:

u =−∇V (q)−L ·p+F (p,q,pr,qr) . (14)

The first term is the gradient of a potential energy function V (q) which characterizes
system objectives and constraints. The second term represents a velocity consensus
protocol where L is the Laplacian matrix associated with the flock communication
graph. Finally, the third term models navigational feedback which is designed to
ensure each agent tracks a reference (pr,qr).

The stability of the control protocol described in Eq. (14) has been analyzed
in [95] to provide the following sufficient conditions for stability: (1) V (q) is a
nonnegative continuously differentiable potential energy function that achieves the
global minimum at a desired formation; (2) L is a standard Laplacian matrix, which
is positive semidefinite and has a zero row sum [92]; (3) F (p,q,pr,qr) is a linear
combination of (p−pr) and (q−qr).

3.2 Design by Analogy to Flocking

Let the state of each agent be given by (θi(t),ωi(t)), which is the associated genera-
tor’s state. Given the self-regulation goals of the transient stability problem, we con-
sider cyber-control between agents using deviations of their phase angle θi(t)−θ j(t)
and frequency ωi(t)−ω j(t). In doing this, we are able to recognize the analogies be-
tween the transient stability problem and that of flocking. The problem of transient
stabilization becomes equivalent to that of designing the collective cyber-physical
dynamics of smart grid agents to be analogous to a stable flock of birds. This is
achieved through the appropriate computation of cyber dynamics ui using PMU
data, which is then converted to energy injection/absorption Pu,i at Generator Bus i.

We design ui as follows:

ui =−Biωi + hi (θ ,ω) , (15)

where Bi is a cyber parameter which satisfies that Bi ≥ (100×Di) and hi(·) :
R

N × R
N → R is a function of the vector θ = {θi|i ∈IC} and the vector

ω = {ωi|i ∈IC}, and IC represents the index set of the lead agents. We can rewrite
the second line of Eq. (11) as follows:

(Dl +B) ω̇ l =−Mlω̈ l −
(

R̂+ ŜΨ
)

ω l +h− Ŝ�, (16)

where B is a pre-designed C×C cyber coupling diagonal matrix with diagonal ele-
ment Bi and h is a C-dimensional cyber control column vector with: ith element is
as follows:
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hi =

{
d
dt hi (θ ,ω) , if i = 1, . . . ,C;
0, otherwise,

(17)

In practice, for the ith synchronized generator, the ratio between the inertia Mi and
the damping parameter Di satisfies Mi/Di ∈O(10) [102]. We therefore find that the
associated perturbation parameter for Lead Agent i is εi = Mi/(Di +Bi) ∈ O (0.1)
representing an overdamped system, which enables the application of singular per-
turbation techniques to in Eq. (16) to study the dynamics of the lead agents over a
longer time scale. Specifically, applying singular perturbation analysis and letting
M = Dl +B [65] gives:

{

θ̇ l = ω l ,

M ω̇ l =−
(

R̂+ ŜΨ
)

ω l +h− Ŝ�,
(18)

Here, the simplification has allowed the physical notion of generator “jerk” related
to ω̈ l to be eliminated from the dynamics.

Since the nonlinear dynamical system of Eq. (18) is feedback linearizable, we
can define a new control vector ũ and rewrite the equivalent reduced order model
as:

{
θ̇ l = ω l ,

M ω̇ l = ũ− ŜΔ .
(19)

Furthermore, we can represent the relationship between the original control vector
u and the new control vector ũ as:

u̇ = ũ+
(

R̂+ ŜΨ
)

ω l −Bω̇ l . (20)

Equation (19) represents a double integrator system analogous to Eq. (13) known
to model the standard dynamics of flockings. By setting ũ to the following form we
thus ensure flocking formation and hence transient stability of the power network:

ũ = −∇V (θ l)
︸ ︷︷ ︸

phase cohesiveness

− L̃ω l +F(ω l ,ωr)
︸ ︷︷ ︸

frequency synchronization

, (21)

where V (θ l) represents the potential energy function to guarantee that the phase
angle differences between pairs of lead agents are bounded, ∇V (θ l) is its associ-
ated gradient with respect to θ l , L̃ is the effective Laplacian matrix that ensures
frequency consensus (i.e., lead agents’ frequencies converge to a common value),
and F(·) is the navigation feedback designed to lead the frequencies to converge to
the desired value ωr; typically relative frequency is normalized such that ωr = 0.

3.2.1 Potential Energy Function

Based on the sufficient condition of Eq. (1), we consider the following potential
energy for our control scheme:
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V (θ l) =
1
2

C

∑
i=1

C

∑
j=1, j �=i

χ (θi −θ j) , (22)

where χ (·) is a pairwise attractive potential defined as:

χ (z) =

{
0, if |z| ≤ 5π

9 ;

c1

(

z2 − 25π2

81

)2
, otherwise,

(23)

where c1 is a parameter to control the penalty level induced. It can be shown that
χ(·) is continuously differentiable and thus the gradient Φ can be represented as
follows:

Φ(i) =
C

∑
j=1, j �=i

φ (θi −θ j) , (24)

φ (z) =

{

0, if |z| ≤ 5π
9 ;

4c1z
(

z2 − 25π2

81

)

, otherwise.

3.2.2 Effective Laplacian

As illustrated in [117], we deduce that a sufficient condition to ensure L̃ is PSD
is l̃i j < 0 where i �= j. Furthermore, to simplify the controller design, we assume
that the cyber communication graph is undirected which (coupled with the fact that
the Kron-reduced physical graph is undirected) implies that the integrated cyber-
physical graph is undirected thus constraining L̃ to be symmetric. Therefore, in
our framework, we design the i jth element of the effective Laplacian matrix L̃ as
follows:

l̃i j =

{
c2, if i = j;

c2
C−1 , otherwise.

(25)

3.2.3 Linear Navigation Feedback

To reduce complexity, we assign the following linear navigation feedback term:
F (ω l ,ωr) = c3ω l , where c3 is a cyber control parameter.

Based on the above analysis, we have the following result:

ũ =−Φ − L̃ω l − c3ω l , (26)

Using Eqs. (20) and (26), we obtain the following result:

u̇ =−Φ +
(

R̂+ ŜΨ
)

ω l − L̃ω l − c3ω l −Bω̇ l . (27)

By integrating both sides of Eq. (27), we can formulate u, which represents the
power transmission Pu between the fast-reacting power source and the synchronized
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generators, as:

u =−Γ +
∫ t

t0

(

R̂+ ŜΨ
)

ω ldτ − L̃θ l − c3θ l −Bω l , (28)

where θ0 is the constant term in
∫ t

t0
ωdτ and Γ =

∫ t
t0

Φdτ whose element is repre-
sented as follows:

Γ (i) =
C

∑
j=1, j �=i

[∫ t

t0
φ (θi −θ j)

]

dτ. (29)

Let the C-dimension column vector η denote
∫ t

t0

(

R̂+ ŜΨ
)

ω ldτ . Since R̂, Ŝ,

and θ are time-varying, and the information of them is available, using Eqs. (7) and
(9) we obtain:

η(i) =
C

∑
j=1, j �=i

∫ t

t0

[

Pi j cos(θi j +ϕi j)+ ∑
k∈I j

Pik cos
(

θi j − ε0
k +ϕik

)

]

ωi jdτ,

=
C

∑
j=1, j �=i

Pi j sin (θi j +ϕi j)+
C

∑
j=1, j �=i

∑
k∈I j

Pik sin
(

θi j − ε0
k +ϕik

)−η0
i , (30)

where I j denotes the index set of the secondary agents belonging to the jth cluster,
ωi j = ωi −ω j, θi j = θi −θ j, and

η0
i =

[
C

∑
j=1, j �=i

Pi j sin(θi j +ϕi j)+
C

∑
j=1, j �=i

∑
k∈I j

Pik sin
(

θi j − ε0
k +ϕik

)

]

t=t0

.

3.3 Hierarchical Control Protocol Stability Analysis

We define the following Lyapunov function H:

H =
1
2

ωT
l Mω l +V (31)

for which H(0,0) = 0 and H(θ ,ω l) > 0 for ∀(θ ,ω l) �= (0,0). Calculating the
derivative of H along the dynamics derived in Eqs. (19) and (26) we obtain:

Ḣ = ωT
l Mω̇ l +ωT

l ∇V =−ωT
l

(

L̃+ c3I
)

ω l −ωT
l ŜΔ . (32)

Based on our proposed framework, L̃ is the effective Laplacian matrix which is

PSD and c3 > 0. Therefore,
(

L̃+ c3I
)

is a Positive Definite (PD) matrix. Using the

property of PD matrices, we deduce ωT
l

(

L̃+ c3I
)

ω l > 0.
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Since information on ω l and Ŝ is available and L̃ and c3 are designable, using
Lyapunov redesign, we obtain:

Ḣ ≤−λm‖ω l‖2 +ρ‖ωl‖‖Ŝ‖=−‖ω l‖
(

λm‖ω l‖−ρ‖Ŝ‖
)

(33)

where λm is the smallest eigenvalue of
(

L̃+ c3I
)

.

Since L̃ is a Laplacian with minimum eigenvalue 0, λm = c3. Therefore, Ḣ < 0
is guaranteed when:

‖ω l‖ ≥ ρ‖Ŝ‖
c3

. (34)

The high physical coherency between intra-cluster agents ensures that ρ is suffi-
ciently small. In practice, the tolerance interval of the normalized relative frequency
is [−0.02,0.02], and thus ρ < 0.02 Therefore, we can design c3 to satisfy:

c3 ≥ ρ‖Ŝ‖
0.02

. (35)

Based on Eqs. (34) and (35), we deduce that Ḣ < 0 if ‖ωi‖ > 0.02, where i =
1,2, . . . ,C. Thus, the frequencies of all the lead agents are bounded within the re-
quired tolerance interval [−0.02,0.02]. Thus, our proposed distributed control guar-
antees transient stability given the existence of an accurate and efficient coherent
cluster identification algorithm.

4 Timely Dynamic Agent Coherency Identification

In order to efficiently implement the hierarchical control framework illustrated
above, it is necessary to rapidly identify the agent coherency with high accuracy.
In this section, we propose a timely dynamic agent coherency identification scheme
which requires very short observation window. Our scheme transforms the data of
agents’ state from the observation space to an information space whereby the agents’
frequencies and phases characterize the movement and dynamics of boids within
multiple flocks with different features. Boid i carries three-dimensional information
describing the ith agent’s status at time t = k as:

⎧

⎨

⎩

I 1
i (k) = θi(k)

I 2
i (k) = ωi(k)

I 3
i (k) = δi(k)

, (36)

where Ii(k) = [I 1
i (k)I

2
i (k)I

3
i (k)]

T , θi(k) and ωi(k) are the phase angle and the
normalized frequency, respectively, of the ith generator at the time step t = k that
are obtained directly from PMU information, and δi(k) is the acceleration of the ith
generator at the time step t = k estimated from the current and historical values of
ωi(k).
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The state of Boid i is described as follows:

Si(k) = [pi(k),vi(k)]
T , (37)

where pi(k),vi(k) ∈ R
2×1 denote the boid’s position and the velocity, respectively.

Two boids are considered to be neighbors at time step t = k if the distance between
them is less than the predetermined threshold dc. Therefore, we define the set of
neighbors for the ith boid as follows: Ni(k) =

{∀ j
∣
∣‖pi(k)−p j(k)‖< dc

}

.
We compute the informational (feature) similarity between neighboring Boids i

and j as follows. For j ∈Ni(k),

ζi j(k) =
∣
∣
∣

3

∑
n=1

αn ×
(

I n
i (k)−I n

j (k)
)
∣
∣
∣, (38)

where {αn} is a scalar weight determining the impact of specific information on
boid interaction. Given a threshold value ζth(k), if ζi j(k)≤ ζth(k) they are assumed
to be in the same flock and hence are called flockmates. Otherwise, they are assumed
to be in different flocks.

As illustrated in detail in [115], we model the dynamics of Boid i based on their
feature similarity and flocking rules as:

{

vi(k+ 1) = vi(k)+Δ t ∑3
l=1 wlgi,l(k),

pi(k+ 1) = pi(k)+Δ tvi(k),
(39)

where gi,1,gi,2,gi,3 represent the accelerations calculated based on the flocking rules
flock centering, velocity matching, and obstacle avoidance, respectively, wl denotes
the weight representing the impact of the component gi,l , and Δ t is the algorithm
time step for coherence identification.

Based on dynamic model in Eq. (39), we can plot the boids’ trajectories in the
information space and achieve the multiple flocks constituted by the boids, which
corresponds to the clusters constituted by the agents having high physical coherency
in the observation space.

5 Witness-Based Verification and Estimation Protocol

The PMUs of the lead agents in our two-tier framework provide critical measure-
ments for maintaining smart grid stability. Therefore, detection of possible lead
PMU data corruption and subsequent real-time estimation are necessary for smart
grid stability maintenance. In order to address this problem, we propose a cyber-
physical verification and estimation protocol developed under the following threat
model, as illustrated in Fig. 4.

Threat Model: Let Hk be the number of agents in the kth cluster of our proposed

two-tier hierarchical framework. An attack can corrupt up to
⌊

1
2 Hk

⌋

PMU mea-

surements where �·
 denotes the floor function. Corruption constitutes biasing PMU



Biologically Inspired Cyber-Physical Multi-Agent Control Framework 241

PDC“Secondary”
Agent 5

: Request Signal
: PMU Data

“Secondary”
Agent 4

“Secondary”
Agent 3

“Secondary”
Agent 2

“Lead” 
Agent 1

Fig. 4 Communication between PDC and agents locally within each cluaster

readings or equivalently replacing true values with fabricated quantities over a ver-
ification period.

As described in Eq. (8), the states of the secondary agents can be considered noisy
estimates of the states of their lead. Based on this fact, our verification protocol treats
the secondary agents as “witnesses” with their PMU data representing redundant
information to measure the trustworthiness of the PMU readings of the lead agents.

In the intra-cluster LAN, the PDC must therefore probe the PMU data from
secondary agents (at a lower data rate than for lead PMUs called the verification
rate). Using the received data, the PDC measures the trustworthiness of a lead
agent’s PMU using the verification scheme described in Table 1. Since our pro-
posed flocking-based control protocol is robust to the biases on the measurement of
the lead agents’ frequency [96], we address detection and mitigation of the compro-
mised reading on the lead agents’ phase angle.

At the end of each verification procedure, if the PDC concludes that the lead
agent’s PMU is valid, it stores the � most recent bias samples {ξi|i ∈I } for possi-
ble future estimation use. Otherwise, it estimates the true value using the proposed
cyber-physical estimation scheme of Table 2.

The PDC then uses the estimated value for calculation of Pu and increases the
verification probe rate to that of the sampling rate of the lead agent PMUs until it
concludes the reading of the lead agent’s PMU is valid for two consecutive verifica-
tion periods or an operator deems the lead PMU reading authentic. Convergence of
the algorithm of Eq. (11) is guaranteed analytically [116], but witness-based proto-
col performance is studied empirically.

Therefore, our proposed cyber-physical verification and estimation schemes both
aim to leverage the hierarchy of the physical interaction amongst agents to achieve
low computational complexity, which facilitates scalability and real-time implemen-
tation. Our verification scheme adopts a dynamically adjustable verification rate to
optimally reduce bandwidth usage. When the PDC reports an attack on the lead
agent’s PMU, our estimation scheme employs a short Hamming window to esti-
mate the true value of the attacked PMU’s readings, which includes the historical
information to improve the estimation accuracy and also assigns a higher priority
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Table 1 Proposed Cyber-Physical Verification Scheme

Let the lead agent PMU reading be θ c. Let the secondary agents be represented
with indices from the set i ∈I and their readings be denoted θi. Let Δθi be the
phase angle difference between θi and θ c at static state (i.e., pre-fault).
We assign Hk = |I |+1.
1. Initialize Count = 0 and set the threshold τp.
2. For each i ∈I

ξi = θi −Δθi −θ c,
If ξi ≤ τp

Count =Count +1,
End

End
3. If Count <

⌊ 1
2 Hi

⌋

+1
The PDC reports the lead agent’s PMU as being attacked,

Else
The PDC reports the lead agent’s PMU as valid,

End

Table 2 Proposed Cyber-Physical Estimation Scheme

Let the secondary agents be represented with indices from the set i ∈I .
Let ξi ∈ R

� be a vector containing the � most recent sample values of
ξi in chronological order. Let a(n) be an �-point Hamming window.
1. For each i ∈I

Secondary agent estimates lead agent phase angle using Eq. (8).
Secondary agent reports the estimation result θ̂ c

i to the PDC.
End

2. The PDC evaluates estimation accuracy for i ∈I by computing:

σ̂i =

√

∑�
n=1 a(n−1)ξi(n)2

∑�
n=1 a(n−1)

. (40)

3. The PDC forms θ̂l consisting of elements θ̂ c
i , i ∈I ordered to reflect

monotonically increasing values in σ̂i.
4. The PDC estimates θ c from a median-like value from the elements

of θ̂l to avoid extreme biases:

θ̂ c =

{

θ̂l
( 1

2 Hk
)

, if Hk is even;
1
2

[

θ̂l
( 1

2 (Hk −1)
)

+ θ̂l
( 1

2 (Hk −1)+1
)]

, otherwise
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to the current data. Moreover, our estimation achieves high robustness to potential
attacks on the secondary agents’ PMUs by choosing the median-like value rather
than a weighted average for the final estimation result.

6 Simulations and Performance Assessment

We demonstrate the performance of our flocking-based two-tier hierarchical con-
trol framework with dynamics in Eqs. (11) and (12) collectively also described by
Eq. (5) in achieving smart grid stability for two case studies on the New England
39 Bus system as shown in Fig. 5 and detailed in [13] consisting of C = 10 gener-
ators. MATLAB/Simulink is employed for simulations. In each case, we illustrate
the efficiency of our proposed two-tier hierarchical control framework in selectively
leveraging physical couplings to apply cyber data and control selectively. In all (non-
hierarchical and hierarchical) cases the cyber control parameters of Eq. (28) are set
to c1 = 5, c2 = 1

10 and c3 = 3, and the PMU sampling rate is 50 Hz. The power
transmission limit for the fast-acting grid is set to μ = Pu,i/Pr,i ≤ 1 where Pr,i is the
rated power.
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Fig. 5 New England 39-bus power system

We compare our results to situations when no control is computed nor applied
(corresponding to minimum information use and control) and when non-hierarchical
control is applied (corresponding to maximum information use and control). An effi-
cient hierarchical framework would have comparable stabilizing performance to the
latter case without the associated overhead. In each case, we also evaluate the per-
formance of our hierarchical framework when experiencing cyber communication
delay and practical constraints of fast-acting EES.
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6.1 Ideal Environment

6.1.1 Case I

The system disturbance consists of a 3-phase short circuit in the middle of Line
14− 15 of Fig. 5 which occurs at time t = 0 s. The Line 14− 15 is removed at
t = 0.1 s. Fig. 6 shows the normalized rotor frequencies and phase angles over a
period of 10 s when no control is applied corresponding to Eq. (6) for αi = 0 for all
i. Instability is clearly evident in all plots.
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Fig. 6 (a) Normalized rotor frequencies and (b) phase angles without cyber control

Fig. 7 (note: scale differs from Fig. 6) demonstrates performance for non-
hierarchical cyber-physical control activated at time t = 0.15 s, in which the PMU of
each agent is activated and cyber control works at each agent. This non-hierarchical
framework can be mathematically described by using Eq. (6) which αi = 0 for all
Agent i. The EES power absorbtion/injection to each generator bus, determined by
the control signal u, is shown in Fig. 8. Even though the clipping of the control sig-
nal occurs due to the capacity limit previously discussed, smart grid stability is still
achieved.

Our two-tier hierarchical cyber-physical control framework is implemented in
the following three steps. 1) the proposed timely dynamic agent coherency identi-
fication scheme is implemented immediately after Line 14− 15 is removed at time
t = 0.1 s. The corresponding boid trajectories introduced by the flocking analogy
used in our agent coherency identification scheme is presented in Fig. 9(a) for a very
brief observation period of t = 0.05 s; as described in Eq. (36), each boid carries the
information describing the associated agent’s status. The neighboring boids interact
with each other based on the informational similarity which is defined in Eq. (38)
and their dynamics are modeled in Eq. (39). From Fig. 9(a), we observe that the
agent coherency involving the following groups:{Agent1}, {Agent2,Agent3}, and
{Agent4, . . . ,Agent10}. 2) Based on the achieved result on agent coherency, we de-
termine that our two-tier hierarchical framework consists of the clusters {Agent1},
{Agent2,Agent3}, and {Agent4, . . . ,Agent10}, and the lead agents for these three
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Fig. 7 (a) Normalized rotor frequencies and (b) Phase angles with the non-hierarchical control
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Fig. 8 Power transfer Pu by fast acting energy storage at generator buses in the presence of
non-hierarchical control for Case Study I

clusters are Agent 1, Agent 3 and Agent 4, which have larger inertia compared with
other agents belonging to the same cluster. 3) After determining the hierarchical
framework, at time t = 0.15 s, our proposed two-tier hierarchical cyber-physical
control framework is activated which controls the fast-acting EES associated with
each lead agent to absorb/inject power to the generator buses of the associated
agents. Based on our proposed control framework, the power absorption/injection is
calculated based on Eq. (28) and is plotted in Fig. 9(b). As shown in Fig. 9(b), the
EESs of the Lead Agents 1, 3, 4 are activated to absorb power from the system at
time t = 0.15 s and then adjust their power output at each time step Δ t = 20 ms to
track the command given by the associated local controllers. After time t = 0.25 s
the power output of each EES sinusoidally decays to zero. In contrast to the EES
power outputs for nonhierarchy, the sinusoidal oscillations are higher in frequency.
This is because the hierarchical case represents an “under-actuated” version of the
nonhierarchical such that the control applied to select generators must stabilize all
of them. This requires that the associated control signals to be more “reactionary”
and faster-moving.

Figure 10 presents the generator frequencies and phase angles by using our pro-
posed two-tier hierarchical cyber-physical control framework. In contrast to Fig. 6 in
which there is no control, smart grid stabilization is evident. In contrast to the non-
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Fig. 9 (a) The trajectories of the boids for Case Study I and (b) power transfer Pu by fast acting
energy storage at generator buses in the presence of hierarchical control for Case Study I
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Fig. 10 (a) Normalized rotor frequencies and (b) phase angles with hierarchical control

hierarchical case shown in Fig. 7, there is more high frequency oscillatory behavior
due to the nature of the activated EES power outputs. From Fig. 10, we deduce that
although the information acquisition and control is selectively applied to lead agents
only, the high physical coherency between the secondary agents and their associated
agents ensures maintaining the smart grid stability of all the agents.

6.1.2 Case II

The system disturbance consists of a 3-phase short circuit occurs at time t = 0 s
in the middle of Line 17− 27 of Fig. 5. The Line 17− 27 is removed at t = 0.1 s.
Figure 11 shows the normalized rotor frequencies and phase angles over a period
of 10 s when no control is applied. Based on Fig. 11, we assess smart grid stability
of the system by calculating the power angle-based stability margin ξ [78], and
achieve ξ1 = 57.1 which implies that the system smart grid security is low and very
sensitive to perturbation. Parameter ξ = 360−δmax

360+δmax
×100 where δmax is the maximum

angle separation of any two generators at the same time in the post-fault response,
and −100 < ξ < 100.
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Fig. 11 (a) Normalized rotor frequencies and (b) phase angles without cyber control

To relax the angle-based stability margin to improve the system’s smart grid secu-
rity after fault, we implement our hierarchical control framework, in which the out-
puts of fast-acting energy storage are controlled to compensate for demand power’s
fluctuations caused by the 3-phase short circuit fault. Our timely dynamic agent
coherency identification scheme is implemented immediately after Line 17− 27 is
removed at time t = 0.1 s. The corresponding boid trajectories introduced by the
flocking analogy used in our agent coherency identification scheme is presented in
Fig. 12 for a very brief observation period of t = 0.05 s. From Fig. 12, we determine
that our two-tier hierarchical framework consists of the clusters {Agent1,Agent10},
{Agent2, . . . ,Agent8}, and {Agent9}, and the lead agents for these three clusters are
Agent 1, Agent 4 and Agent 9. After determining the hierarchical framework, our
proposed two-tier hierarchical cyber-physical control framework is implemented
during time t = 0.15 s to 3 s, which is critical maintenance duration.
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Fig. 12 The trajectories of the boids for Case Study II

Figure 13 evaluate the performance of normalized rotor frequencies and phase
angles by using our proposed hierarchical control framework and Figure. 14 shows
the power transfer from the fast-acting energy storage to each generator bus. We
achieve the angle-based stability margin ξ2 = 70.7, which validates our framework
is efficient in improving the smart grid security of the power system after severe
fault.
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Fig. 13 (a) Normalized rotor frequencies and (b) phase angles with hierarchical framework
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Fig. 14 Power transfer Pu

6.2 Environment with Practical Constraints of Energy Storage

We evaluate the performance of our hierarchical framework by considering the prac-
tical constraints of fast-acting energy storage on power output Pu. We assume the
energy storage associated with each Agent i has two constraints: 1) the power out-
put |Pu,i| ≤ ρ1 p.u., and 2) the rate of the power change |ΔPu,i| ≤ ρ2 p.u./Δ t, where
Δ t = 20 ms denotes the time step for calculating the control signal for Pu,i. In the
simulation, we consider the same two cases in previous section. Figure 15 evalu-
ates, given different values of ρ1, the minimum value of ρ2 required for maintaining
smart grid stability by using hierarchical and non-hierarchical frameworks in Case I.
Figure 15 also evaluates the minimum value of ρ2 required for improving ξ equiv-
alent to ensuring ξ > 57.1 versus different values of ρ1 by using hierarchical and
non-hierarchical frameworks in Case II. From Fig. 15, it is clear that in Case I, com-
pared to the non-hierarchical framework, the hierarchical framework requires higher
but comparable physical requirement for energy storage when ρ1 ≤ 8. Figure 15 also
indicates that in Case II, the hierarchical and non-hierarchical framework desire the
same physical requirement for energy storage.

In order to analyze the performance of our proposed control framework un-
der the two constraints in more detail, Fig. 16 evaluates the power angle-based
margin ξ achieved by implementing our control framework when ρ1 ∈ [1,5] and
ρ2 ∈ [0.1,0.5]. From Fig. 16(a), it is clear that in Case I the proposed hierarchi-



Biologically Inspired Cyber-Physical Multi-Agent Control Framework 249

1 2 3 4 5 6 7 8 9 10
0

0.05

0.1

0.15

0.2

0.25

0.3

Constraint of |Pu|

C
on

st
ra

in
t o

f |
Δ 

P u|

Case I: Hierarchical
Case I: Non−hierarchical
Case II: Hierarchical
Case II: Non−hierarchical

Fig. 15 Performance evaluation of Cases I and II by considering physical constraints of fast-
acting energy storage

cal framework is able to maintain smart grid stability when ρ1 ≤ 4.5 and ρ2 ≥ 0.2,
or ρ1 = 5 and ρ2 ≥ 0.2. From Fig. 16(b), it is clear that in Case II the proposed
hierarchical framework is able to improve the stability margin when ρ1 ≤ 5 and
ρ2 ≥ 0.1. Based on the above observation, we can get that the constraints of the
power output and the rate of the power output jointly impact on the performance
of the proposed control framework. Furthermore, in both cases, better stability mar-
gin can be achieved by implementing the non-hierarchical control framework, but
the performance of the hierarchical control framework is comparable with that of
the non-hierarchical framework. Therefore, the conclusions obtained from Fig. 16
are consistent with the conclusion got from Fig. 15. We believe it is reasonable
that under the practical physical constraints the non-hierarchical control framework
achieves slightly better results than the hierarchical framework. This is because that
in the non-hierarchical framework, more fast-acting ESSs are activated which miti-
gates the impact of the constraints associated with each ESS.

Figure. 17 shows the transfer power Pu between the ESS and the power system
by implementing our proposed hierarchical control framework under the constraints
ρ1 = 2 and ρ2 = 0.3 in Case I, and Fig. 18 shows the generators’ normalized rotor
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Fig. 16 The stability margin achieved under the practical constraints in (a) Case Study I and
(b) Case Study II



250 J. Wei and D. Kundur

frequency and phase angle in this case study. From the simulation results, it is clear
that our proposed framework is able to efficiently to maintain smart grid stability
under the practical physical constraints of the fast-acting ESSs.
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Fig. 17 Power transfer Pu by fast acting energy storage at generator buses
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Fig. 18 (a) Normalized rotor frequencies and (b) phase angles versus time

6.3 Environment with PMU Data Corruption

In our simulation, we consider the practical constraints with the energy storage ρ1 =
2 and ρ2 = 0.3. Furthermore, the PMU sampling rate is assigned as 50 Hz, the
verification probe rate is initially set to 5 Hz (no-attack condition) and then raised
to 50 Hz after lead generator attack detection, and � = 50. The threshold τp = 35◦.
Figures 19 and 20 show the normalized frequencies, rotor phase angles, and Pu in
the presence of information corruption on Agent 4, 6 and 7 when no witness-based
cyber protection is applied. The compromised PMUs of Agent 4, 6 and 7 collude and
report the same biased readings (bias = −257.8◦) starting at t = 0.5 s for duration
2.5 s, 3 s, and 2 s, respectively. From Figs. 19 and 20, it is clear that the corrupted
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readings mislead the PDC of the third cluster, result in a miscomputation of Pu,3 and
subsequent instability results.
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Fig. 19 (a) The normalized frequencies and (b) the rotor phase angles versus time without
proposed cyber-physical security protocol in presence of random attack.
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Fig. 20 Pu versus time without proposed cyber-physical security protocol in presence of ran-
dom attack

Figures 21 and 22 show the normalized rotor frequencies, phase angles and Pu

when our cyber-physical control and witness-based protection protocol is applied.
We observe the stabilizing performance of our proposed protocol in verifying the
validity of the readings of the lead agents’ PMUs and estimating their true values.
Smart grid stability is still maintained in the presence of the random attack.

These simulation results illustrate that our proposed cyber-physical verifica-
tion and estimation schemes can efficiently identify and correct the corrupted lead
agents’ PMUs’ readings to aid in successful maintenance of the smart grid stabil-
ity. The simulation results also help demonstrate robustness against attacks on the
secondary agents’ PMUs as long as our threat model of Section 5 is satisfied.
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Fig. 21 (a) The normalized frequencies and (b) the rotor phase angles versus time with pro-
posed cyber-physical security protocol in presence of random attack
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Fig. 22 Pu versus time with proposed cyber-physical security protocol in presence of random
attack

7 Conclusions

The last few years have witnessed the radical transformation in structure and func-
tionality of electrical energy systems. Such systems were traditionally executed in
the physical world and are now also cyber-enabled. This cyber-enabled energy sys-
tem, called smart grid, can be envisioned as the marriage of information technology
with the electricity network. While its increased dependence on cyber infrastructure
aims to enable greater reliability, efficiency and capacity of power delivery, this re-
liance also creates a host of unfamiliar vulnerabilities. Due to the highly integrated
and connected nature of smart grids, it is important to account for their salient cyber-
physical coupling when making critical design decisions and identifying solutions
to promote security.

In this chapter, we present a biologically-inspired cyber-physical multi-agent
distributed control framework for maintaining smart grid stability under various
forms of physical and cyber attacks. Through this multi-agent control framework,
we demonstrate real-time cyber-physical integrated strategies using ”wisely”-placed
Phasor Measurement Units (PMUs) and energy storages. Our research has evolved
in three stages. We first propose a cyber-physical multi-agent dynamical systems
paradigm to model the cyber-physical interactions in smart grids, in which each
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agent is modeled as having dynamics that synergistically describe physical and in-
formation couplings with neighboring agents. Inspired by the analogy between the
flocking rules and the smart grid stability requirements, we develop a flocking-based
scheme to formulate the cyber-physical integrated action for each agent. In the sec-
ond stage, we extend the multi-agent dynamical systems paradigm to a two-tier
hierarchical framework which reduces information acquisition by leveraging physi-
cal couplings between the agents and applying cyber controls selectively on critical
agents. In the context of the hierarchical framework, we develop a novel witness-
based cyber-physical protocol whereby physical coherence is leveraged to probe and
identify phasor measurement unit data corruption and estimate the true information
values for attack mitigation.
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