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Foreword

The interrelation between concepts of risk, cognitive learning about uncertainty and
practical risk governance is the central topic of this book written by authors from
various disciplines. Plenty of authors have elaborated on each of the three topics,
yet there has not been a systematic attempt to link cognitive sciences and engi-
neering with a basic conceptualization of risk and risk governance in modern
society. This integration of two distinct traditions in contemporary sciences is in
itself already a major accomplishment. In addition, Jean-Marc Mercantini and
Colette Faucher succeeded in linking the conceptual parts with a clear practical
application for a whole set of case studies and applications.

It is a central argument of the book that through the lenses of cognitive science,
at the micro level of individuals but also on the meso level of institutions and
organizations, the highly disjunctive components of risk, i.e. the real experience of
harm and the construction of thought experiments (what happens if) can be bridged.
This insight is based on the premise that cognitions represent images of the world
that have validity for understanding reality and, even more importantly, for inter-
vening successfully in the external world (cognitive engineering). It brings to the
fore a risk governance system that is, as suggested by authors, being reformulated in
the face of cognitive processes of constant learning about risks during operation and
practical interventions. Such a learning environment based on adaptive manage-
ment is crucial for assessment as well as management of complex risks. However,
Borne is sceptical about the highly generalized assumptions that cognitive pro-
cesses are sufficient for understanding risks. He also includes affective and non-
cognitive representations of risk sources as a major source for individual and social
responses to risk issues. He develops a more sophisticated understanding of risk
governance that, on one hand, reflects the knowledge acquisition process by
modern institutions and, on the other hand, is compatible with the empirical
research about the biases, fallacies and shortcuts of individual processing of risk
information.
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Examining several case studies revealed a particular relationship between open
governance architecture and the ability to cope with complex risk situations. The
interesting finding of the case is that the dynamics between institutional constraints
and safety culture on the one side and risk management performance on the other
side is more complex than previously assumed. Adaptive risk management based
on cognitive engineering and thinking can destroy risk competence and create it at
the same time. This ambivalence in learning structures has repercussions on the
confidence in the promise of successful risk governance. It is a vital argument for
choosing a precautious approach to risk management that includes the risk of
inadequate risk management. So risk governance should not be envisioned as a
static structure of institutional arrangements but as a permanent process, an insti-
tution under permanent construction. This interdependence of individual agency
and structural arrangement reminds me of Giddens’ structuration approach in which
individual agency and structural constraints are closely intertwined.

The book comes to a series of very interesting and innovative conclusions. The
connections between cognitive sciences and risk governance are more pronounced
as one might have assumed but they are also not linear but complex. The way that
institutions handle uncertainty and ambiguity prepares their thinking towards
cognitive representations of the world and opens the alley for a process of adaptive
management. But also the opposite seems to be true: a preoccupation for cognitive
engineering might narrow the perspective for the social and cultural conditions of
risk and impede effective and socially compatible risk governance. There is an
analogy when one looks at the literature on resilience and robustness in risk
management. Quantitative risk assessment often provides the illusion that whatever
can be calculated can be managed. However, since cognitive representations are
often bounded by what people select unlikely developments with high catastrophic
potential are mostly ignored or underestimated.

Contributors of the book were not only able to provide a stimulating and
scholarly piece of analysis; it is also an excellent reflection of the interconnections
between different contemporary public discourses on risk, risk perception and
cognitive sciences. Last not least the book points out to some normative implica-
tions of their analysis which should be a mandatory reading for all people in risk
management and regulation.

Stuttgart, July 2014 Ortwin Renn
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Chapter 1
Introduction

Jean-Marc Mercantini

Abstract The introduction chapter is a discussion about the title of the book. Why
having associated the concepts of Risk and Cognition? What are the implications of
this association? The responses to these questions have strong consequences on how
to apprehend critical problems that emerge (or could emerge) within various activity
domains. The chapter presents the two concepts of risk and cognition, and it high-
lights and analyses relations linking them. The complexity of the risk concept is
tackled via historical, ontological and conceptual approaches. The cognition concept
is defined and the filiation bonds between Cognition, Cognitive Science, Cognitive
Engineering and Knowledge Engineering are presented. The set of cognition con-
cepts defines a coherent field of interdisciplinary knowledge (scientific, methodo-
logical and technical), which provides operational tools for the analysis and the
design of complex systems (or organizations) where risks are prominent.

The acceleration of the human activity evolution in a context of globalization, open
markets, and scientific and technical progress, leads to in-depth changes of modern
societies, and is responsible for increasingly complex situations. These situations
may involve the cooperation and the collaboration of individuals from diverse
cultures (e.g. social background, professional background, academic background,
nationality) as well as the cooperation and the collaboration of individuals with
“intelligent machines”. In parallel to the acceleration of these changes, modern
societies show an increased aversion to the new risks that emerge from professional,
domestic and leisure activities. In this context, risk situations inherit this complexity
and they may be considered to be the results of deviations from expected behav-
iours of systems, which involve humans, technical components, organizations and a
specific environment. Their apprehension and mastery require understanding the
human behaviours (individual or group basis) facing risks, and their study requires
therefore mobilizing behavioural sciences, social sciences, life sciences and
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engineering sciences. The objective of this introduction chapter is to present the risk
and cognition concepts and to highlight and analyse relations linking them. The first
part of the chapter aims to identify the contours of the risk concept. The literature
review highlights a concept of great complexity being the subject of a large number
of research works in a variety of disciplines such as philosophy, psychology,
sociology, economics, mathematics and engineering sciences. This strong mobili-
zation of sciences is consistent to the growing anxieties of modern societies facing a
future full of uncertainties and unknowns, and the feeling of not having the nec-
essary tools for its control. Each of these disciplines brings different and comple-
mentary views of the risk concept, revealing different aspects of its complexity and
its links with cognition. The second part of the chapter is dedicated to the concept of
cognition as well as to sciences that study it and take it into account to design and
build new systems more efficient and smarter. On one hand, considering the rela-
tionships linking the concepts of risk and cognition and, on the other hand, con-
sidering the operational tools proposed by cognitive engineering for designing and
developing systems, it is possible to envisage new systems where risks may be
considered as “natural phenomena”, and may be taken into account in the early
stages of the design process, to provide these systems with capabilities for antici-
pation, adaptation and resilience. The third part of the chapter presents the topics
covered by this book and the way they are treated by the authors. Each chapter is
described by a short abstract that gives a preview of the tackled problems and
implemented methodologies to elaborate coherent solutions.

1.1 Complexity of the Risk Concept

1.1.1 Overview and Definitions

If the term risk is old and commonly used nowadays by everyone, the concept of
risk comes from the probability theory, an axiomatic system derived from game
theory in France in the seventeenth century [1]. The study of risk as an applied
science began in the late 1960s as a response to growing public concern with new
technologies [2] and recently, as a synthesis of the collective awareness in modern
societies, risk and more precisely risk management has led to an international
standard in 2009 [3].

1.1.1.1 The Origins of the Term

The term “risk” appeared in Occident in the twelfth century. The first text that
demonstrates its use is dated of the 4th April 1248 and concerns the maritime
insurance field [4]: “debet dicta navis in mari ad meum risicum et fortunam de
omni casu”.
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The etymological origin of the word is not well known and linguists are not
unanimous. Among many hypotheses, three origins seem to gather the largest
adhesions and may be considered [4, 5]:

1. The Latin etymology, from the verb “secare” (to cut) in reference to hazardous
marine reefs that could cut the ships’ hull,

2. The Arab etymology, from the word “rizq” meaning “fortuitous and unexpected
gift (from God)”. The “rizq” can be good or bad,

3. The Roman etymology, from the verb “rixicare” (to quarrel, to fight) where
running a risk means, “Pursue a dangerous and random quarrel”.

With the Arab etymology, the risk is governed by god in a religious context, and
with the latin etymology, the risk is under human control in an economical context.

1.1.1.2 The Origins of the Concept

The probability theory has its roots in the sixteenth century with the analysis of
games of chance by Gerolamo Cardano and in the seventeenth century with Pierre
de Fermat and Blaise Pascal, which are universally recognized as the founders of
probability theory through the correspondence they exchanged in 1654. The first
publication on a risk theory was the work of Daniel Bernoulli in: “Specimen
theoriae novae de mensura sortis” (1738), where risk is defined as the mathematical
expectation of a probability function of events. This definition is still widely used
for quantitative risk assessment.

1.1.1.3 The Risk as an Applied Science

In the course of 1960, the environmentalist movement grows and spreads in the
United States marking an increasingly deep distrust of society in respect to the
development of new technologies such as nuclear. This is the first major loss of
confidence that occurs between the lay public and experts. The lay public is con-
vinced that experts minimize risk and experts blame the lay public to exaggerate
[6]. This climate of distrust can be seen as a healthy reaction of society towards
what can be described today as a genuine new industrial revolution taking place in
the course of the sixties and the seventies. Indeed, the levels of production of the oil
industry and organic chemistry are respectively multiplied by 4 and 5, while nuclear
production is multiplied by 100 in France between 1973 and 1985 [7]. This increase
in industrial production is accompanied almost naturally by an increase of the
frequency and severity of accidents. Some of them have strongly marked the public:
Flixborough (UK, 1974), Seveso (Italy, 1976), Three Mile Island (USA, 1979). The
social climate of distrust, which then settles in our democratic societies, has made
inevitable the systematization of risk analysis and risk management, which then
have been generalized in all domains of industry. The early applications of safety
analyses were mainly voluntary and based on individual companies’ motivation and
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benefit they perceived [8]. From the late seventies, social pressures and new
directives (like the EC Seveso directive) have spurred legislation, increasing the
number of safety and risk analyses likely to be carried out on an authority’s ini-
tiative [8]. These analyses became essential for the development and management
of industrial projects.

This opposition process between the lay public and experts refers us to the work
of Reinhart Koselleck [9] showing that the ability of a society to make critics, to
demand accountability, to submit to a justification or judgment private or public
actions, is what underlies our democracies. Three poles are essential to build critics:
stakeholders dealing with systems, intellectuals and a space for public communi-
cation dominated by political representatives or spokespersons [10].

1.1.1.4 The International Standard about Risk Management

This international standard [3] describes in detail the process of risk management of
any organization (any private or public company, any community, any association,
any group or individual), on the basis of principles that have to be applied to make
this process more effective. It applies throughout the life cycle of an organization, in
all its activities and for any type of risk. The proposed generic approach provides
principles and guidelines for managing any kind of risk in a systematic, transparent
and reliable manner.

1.1.1.5 Definitions

Risk is a polymorphic concept that has been a focal topic of many disciplines,
professional activities, and practical actions. Ortwin Renn in [11] summarizes the
main disciplinary approaches to understand and analyse risks, and he highlights that
“all concepts of risk have one precondition: the contingency of human actions, …
and one element in common: the distinction between reality and possibility”. The
term risk denotes the likelihood that an undesirable state of reality (adverse effects)
may occur as a result of natural events or human activities [11]. This opposition
between reality and possibility is also found in Bernard Couturier [12], which
suggests that “the risk is the result of an implicit comparison between what is
expected, what is foreseen, what is conceptualized, and the real result that will
happen”. It is noticeable that these definitions are very close to that proposed by the
ISO/FDIS 31000:2009 international standard about Risk Management [3] where
risk is defined as the “effect of uncertainty on objectives”. Where an effect is a
deviation from the expected (positive and/or negative) and objectives can have
different aspects (such as financial, health and safety, and environmental goals) and
can apply at different levels (such as strategic, organization-wide, project, product
and process).
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1.1.2 Ontological Analysis of the Risk Concept

From the ontological point of view, the issues are [6]:

1. Is the risk located in the physical world with an independent existence of
procedures to measure it?

2. Does the risk only exist as cognitive representation?
3. Is the risk a “hybrid” concept?

These three issues that tend to define the ontological status of the risk concept
define three schools of thought who tend to oppose each other. Considering risk as a
phenomenon of the physical world means to be positioned according to the posi-
tivist school of thought. Considering risk only as a cognitive representation means
to be positioned according to the constructivist school of thought. Considering risk
as a “hybrid” concept means to be positioned according to a current of thought
where the risk is half-realistic, half-constructed.

According to the positivist thought, risk is considered as an ontological category;
it has its own existence [13]. The risk is independent and external to the perceiving
subject. It appears as a property of nature, technology, substance or dangerous
activity. The risk is apprehended following a disembodied scientific approach,
ignoring its social and cultural processes [14]. Formal and methodological tools
developed according this line of thought allows to reveal a risk and therefore
anticipate, prevent, compensate, etc.

According to the representational thought, the risk is not an external reality because
it does not exist independently of the procedures that objectify it [15]. The risk does
not exist in itself. Representations of risk are only the result of human understanding
and not an accurate reflection of reality [14]. The risk is only a way to perceive and
interpret particular phenomena without there necessarily being any relationship
between them. Risk is a social construct, indivisible from political and cultural con-
tingencies that base its emergence, and which alone are worthy of analyses [14].

According to the hybrid thought, theories about risk are intended to articulate
both positivist and constructivist conceptions. Risk is based on reality, but it is
multiple and not fixed. This reality is made visible only through the perception of
risk, which is obviously socially constructed and therefore evolutive [14]. In his
book “World at Risk” [16], Ulrich Beck states that “the reality of the risk is
perceived through its controversial nature. Risks have no abstract existence in itself.
They acquire a reality in conflicting judgments of groups and populations”. The risk
is seen as something real, but can be influenced by social processes [6].

In her book [6], Celine Kermisch decomposes the representational thought into
three classes: the quantitative approach, the constructivist approach and the sub-
jectivist approach.

With the quantitative representational approach, risk is conceived as the objec-
tive measure tool of potential damages, which implies the existence of something in
the real world, but something that is not risk in contrast to the positivist conception.
It is with this meaning that literature speaks about “objective risk” or “quantified
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risk”. The calculation is based on the evaluation of the occurrence of events and
their consequences.

With the subjectivist representational approach, risk is conceived as an indi-
vidual elaboration just like individual fears. This is the sense in which literature
refers when it speaks about “risk perception”.

With the constructivist conception, risk is conceived as a collective elaboration
and each individual conceives risks under the influence of socio-cultural context to
which it belongs. The risk is the result of a social process, possibly in interaction
with the world.

From this analysis, it appears that the positivist and hybrid conceptions assign to
risk an existence status like an object in the real world while the representational
conceptions assign to risk a cognitive representation status, whether individual or
collective. The positivist and hybrid conceptions have the disadvantage to confuse
risk with danger in the real world. In contrast, representational conceptions give to
danger the status of object in the real world and reserve the status of representation
for risk. In consequence, a greater potential wealth for the development of con-
ceptual and methodological tools for the study and analysis of risk and danger is
therefore easily predictable.

The set of works presented within the chapters of this book are resolutely in
accordance with the representational conception of risk, which reinforces the idea
of mobilizing cognitive science and cognitive engineering to understand the cog-
nitive mechanisms implemented to face risks (individual or group basis) and pro-
vide adequate responses to make systems, organizations and companies more
efficient to face risks. Responses can be of different types: regulatory, methodo-
logical, organizational, theoretical, etc.

1.1.3 The Various Conceptions of Risk

Although the definitions of risk are consistent at a high level of abstraction, at a
more operational level, in specific application domains (insurance, health, engi-
neering, communication, regulation, etc.), significant differences may appear. This
is particularly the case concerning the characteristics of the systems subject to the
risk analysis, the implemented methodological approaches, and the valuation
models. Many authors [2, 6, 11, 17, 18] have worked to classify these different
perspectives whose summary is presented in this paragraph.

1.1.3.1 The Quantitative Representational Conception of Risk

According to this approach, risk is conceived as the objective measure of potential
damages and the measuring tool depends on the perspective of the risk analysis. In
reference to the Renn classification [11, 18], the following three perspectives can be
subsumed under the quantitative representational conception: (i) the actuarial
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perspective, (ii) the Causal Modelling perspective, and (iii) the Probabilistic Risk
Assessment (PRA) perspective.

The actuarial perspective consists in applying mathematics and statistics in the
domain of insurance where the risk-measuring tool is the statistical expectation
value of financial losses.

The Causal Modelling perspective is a modelling process, which consists in
determining causal relationships between dangerous phenomena and physical
potential damages to humans or others living organisms. The risk-measuring tools
are the results of this modelling process and they are specifics to the dangerous
phenomena and the physical potential damages. Such causal models are developed
for measuring chronic and accidental risks and they are based on toxicological or
epidemiological studies.

The PRA perspective is a modelling process, which consists in modelling the
dependability (defined in terms of reliability, availability, maintainability and
safety) of complex technological systems. The objectives of these models are to
point out safety-relevant failures induced by technical faults and/or human errors
and to determine their consequences. Each combination of negative events (faults or
errors) which leads to safety-relevant failure combined with possible consequences,
constitutes an accident scenario. The probabilistic quantification of the different
accident scenarii gives a measure of the risk. The modelling process is made of the
implementation of several predictive analysis methods such as Failure Mode Effect
and Criticality Analysis (FMECA), Fault Tree Analysis (FTA), Event Tree Analysis
(ETA), Risk Matrix combined with the use of Geographic Information Systems
(GIS) for spatial analysis (location of hazards and stakes); and the use of Human
Error Analysis, Human Reliability Assessment (HRA) and empirically driven
human-machine interface simulation to take in account human behaviours within
complex technological systems.

1.1.3.2 The Subjectivist and Constructivist Conceptions of Risk

With the subjectivist and constructivist conception, individuals, groups of indi-
viduals and society are major components for risk assessment. In reference to the
Renn classification [11, 18], the following four perspectives can be subsumed under
the subjectivist and constructivist conceptions: (i) the economic perspective, (ii) the
psychological perspective, (iii) the sociological perspective and (iv) the cultural
perspective. In contrast with the objective quantitative conception of risk, undesired
effects are not limited to financial losses or physical harms but they are extended to
all effects leading to consequences for something that people value [11].

The economic perspective

The economic perspective considers the decision-maker’s point of view where risks
have to be quantified, to be easily compared and prioritized. However, the measure
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of risk by means of the expectation value is problematic for at least two funda-
mental reasons [2]: (i) probability-weighing is normatively controversial and (ii) it
assesses risks only according to their probability and the severity of their conse-
quences. For these reasons, the economic approach is using the expected utility
instead of the expected value, as a risk measuring tool. The introduction of expected
utility functions give the opportunity to the decision maker’s to consider a degree of
satisfaction (or dissatisfaction) associated to possible options (a probability distri-
bution function is associated to the set of possible options). Expected utility
functions are specifics to individual (or decision maker). They constitute the formal
representation of subjectivity.

However, the paradoxes raised by the experiments of Allais and Ellsbergs [19, 20]
about the expected utility model has been the source of new fields of investigation
especially among researchers in cognitive psychology to better understand the
behaviour of the decision maker under risk or uncertainty [6].

The psychological perspective

Herbert A. Simon shows that the expected utility model is inadequate to describe
the decision-making process because the set of options is not given but developed
by the decision maker himself [6]. It therefore becomes essential to analyse and
understand the cognitive development process. Herber A. Simon proposes the
theory of the “bounded rationality”. The main idea is that in decision-making,
rationality of individuals is limited by the information they have, the cognitive
limitation of their minds, and the finite amount of time they have to make a
decision. The consequence is that the decision-maker is unable to seek the optimal
solution but a satisfactory one; he becomes a “satisficer”. Herbert A. Simon
introduced the “satisficing” concept [21], which is the combination of the terms
“satisfy” and “suffice”, to describe the decision-making strategy to meet an
acceptability threshold.

In the course of the 1970s, Daniel Kahnemann and Amos Tversky provide
empirical proofs that choices within risky or uncertain situations systematically
violate the axioms of expected utility theory. They argue that utility theory, as it
was commonly interpreted and applied, was not an adequate descriptive model [22].
They propose that “when faced with the difficult task of judging probability or
frequency, people employ a limited number of heuristics which reduce these
judgements to simpler ones”. Unfortunately these heuristics can lead to serious and
systematic errors called “cognitive biases” [23, 24]. Ortwin Renn in [11] presents
four cognitive biases of risk perception: the availability bias, the anchoring effect
bias, the representation bias and the avoidance of cognitive dissonance bias.

In 1979, Kahneman et Tversky [22] propose the “prospect theory”, a more
accurate and realistic description of the decision making process than the expected
utility theory. It describes the asymmetric evaluation of the loss and gain prospects.
People are risk-averse if they face potential losses, and risk-prone if they expect
even small gains [11].
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Critiques and questioning of the expected utility theory has fostered the emer-
gence and development of researches about risk perception. Although risks per-
ception differ considerably among social and cultural groups, it appears to be a
common characteristic that most people form their beliefs by referring to the nature
of the risk, the cause of the risk, the associated benefits, and the circumstances of
risk-tacking [11].

Within a social climate of distrust between lay public and experts (during 1970s),
and the deficiencies of the probabilistic models, Paul Slovic, Baruch Fischoff and
Lichtenstein propose, on the basis of cognitive biases, the psychometric paradigm
whose goal is to characterize risk perception among lay public. The psychometric
paradigm has highlighted two major results: (i) perceived risks and perceived ben-
efits (related to an activity or a technology) are evolving in opposite directions
(higher are estimated benefits, lower are perceived risks) and, (ii) perceived risks and
their acceptation are based on a set of qualitative attributes (such as “dreadful”,
“threat for future generations”, “familiarity”, “controllable”, “personal exposure”,
etc.) [25–27]. The works of Fischoff and Slovic show that people develops a very
acute perception of risks based on the consideration of these qualitative attributes.
However, two important assumptions set limits of the psychometric paradigm: (i)
risk perception is individual and independent of any social or cultural representation,
(ii) all individuals react similarly when facing the same risk.

The psychological perspective on risk includes all undesirable or desirable
effects that people associate with a specific cause (no restriction) and probabilities
are substituted by the strength of belief that people have about the likelihood [11].
According to Fischhoff [28], risks perception studies contribute to improving risk
policies in such way [11]: (i) they reveal public concerns and values; (ii) they serve
as indicators for public preferences; (iii) they document desired lifestyles; (iv) they
help design risk communication strategies and, (v) they represent personal expe-
riences in ways that may not be available to the scientific assessment of risk.

The cultural perspective

The cultural theory of risk (early 1980s) is based on the cultural theory initiated by
Mary Douglas from her early works about the perception of the dirt within primitive
societies [29]. The cultural theory of risk wants to propose a response to the
question: “why people do not perceive the same risks in the same way?” [6, 30].

The term “culture” means all of beliefs, values, ways of perceiving the world and
react to it [6]. Individuals make meaning of their actions according to the
requirements of the social context in which they operate and the perception of risks
is linked to the “cultural prototype” (typical combinations of values, world views,
and conviction) in which they emerged. Cultural prototypes identify cultural groups
in society with specific positions on risk topics as well as corresponding attitudes
and coping strategies [11]. Cultural prototypes are characterized along two inde-
pendent dimensions: the group cohesiveness dimension (called “group”) and the
“grid” dimension. The group dimension measures how much of people’s lives is
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controlled by the group they live in (social incorporation), and the grid dimension
measure the amount of control their members accept (role differentiation within a
system of hierarchy) [30].

Considering these two dimensions, Mary Douglas in Cultural bias [32] proposes
four types of social forms (or cultural prototypes) characterized by the combination
of the two possible values (weak or strong) taken by each dimension: (i) the
positional form (or hierarchical, strong group and strong grid), (ii) the enclave form
(or egalitarian, strong group and weak grid), (iii) the individualist form (or entre-
preneur, weak group and weak grid) and, (iv) the isolate form (weak group and
strong grid). Each of these cultural forms is characterized by a cultural bias, which
in turn influences the perception (or the construction) of risks. There is no true or
false perception, but cultural biases that condition perceptions. Within the positional
social form, cultural bias supports tradition and order [31] and risks are acceptable
as long as institutions have the routine to control them [11]. Within the enclave
social form, cultural bias supports equalities, solidarity, rejects the outside world
[31] and risks should be avoided unless they are inevitable to protect the public
good [11]. Within the individualist social form, cultural bias supports competition
and private benefits [31] and risks offer opportunities and should be accepted in
exchange for benefits [11]. Within the isolate social form, cultural bias supports
isolation, apathy, dependencies [31], and risks are out of control and safety is a
matter of luck [11].

The sociological perspective

The sociological perspective is complex in itself for at least two reasons: (i) there are
as many perspectives within sociology as there are sociologists [18] and (ii) the
political dimension of the issues raised by risk in our modern societies [6]. Issues that
were initially confined within the domains of experts or scientists have moved in the
public domain and hence, have led to new relationships between individuals and new
management of society [6]. To illustrate the sociological perspective, the reflexive
modernization theory and the social amplification theory will be presented.

Principles of the reflexive modernization theory are based on the works of Ulrick
Beck [33] and Anthony Giddens [34, 35]. The risk is a concept revealing the
essential features of the contemporary society [6]: individualization of lifestyles and
social careers, pluralisation of knowledge camps and values, lack of overarching
objectives and goals, experience of negative side effects. Risk is the central focus of
debate and controversy [11] and according to Beck, risk is the ultimate link that
connects individual to society where the allocation of wealth is substituted by risk
allocation. In his book, Risk society [33], Ulrick Beck describes modern society as a
safe state paradoxically threatened from interior by the risk. Jacques Theys [7] had
also noted this paradox of modern societies where increasing security only rein-
forces the public aversion to technological risks.

The aim of the theory of the social amplification of risk is to understand “why
some relatively minor risks or risk events, as assessed by technical experts, often
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elicit strong public concerns and result in substantial impacts upon society and
economy” [36]. It consists in the study of the process leading to the transformation
of the risk perception. The theory was developed in the late 1980s and it is inte-
grating the technical analysis of risk and the cultural, social and individual response
structures that shape the public experience of risk [36]. Risk is defined as the result
of two components: an objective threat of harm to people and a product of culture
and social experience. The main hypothesis of the theory is that risk events interact
with psychological, social, institutional and cultural processes in ways that can
heighten or attenuate public perceptions of risk and shape risk behaviour [37].
These perceptions and behaviours generate social and economic indirect conse-
quences that can be significant and in turn will result in new phenomena of
amplification or attenuation. The process is iterative. This theory puts communi-
cation at the heart of the processes of risk perception, amplification and attenuation.
The principles of this theory come from the communications theory. The amplifi-
cation denotes the process of intensifying or attenuating signals during the trans-
mission of information from an information source to intermediate transmitters, and
finally to a receiver [38]. In social communication the process is quite more
complex than in electronic communication because sources, transmitters, receivers
and information are not independent entities [36].

1.2 From Cognition to Engineering

The purpose of this paragraph is to define the concepts of Cognition, Cognitive
Science, Cognitive Engineering and Knowledge Engineering, as well as to clarify
the filiation bonds between them. These concepts define a coherent field of inter-
disciplinary knowledge (scientific, methodological and technical) where Cognitive
Engineering and Knowledge Engineering provide operational tools for the design of
complex systems in which humans and intelligent machines are working together
(in a cooperative and collaborative way) to accomplish complex missions.

1.2.1 Cognition

The term Cognition is coming from the latin verb “Cognoscere” meaning “to
become acquainted with”, “to come to know”. Its first known use is during the
XIVth century in French and during the XVth century in English.

From Merriam Webster encyclopaedia, Cognition is the act or the process of
knowing. It includes every mental process that may be described as an experience of
knowing (including perceiving, recognizing, conceiving, and reasoning), as distin-
guished from an experience of feeling or willing. From the cognitive science dic-
tionary [39], cognition is a function allowing the knowledge realisation and
examining the different activities relating to knowledge. Jean-Gabriel Ganascia [40]
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defines cognition as the study of knowledge; it evokes the meeting of disciplines that
deal with knowledge in any areas of concern, its sources, its supports and its vehicles.
Cognition may be also defined as the ability to integrate multimodal information for
generating representations, building associations and elaborating generalizations.
The ability tomanipulate this knowledge allows the individual to develop a behaviour
that depends not only on the environment or the immediate situation.

Originally, the sciences of cognition are based on the study of natural cognition
for then evolving toward the study of artificial cognition mobilizing computers to
reproduce the mental representations and the functions that allow their treatment.
Cognition became an object of scientific study during the twentieth century. Its
development is strongly linked to the development of computers used as tools to
simulate the cognitive process models, but also used as a metaphor of the brain
function where information is received, formatted, processed and stored in memory.
This memory is then mobilized to elaborate reasoning and action plans.

Various disciplines, such as psychology, philosophy, linguistics, computer sci-
ences and sociology are studying cognition but the concept is covering different
semantic fields. In psychology and cognitive science, cognition usually refers to an
information processing or a mental representation of individuals. In social psy-
chology (or social cognition), the cognition concept is used to explain attitudes,
attribution, and group dynamics [41].

1.2.2 Cognitive Science

Cognitive Science (CS) can be defined as the interdisciplinary scientific study of
intelligence and its computational processes in humans (and animals), in computers,
and in the abstract [42]. CS is at the intersection of information science, life sci-
ences and human sciences and, it examines what cognition is, what it does and how
it works.

Cognitive science emerged in 1956 from the early development of the cyber-
netics, the theory of computation and the digital computer. The founding ideas
come from Warren McCulloch and Norbert Wiener. McCulloch wanted to explain
mental phenomena by the neuroanatomical organization of the brain and Wiener
worked onto similarities between living systems and artificial automata. The fields
that contributed to the birth of cognitive science are philosophy, linguistics,
anthropology, neuroscience, computer science, and psychology.

Since the emergence of cognitive science, three founding revolutions may be
distinguished [43]:

1. The period in which the central role is given to cognitive psychology. From
there, emerged the concept of mental representation.

2. The period in which it was noticed that mental representation and language are
inseparable. This result was used to simulate the mental representation by
computer programs.

12 J.-M. Mercantini



3. The period in which the physical substrate of mental representation in the brain
has been discovered. The study of this physical substrate (by means of neuro-
imaging) has made possible the correlation of brain activity with cognitive
activity and behaviours.

With cognitive science, the understanding of the outside world changes its
viewpoint. It is not external objects that attract attention, but the tool with which
they are observed. Cognitive science is concerned with the study of the processes of
perception, reasoning, pattern recognition, concept formation, understanding,
interpretation, problem solving, control, planning and action. Cognitive engineering
and knowledge engineering will propose formal methods, guidelines and norms to
design systems in which cognition has a central position.

1.2.3 Cognitive Engineering

From the Oxford Handbook of Cognitive Engineering [44], Cognitive Engineering
is an interdisciplinary approach to the analysis, modelling, and design of engineered
systems or workplaces, especially those in which humans and automation jointly
operate to achieve system goals. From Vicente [45], Cognitive engineering is a
multidisciplinary endeavour concerned with the analysis, design, and evaluation of
complex systems of people and technology.

Both definitions are very close and they characterize an area of activity (sci-
entific and technical) that is concerned by integrated human-technology systems. It
combines knowledge and experience from Cognitive Science, Human Factors,
Human-Computer Interaction Design and Systems Engineering [46]. Cognitive
Engineering emerged in the early 1980s in response to transformation in the
workplace by two major sources [46]: (i) computer systems were escaping from the
confines of machine rooms and thus design principles were needed to ensure than
ordinary people would be able to use them and, (ii) Safety Critical Systems were
becoming more complex and increasingly computer controlled; design principles
were needed to ensure that teams of skilled technicians could operate them safely
and efficiently. Otherwise, this emergence is also linked to the maturation of cog-
nitive science into a discipline whose theories, models and methods are capable of
guiding application.

1.2.4 Knowledge Engineering

Knowledge Engineering is the scientific field that studies the process of building
Knowledge Base Systems (KBSs) with the objective of developing tools, such as
concepts, principles, techniques, methods, languages and software, to help design
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high quality KBSs [47]. KBSs are exploited to achieve or help achieve knowledge-
intensive human tasks, generally difficult to formalize and for which modelling and
acquisition of knowledge are generally required [48]. KBSs are used to capitalize,
produce and share knowledge within a community of users or experts [49–51],
knowledge being considered an important asset [52–55].

One goal of KBSs is the use of knowledge for solving or helping solve complex
problems in a chosen domain. However, the first generation of KBSs failed in doing
this task, being not sufficiently robust [56]. They were often modelled at a too low
level of abstraction, most often at the symbol level, using an implementation lan-
guage. Indeed, knowledge was often said to be extracted from the expert discourse
(usually expressed at the linguistic level) and directly translated in an implemen-
tation language. Among the solutions proposed with the second generation of KBSs
[56] were conceptual modelling, ontology and problem-solving methods (PSMs)
[47, 56].

Conceptual modelling was proposed to explicitly elaborate models from the
expert discourse, without implementation details. The underlying idea of a con-
ceptual step was to model at a more abstract level (the knowledge-level) [57] the
knowledge contained in the expert discourse (knowledge sources being interviews,
corpus, etc.) in the process of solving complex problems of the domain. Conceptual
modelling was seen as an understandable intermediary step before formalization
and implementation. The conceptual model lies between human expertise and the
implemented program, and this model determines the construction of the formal
knowledge base [58]. This is in this context that, since the middle of the 1980 years,
several methods have been elaborated to help modelling KBS at the conceptual
level, for instance Knowledge Oriented Design (KOD) [59], KADS [60], Com-
monKADS [53, 61], Protégé [62], MIKE [63] and MACAO [64].

Conceptual models can be elaborated with descendant methods (also called top-
down or model-directed, for instance KADS and CommonKADS) by specializing
models, ascendant methods (also called bottom-up or data-directed, for instance
MACAO and KOD) by abstracting data to model, or middle-out methods that
abstract and specialize the most important concepts. The KADS method proposed
the concept of expertise model [60] to structure the knowledge needed to solve
problems (by an expert or KBS), concept later recalled knowledge model in
CommonKADS [53, 61]. One purpose of this kind of model is to distinguish the
types of knowledge needed to solve problems: domain, inference and task. The
expertise model is an example of a knowledge level model [65].

The concept of PSM can be defined as a knowledge-level description of a
problem-solving process, making abstract of implementation details [47]. In other
words, a PSM refers to the reasoning made by the expert when solving a given
problem. An anticipated KBS might solve a problem with one or several selected
PSMs. Problem solving knowledge is distinguished from domain knowledge [65].
A task model in CommonKADS [66] is an example of problem solving knowledge.
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1.3 Summary of the Book

The following five topics are covered by the book:

• Influence of the culture in risk management,
• Influence of the risk communication in risk management,
• User-centred design to improve risk situation management,
• Designing new tools to assist risk situation management,
• Risk prevention in industrial activities.

The topic influence of the culture in risk management is illustrated by the
Chap. 2 where the author shows that the same phenomenon can be perceived and
experienced differently by different nations according to their cultural characteris-
tics expressed in terms of tolerance to uncertainty and risk. For his demonstration,
the author analyses the policy divide between north America countries, south
America countries and the countries of the European Union, concerning the
problem of genetically modified food. The analysis asks whether national differ-
ences in political culture, as expressed through different levels of tolerance for
uncertainty and risk affect the formulation of protective regulatory policy. The
study hypothesizes that varying levels of uncertainty tolerance coupled with pre-
vailing risk perceptions either encourage the implementation of new protective
policies or lead to the adjustment of existing regulations.

Two chapters illustrate the topic influence of the risk communication in risk
management. In the Chap. 3 the authors present the case of a country (Serbia)
where the risk communication system shows many deficiencies from operational
and academic point of view. One of the results of the analysed situation is that
message processing depends on the cognitive characteristics and cognitive limita-
tions of the message recipients, as well as message attributes. It is of prime
importance that policy makers keep these two considerations in mind. The most
critical result observed in this case study is when citizens are not any more in trust
with their authorities. In the Chap. 4 the author presents a scientific approach to
understand the impact of some forms of communication onto the social cognitive
representation of risks. To illustrate her demonstration, the author treats the problem
of the communication within foodborne crisis situations. The study concentrates on
verbal and nonverbal metaphors and their role in risk cognition. The author studies
the metaphorical dimension of risk cognition as well as its dynamics connected with
the necessity of constant response to the changing internal and external conditions.
The aim of this research is to show whether metaphors strengthen or weaken risk
cognition and how to determine the risk communication of foodborne diseases.

Two chapters are dedicated to the topic User-centred design to improve risk
situation management. In the Chap. 5 the authors tackle the problem of risks induced
by the use of artefacts resulting from a poor design. Poor design is believed to
increase risks. The adoption of User-Centred Design (UCD) can be seen as pre-
ventive and protective measures to reduce risks of the artefact users. UCD becomes a
risk management tool. The adoption of UCD obliges designers to take in account
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subjective risk instead of being focused on the objective risk. To design safe
products it is necessary to acknowledge that it is the subjective perceptions of an
individual that will influence their future actions, rather than any real consideration
of the objective risk. Building an artefact for the end-user instead of building an
artefact with the hypothesis that end-users will adopt the designer vision. In the
Chap. 6, authors present a method to investigate the human behaviour and its relation
with accidents and human errors. The method is supported by an experimental
protocol for the observation of the user interaction based on a multi-disciplinary
model, which involves the understanding of the individual’s within work situations.
The human error is studied from a cognitive psychology perspective and the work
situations are implementing interactive systems (artefacts) during critical situations.
The final objective of this chapter is to demonstrate how raising the quality level of
the human interaction in critical situations can contribute to risk management.

The topic designing new tools to assist managers in at-risk situation is about the
use of cognitive science to solve complex problems involved in managing at-risk
situations. Two chapters are dedicated to this topic: the first treats the fault diag-
nosis problem and the second treats the planning problem of emergency actions. In
the Chap. 7, the authors tackle the cognitive process of the diagnosis by means of a
formal multi-modelling method and a diagnosis algorithm. The multi-modelling
method (called Timed Observations Method for Diagnosis: TOM4D) is based on
the elaboration of four models: a Structural Model, a Functional Model, a Behav-
ioural Model and a Perception Model. The resulting process allows the automatic
fault detection, identification and diagnosis and it is applied to hydraulic dam
safety. In the Chap. 8 the author shows that cognitive approaches can offer very
powerful engineering environments to tackle issues raised by risk management. The
investigated issue is the planning of actions to fight accidental marine pollutions.
The response proposed is a software tool to support stakeholders to plan fight
actions during emergency situations or crisis management with the objective to
minimize pollution impacts. From a methodological perspective, the chapter shows
the importance to develop ontologies (i) for structuring a domain as perceived by its
actors and (ii) for building computer tools aimed to support problem solving in that
domain. Such tools are imprinted with the knowledge shared by the actors of the
domain, what make them more effective within critical situations.

The topic risk prevention in industrial activities is illustrated by the Chap. 9
where authors analyze the working activity of professionals in charge of safety in
industrial companies (preventionists). The purpose of this activity consists in
adapting the regulations relative to industrial activities, from texts of law of general
order towards their implementation in a specific context. This process has been
analyzed by the authors according to the instrumental approach of Rabardel, which
present interesting properties. In particular, the systems of instruments are struc-
tured according to the experience and skills of the workers, and they are charac-
terized by complementarities and functional redundancies, following the example
of a security system. This approach takes into account the elements of the context,
the constraints and the resources of the activity. A case study is presented where the
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regulations function as a “pivot instrument” of this system. From the regulations,
the preventionist establishes the diagnosis of the company safety level and develops
the corresponding preventive and formative actions.

1.4 Conclusion

The literature review about the risk concept has revealed a universe of knowledge
that has evolved in complexity and accuracy depending on human thoughts and the
increasing complexity of modern societies. Psycho-cognitive, cultural and psycho-
social approaches have had to be considered to better understand the perception of
this concept by individuals, social groups or societies. The concept of risk cannot be
reduced to a simple mathematical formula.

The literature review about cognitive science has led to discover a scientific field
that has expanded considerably since its inception in 1956. It covers the spectrum
from the study of psychological phenomena up to the knowledge engineering,
which offers scientific approaches and methodological tools to design artefacts that
have to be associated with human beings. This association forms couples increas-
ingly indivisible where: artefacts inherit human intelligence and human beings
change their worldviews, their behaviours and their social organizations depending
on these artificial beings.

The combination (or the connection) of the risk concept with cognition and
cognitive science leads almost “naturally” to the idea of building new intelligent
systems where human beings and artefacts can work together in a coherent orga-
nization to face risks. It implies new approaches and new tools to model, to analyse,
to control, to predict, to prevent and to protect. But risks are also cognitive con-
structions and it is also necessary to communicate, to sensitize, to concert, to
collaborate, to train, to organize and to regulate. The joint consideration of risk and
cognition leads to address risk issues with a more comprehensive and coherent
vision, which may lead to the design of new tools marked of consistency.
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Chapter 2
The Role of Risk Perception and Political
Culture: A Comparative Study
of Regulating Genetically Modified Food

Tony E. Wohlers

Abstract Policymakers in industrialized countries have responded differently to
the perceived opportunities and threats regarding the genetic modification of agri-
cultural food production. In particular, a biotechnology policy divide has emerged
since the 1990s between North America and some countries in South America on
the one hand and many countries in the European Union. This study asks whether
national differences in political culture, as expressed through different levels of
tolerance for uncertainty and risk affect the formulation of protective regulatory
policy in the area of genetically modified food. To answer this question, the analysis
applies elements of the cultural model developed by Hofstede and uses a modified
version of the Margolis Risk Matrix to assess risk tolerance in regards to the
regulation of genetically modified food in the United States, Canada, Brazil, and
the European Union.

2.1 Introduction

The discovery of the molecular structure of deoxyribonucleic acid or DNA by
James Watson and Francis Crick opened the door for the “direct, intentional
alteration of the genetic materials of organisms [by] moving genes from one
organism to another” [1]. The subsequent advances in and diversification of genetic
modifications of agricultural food production through the technique of genetic
engineering have paved the way for the expansion of biotechnology in agriculture
across the globe. While industrialized countries like the United States and Canada
dominate, developing nations like Argentina, India, and especially Brazil have also
become major global players in agricultural biotechnology. This global expansion
of genetic applications in agricultural has also sparked debate over the benefits and
risks associated with them [2, 3]. Some argue that the predictability associated with
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genetic modifications in agriculture has the potential to strengthen the economies
of industrialized countries, lower pesticide use, and combat hunger crises in
developing countries. Others have resisted the spread and implementation of these
biotechnology applications. Concerns have focused on the capacity of genetically
modified foods to cross biological boundaries, causing harm to humans and the
environment. However, resistance also stems from the post-material values
movement of the 1960s and 1970s that highlighted negative sociological exter-
nalities of biotechnology, including the commodification of life and the increase of
inequality [4].

Policymakers in industrialized countries have responded differently to these per-
ceived opportunities and threats. A biotechnology policy divide has emerged since the
1990s between North America and the European Union (EU), while South American
countries like Brazil have pursued an inconsistent policy trajectory [5–13]. The
influences of socioeconomic conditions, political institutions, informal and formal
participants in public policy decision-making, the media, and especially the
contrasting policy implications of the “process” and “product” approaches to bio-
technology regulations embraced by the US, Canada, Brazil, and EU are often cited to
explain differences in policy design and implementation. This study, which highlights
political culture and risk perceptions as special to understanding the complexity that
characterizes this policy divide and policy inconsistencies, seeks to enhance our
understanding of the remarkably different approaches taken by policymakers cross-
nationally.

Do national differences in political culture, as expressed through different levels
of tolerance for uncertainty and risk, affect the formulation of protective regulatory
policy in the area of genetically modified food? Using consumer survey data and a
detailed examination of the regulatory policies pursued in different national con-
texts, the study hypothesizes that varying levels of uncertainty tolerance coupled
with prevailing risk perceptions either encourage the implementation of new pro-
tective policies or lead to the adjustment of existing regulations. This study applies
elements of the cultural model developed by Hofstede [14] and uses a modified
version of theMargolis Risk Matrix [15] to assess risk tolerance in different national
contexts. Following a brief review of the literature about the influence of political
culture and risk perceptions on policymaking, the paper compares the development
of genetically modified food policy in the United States, Canada, Brazil, and
European Union.

2.2 Political Culture, Risk Perceptions, and Policymaking

Discernible values and political cultures within and across countries shape citizen
interactions with governments and influence policy processes. In the United States,
researchers have identified a number of “major value orientations” and political
cultures by region [16, 17]. Values such as individual freedom, equality, and
progress, coupled with an individualistic, moralistic, and traditionalistic political
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culture, have implications for policymaking. For several decades, the meaning and
significance of political culture for the functioning of a democratic government has
been an integral part of the scholarly discourse in political science [18–21]. Despite
the volume of research that regards political culture as an important contextual
variable, the intersection of political culture and policy processes has required
researchers to go beyond the traditional political culture literature.

Work in the area of international management links different aspects of political
culture within countries to both the operation of economic organizations and the
unfolding of political processes [22, 23]. In line with Montesquieu’s notion of the
general spirit of a nation, Hofstede argues that the unique characteristics of political
institutions, governmental arrangements, laws, and legal systems are the tangible
manifestations of differences in the national identity or political culture of a given
country or geopolitical region [24, 25]. Visible to the observer, these differences in
political culture can be discerned, measured, and quantified into indexes applicable
across different countries. Operationally, political culture may be assessed along a
number of interrelated dimensions, including power distance, collectivism versus
individualism, femininity versus masculinity, long- versus short-term orientation,
and uncertainty avoidance.

As suggested by Hofstede, societies deal differently with ambiguities or uncer-
tainties that are the result of advances in technology. Depending on how much
uncertainty a society can tolerate, the degree of rejection or acceptance of new
products by society and the corresponding legal and regulatory regime discussed
and implemented by governments differ. Especially useful here is the uncertainty
avoidance index developed by Hofstede, which is inversely related to the accep-
tance of new products [26]. The index reflects the extent to which members of a
society attempt to cope with anxiety by minimizing uncertainty. The researchers
provide a useful analytical tool to establish a link between political culture and
policy processes. Considering several interrelated broadly conceived core cultural
dimensions (e.g. power distance, collectivism, individualism, femininity, mascu-
linity, and uncertainty avoidance) that can be reasonably generalized across
countries and regions, the assessment tool developed by Hofstede offers a sound
approach to understanding the influence of political culture on policy processes.

Along the lines of Charles-Louis de Montesquieu’s notion of the general spirit of
a nation, the researchers argue that the diversity of political institutions, govern-
ment, laws, and legal systems, and so on are the manifestations of differences in the
national identity or political culture of a given country. One of the critical aspects of
political culture that influence policy processes is the way societies deal with
ambiguities or uncertainties. While advances in technology can reduce uncertain-
ties, the unknown health and environmental effects of new technologies, like the
genetic engineering of food, can nourish uncertainties within societies. Depending
on how much uncertainty a society can tolerate, governments discuss and imple-
ment different kinds of laws to deal with and reduce uncertainties. Within the
broader context of different national identities in terms of their essential patterns of
thinking and the subsequent emphasis of values, symbols, and rituals, Hofstede
identifies five dimensions of political culture (i.e. power distance, collectivism vs.
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individualism, femininity vs. masculinity, long vs. short term orientation, and
uncertainty avoidance), and develops indices for each dimension usually ranging
from 0 to 100 based on extensive survey research conducted in more than fifty
countries.

The uncertainty avoidance index reflects the extent to which members of a
society attempt to cope with anxiety by minimizing uncertainty, which is not to be
confused with risk avoidance. Given the tensions between threats from the
unknown and the need for predictability, the uncertainty avoidance index suggests
that, in contrast to countries or regions characterized by high levels of uncertainty
tolerance (e.g. Southern Europe and Latin America), societies characterized by low
levels of uncertainty tolerance (e.g. Scandinavian countries and Northern America),
are less confident in their ability to influence government and tend to prefer
structured circumstances expressed by “more and more precise laws” [25].

In addition to the level of uncertainty tolerance among citizens of a given
country, or countries across a region, different risk perceptions among policy
stakeholders influence policy processes. The complexity of the policy environment
in which considerations of risk arise as well as perennial confusion over how to use
the concept of risk in practice compound the lack of clear information about risk.
Risk is the “down side of a gamble … [which] implies a probability of outcome,
and the gamble may be involuntary or voluntary, avoidable or unavoidable, con-
trollable or uncontrollable. The total gamble in which the risk is embedded must be
addressed if the risk is to be analyzed, both the upside (benefits) and down side”
[27]. Thus, a risk is fairly straightforward, yet assessing its impact within a policy
debate is difficult because of competing claims, issues and interests [28].

Perceptions of and predispositions toward risk are based on patterns of thinking,
or mental models, [29] which can be defined as personal constructs that vary by
individual and constitute a complex set of perceptions, opinions, attitudes, and
beliefs used to make sense of reality [30–32]. Differences in these mental models
can be noticeable, as they may affect both decision-making processes and their
consequences [33, 15]. Non-expert lay observers outside the scientific community
(i.e., the public) tend to rely on cognitive heuristics in their approach to assessing
health and environmental risks more than experts within the scientific community
[34–37]. Scholars have also considered the negative consequences that arise in the
context of the expert-lay person dichotomy and have developed different models of
risk perception. As a consequence, ethical concerns expressed by the public
regarding major technological advances have been all but ignored by expert
institutions [38]. Others argue that in addition to traditional factors like novelty and
dread, concerns about “interference with nature” play a major role in accounting for
the perceived risk of genetic engineering [33].

Margolis also provides a useful analytical framework for examining the influ-
ence of different risk perceptions on policymaking in the areas of health and the
environment. The difference in attitude between experts and the lay public create
rival mental models that affect both the choice of policy solutions and the solutions
available. It is these different judgmental heuristics that create both consistencies
and variation in risk evaluation. Thus, experts and the public may experience
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different decisional dilemmas and varying risk perceptions. Perceptions concerning
the dangers and opportunities of a given situation may lead to differences in the
scope of regulatory approaches by government. To differentiate rival risk percep-
tions, the Margolis Risk Matrix suggests that an individual interprets a situation as:
one that creates opportunities; one that presents threats; one that contains both
opportunities and threats; or, as one that offers neither opportunity nor threat. Along
the lines of any tangible costs and benefits (or dangers and opportunities), the
Margolis Risk Matrix proposes distinct risk perceptions that can be applied to the
general public and policymakers. These stakeholders often seek and rely on expert
advice [15].

The specific types of risk perceptions that guide the decision-making process
include: fungibility or balanced risk taking (seeing both dangers and opportunities);
cautious or “better safe than sorry” risk aversion (seeing dangers but no opportu-
nities); opportunistic or “waste not, want not” risk taking (seeing no dangers but
opportunities); and, indifference or “move along, go along” risk indifference (seeing
no dangers and no opportunities). The balanced risk position suggests that indi-
viduals who are aware of the dangers act to somehow trade off potential benefits.
Persons who are guided in their assessment by the indifference risk position see
neither dangers nor benefits and, as such, a given policy issue is off-screen and no
response is to be expected. Finally, the cautious and opportunistic risk positions
suggest that either dangers or benefits—but not both—guide a person’s risk
assessment and response to a policy issue. The combined use of the uncertainty
avoidance index and the Margolis Risk Matrix as an analytical framework measures
uncertainty tolerance across countries and regions and the prevailing risk percep-
tions among the relevant policy stakeholders [15].

2.3 Research Design

Relying on both the uncertainty avoidance index to understand the national or
regional context and the Margolis Risk Matrix to assess the risk perceptions among
the policymakers and the public, this study traces the policy trajectories of genet-
ically modified food regulations in the United States, Canada, Brazil, and within the
European Union between 1990 and 2006. The study hypothesizes that low levels of
uncertainty tolerance and the prevalence of reasonable risk taking coupled with
cautious risk perceptions encourages the formulation of stringent protective regu-
latory policies. On the other hand, high levels of uncertainty tolerance and the
prevalence of indifference coupled with opportunistic risk perceptions among
policy stakeholders encourages the continuation or adjustment of existing protective
regulatory policies. Finally, regardless of low or high levels of uncertainty toler-
ance, the simultaneous and equally strong competition of cautious and opportunistic
risk perception facilitate the development of an inconsistent protective regulatory
framework.
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In light of these research expectations, it is important to distinguish normal
public policy from protective public policy. According to James Anderson, public
policies consist of a “purposive course of action followed by an actor or set of
actors in dealing with a matter of concerns.” Public policies, he makes clear, are
those laws and regulations “developed by governmental bodies and officials” [39].
Accordingly, protective regulatory policy, a type of policy output that is often
associated with environmental regulations at the national level, is defined as a
purposive action by government to enhance, protect, or maintain public health and
safety in response to actual or potential hazards or threats that originate within the
private sector [40–42].

In this study, the outcome of interest is the adoption of new or modification of
existing protective regulatory policy in the area of genetically modified food. The
uncertainty tolerance level and risk perceptions among policy stakeholders in a
particular country or region are used to predict the appearance of new protective
regulatory policies. Given the focus on genetically modified food, policy stake-
holder representation is limited to the major regulatory policy institutions and
scientific advisory committees dealing with genetically modified foods in the US,
Canada, Brazil, and EU. They include the Food and Drug Administration and
National Research Council in the United States, Health Canada, the Canadian
National Biotechnology Advisory Committee, and the Royal Society of Canada. In
regards to Brazil the focus rests on the National Biosafety Technical Commission,
while the European Parliament, Commission, and Council of Ministers serve as the
primary regulatory EU institutions.

The uncertainty tolerance level, defined as “the extent to which the members of a
culture feel threatened by ambiguous or unknown situations,” [25] is measured by
the uncertainty avoidance index developed by Hofstede (see Table 2.1 for uncer-
tainty avoidance index rankings and scores by country and region). Based on scores
derived from survey research, the uncertainty avoidance index captures variations
of risk avoidance attitudes across different countries and regions and provides the
overall context for different policy related outcomes. It does not capture changes in
uncertainty values over time nor negative attitudes towards a particular technology.
For the present study, risk is defined as the assessment of the threats and oppor-
tunities presented by a potentially hazardous situation.

The uncertainty index is constructed using the country mean scores for the
following three questions: (1) Rule orientation. Agreement with the statement:
“Company rules should not be broken—even when the employee thinks it is in the
company’s best interest”; (2) Employment stability. Whether employed respondents
intend to continue with their current employer either for 2 years or less, or from 2 to
5 years; and, (3) Stress. Expressed in the answer to the question: “How often do you
feel nervous or tense at work?” The index normally has a value between 0 (weak
uncertainty avoidance) and 100 (strong uncertainty avoidance).

The United States, which has an uncertainty avoidance index score of 46 out of
112 and is ranked 43 out of 50 countries and 3 regions, is characterized by high
levels of uncertainty tolerance about new technologies (see Table 2.1). Canada
ranks 41 with an uncertainty avoidance index score at 48. As such, Canada, which
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serves as a control case in comparison to its southern neighbor, ranks slightly
stronger in terms of uncertainty avoidance than the United States. In contrast to the
United States and Canada, South American countries like Brazil are generally
characterized by higher levels of uncertainty tolerance. Based on an index score of
76, Brazil ranks 21/22. Turning to Europe, an overwhelming majority of EU
member states, including Germany, France, Italy, and Spain, with respective
uncertainty avoidance index scores of 65, 86, 75, and 86, rank much higher on the
uncertainty avoidance index. Similar to Brazil, this suggests low levels of uncer-
tainty tolerance—and thus, presumably, a desire for more stringent regulatory
policies compared to their North American counterparts. With the notable exception

Table 2.1 Uncertainty avoidance index (UAI) values for 50 countries and 3 regions

Score
rank

Country
or region

UAI
score

Score
rank

Country or region UAI
score

1 Greece 112 28 Equador 67

2 Portugal 104 29 Germany FR 65

3 Guatemala 101 30 Thailand 64

4 Uruguay 100 31/32 Iran 59

5/6 Belgium 94 31/32 Finland 59

5/6 Salvador 94 33 Switzerland 58

7 Japan 92 34 West Africa 54

8 Yugoslavia 88 35 Netherlands 53

9 Peru 87 36 East Africa 52

10/15 France 86 37 Australia 51

10/15 Chile 86 38 Norway 50

10/15 Spain 86 39/40 South Africa 49

10/15 Costa Rica 86 39/40 New Zealand 49

10/15 Panama 86 41/42 Indonesia 48

10/15 Argentina 86 41/42 Canada 48

16/17 Turkey 85 43 USA 46

16/17 South Korea 85 44 Philippines 44

18 Mexico 82 45 India 40

19 Israel 81 46 Malaysia 36

20 Colombia 80 47/48 Great Britain 35

21/22 Venezuela 76 47/48 Ireland (Republic of) 35

21/22 Brazil 76 49/50 Hong Kong 29

23 Italy 75 49/50 Sweden 29

24/25 Pakistan 70 51 Denmark 23

24/25 Austria 70 52 Jamaica 13

26 Taiwan 69 53 Singapore 8

27 Arab
countries

68

Source Hofstede [24], p. 113
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of the United Kingdom, the low uncertainty tolerance countries include the dom-
inant policy actors within the EU. Based on a combined average, Germany, France,
Italy, and Spain rank 18 with an average uncertainty avoidance index score at 78.

For the analysis, the prevailing risk perceptions in a given country or region are
identified along the balanced, cautious, opportunistic, and indifferent risk trajec-
tories. Within the balanced risk position, stakeholders perceive risk in terms of high
threat for the well being of society or the individual but also high opportunity for
gaining tangible benefits. Public opinion and official policy statements or actions
that present trade-offs between these threats to the well being of society and
socioeconomic benefits illustrate the balanced risk perception.

From a cautious risk perspective, stakeholders perceive risk in terms of high
threat to the well being of society or the individual and low opportunity for gaining
tangible benefits. Public opinion and official policy statements or actions that
strongly emphasize threats to the well being of society relative to socioeconomic
benefits illustrate the cautious position. An opportunistic risk perception is char-
acterized by low threat to the well being of society or the individual and high
opportunity for gaining tangible benefits. Public opinion and official policy state-
ments or actions that overemphasize socioeconomic benefits relative to threats
illustrate the opportunistic risk assessment. Finally, stakeholders guided by indif-
ference perceive risk in terms of low threat to the well being of society or the
individual and low opportunity for gaining tangible benefits. Public opinion and
official policy statements or actions that neither emphasize threats nor socioeco-
nomic benefits to society illustrate the indifferent risk perception.

Poll results and document analysis of official policy statements, reports, and
regulations were analyzed to assess the respective risk perceptions of policy
stakeholders in the United States, Canada, Brazil, and European Union. Admittedly,
data derived from document analysis alone has shortcomings. It is not possible, nor
does this study claim, to trace regulators’ thought processes. Rather, the evidence
here examines the prevailing risk perceptions over time. Given the inconsistent
availability of opinion polls regarding the genetic modification of food between
1990 and 2006, this study relies on different surveys and opinion polls conducted
by research organizations and academic institutions. Similar question wording
regarding the public’s attitudes towards genetically modified food across different
survey administrations allow for a comparison of risk perceptions across countries
over time.

For the United States, the sampling period extends from 1990 to 2006. Relevant
opinion surveys include the 2001–2006 Pew Initiative on Food and Biotechnology,
a 1999–2000 Gallup Poll, and a wide variety of other studies conducted by research
organizations and policy institutes such as the Food Policy Institute at Rutgers
University [43–55]. For the EU, the 1991–2005 Eurobarometer surveys capture the
attitudes regarding the risk perceptions associated with genetically modified foods,
while public opinion polls conducted by a number of Canadian academics and
research organizations (e.g., Decima Research and Pollara Research) illustrate the
relevant Canadian attitudes between 1997 and 2006 [56–59]. While there is an
extensive array of opinion polls available for the United States and the EU, the
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range of surveys to understand the attitudes towards genetically modified foods in
Brazil remains somewhat limited. Nevertheless, the scientifically-based public
opinion polls sponsored by the Brazilian Institute of Public and Statistical Opinion
(IBOPE) as well as those conducted by scholars in regards to specific segments of
society allow for accurately capturing the relevant attitudes between 2001 and 2006
[60–64].

2.4 Risk Perceptions and Policy Trajectories

2.4.1 The United States

The existence of genetically modified (GM) food in the United States became
widely known with the approval of recombinant bovine growth hormones in 1993,
the commercialization of the first genetically engineered tomato in 1994, and the
approval of other genetically engineered products like cotton, soybeans, and squash
by 1996. Based on a pro-business and anti-regulatory consensus pursued in tandem
by the United States government and the influential biotechnology industry, the
relevant regulatory framework was well established by the 1980s and reflected the
“optimism about progress in the natural sciences and related technological inno-
vations on the conviction that society would benefit more from GM technology if
governments would interfere as little as possible and avoid the introduction of
specific legislation” [65]. Following the regulatory adjustments proposed by the
President’s Office of Science and Technology Policy and enshrined in the 1986
Coordinated Framework for Regulation of Biotechnology, the Food and Drug
Administration in its 1992 statement of policy, Foods Derived from New Plant
Varieties, reiterated the product-based approach of the regulatory regime.
Accordingly, genetically modified foods are held to pose no safety concerns
because “many of the food crops currently being developed with gene splicing
techniques do not contain substances that are significantly different from substances
already in the diet” [66].

Within the context of emphasizing the safety or minimal dangers to human
health and the environment of these modified foods, minimize regulatory burden,
and facilitate the development and commercialization of such products, public
opinion and especially official statements associated with the Food and Drug
Administration highlighted the tangible spillover benefits of genetically modified
food for society. The public, largely unaware of the major technological changes in
agricultural food production, uninformed regarding the potential negative envi-
ronmental effects of genetically modified food, and largely excluded from the rel-
evant decision-making processes that ultimately determined the commercial
marketing of genetically modified food, had little basis for assessing the potential
dangers of engineered food. Within this broader context of low awareness and a
regulatory approach that limited public input, concerns regarding genetically
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modified food among the public were not well organized or given much credence.
While the public knew little about biotechnology applications in general, perception
of genetically modified food in the context of biotechnology applications
was generally positive and emphasized consumer benefits of such applications
[51, 55, 67, 54]. Support rates consistently hovered around 70 % during the 1990s,
illustrating both considerable support and “remarkable stability of people’s opinions
on biotechnology in the US” [68].

This positive public opinion embedded within a utilitarian worldview of tech-
nological advances and coupled with the government’s strong support for scientific
research on food genetics as well as the courts’ positive assessment of biotech-
nology regulations framed the oversight functions at the agency level [69]. Staffed
with many former employees of major agribusiness corporations, the Food and
Drug Administration cooperated closely with entities like Monsanto and touted the
benefits of GM food, as illustrated by the approval of the recombinant bovine
growth hormone in 1993 [70–74]. As a consequence of this mutually opportunistic
risk perception among regulators and agribusiness representatives, public state-
ments by officials within the agency emphasized that genetic engineering of food
would contribute to “enhanced resistance to disease, pests and herbicide in major
field crops. For biotechnology techniques applied to feed grain and forage crop
production, consumer effects will almost exclusively be cost reduction” [75].

In light of these favorable claims, and the concerted lobbying efforts by agri-
business, [76] the Food and Drug Administration’s Center for Food Safety and
Applied Nutrition generally opposed labeling requirements for genetically modified
food unless their nutritional content was substantially modified. The implementa-
tion of a mandatory labeling requirement would “increase the cost of these foods to
consumers and would disrupt our complex food distribution system” [77]. Although
the Food and Drug Administration provided guidance to the industry as to how they
may voluntarily label genetically modified foods, the agency also maintained that
“bioengineered foods [do not] differ from other foods in any meaningful or uniform
manner, and that GM foods as a category of food products do not present any
different or greater safety concern than foods developed by traditional plant
breeding” [69].

That genetically modified food was considered unlikely to pose any hazardous
risk to the public health became apparent during the Food and Drug Administration’s
approval of numerous genetically modified products between 1994 and 2007 [78].
The Flavr-Savr tomato offers a case in point. Developed by Calgene, a small
company based in California that in 1996 was taken over by Monsanto, [79] the
Flavr-Savr was subjected to a comprehensive approval process by the Food and
Drug Administration. In its document on Foods Derived From New Plant Varieties
and other public statements, the agency viewed the genetically modified tomato as
beneficial to the consumer and deemed it to pose no environmental risks [66, 80, 81].
Genetically modified foods like the Flavr-Savr were characterized by “improved
shelf-life, processing characteristics, flavor, nutritional properties, and agronomic
characteristics, such as tolerance to chemical herbicides and resistance to pests and
disease” [76].

30 T.E. Wohlers



Although the genetically modified tomato was eventually taken off the market in
1997 due to poor yield in the unsuitable sandy soil and humid climate of Florida,
the Food and Drug Administration stated during the initial approval process that
“the intended effect of the altered RNA of the new PG (polygalacturonase) gene
that suppresses the breakdown of pectin in Flavr-Savr tomatoes does not raise
safety questions. Pectin is a part of many fruits and is generally recognized as safe
(GRAS) substance” [80].

As the approval process of genetically modified food developed between 1994
and 2007, the public continued to associate genetically modified food with mostly
low threats to human health and saw the possibility of gaining benefits from it. Poll
results from the mid- to late-1990s seemed to confirm the public’s positive attitudes
towards genetically modified food. Assuming that engineered food would improve
the quality of life and benefit society, a majority of the public continued to believe
that tangible gains could be derived from genetically modified food [46, 82].
However, the formation of the Organic Consumer Association in the late 1990s, the
anti-GM food campaigns organized by voters to require mandatory labeling during
the early 2000s, and surveys conducted by the Pew Initiative on Food and
Biotechnology between 2001 and 2006 also illustrate a shift in public opinion
characterized by the emergence of a visibly cautious risk perception mixed with
elements of an opportunistic risk position.

In contrast to the 1990s, when public attitudes were generally supportive of
genetically modified food and few consumer interest groups considered potential
biotechnology threats to be a high priority, a much more skeptical public has
emerged over the past decade. Survey results from the Pew Initiative on Food and
Biotechnology have since 2001 indicated that a relatively small segment of society,
around 25 %, expresses outright “support for genetically modified foods” [83].
Parallel to this mixture of opportunistic and cautious risk perceptions, low
knowledge and awareness about food biotechnology applications continued to play
a major role in public opinion polls, which through 2006 showed that a majority of
the public had not heard much about biotechnology or knew very little about
the various biotechnology applications [46, 49, 51, 84, 85]. According to Mark
Winston, a close observer of the biotechnology debate, the public “has been
besieged by sound bites and public relations hype rather than exposed to com-
prehensive and informed debate and dialogue” [86].

Within this broader context, Americans remained confident in the ability of the
appropriate regulatory agencies to guarantee the introduction of safe biotechnology
products and ensure the maintenance of public health [87]. As these public per-
ceptions evolved, the Food and Drug Administration continued to emphasize the
low threats and benefits of genetically modified food by referring to the “substantial
equivalence” principle (i.e., the undistinguishable nature of genetically modified
food from conventional food). Accordingly, a 1995 policy statement by the Food
and Drug Administration stipulated that no formal review was needed for engi-
neered food:
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Based upon the extensive history of safety of plant varieties developed through agricultural
research, the Food and Drug Administration has not found it necessary to review the safety
of food derived from new plant varieties. [Moreover] the Food and Drug Administration is
not aware of information that would distinguish genetically engineered food as a class from
food developed through other methods of plant breeding [88].

The belief that biotechnology “greatly expands the pool of potentially useful
traits available” and the minimal concerns regarding allergic reaction and antibiotic
resistance characterized the agency’s fundamental perspectives on genetically
modified food as both beneficial and safe [89].

The StarLink corn saga that played out between 1997 and 2001 shook public
confidence in the food manufacturing industry but this crisis “did not lead to a
visible consumer reaction, like the shoppers panic that would surely have occurred
in Europe” [71]. Press reports and public statements from Friends of the Earth
suggested a widespread “commingling” of StarLink, a genetically engineered corn
plant with the ability to encode the Bt protein Cry9c that was not approved for
human consumption, with non-genetically modified corn destined for human con-
sumption. Tests confirmed by the Food and Drug Administration in 2000 found
StarLink traces in taco shells [90]. Despite these events and the recall of various
foods by producers in response to the Food and Drug Administration’s continued
StarLink investigation, the agency’s approach to regulating genetically modified
food did not change during this period. Not only did the agency maintain its 1994
policy of voluntary consultation with the biotechnology industry to assist in the
safety assessment of genetically modified products entering the food chain, the
Food and Drug Administration also continued to stress that genetically engineered
food was safe and beneficial.

Agricultural research has shown that “most of the substances that are being
introduced into food by genetic modification have been safely consumed as food
[already] or are substantially similar to such substances” [88]. The Food and Drug
Administration continued to emphasize the safety of genetically modified food, as
illustrated by James Maryanski’s testimony before the Senate Committee on
Agriculture, Nutrition and Forestry in the fall of 1999. Maryanski, the agency’s
biotechnology coordinator, stated that, “In most cases, these genes [recombinant
DNA] produce proteins, or proteins that modify fatty acids or carbohydrates in the
plant, in other words, common food substances” [91]. Before a Senate hearing a
year later, Joseph A Levitt, the Food and Drug Administration’s director of Food
Safety and Applied Nutrition, echoed these sentiments of no known dangers [92].
The agency continued to stress the benefits associated with food biotechnology,
including the reduction of chemical pesticides and herbicides and the possible
improvement of food’s nutritional properties [93].

The regulatory changes proposed since 2000 by the Food and Drug Adminis-
tration, coupled with the agency’s long-standing awareness that the introduction of
genetically modified proteins into food may cause allergic or toxic reactions in
consumers, did not challenge the prevailing opportunistic risk perception within the
agency. In response to public concerns, the Food and Drug Administration in May
2000 proposed changing the voluntary evaluation or consultation procedures that
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guided the pre-market notification program for genetically modified food. Until
then, food companies were not required to seek pre-market consultation on new
genetically modified products.

Officially announced on January 18, 2001 in conjunction with a proposal for
voluntary labeling of genetically engineered food, the adjusted consultation rule
required genetically modified food developers to submit data regarding plant-
derived genetically engineered food at least 120 days before releasing an engi-
neered food product into the market [94]. This mandatory pre-market notification
proposal, later complemented by guidance on the evaluation of genetically modified
plants intended for food use and posting of the consultation results on the Food and
Drug Administration website, appeared to represent a fundamental change in the
agency’s risk perception [95]. However, while the Food and Drug Administration
has continued to make the consultation results available online, it dropped the
mandatory pre-market notification and voluntary consultation plan in 2003 and
reiterated that transferred genetic materials do not pose any significant safety
concerns [94–98].

Guided by an opportunistic risk perception, the Food and Drug Administration
remained firm on the issue of mandatory genetically modified food labeling. The
agency strongly believed that food created through biotechnology was identical to
food developed using conventional plant breeding methods. Thus, while the Food
and Drug Administration agreed to voluntary labeling, as suggested by the 2001
document, Draft Guidance for Industry: Voluntary Labeling Indicating Whether
Foods Have or Have Not Been Developed Using Bioengineering, [99] it did not
require any special labeling to distinguish GM food from non-GM food [96].
Policymakers have not changed their views on labeling or their risk assessment of
genetically modified food despite mounting pressures, namely: consumer concerns
and demands for the right to know which foods have been genetically engineered;
repeated introduction of a bill in Congress to require genetically modified labeling,
known as the Genetically Engineered Food Right-to-Know Act (H.R. 5269 2006);
the enactment or serious consideration of food labeling regulations at the state level;
and, recent food scares such as the ProdiGene affair.

The ProdiGene affair, which involved field trials of pharmaceutical maize con-
ducted by Texas-based ProdiGene to produce a vaccine that prevents diarrhea in
pigs influenced but did not change prevailing risk perceptions within the Food and
Drug Administration. Ultimately, the agency decided to order the destruction of
fields in Nebraska and Iowa that were contaminated with genetically modified corn.
Since the end of 2002, the agency has proposed strategies to minimize the inad-
vertent introduction of genetically modified materials into agriculture, the envi-
ronment, and the food supply. Despite other incidents (e.g., the Ventria affair, in
which California-based Ventria Bioscience developed transgenic rice varieties to be
openly grown in trial plots located in the rice growing area of California’s Central
Valley), the Food and Drug Administration’s emphasis on the minimal dangers and
discussion of the tangible benefits of food biotechnology suggest the opportunistic
risk perception within the agency continues to prevail [100–102].
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2.4.2 Canada

The U.S. proposal to release engineered organisms for field testing sparked a debate
in Canada about biotechnology application in the early 1980s. Policymakers and
national advisory committees showed strong support for biotechnology. Published
by the Canadian Ministry of State for Science and Technology in 1980, Biotech-
nology in Canada laid the policy groundwork for the “promotion and development
of biotechnology” and the establishment of a private-sector task force on biotech-
nology [103]. With the aim of accelerating commercial progress and maintaining
competitiveness relative to other countries in biotechnology research, the Canadian
government invested millions of dollars to institutionalize the 1983 National Bio-
technology Strategy and fund national biotechnology research centers. This in turn
led to the establishment of the National Biotechnology Advisory Committee, whose
members—drawn from academia, the private sector, and government—were
charged with providing advice to the Science and Technology ministry on a
national biotechnology strategy.

In 1984, the first report published by the National Biotechnology Advisory
Committee foresaw an active role for the federal government in shaping biotech-
nology policing and used the government to “take advantage of the current window
of opportunity in biotechnology” [103]. Sensitive to domestic and international
pressures to develop biotechnology, senior officials within the Canadian agriculture
bureaucracy also emphasized the benefits of new biotechnologies and stressed the
need to develop relevant regulations that would protect human and animal health
while safeguarding the environment and promoting a competitive advantage for
industry [103, 104].

Although the potential hazards of genetically modified organisms were actively
debated in response to a 1989 report by the Ecological Society of America, the
Canadian government did not reconsider its favorable stance on biotechnology and
continued with the formulation of a relevant regulatory framework. Driven by the
consensus to achieve progress through biotechnology and the increasing conviction
that engineered food products were as safe as conventional products, policymakers
began to lay the foundation for the 1993 Regulatory Framework for Biotechnology.
While the document disregards most social, economic, and ethical issues raised by
the new technologies, the regulatory framework coupled science-based risk
assessment with other internationally recognized and established risk assessment
concepts. By then the notions of familiarity and substantial equivalence, advocated
by various national and international organizations, including the OECD, National
Academy of Sciences in the US, United Nations’ Food and Agriculture Organi-
zation, and World Health Organization, became the main regulatory principles
guiding Canadian policymakers in crafting the regulation of biotechnology appli-
cations [105–107].

Guided by these principles and relying on “information and advice from sci-
entific networks and advisory committees in developing the genetically modified
policy and regulatory framework” [108]. Within a regulatory environment where
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participation in decision-making is exclusionary and judicious, the Canadian gov-
ernment avoided public and parliamentary debates and decided to divide regulatory
responsibilities among Environment Canada, Health Canada, and the Canadian Food
Inspection Agency. Environment Canada assumed responsibility for assessing the
environmental risks of biotechnology products and Health Canada, the Canadian
counterpart to the U.S. Food and Drug Administration, was charged with the reg-
ulation of genetically modified food based on B.28.001, B.28.002, and B.28.003 of
the 1920 Food and Drugs Act.

Yet, despite these regulatory adjustments, there are important differences between
Canada and the United States. Under Division 28 of the Food and Drug Regulations
(Novel Foods), Health Canada considers any genetically modified food a novel food
by definition and follows a formal pre-market notification policy that requires
manufacturers and importers of genetically modified food to submit data to Health
Canada for a pre-market assessment. Furthermore, Canada’s consolidation of the
food inspection service during the 1990s culminated in the establishment of the
Canadian Food Inspection Agency, which is responsible for monitoring and imple-
menting the policies of Environmental Canada and Health Canada [107, 109, 110].

That the assessment of novel food by Health Canada made use of the substantial
equivalence principle became apparent with Health Canada’s approval of geneti-
cally modified food based on the Guidelines for the Safety Assessment of Novel
Foods [111]. Operating under these guidelines and in some cases hastened by major
international agribusinesses like Monsanto, Health Canada has approved more than
90 novel foods since the mid-1990s, ranging from novel varieties of corn and
potatoes to soybeans and tomatoes [72, 112]. As in the United States, the Flavr-
SavrTM tomato made its debut in the mid-1990s and like its southern neighbor, the
Canadian government did not require any labeling. Comparing the Flavr-SavrTM

tomatoes to other non-genetically engineered counterparts, Health Canada “found
no difference in composition or nutritional characteristics. Based on Calgene’s
information, the Department found the Flavr Savr to be as safe and nutritious as
other tomato varieties” [113]. By acknowledging that this genetically modified
product is engineered to “ripen longer on the vine than other tomatoes in order to
more fully develop its flavor,” Health Canada also acknowledged the benefits of the
novel tomato.

As the approval of genetically modified food continued to rely on the assessment
of scientists working for the government and a regulatory framework that did not
provide for independent scientific review and public involvement in product
assessment, no major public controversies regarding the regulatory framework and
genetically modified foods emerged [105]. In fact, poll results illustrate that the
public was scarcely aware of these applications. A national survey conducted in
1997 by Einsiedel and Medlock asked: “What comes to mind when you think about
biotechnology in a broad sense, that is, including genetic engineering?” Only one
third of respondents answered this open-ended question [59]. A second national
opinion poll conducted in 1999 confirmed public unfamiliarity with biotechnology
applications [58].
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However, as nongovernmental organizations became increasingly visible in
opposition to biotechnology applications and the news media began paying more
attention to covering biotechnology events, awareness increased. A national survey
conducted in 2000 revealed a significant change in the level of public awareness. In
response to the same open-ended question concerning biotechnology and genetic
engineering, more than 75 % of respondents ventured an answer [59]. Since 2001,
overall familiarity with and support of biotechnology has steadily grown [56, 114].
At the same time, “there remains continued and widespread wariness about GM
food,” according to Pollara Research [114].

Stressing that genetically modified products are not inherently different from
their naturally grown counterparts, the Canadian government has continued to
emphasize the safety and benefits of genetically modified food as economically
beneficial and innovative. The approval guidelines for novel foods, released in
1994, the Canadian Biotechnology Strategy published in 1998, and a report titled
Biotechnology Transforming Society published by the Canadian Department of
Foreign Affairs and International Trade in 2003 all emphasized the benefits asso-
ciated with the new technology [115–117]. Similar to the United States, a scien-
tifically rational focus embedded within an opportunistic risk perception remained
the hallmark of the regulatory food biotechnology framework in Canada, despite
increasing international attention to genetically modified food and domestic skep-
ticism regarding the Canadian genetically modified food regulatory framework at
the dawn of the twenty-first century. In 2000, the Codex Alimentarius Commission,
formed jointly by the World Health Organization and the Food and Agriculture
Organization, enumerated several universal principles regarding the safety of
genetically modified food and called for explicit labeling of such food products
[118].

In light of the increasing controversies around genetically modified food in
Canada, the Royal Society of Canada, an independent panel of scientists, published
Elements of Precaution: Recommendations for the Regulation of Food Biotech-
nology in 2001. This report pointed to significant shortcomings in the existing risk
assessment procedures used by the Canadian government and concluded that the
Canadian regulatory framework failed to conform to scientific standards.

Filled with more than 50 recommendations, including a call to make public
experimental protocols and data, Elements of Precaution urged the Canadian
government to broaden and strengthen the biotechnology regulatory system. The
government had already begun to move in this direction, reconsidering the 1983
Canadian Biotechnology Strategy and establishing a new advisory body, the
Canadian Biotechnology Advisory Committee, in the late 1990s. In response to the
Royal Society of Canada, the government announced that it would make changes to
its risk assessment procedures. However, the government’s Action Plan, a series of
progress reports published in 2001, does not indicate any fundamental regulatory
changes—nor does the government’s assessment of labeling as expensive and
impractical [107, 119].

Though the regulatory approach remains fundamentally unchanged, public
acceptance of biotechnology applications changed considerably between 1997 and
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2006—a trend that has softened the opportunistic risk perception of genetically
modified food among the Canadian public in favor of a more cautious approach.
Although survey results show a decrease in approval regarding the acceptability of
various biotechnology applications, including genetically modified food, public
opinion remained generally favorable into the mid-2000s. In 1997, 67% of the public
definitely agreed/agreed that genetically modified food was useful; by 2000 the
equivalent figures dropped to 57 for the combined categories. For the same time
period, risk perceptions about genetically modified food remained high, while a
decreasing but still substantial percentage of respondents remained supportive of
encouraging genetically modified food applications in 2001. As indicated by focus
group studies that were conducted since 2001, Canadians have become increasingly
skeptical of genetically modified food with a substantial segment of society
expressing the belief that specific biotechnology applications, such as engineered fish
and agricultural products, will have more negative than positive effects [56, 114].

2.4.3 Brazil

A relatively orderly policy process and consistent risk perceptions underpinned the
regulation of genetically modified foods in the United States and Canada. In con-
trast, the regulatory policy trajectory in Brazil was one characterized by paradoxes
and mutually exclusive and competing risk perceptions within and at different
levels of government. Brazil’s food biotechnology regulatory framework can be
traced to 1986. In that year, a state-owned research enterprise associated with the
Ministry of Agriculture, Livestock, and Supply, the Empresa Brasileira de Pesquisa
Agropecuária or Brazilian Agricultural Research Enterprise, successfully created
the country’s first genetically modified plant [120]. At this time, an overarching
regulatory framework governing biotechnology applications did not exist. The
beginnings of such a framework, profoundly influenced by Brazil’s strong con-
sumer protection movement in the wake of Brazil’s democratic transition in the mid
1980s, were included in Article 225 of the 1988 Federal Constitution. It required
the national government to “preserve the diversity and the integrity of the genetic
patrimony of the country” and “control the production, commercialization and use
of techniques, methods and substances that pose a risk to life, the quality of life and
the environment” [121, 122].

Convinced by the appropriateness of the precautionary principle, the regulatory
framework continued to evolve with Brazil signing the Convention on Biological
Diversity at the United Nations Conference on Environment and Development in
Rio de Janeiro in 1992. This Convention, designed as a practical guideline to realize
the principles of Agenda 21 and signed by more than 150 governments including
Canada and the EU, but not the United States, sparked Brazil’s initial policy
response under the Presidency of Fernando Henrique Cardoso (1995–2002). Par-
ticularly, the policy aimed at restricting both the release of genetically modified
organisms into the environment and commercialization of food derived from
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transgenic crops. The Cardoso government, known for its implementation of
market-oriented and modernizing reforms, envisioned a protective regulatory
framework whereby the federal government would regulate approved biotechnol-
ogy research through the Comissão Técnica Nacional de Biossegurança or National
Biosafety Technical Commission. Furthermore, the administration favored a mor-
atorium of planting of transgenic seeds for commercial purposes between 1995 and
1998; and, based on proper labeling, the commercialization of genetically modified
products [13].

A major clarification of Brazil’s legal and regulatory framework occurred with
the passage of the 1995 Law of Biosecurity, number 8,974, which continued to rely
on the EU’s established norm of the precautionary principle. The law authorized the
government to form a new regulatory institution, the Comissão Técnica Nacional de
Biossegurança, charged with overseeing the “experimentation, registration, use,
transportation, storage, commercialization, liberations, and waste removal of
genetically modified materials” [13]. In order to pursue these regulatory goals
within the broader institutional authority of the Ministry of Science and Technol-
ogy, the 18 commission members, appointed for 2 years on a rotating basis by the
Minister of Science and Technology, include representatives from the federal
government, scientists, experts with scientific and technical knowledge in animal,
plant, environment, and health sciences as well as civil society specialists in con-
sumer defense and family farming. In addition to developing standards and norms
in the areas of biosafety hazards and risks associated with genetically modified
organisms, the actual approval process of transgenic foods requires the Comissão
Técnica Nacional de Biossegurança to submit documentation to the Ministries of
Agriculture, Livestock and Food Supply, Health, and Environment. Despite its
diverse membership and regulatory scope, the commission has also served as a tool
for policymakers in the department of agriculture to emphasize the economic and
technical aspects of transgenic crops, while excluding environmental, health, and
other social concerns [123, 124].

A complex web of legal and regulatory controversies unfolded following the
passage of the biosecurity law. It began with the commercialization of Monsanto’s
roundup ready soybeans, which in reference to famous Argentine footballer Diego
Armando Maradona are also known as Maradona soybeans in Brazil. In 1998, the
Comissão Técnica Nacional de Biossegurança (13 votes in favor, one against, and
one abstention) permitted the commercialization of Maradona soybeans. With no
strings attached, this decision did neither require an environmental impact statement
or labeling of the genetically modified product. Deliberating within the context
of mounting pressure by Monsanto and its strategic partnership with Empresa
Brasileira de Pesquisa Agropecária, the commission’s technical report emphasized
that “genetically modified foods do not offer risks to the environment or to health”
[125]. However, this regulatory stance ignored a previous court order that ordered
the pro-transgenic Ministry of Agriculture, led by agriculture minister Marcus
Vincius Pratini de Moraes, to deny Monsanto the registration of roundup ready
soybeans in Brazil [74, 126, 127].
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A series of intense legal wrangling followed. In September 1998, a non-gov-
ernmental organization and the country’s most prominent consumer protection
association opposed to genetic modified foods, the Instituto Brasileiro de Defesa
do Consumidor or Brazilian Institute in Defense of the Consumer, argued that
Maradona soybeans are substantially different than conventional soybeans. In
protest to the Comissão Técnica Nacional de Biossegurança’s decision, the con-
sumer defense organization also withdrew its civil society representative from the
commission and filed a lawsuit before the 6th Civil Law Circuit in Brasilia arguing
that the decision ignored possible adverse effects of biotechnology on human
health. Moreover, Comissão Técnica Nacional de Biossegurança’s approval process
violated the Federal Constitution, which required an environmental impact state-
ment to plant genetically modified soybeans and the labeling of such products.
Drawing on an international anti-genetics network and relying on banners that
stated Fankensoya: don’t swallow it, Greenpeace joined the Instituto Brasileiro de
Defesa do Consumidor to challenge Comissão Técnica Nacional de Biossegu-
rança’s decision. On June 28, 2000, the Federal Court agreed with the plaintiffs and
upheld the precautionary principle incorporated into the environmental provision of
the Brazilian Constitution. Accordingly, the court reversed the decision handed
down by the commission and required an environmental impact statement, crop
segregation, and labeling [128–131].

The court decision and the justification provided by the Federal Judge, Antinio
Souza Prudente, caused further controversies among the business and scientific
communities. Stating that the “irresponsible spread of progress in genetic engi-
neering would lead to damaging de-regulation of the global economy, that may at
the beginning of the new millennium lead to a civilization bearing alien creatures
…,” [132] this ruling, unsuccessfully appealed by the federal government and
Monsanto, paved the way for a judicial moratorium on genetically modified field
trials that effectively lasted until 2003. As businesses and scientists, supportive of
genetically modified products, reacted strongly to the judge’s anti-science word
choice, the government defended transgenic foods and lauded the work of the
Comissão Técnica Nacional de Biossegurança. Signed by the President’s Chief of
Staff and six ministers, including the Ministers of Science and Technology, the
Environment, Agriculture, Justice, and Health, the government released a com-
muniqué defending the use of genetically modified foods. It stated that the com-
mission considered “possible risks to human and animal health and to the
environment” [133] and claimed that “the government understands that Brazil
cannot be outside this technology (of transgenics) or any other which might bring
benefits to the country and its citizens” [134]. The Minister of Agriculture, Marcus
Vincius Pratini de Moraes, accusing the non-governmental organizations of being
sponsored by multi-national corporations, favored the cultivation of genetically
modified foods [135]. In alliance with the Empresa Brasileira de Pesquisa Agro-
pecária, which controlled more than 50 % of the national soybean seed production,
Pratini added that “the sales of agrotoxins in Brazil could drop by 50 % with the
dissemination of glyphosate-resistant GM soybeans [and] that Brazilian agriculture
would be less competitive if farmers did not plant transgenic crops” [126].
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Opposition to the use of genetically modified foods formed at the state level of
Brazil, thereby adding another layer of competing risk perceptions. With the goal to
strengthen the competitive advantage in the production of non-genetically modified
crops exported to the European Union and based on a political platform that
emphasized environmental protection, public health, and humans before profit, the
newly elected Worker’s Party government under the leadership of Olivio Dutra
declared the southern state of Rio Grande do Sul free of genetically modified seeds
(zona livre dos transgenicos) in 1999. Following this declaration, the State Secre-
tary Office of Agriculture supported a ban on genetically modified crops to both
strengthen soybean exports to Europe and protect public health.

These actions by a state that grew the most soy prompted 25 non-governmental
organizations to formFor a Brazil Free of Transgenics. It opposed the cultivation and
commercialization of genetically altered agricultural products and argued that the
effects of these products pose health risks. The efforts of For a Brazil Free of
Transgenics resulted in legislation that outlawed the cultivation of transgenic seeds in
the states of Santa Catarina, Mato Grosso do Sul, Pará, and Rio de Janeiro [136, 74].

Despite opposition at the state level and court rulings banning the commer-
cialization of genetically modified crops, roundup ready soybeans spread rapidly
across the country. Brazil’s neighbor, Argentina, authorized the sale of these
genetically modified soybeans in 1996. Ironically, farmers in the north of Rio
Grande do Sul had been smuggling the transgenic seeds into Brazil from Argentina
and illegally planting them for years. Perceived as easier to manage compared to
their conventional counterpart, estimates suggested that the planting of such crops
in this state increased from 15 % in 1999 to 80 % in 2004. As a result, the federal
government, under its new president, Luis Inácio Lula da Silva (2003–2010),
intervened to resolve the emerging legal conflicts. Officials, like federal deputy
Darcisio Perondi, called for the immediate release of genetically modified soybeans
arguing that “51 % of the worldwide soybean harvest is transgenic, and growing by
around 20 % every year … Transgenic crops benefit the economy and the envi-
ronment as they do not require the use of agrotoxins and therefore more is produced
in a smaller space and thus biodiversity is protected” [126]. By early 2003, it was
also clear that over 10 % of the national 49 million tons harvest were transgenic.
These facts and the government’s early launch of the nationwide Zero Hunger
Program made the destruction of such a large amount of foodstuff economically
and politically unfeasible [137, 138].

In the face of these challenges and confronted by a legal environment that can be
described as regulatory anarchy, the Lula administration maneuvered to take a
policy stance on genetically modified foods—a difficult undertaking due to divi-
sions and competing risk perceptions among government officials. Initially opposed
to genetically modified crops, Lula acknowledged that there was “a very serious
debate [about transgenic crops] within the government, because at some point we
will have to say whether we are in favor or opposed. I have been strongly opposed
politically today scientifically, I have doubts” [131]. Ambiguous at best, others took
a much clearer stance. The Minister of Agriculture, Roberto Rodrigues, was a
strong supporter of biotechnology, the Minister of the Environment, Maria Silva, an
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environmental activist, was opposed to transgenic food, while the head of the
Brazilian Agricultural Research Enterprise, Clayton Campanhola, argued that
genetically modified crops “will only be released when there is sufficient infor-
mation to guarantee that there is no threat to biosecurity” [131]. Within this
environment of competing and sometime ambiguous risk perceptions and faced
with increasing pressure projected by organized farmers like the Federation of
Farmers of Rio Grande do Sul, President Lula, despite the opposition from within
government and environmental advocates, sent provisional measure 113 to Con-
gress. Approved by Congress as law 10688 in April 2003, the measure permitted
the sale of genetically modified soybeans until January 2004 and required these
crops to be segregated and labeled [139–141].

Another wave of presidential decrees and provisional measures followed in order
to address the legal conflicts created by the illegal planting and sale of genetically
modified soybeans. Although they ultimately legalized the planting and sale of
Maradona soybeans, these ad hoc and often temporary measures did not address the
structural underpinnings of the existing biotechnology regulatory framework. In an
attempt to do so, the new Law of Biosecurity (number 11,105), passed by Congress
on March 2, 2005, revoked the 1995 Law of Biosecurity and all of the previous
provisional measures. The law authorized the newly created National Council on
Biosecurity under the Office of the President to formulate and implement a national
biosafety policy as well as question decisions made by the Comissão Técnica
Nacional de Biossegurança.

In contrast to the 1995 law, however, the reworked commission, which operates
independently from the National Council on Biosecurity and whose membership
increased from 18 to 27, served as the sole decision maker to approve the com-
mercial release of transgenic organisms. More powerful than ever, the Comissão
Técnica Nacional de Biossegurança became an object for both pro- and anti-
transgenic camps. While tensions and polarization characterized the decision
making process, the Comissão Técnica Nacional de Biossegurança, continued to
weigh the risks of transgenic foods and, as of July 2011, has approved 31 such
products [126, 142–144].

Parallel to the wide range of inconsistencies that surrounded the initial imple-
mentation and subsequent reorganization of the regulatory framework of genetically
modified organisms, public opinion revealed consistent patterns. National surveys
conducted by the Brazilian Institute of Public and Statistical Opinion in 2001, 2002,
and 2003 showed that a clear majority preferred non-transgenic food over their
conventionally grown counterparts. More than 70 % preferred the former, while
about 15 % favored genetically modified crops. As the public became considerably
more aware of such crops between 2001 and 2003, Brazilians remained skeptical
about them. In fact, a substantial majority associated specific risks with genetically
modified food or rejected the planting of transgenic crops until the potential risks
associated with them are better understood. Accordingly, more than half were
concerned that genetically modified food could damage the environment and nearly
two-thirds thought that such food could pose a threat to human health. Consistent
with this highly skeptical assessment, more than 70 % opposed planting of
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genetically modified crops [60–62]. Some of these patterns have also been
confirmed by other studies. Focusing on the attitudes of young Brazilians between
the ages of 16 and 24, Massarani and de Castro Moreira found that 66 % perceived
biotechnology in food as socially useful. At the same time, 78 % expressed a strong
sense of risks associated with this technology [63, 64].

2.4.4 The European Union

As government agencies, agribusinesses, and biotechnology firms in the United
States and Canada proceeded with the commercialization of genetically engineered
food and the regulatory framework for food biotechnology took different turns in
Brazil, the policymakers within the EU, viewing biotechnology applications as a
novel process, responded very differently. The establishment of the European
Parliament’s Committee on Energy, Research and Technology, and the subsequent
release of the 1987 Viehoff Report concerning the risks of biotechnology, signaled a
landmark regulatory decision. In an effort to establish a uniform regulatory
approach across the member states regarding the anticipated release of genetically
modified organisms, the report recommended a risk assessment of genetically
engineered microorganisms and demanded a moratorium on the environmental
release of such organisms “until binding Community safety directives have been
drawn up” [8].

In response, the primary policy organs responsible for establishing the appro-
priate framework for the EU, including the European Commission and the Council
of Ministers, turned their attention to the benefits and risks of biotechnology
applications. In contrast to the 1976 U.S. National Institutes of Health guidelines
and the favorable OECD’s report on Recombinant DNA Safety Considerations,
[145] many European policymakers, who associated genetically modified organ-
isms with social, environmental, and economic threats, adopted an increasingly
skeptical standpoint towards the unregulated application of biotechnology. They
advocated the precautionary principle—a principle whose regulatory origin or
gradual incorporation into the EU environmental regulatory framework can be
traced to the 1969 Swedish Environmental Protection Act and Germany’s advocacy
of the Vorsorgungsprinzip, or cautionary principle [146–148].

Concerned about the potential risks of biotechnology and the need to safeguard
the environment, the European Commission pointed to the biotechnology industries’
“lack of candor … about the potential environmental risks from their products …”
[71] and emphasized that “the widespread use and release of novel GMOs [genet-
ically modified organisms] could upset the delicate balance existing in nature or even
have evolutionary impacts” [146]. To avoid potentially irreversible and adverse
effects of genetically modified organisms on human health and the environment, and
to harmonize the national rules on the marketing of genetically modified products, a
series of directives were proposed in 1994, including Council Directives 90/219/
EEC and 90/220/EEC (both implemented by the Director-General for Environment

42 T.E. Wohlers



and later revised by the Council Directives 94/51/EC and 94/15/EC). These direc-
tives, which were composed of more than 20 articles and were concerned with the
contained use and deliberate release of GM microorganisms into the environment,
reaffirmed the Commission’s precautionary principle [149, 150].

Directive 90/220/EEC, for instance, cites the potential irreversible environmental
effects of food biotechnology applications and establishes an elaborate regulatory
system of placing GM products on the market. The evaluation and authorization of
such biotechnology applications rely on a complex system of assessment reports and
interstate information exchanges in the forms of dossiers and opinions circulated to
all EU member states by the member state’s appropriate Competent Authority,
which is responsible for transposing directives into national law on behalf of the
member state. Moreover, in case of justifiable risk, the safeguard clause under
Article 16 of Directive 90/220/EEC authorizes member states to unilaterally prohibit
the distribution of biotechnology products within their respective territories. The
safeguard clause has been invoked on several occasions by several countries with
relatively high uncertainty avoidance index scores, including Austria (three times),
France (two times), and once by Germany, Luxembourg, and Greece [151].

The European Parliament in particular followed a precautionary policy approach
regarding food biotechnology that reflects Europeans’ strong social and cultural
connection to food and their subsequent view of genetically engineered food as
artificial and unnatural [152–154]. Given the logical implications of this connection
within an overall environment of low uncertainty tolerance levels and the extensive
publicity given in many European countries to the potential risks of genetically
modified foods, the cautious risk perception of the European public has emphasized
the dangers and mostly dismissed the potential benefits associated with genetically
modified products. Eurobarometer surveys from 1991 and 1993 provide insight into
the public’s general attitudes toward genetic engineering and its different applica-
tions. Based on averages ranging from +2 (maximal support) to −2 (minimal
support), no country in the EU was highly supportive of genetically modified food.
In fact, support for genetically modified food remained weak at +0.47 in 1991 and
+0.40 in 1993.

Within this context, and faced with public pressure throughout the early 1990s,
the EU continued to closely regulate genetically modified food. Initially, the
European Commission, charged with proposing legislation and overseeing the
implementation of policy, favored a simple notification procedure for authorizing
genetically engineered food. The Environment Committee of the European Par-
liament disagreed and proposed a series of amendments, requiring the labeling of
genetically modified food products in 1993. While the Council of Ministers,
responsible for passing EU laws, did not fully support the idea of labeling, the full
plenary of the European Parliament and several member states did. The policy
debate on labeling reached its regulatory apex shortly before the BSE (Bovine
Spongiform Encephalopathy) or mad cow disease outbreak in the UK in January
1992, which sent shock waves throughout Europe. On March 12, 1996 the Euro-
pean Parliament mandated genetically modified food labeling requirements and was
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supported by the European Commissioner for Health and Consumer Protection
[155, 156].

The controversy over genetically modified food intensified in several European
countries in 1996, which was a watershed year in Europe [157]. In that year, the EU
granted Monsanto to market its herbicide-tolerant soybeans and a year later Syn-
genta (then known as Ciba-Geigy) received permission to commercialize its insect
tolerant Bt 176 maize. As the first genetically modified seeds were imported from
the United States, the debate surrounding Bt maize intensified. Moreover, the mad
cow disease crisis became a major issue on both the policy and public agendas. As
noted by Toke and others, this crisis was not the principal reason for Europeans
rejecting genetically modified food [71]. Nevertheless, the possible spread of BSE
shook Europeans’ belief in the trustworthiness of the policy institutions responsible
for ensuring the public health, deepened their suspicion of genetically modified
foods, and influenced policy decision making in many European countries.
Advances in and controversies over biotechnology applications did not translate
into increased knowledge about genetic engineering. In fact, the knowledge of
biotechnology techniques among Europeans remained relatively low and varied by
country, as illustrated by Eurobarometer surveys throughout the 1990s.

While the introduction of biotechnology products continued in the US, most
members of the Regulatory Committee of the EU and European Parliament
objected to the authorization of genetically modified maize. Although the European
Commission eventually allowed the import and cultivation of GM maize in 1997,
Austria prohibited its import by invoking the safeguard clause of Directive 90/220,
which allows member states to restrict products believed to pose a danger to the
health and safety of citizens. Despite the intensity associated with these issues and
the emergence of a well organized opposition to fight genetically modified prod-
ucts, as illustrated by the anti-genetically modified product movement of NGOs and
other interest groups in France, most of the public within the EU had demonstrated
low levels of knowledge concerning genetic engineering [158–161]. Based on a
nine-item quiz to measure biotechnology knowledge, the Eurobarometer surveys
between 1996 and 2002 indicate a slight overall upward trend in knowledge.
However, only three countries, Sweden, Denmark, and the Netherlands, consis-
tently passed the quiz by answering even 60 % of the items correctly, or, as in the
case of Sweden in 2002, 70 % [162]. While these trends have not changed sig-
nificantly, a 2005 Eurobarometer poll showed that 80 % of Europeans were familiar
with genetically modified food [163].

Regardless of low biotechnology knowledge among the European public, the EU
continued its active policy engagement in the regulation of genetically modified
food. In response to North American genetically modified soybeans reaching Eur-
ope, the EU, with considerable support from the European Council and Parliament,
established specific labeling rules and mandated labeling requirements for most
genetically modified food under the Novel Foods Regulation (EC) No. 258/97,
Council Directive 97/35/EC, and IP/97/1044. Fully introduced by September 1998,
the labeling requirements specified in Directive 97/35/EC and IP/97/1044 not only
amended Directive 90/220/EEC but also coincided with the disappearance of
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genetically modified products throughout Europe. Despite having authorized 18
genetically modified products for commercial use since Directive 90/220/EEC,
increasing doubts about the safety of food biotechnology applications convinced 12
of the then-15 member states to oppose the authorization of new genetically mod-
ified organisms. Faced with this broad-based opposition, the European Commission,
rather than challenging strong anti-GM sentiment, agreed to halt the authorization
of genetically modified organisms, paving the way for a de facto GM product
moratorium that started in 1998 and lasted until 2004 [164, 165].

Pending reform of Directive 90/220/EC, the Council of Environmental Ministers
halted any approval of new GM organisms and began to revamp its regulatory
system “to better address the challenges of modern biotechnology” [107]. Countries
characterized by low levels of uncertainty tolerance, including Greece, France,
Italy, Austria, and Germany, either invoked the safeguard clause to ban GM
organisms that had already been approved at the EU level or refused approval of
new GM products until the development of stricter risk assessment procedures and
the implementation of traceability, liability, and labeling rules. Consumers’ unions
across Europe echoed these sentiments of opposition. Accordingly, the Interna-
tional Consumer’s Organization urged “governments … [to] require full pre-market
evaluation and social and safety impact assessment of GM foods” [158].

These events convinced the EU to expand and revamp the regulatory food safety
framework. The 1999White Paper on Food Safety proposed the establishment of an
independent European food safety agency modeled after the Food and Drug
Administration. Aimed at ensuring consumer health protection in the area of food
safety and enabling the agency to draw on independent scientific opinions, this
proposal became a functional reality in 2002 with the establishment of the European
Food Safety Authority and subsequent formation of the Scientific Committee and
Scientific Panels a year later [166]. Furthermore, the EU deemed the procedures that
govern the deliberate release of GM organisms into the environment under the
Directive 90/220/EEC as environmentally unsound and replaced it with Directive
2001/18/EC (the Deliberate Release Directive), which reiterated the safeguard
clause, reaffirmed the precautionary principle, emphasized preventive actions, and
introduced an ethical dimension to assess GM products. As part of the officially
sanctioned notification process, this directive required genetically modified food
producers to provide a full environmental risk assessment detailing the foreseeable
risks of such products to human health and the environment. Member states were
authorized to conduct their own investigation and take into account the ethical
implications of marketing genetically modified food [167]. Finally, based on
guidelines adopted by the European Commission in 2003, 15 of the 27 EU member
states have implemented national strategies for the coexistence of genetically
modified crops with their organic counterparts [165].

As determined by advanced search engine results on governmental websites for
Health Canada and the European Union, there are currently about 600 EU docu-
ments dealing with food biotechnology in contrast to about 200 for Canada. While
the U.S. Food and Drug Administration does not allow for tailored online searches
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regarding the regulations of genetically modified food, there are significantly fewer
regulations in the United States compared to Europe [168]. As pointed out by Carter
and Gruère, “globally, the EU has the most comprehensive regulations on GM
food” [169]. The new, more extensive regulatory framework is a continuation of the
EU’s latest effort to regulate GM food. The Food and Feed Regulation, (EC) 1829/
2003, clarified a series of previous regulations and directives that directly or
indirectly dealt with genetically modified food, including Regulation (EC) No. 258/
97 and Directives 82/47/EEC, 2002/53/EC, 2002/55/EC, 68/19/EEC, and 2001/18/
EC. Consisting of 49 articles and one annex, the primary objective of Regulation
(EC) 1829/2003 is to “provide the basis for ensuring a high level of protection of
human life and health, animal health and welfare, environment and consumer
interests in relation to genetically modified food” [170]. As a number of countries
including Austria, Greece, Germany, Luxembourg, and Germany maintained a ban
on certain genetically modified foods, the latest additions to the regulatory
framework focus on the traceability of novel foods throughout the production and
distribution process [171, 172].

As the regulatory scope has expanded, statements by the European Commission
have begun to address the potential benefits of genetically engineered products
[173]. However, this more welcoming stance contrasts with the fact that the
European Food Safety Authority has approved only one genetically modified
product since 2004 [174]. Moreover, public perception of genetically modified food
has remained negative. Eurobarometer surveys show that national attitudes toward
genetically modified food have been mostly characterized by negative undertones,
judging such products as not being useful and a risk to society at large. Large
segments of the public in Belgium, Sweden, Denmark, Germany, Italy, the Neth-
erlands, Austria, and Greece were particularly unsupportive of genetically modified
food. Except for Denmark, Sweden, and Austria, support for GM food has declined
considerably since 1996. EU averages between 1996 and 2005 derived from the
Eurobarometer studies confirm the overall decline in and low support for geneti-
cally modified food between 1996 and 2005. To some extent, these patterns are also
visible in the United States and Canada (see Fig. 2.1). Studies that highlight the
Europeans cautious approach to, and the perceived threat associated with,
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genetically engineered food reiterate the low support for genetically modified
food within the EU—a pattern firmly established since the first half of the 1990s
[175, 176].

Notes For the U.S., the survey asked: Do you favor the introduction of geneti-
cally modified foods into the US food supply? For Canada, the survey asked: Is
using biotechnology in the production of food and drinks useful? For Brazil, the
survey asked about the preference of genetically modified foods. For the EU, the
results for 1996–2002 are based on decided Europeans in support of GM food,
while the 2005 polling results are based on a combination of those who “agree” and
“totally agree” with GM Food [176].

2.5 Conclusion

This study asked whether different uncertainty tolerance levels and risk perceptions
provide another explanatory dimension to the formulation of policies regarding
genetically engineered food in the United States, Canada, Brazil, and EU. Different
uncertainty tolerance levels and risk perceptions among policy stakeholders,
defined here as the public and policymakers in relevant regulatory agencies, are
linked to distinctive protective policies in the area of food biotechnology. The
formulation of stringent regulatory policies occurs within an environment of low
uncertainty tolerance levels and prevalent cautious risk perceptions. On the other
hand, high uncertainty tolerance levels and the initial prevalence of opportunistic
risk perceptions among policy stakeholders encourage the continuation or adjust-
ment of existing protective regulatory policies. The competition of different risk
perceptions facilitates the emergence of an inconsistent regulatory framework.
While risk perceptions among policy stakeholders can change and remain ambig-
uous, the findings of this analysis illustrate that country or region-specific differ-
ences in political culture—and the prevailing risk perceptions among policy
stakeholders associated with them—can add another explanatory dimension to
understand policy outcomes (see Table 2.2).

On both sides of the Atlantic, public knowledge about biotechnology applica-
tions, including genetically modified food, remained relatively low in the United
States, Canada, and the EU throughout the 1990s. However, as skepticism and
controversies surrounding genetically modified food deepened and press coverage
intensified, familiarity with genetically modified food increased, especially among
Europeans and, as indicated by polls conducted in the early 2000s, among
Brazilians. Surveys at the state, regional, and international levels also showed that
the publics in the United States and Canada were more supportive of food bio-
technology applications compared to their European and especially Brazilian
counterparts. Because of the perceived benefits and presumed low danger levels of
genetically modified foods, a substantial segment of the public in the United States
and Canada mostly supported genetically modified food, especially during the first
half of the 1990s.
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Table 2.2 Genetically modified food policy and policy risk perception timeline

Year United States Canada Brazil EU

1980 – MOSST: Biotech-
nology in Canada

– –

1983 – National Biotech-
nology strategy

– –

1986 Coordinated
framework for
regulation of
biotechnology

– – –

1987 – – – Viehoff report

1990 – – – Council directive 90/
220/EEC on the
deliberate release
into the environment
of GMOs

1992 FDA: Foods
derived from new
plant varieties

– – –

1994 FDA approval of
the Flavr-SavrTM

tomato

HC: Guidelines for
the safety assess-
ment of novel foods

– –

1995 FDA: Safety
assurance of foods
derived by modern
biotechnology in
the United States

– Law of biosecurity
establishes the
National Biosafety
Technical Com-
mission (CTNBio)

1996 – – – European parliament
mandates GM food
labeling
requirements

1997 EPA: Allows lim-
ited registration of
a new btcorn called
star link

Creation of CFIA – –

1998 – Canadian biotech-
nology strategy
secretariat: Cana-
dian biotechnology
strategy: An ongo-
ing renewal process

Federal court
prohibits the
commercialization
of genetically
modified soybeans

–

2000 FDA: Confirms
traces of Star link
in taco shells

– – Commission of the
European communi-
ties: White paper on
food safety

(continued)
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However, by the late 1990s and early 2000s, a public increasingly skeptical and
uncertain about such products developed an unfavorable assessment of genetically
modified food in the United States, Canada, and the EU, suggesting an opportu-
nistic risk perception mixed with visible signs of caution. While the level of public
skepticism changed in the United States, Canada, and the EU, the Brazilian public
acknowledged some benefits associated with food biotechnology but was consis-
tently and strongly opposed to it, suggesting a mostly cautious risk perception.

While regulatory adjustments have been proposed in the United States and
Canada to reflect the increasing skepticism regarding genetically modified food,
policymakers within the Food and Drug Administration and Health Canada have
continued to encourage the advancement of genetically engineered food, mostly
praising its safety and benefits. In contrast, the consistent suspicion of genetically
modified food as something unnatural coincided with the Europeans’ less favorable
assessment of engineered food products. While exceptions exist, policymakers

Table 2.2 (continued)

Year United States Canada Brazil EU

2001 – – – Council directive
2001/18/EC on the
deliberate release of
GMOs

2005 – – New Law of
Biosecurity
strengthens the
power of the CTN
Bio

–

2006 – – – FDA: Guidance for
industry. Recom-
mendations for the
early food safety
evaluation of new
non-pesticidal
proteins produced
by new plant
intended for food
use

Policymaker/Public risk
perceptions

1990s 2000s

United States Opportunistic/opportunistic Opportunistic/
cautious elements

Canada Opportunistic/opportunistic Opportunistic/
cautious elements

Brazil Competing risk Perceptions/unknown Competing risk
perceptions/cautious

EU Cautious/cautious Cautious/cautious

2 The Role of Risk Perception and Political Culture … 49



within the major regulatory bodies of the EU generally downplayed the benefits of
genetically modified food and instead emphasized the risks associated with them.
Consistent policy trajectories are much more difficult to pinpoint in the case
of Brazil. Divisions and competing risk perceptions within government and at the
sub-national level dominated the development of Brazil’s food biotechnology
regulatory framework. Accordingly, the simultaneous and sometimes ambiguous
advocacy of risks and benefits in regards to genetically modified food at the federal
and state level of government as well as the subsequent legal battles that challenged
the Comissão Técnica Nacional de Biossegurança’s opportunistic risk perception
paved the way for the development of an inconsistent regulatory framework.

Stakeholders in the United States and Canada tended to perceive risks associated
with genetically modified food in terms of low threats and high opportunity. Since
the late 1990s there has been an increasing and clearly visible cautious risk per-
ception growing among the North American public similar to (although not as
severe as) the European and Brazilian outlook. This trend, however, also indicated a
widening risk perception gap between the public and policymakers in the United
States and Canada. Following a mostly opportunistic risk perception, especially
among regulators, within an environment of high tolerance for uncertainty, the
United States and Canada adjusted and expanded the responsibilities of the existing
protective regulatory frameworks into the area of genetically modified food.
Accordingly, the Food and Drug Administration and Health Canada, responsible for
the regulation of conventionally produced food, took on the regulatory responsi-
bility for food biotechnology. Within the context of low uncertainty tolerance, the
European public and policymakers tended to perceive genetically modified food in
terms of high threat and low opportunity. When combined with the fear of the
unknown, this mostly cautious risk perception among EU policy stakeholders
contributed to the creation of elaborate and stringent protective regulatory policies
throughout the EU. Brazil, similar to many European countries characterized
by low levels of uncertainty tolerance, initially pursued a precautionary policy
approach vis-à-vis food biotechnology. However, as divisions along competing risk
perceptions within both the Cardoso and Lula administrations crystallized, partially
in response to external and internal pressures, the regulatory framework became
increasingly inconsistent.

In addition to conventional explanations that focus on socioeconomic condi-
tions, the role of political institutions, or a process versus product outlook on policy
formation, the influence of political culture and risk perceptions provide another
useful analytical perspective to understand the genetically modified food policy
divide between North America and the EU and, to some extent, the inconsistent
policy trajectory of food biotechnology in Brazil. The uncertainty avoidance index
and Margolis Risk Matrix assists researchers in assessing the influence of differ-
ences in political culture and risk perceptions on policymaking. By drawing
attention to core values across societies in terms of differences in risk tolerance,
these analytical approaches can be reasonably generalized and add to traditional
perspectives on policymaking. Nevertheless, conceptual and methodological
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weaknesses remain regarding the operationalization of the risk perception frame-
work in modeling the dynamic relationship between risk perceptions and other
sociopolitical variables. Relying on regulatory policies other than those related to
genetically modified food, future studies in this area should refine the political
culture/risk perception framework, consider the influence of the media on agenda-
setting in the selected policy area, and take into account different policy dynamics
as a result of differences in economic and political development.
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Chapter 3
The Importance of Risk Communication
as an Integral Part of Risk Management
in the Republic of Serbia

Vesela Radovic and Jean-Marc Mercantini

Abstract Risk management is heavily dependent on information quality (e.g.
reliability, pertinence) for making timely and efficient decisions. Obviously,
information deficiencies will negatively affect the whole risk management organi-
zation and may have also negative impacts on the population, which rapidly may
evolve into uncontrollable behaviours. Risk communication is usually considered to
be one of the important phases within the risk management process. To illustrate
this importance, the case of a country (the Republic of Serbia) where the risk
communication system shows many deficiencies, is presented and analysed. One of
the results is that message processing depends on the cognitive characteristics and
cognitive limitations of the recipients, as well as message properties. It is of prime
importance that policy makers keep these two considerations in mind. The most
critical result observed in this case study is when citizens are not any more in trust
with their authorities. The Republic of Serbia is facing great challenges to design its
new risk communication system. The chapter engages a set of questions for public
discussions. It initiates the government and other important actors to manage risks
and to communicate about them more efficiently, keeping in mind that these actions
affect local, regional, national and international relations. By the use of cognitive
approaches, it is suggested to the stakeholders to design new organizations and new
methodological tools, which could help them to solve problems in the domain of
the risk and increase the overall security in the Serbian society.
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3.1 Introduction

Risk management is a rapidly developing discipline in the world of science.
Therefore, researchers interested in this matter could rapidly propose various views
and descriptions of what risk management involves, how it should be conducted and
what it is for. Many researchers have implied that risk is not fact, but a composite of
values, specific contexts, and future events [1]. Being at risk is the way of being and
ruling in the world of modernity; being at global risk is the human condition at the
beginning of the twenty-first century. The more emphatically the existence of world
risk society is denied, the more easily it can become a reality [2]. It is necessary to
have this fact in mind to find a way to respond adequately on these global risks. The
different risk management standards implemented in the world have been created as
tools within a process of achieving adequate response to the risks. One of the main
constraints of the risk management process is to obtain pertinent information for
making a correct, timely and realistic decision for a well being of the society. And, as
notified by researchers, especially in social sciences, risk communication is one of
the important phases within the risk management process. The field of risk
communication has been developing since the late eighties. In terms of their history
and organization, the fields of communication and cognitive science share many
characteristics. By building theoretically driven, empirically tested structures of
cognitive processes, cognitive scientists seek to increase understanding of the mind,
as well as to build systems that are able to understand, predict, and generate human
thought and action (Information Processing) [3]. Scientists try to answer the ques-
tions: how information processes are represented in the mind, and how people react
during an emergency. Plough and Krimsky pointed in 1987 ‘the emergence of
risk communication as significant new organizing theme for a set of diverse, but
conceptually related problems concerning the political management of public risk
perceptions and individual behavioural responses to risk [4].

There are numerous definitions of risk communication, as well as many new
scientific concepts regarding different circumstances in which it has to be applied.
For the purpose of this chapter authors have chosen the definition from the Joint
Project of theWorld Health Organization (WHO) and the Organisation for Economic
Cooperation and Development (OECD). This document defines risk communication
as the interactive exchange of information about (health or environmental) risks
among risk assessors, managers, newsmedia, interested groups and the general public
[5]. Peter Sandman, a noted risk communication expert who has advised companies
and governments about various communication crises stated that “the current version
of risk communication was born to guide the new partnership and dialogue of
government and industry with public” [6]. Risk communication is a subject tackles
by some social science theories and models are proposed to explain how people
think, reason, make choices and within in emergency situations. Some of these the-
ories are about social learning, group decision-making, decision analysis, etc.

Research from the risk communication field draws heavily on social, cognitive and
economic psychology, and their organisational and community-based applications
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[7]. Risk communication field like cognitive science, has its roots in numerous dis-
ciplines such as psychology, sociology, political science, linguistics, journalism,
anthropology, and economics. Therefore, research departments in cognitive science
and communication are becoming more common. Research works in decision theory
could be used to predict people reactions in emergency situations, for example with
the specific perspective to study the influence of the mental representation of some
threats on risk communication. Numerous factors have contributed to the rapid
growth of the risk communication field, and the contemporary world under the
governance of information and communication technologies is the arena for risk
communication among interested stakeholders.

According to [5], the framework of the risk analysis process consists of three
components: risk assessment, risk management, and risk communication (Fig. 3.1).
It involves a logical and systematic method of defining the concepts of risk
assessment, risk management and risk communication, where activities, functions
or processes are implemented with the purpose to minimize the level of the risk
(environmental, health, etc.).

As defined in the IPCS Harmonization Project [5], but also in the International
Norm on Risk Management (ISO/FDIS 31000), risk communication appears to be
one of the fundamental processes for making correct, timely and realistic decisions
for the well being of the society. Risk communication has to be viewed as a
permanent, continual and iterative process intended to provide, share or obtain
information. As previously said, this information is the base of the decision making
process but it must be also the base for new educational programs.

Serbia is a country exposed to various risks [8]. The current circumstances and
past inheritances have conducted policy makers to establish an integral risk man-
agement policy. The significant issue now is how to create prerequisites for its
implementation but also how to provide the required number of scholars in cog-
nitive science who could teach and develop researches about communication.

The purpose of this chapter is to illustrate the challenges facing Serbia to design
its risk communication system. It presents the current state of the risk management
and of the risk communication with the focus on failures. It engages a set of
questions for public discussion, it initiates the government and other important
actors to manage risks and to communicate about them more efficiently, keeping in

Risk Analysis

Risk Communication

Interactive exchange of 
information and opinions 

concerning risks

Risk Management

Policy based

Risk Assessment

Science based

Fig. 3.1 Risk analysis framework
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mind that these actions affect local, regional, national and international relations. By
the use of cognitive approaches, it is suggested to the stakeholders to design new
systems and new methodological tools, which could help them to solve problems in
the domain of the risk and increase the overall security in the Serbian society.

The methodology used in the chapter to study the importance of risk commu-
nication, as an integral part of risk management is coherent with social science
approaches: historical analysis, comparative analysis, and document analysis. The
authors have reviewed literature from various disciplines that inform readers about
issues of the research: cognitive science, educational science, risk management, risk
communication, disaster management, etc. A corpus of documents has been con-
stituted. It is made of electronic databases, books, scientific journals, official docu-
ments and examples of positive practices from international communities, as well as
numerous syllabuses from the USA universities, publications of the most influential
international organizations in the area of risk management and risk communication.

The organisation of the chapter is divided into five parts. In the first part (par-
agraph number two), the current state of the risk management in Serbia is presented.
In the second part (paragraph number three), a discussion about the importance of
the risk communication at the local level is developed. The third part (paragraph
number four) is devoted to a case study (implementation of a hazardous waste
policy) to illustrate the lacks and the failures of the risk communication at the local
level in Serbia. In the fourth part (paragraph number five), a set of opportunities are
proposed and discussed for the future improvements of the risk communication.
The conclusion is the fifth part of the chapter.

3.2 The Risk Management in Serbia

For a part, the modern states’ legitimacy derives from their ability to prevent and
protect the population from potential physical harms that could emerge from risky
situations. During these situations, risk management and risk communication in
Serbia were evaluated as inadequate by some of the most influent institutions [9].
Each year, the Government provides large amounts of aid to the citizens affected by
various risks. In this part of the chapter the following aspects of the current situation
will be presented: (i) the exposure of Serbia to risks, (ii) the political institutions,
(iii) the legislative and economical aspects of risk management, (iv) the historical
aspects and (v) the organisation of competent services.

3.2.1 The Exposure to Risks

The analysis of the exposure to risks is based on the World Risk Index 2012 [10].
This index is only related to natural hazards and it is obtained and calculated by
combining the four components of exposure, susceptibility, lack of coping capacities
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and lack of adaptive capacities. The last three components describe the societal
aspects of the risk, and combined, they yield the vulnerability factor. It is legitimate
to suppose that the situation would be worst if the study could be extended to
anthropogenic hazards. The Table 3.1 shows that Serbia has a high possibility of
being affected by natural disasters. It holds the second place in the selected set of the
neighbour countries, with high values for both factors of exposure and vulnerability.
Serbia is at the 66th position out of 173 countries that are included in the World Risk
Index overview [10].

This bad evaluation of the country organization facing risks is due in part to the
bad economical situation, which can be explained by the recent events that have
affected the country: (i) the period of the national conflicts, (ii) the international
sanctions, (iii) the economical deterioration caused by the privatisation process and
(iv) the global economical crisis. The bad economical situation of the country is
characterized by: (i) the rising prices, (ii) the increase of the inflation rate, (iii) the job
losses, (iv) the decreasing of the foreign direct investment, (v) the high degree of
corruption, (vi) the lack of cooperation with the International Monetary Fund (IMF)
and (vii) many other social problems. Besides, the Republic of Serbia is currently
engaged in the process of joining the European Union (EU) as a full membership,
what is adding strong constraints on policy choices. The Serbian Government has a
very limited financial capacity to assist citizens in risky situations, and therefore, it is
not able to provide the necessary help to the jeopardized populations.

3.2.2 The Political Institutions

The legal framework to regulate the domains of safety and risk management are
based on the Constitution of the Republic of Serbia [11] and European directives

Table 3.1 The World Risk Index 2012 for selected countries

Country Rank Vulnerability
(%)

Exposure
(%)

World Risk
Index (%)

Albania 38 46.89 21.25 9.96

Serbia 66 42.52 18.05 7.67

Greece 72 34.83 21.11 7.35

Romania 82 42.99 15.77 6.78

Bosnia and
Herzegovina

86 47.31 14.02 6.63

FRY Macedonia 95 43.47 14.38 6.25

Hungary 102 37.61 15.61 5.87

Bulgaria 118 39.11 11.66 4.56

Croatia 123 37.73 11.53 4.35

Slovenia 132 32.86 11.59 3.81

The value is the result of the product of Exposure and Vulnerability (the two contributed factors)
Source World Risk Report 2012

3 The Importance of Risk Communication as an Integral … 65



that have been already accepted in EU. The Serbian Constitution regulates and
provides:

• Sovereignty, independence, territorial integrity and security of the Republic of
Serbia, its international position and its relations with other countries and
international organizations;

• Territorial organization of the Republic of Serbia (system of local self-
government);

• Defence and security of the Republic of Serbia and its citizens (measures in case
of emergencies);

• Sustainable development which includes a system of protection and enhance-
ment of the environment, protection and enhancement of flora and fauna,
industrial production, traffic and transport of weapons, poisonous, combustible,
explosive, radioactive and other dangerous substances;

• Development of the Republic of Serbia which includes policies and measures
for encouraging equal development of individual parts of the Republic of Serbia,
the development of underdeveloped areas, organisation and utilization of a
space, scientific and technological development.

The Constitution of the Republic of Serbia provides the right of citizens for
province autonomy and local self-government, realised directly or through their
freely elected representatives.

3.2.3 Organisation of the Competent Services

The current process of risk management can be discussed by presenting the Serbian
emergency organisation. But previously, it is important to keep in mind that the
national organisation tomanage risks and emergency situations went through a period
of great turbulence from 1994 till 2009. Indeed, the legal framework for disaster
response had been created for a country and political system that no longer existed.
That opened a space for other government structures to promote their responsibility
for various aspect of crisis response and stepped into the vacuum that was created [12].

In 2009, the Sector for Emergency Situations (SEM) (Fig. 3.2) was established
within the Ministry of Interior, based on the new law on Emergency Situations [13].
This new organisation has integrated the existing resources of the protection ser-
vice, the rescue service and the reaction service in emergency situations. Its central
mission is the protection and rescue of citizens, material and cultural goods and the
environment in emergency situations.

The functionality of the Sector is supported by the twenty-seven local self-
governments. The sector consists of:

• The department for prevention;
• The department for fire and rescue units;
• The department for Risk Management;
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• The department for Civil Protection,
• The National Training Centre.

The role of the National Training Centre (NTC) is to train people involved in the
management of emergency situations. After numerous emergencies, the experience
feedback leads us to arise questions about the challenges and perspectives of
the skills transmitted by NTC. More precisely, skills concerning fire fighting and
rescue operations within the established emergency management system in the
country, as well as others emergency services, like police and health workforce. The
arising questions are:

1. How to ensure that their personnel have the necessary financial resources to
perform tasks and missions assigned to them?

2. Which new knowledge and skills would they need to have in this extremely
complex system?

3. How their education and training are supposed to be organized [14]?
4. How to improve the education and awareness of all participants involved in the

risk management (the risk culture)?

Risk management in Serbia attracted great attention during numerous emergen-
cies leading to significant consequences on population. The severity of these con-
sequences is such that it is necessary to develop long term plans to remove them.
Speaking about anthropogenic risks, the official representatives of the Government
and experts from industry have wanted to reassure the public by promoting an
idealised image of technology, in spite of numerous cases in which population was

Fig. 3.2 Flow diagram describing the organization of the Sector for emergency management
(SEM2) in charge of the process of risk management and risk communication
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jeopardised by unsafe industrial activities. Stakeholders prefer to portray technology
as predictable and controllable, speaking as the best available technology, but still
there is a danger [15]. In addition, trying to attract foreign direct investments there is
a threat that Serbia could become a “paradise” for “dirty industries”. Numerous
recent examples of industrial developments, show that scientists and investors have
underestimated or unanticipated all potential risks due to the implementation of their
technology. Interested parties assume that industry will perform perfectly its roles in
the community, even in the case of the new kind of disasters so called “natural
hazards triggering technological disasters (NATECH)”. These accidents are likely to
become of increased relevance in the future due to an increased frequency and
severity of extreme natural phenomena and an increased complexity and interde-
pendencies of industrial technological systems [16].

The Republic of Serbia is in a setting process of a “new education strategy”, as
one of the most important prerequisites for future generations in order to create a
sustainable society. The system for recognizing non-formal or informal learning has
not been established yet. One of the most important problem is the fact that a large
part of population is illiterate and without any basic level of education (1,387,526
persons where 72,831 are young people from 15 to 29 years old). Due to this fact
and to the numerous ethnical minorities in the country, the adequate level of
security and safety in emergencies is difficult to achieve. The study of risk man-
agement in Serbia is new and largely theoretical. The academic community is
looking for new ways to teach interdisciplinary approaches, experiential knowledge
and best practices into its undergraduate and graduate curriculum. The purpose is to
be closer of the problems emerging in the real-life, and to provide innovative
solutions in the process of risk management.

Wider discussions about this issue is necessary as a platform for networking,
exchanging of new ideas and approaches, transferring the knowledge and pre-
senting best practices in risk management. In reality this discussion is still missing.
On Serbian market, only few private companies offer services in the risk man-
agement area. As responses on various risks, they propose to make emergency
plans, to provide trainings to acquire skills in communication during risky situa-
tions, etc. In many organizations (public or private), specific jobs of public relations
were created to fulfill, among others, the risk communication missions.

The experience feedback concerning lacks and failures in risk communication
has pointed the area of environmental risks as being the worst. Few positive steps
suggested that establishment of the contemporary concept of risk management is
possible, like in a process of acceptation of the Social Responsible Strategy [17].
Serbia has actively participated in the United Nation South Eastern Europe Disaster
Risk Mitigation Adaptation Program (SEEDRMAP) and in numerous regional and
international efforts to reduce existing risks.1 The National Strategy of Protection

1 The Global Facility for Disaster Reduction and Recovery (GFDRR) is a major initiative laun-
ched in September 2006. Within the context of the GFDRR the World Bank and UN/ISDR
secretariat have initiated a South Eastern Europe Disaster Risk Mitigation and Adaptation Program
(SEEDRMAP).

68 V. Radovic and J.-M. Mercantini



and Rescue that has been adopted [18], has to develop a multi-year programme
which include research priorities in the areas of risk management and risk
communication.

The role of media is an important factor for engaging and forcing stakeholders in
real reforms in risk management and risk communication based on scientific
approaches and on long term policy goals. From this point of view, a very important
step was made as a part of the European Union project named: Development of
strategic Planning and improvement of horizontal communication within the
Ministry of Interior of Serbia.2 As a result from this project, the Ministry of Interior
has adopted and generalized the proposed communication strategy for it to become
the basic guideline to be applied to develop communication in any area. The
internal communication (including horizontal communication) has been highlighted
to be one of the priorities. The transparency and publicity of the works are ensured
through continual information of the public on the current activities and achieved
results, through the work of the Media Cooperation Bureau and Bureau for
Information of Public Importance, the publication of bulletins, etc.

Another important result from this project is the proposition to develop the dia-
logue with citizens according to two ways3: the internal and external target groups.
The internal group comprises the Ministry staff. The external group consists of:

• The media—domestic and foreign;
• The citizens and non-government organizations;
• International Community—international organizations and embassies; and
• State institutions.

Despite the implementation of the new communication strategy described above,
the whole process is not yet operational at the local level. Furthermore, according to
the Peter Sandman description, the risk communication process at the local level
can be qualified as the “first stage of risk communication”, which consists simply to
ignore the public. Despite the new legal framework, the risk communication in
Serbia looks like the “pre-risk-communication stage, prevalent in the United States
until about 1985” [19]. In this context, stakeholders have repeatedly shown that
experts often disagree with people without scientific expertise (layperson), con-
cerning the level and acceptability of a specific category of risks. Such disagree-
ments caused lack of trust, differences in beliefs, gaps or errors in understanding
risks, and differences in attention devoted to the risk management processes.

The capacities for a society to reach an adequate level of risk communication depend
on the wealth and on the education of the population. The current Serbian society is
not able to provide these necessary preconditions. The local self-governments are in
the difficult position to make efforts both, for providing adequate safety on its territory

2 It is a part of ongoing project financed by European Union Twinning number SR11 IBJH 01.
3 Two-way communication in this document is defined as communication that has a goal to
encourage open, straightforward, constructive dialogue, and facilitate the accessibility to infor-
mation, influence, and engagement, listening to and consulting with internal and external user.
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and for elaborating long-term sustainable development plans. Dutton suggested that
the concepts, beliefs, assumptions and cause–effect understandings of strategist,
determine how strategic issues will be framed [20]. Serbian policy makers have to
show increased interest for such reflexions and they should include cognitive science
advances in the processes of strategic decision-making in general and in the area of the
risk communication in particular. It is a fundamental issue that could provide
numerous possibilities to achieve common goals in the fields of risk and safety.

3.3 The Importance of the Risk Communication
at the Local Level

The consequences caused by the last major accidents throughout the world can be
considered to be more and more catastrophic. The strengthening of national
capacities and specialized agencies, which has been recently implemented might be
insufficient to face such situations requiring immediate emergency response at the
front lines. The expansion of the local government roles within a coherent overall
organization could be one of the accurate responses to this problem. According to
the deep specific knowledge from the county they have to manage, local govern-
ment roles could be expanded in the risk communication domain and in the
implementation of local resilient organizations.

Strengthening the local resilience is a topic of paramount interest in the world as
proved by the United Nation campaign: “Making Cities Resilient: My City is
getting ready!”. This campaign launched in 2010 addresses issues of local gover-
nance and urban risks. It is entered in its second phase (2012−2015) and a large
number of Serbian cities are included.

Most results from researches in communication acknowledge the importance of
thinking communication as an exchange rather than a one–way process. The Serbian
experience feedback has shown that a centralized communication (top–down pro-
cess) is not adequate. A complementary bottom-up process is needed, followed with
appropriate planning, prevention and systematic risk management at the local level.

Local self-governments’ tasks include (i) the organization of various social,
procedural, and economic activities, which achieve the consensus among various
interest groups, and (ii) the decision-making process which contributes to build a
safer community. There are numerous laws regulating the rights and responsibilities
of local government as part of executive power based on territorial-administrative
division of the Republic of Serbia. The most important is the Law of Local Self
Government. The local self-governments are facing large regional development
inequalities due to unfavourable demographic trends, high regional unemployment,
devastation of industry, lack of infrastructure and insufficiently developed institu-
tional framework. Having in mind that official national statistics have classified
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cities and municipalities in three different groups due to their level of development
(developed, undeveloped, and devastated), it is clear that they are not in an equal
position regarding response in risky situation.

By the Law on financing local authorities, which was in effect in 2006, it was
expected that transfers from the national budget to the local authorities would be
exactly 1.7 % of the Gross Domestic Products (GDP). Because of economic crisis,
these transfers were reduced twice in 2009 and in 2010.It was the reason why
mayors of more than fifty towns in Serbia handed the Government of Serbia a
petition requesting the return of the full transfers from the budget of the Republic to
the local authorities in 2011 [21]. These financial critical situations have raised the
need for a new Law about changing and adapting the financing of the Serbian cities
and municipalities [22]. The burden of sanitation and alleviation of risk conse-
quences is usually left to the local authorities that are faced with the lack of skilled
workforce and financial means. The local self-governments have the obligation to
provide security, but they do not have the necessary preconditions to do it
appropriately.

These numerous obstacles have initiated a new institutional approach in the
management of risky situations at the local level. For these activities, Serbia needed
international help from many various organizations. The response in emergency at
the local level was one among very successful international programs. The corner
stone of this program (Preparedness, Planning and Economic Security Program:
PPES) was the risk management at local level and the role of citizen in emergen-
cies, as well as daily activities in municipalities.4 The PPES was the unique pro-
vider of non-formal adult training programs in that field. It was filling the lack of
response to the needs of training of the country for over more than twenty years,
until the integrated disaster management system was established within the Ministry
of Interior [23].

The program started in 2006, and the activities of its Component oriented
towards strengthening capacities in disaster management at the local level were
performed in 80 municipalities up to early 2011. More than 1,000 participants
between 2007 and 2010 were attending the 2 days long workshop. The training was
a combination of presentations, discussions, group works and debriefing sessions
upon gained results.

Each workshop was evaluated by means of a questionnaire, where questions
were scored from 1 to 5 (5 for the best score). For each training session (workshop),
participants were grouped by two or three municipalities, what was representing an
average number of 17 persons. A synthesis of the responses obtained from twenty
out of forty trained municipalities in respective period (2008−2010), is presented
below (Table 3.2) as an illustration of these evaluations.

4 The Preparedness, Planning and Economic Security Programs (PPES) are being implemented by
DAI in Serbia, and organized in two components: Preparedness and planning (PP) and Economic
Security (ES).
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An important result emerging from this assessment is the difficulty encountered
by participants to accept the paradigm shift in the way to consider the public. As a
result, participators gave the lowest score at the objective regarding the identifi-
cation of the role of the public in emergency situation management at the local level
(at the time this concept was not yet developed in the country). The reason for these
results comes from decades of application of the risk communication concept
developed in the communist countries, which was entirely based on command and
obedience of stakeholders in charge for mitigation, and by neglecting the role of
the public. Therefore, population has “generally the impression that they will be the
sacrificial lambs and that the self-government and its bureaucracy could not be
trustworthy to do the right thing”. That is a reason why almost all authors on the
topic of risk communication highlight the importance of trust [24].

Despite the modern theory in risk communication, numerous examples have
been recorded in Serbia where it failed in the last few years. One of the most
representative examples is the explosion of a chemical factory near Belgrade.
During this event, emergency services and public health services did not provide
timely and accurate information for citizens. The most remarkable failure comes
from the Serbian Parliament. A minister of the Government announced during the
Parliament session, how “at that moment the police was escorting the transport of
nuclear hazardous waste from Serbia to Russia”. The whole action, which was
qualified as top secret and which was organized by Serbian and international
security services, has been so revealed to the public. With this statement, the
minister caused civil unrest in the city where the waste had to be stored before
transportation.

It appears that the implementation of the risk communication process at the local
level is not yet taking in account the contemporary social and cognitive theories.
Discussions and reflections about the place of the risk communication are neglected
in Serbia because of the cultural heritage of the past habits in which old concepts
such as “working for people” are still in use despite of new concepts such as

Table 3.2 Results gain after analysis of workshop objectives from participants divided in groups

Workshop W1 W2 W3 W4 W5 W6 W7 Average
score/
objective

Objective

1. Identifying the role of local
self government in emergency
situations management

4.68 4.59 4.54 4.50 4.67 4.80 4.21 4.57

2. Identifying the role of public
in emergency situations
management at the local level

4.42 4.28 4.46 4.25 4.55 4.73 4.05 4.35

3. Defining the process of risk
management

4.68 4.50 4.54 4.31 4.67 4.71 4.32 4.50

Average score/workshop 4.59 4.45 4.51 4.35 4.63 4.74 4.19 4.47
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“working with people”. The current risk communication approach has its own
shortcomings. Policy makers and local authorities do not still provide opportunity
for real debate. They are focused on technical factors and they are neglecting social
and political factors. In all activities, they did not perform any research to identify
the target audience, as well as the pertinent tools and methods in order to com-
municate effectively and efficiently. In communities, there is not any leaflet, sem-
inar, meeting, public report or media explanation about the intentions and the
explanations concerning the responses to the existing risks. The human factors like
age categories, cultural groups, social classes, life styles, education levels or gender
are completely neglected. Furthermore, nothing is undertaken to remove obstacles
that hinder an effective communication or to analyse the way to minimise these
obstacles in the future.

There is an obvious need for stakeholders to take in account the progress towards
the implementation of a more interactive risk communication. A variety of social
science theories and models pertain to risk communication and how people think,
reason, act, and make right choices [25]. Local authorities should consider these
new theories and models as their strategic goals. Research works developed by
Brewer [26] and Zhang [27] address issues that could help authorities to improve
risk communication according to expected goals. Their models explain how
information flow has to be, and how it will impact the judgement of the addressees.

Noel T. Brewer pointed in [26] that “risk communication is successful to the
extent that it contributes to the outcomes its sponsor desires”. The single risk
information disclosure is not sufficient to change behaviours or beliefs of stake-
holders and population. It should be a permanent process of information sharing. A
permanent process of information sharing based on transparent relations among
participants in the process, which allows participants to start thinking about widely
accepted beliefs, is the first step which will lead to behaviour changes (Fig. 3.2). In
this process the main obstacle is the need for long period to implement planned
actions, which have to be limited in scope and location. As that process needs
comprehensive plan and significant financial means devoted for that purpose, policy
makers are not so interested to conduct it. Changing behaviours in a society needs
mutual efforts at the national and international level.

Risk communication is centred on the intentionality of the information source
and the quality of the information. As risk communication concerns at least two
agents, the information process within each agent can be described by the CED
model (Fig. 3.3): “Cognition process, Evaluation process, Direction process”.

Fig. 3.3 Three potential goals of risk communication [26]
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In accordance with this model, information flows from the source agent to the
receiver agent, which in turn will be the new source agent. “In the cognition process
the agent needs to recognize the fact, in the evaluation process it need to conduct
the value judgement, and in the direction process the agent makes a corresponding
decision” [27].

Hence, some authors have pointed micro/macro relations between cognition
science and communication, and policy makers have to find a way to apply these
new knowledge. The role of cognition and culture is fundamental in enhancing
adaptive capacity of risk communication at local level. Among all stakeholders in
the process of risk communications at local level, it is obvious that human factor
researchers and practitioners including cognitive psychologists, and industrial
engineers should work hand in hand with government officials and employees in the
SEM.

Essentially the decision makers have to learn the lessons from the past problems
and draw analogies between the causes and solutions for the current problems.

3.4 A Case Study About Hazardous Waste Policy

The effects of any kind of risks are amplified by the work of local self-government
and society at whole. The presented situation confirms the theory of Harry Otway
about one of the two kinds of risk communication: the one “used to persuade people
to accept policies or technologies and their associated risks; which in essence
encourages passive compliance with the intentions of those providing the infor-
mation, and so on it is fundamentally manipulative” [28].5 The case study is about
an issue that has been seen similarly in all over the world. One of the most
remarkable similar case is recorded by Sharon Beder and Michael Shortland in
Australia where much of the interest in risk communication has come from gov-
ernment officials and others who have experienced difficulties in sitting hazardous
waste facilities [29]. The role of adequate risk communication in all phases of the
implementation of a waste management policy within a community is of paramount
importance.

The Serbian case study, here presented, is a remarkable example of inadequate
communication with citizens of the different cities in which hazardous waste was
supposed to be stored. Some events within communities connected with this policy
had attracted attention of public and experts from the fields of risk management and
risk communication of the country and in the international community. The man-
agement of this case had caused significant consequences in the international
relations.

5 The second kind of risk communication according to Otway is a more ideal form, which aim is
fulfilling the information needs of the audience so as to enable them to make their own decisions.
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Hazardous waste disposal had caused the greatest anxiety among the Serbian
citizen. From the 1.8 million of tones of waste annually generated by industry, one
third are classified as hazardous waste. There is no permanent storage area for
hazardous waste on the territory of the Republic of Serbia and the environment is
affected in several ways accordingly [30]. The establishment of management sys-
tems for hazardous waste includes the establishment of adequate collection and
transportation of hazardous waste, as well as the construction of [31]:

• Regional storages where hazardous waste should be kept for treatment (five
such storages are planned);

• Treatment plants for hazardous waste (physicochemical treatment) within the
very heart of factories, and

• Two incinerators for a thermal treatment of the hazardous waste, as well as the
hazardous landfill.

The National Waste Management Strategy (NWMS) [32] had been the core
document in the creation process of the necessary conditions for a rational and
sustainable waste management. According to requirements of the NWMS, inte-
grated waste management for a group of municipalities (in a region or a country)
presents the only adequate waste management solution. After few years, it became
necessary to update NWMS. It has been changed in 2010, and has been extended
for the period 2010–2019. However, one of the key obstacles to the achievement of
NWMS goals was the lack of waste management plan at regional and local levels.

The plan has been developed based on a legal framework, but its implementation
has been faced with so many unexpected difficulties. Citizens started protests
against building hazardous waste facility, first in the town named Cicevac, in
Central Serbia, and then in Vojvodina and Kovacica. Those protests have caused
delays in the implementation of accepted obligations in environmental policy,
which is based on a signed contract in an IPA project entitled: “Technical assistance
for hazardous waste management facility”. The project was of national impor-
tance for the management of hazardous waste. Before those events the Government
had tasked the Ministry of Environment and Spatial Planning to carry out the
project “Construction of the physical-chemical treatment of waste”. The Ministry
has to work closely in cooperation with the Ministry of Defence, to prepare an
agreement on mutual cooperation in order to determine the final location for
the construction of the physicochemical treatment plants of waste, and to specify
the way to transfer the right of use of the land. The two Ministries have actively
participated in activities of interest to find a site for construction. It was expected
that the realization of this project phase would start in 2011. The two ministries
have only performed technical and political decisions without including any deeper
analyses about the local communities in which these facilities will be placed.

After many misunderstandings and numerous citizen protests, in February 2012
Serbian authorities admitted to the European partners that the project is delayed
because of public resistance in almost all sites where they plan to locate any of
those facilities (Dobricevo, Drenovac, Cicevac and Kovacica). They were not able
to find new locations that would fulfil all criteria defined in the project. The central
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bureaucracy made the mistake to ignore any support from environmental and
community interest groups. In all cases they were cooperating only with local
councils, which expressed responses on the basis of received information, but
without consulting a broader population about these questions. The bad conduct of
this highly sensitive project has obviously provoked political reactions from the
opposition that has found a way to strongly reject this plan. The public reaction has
been also hostile and the Council, which had first supported this project, has
withdrawn its support for fear of losing future elections.

Following these events, and given the inability of the Serbian authorities to fulfil
its obligations, the European Union has suspended the project. Stakeholders did not
know the conditions in local communities and during these events they have never
taken into account their prior attitudes and actions, neither their prior beliefs. They
omitted to establish trust, which is a common thread in all risk communication
strategies, and they did not consider the public as a full partner. It is well known
that the public and members of social groups perceive risks differently from people
(scientists and experts) who develop risk assessment studies. It is difficult to
understand why authorities have neglected this fact. Population cannot be ignored
in such areas where hazardous waste disposal facilities have to be built. Local
authorities must undertake direct actions, they must respect and take in account the
cultural and educational level of the population and more particularly about risk
issues. Finally, permanent efforts have to be done to increase the number of people
who can communicate effectively about risks.

Another dimension of such conflict situations is the role played by the media that
report about conflicts in a way easily understandable by everyone, and sometimes
simplifying the complexity of such real situations: the conflict between local
authorities doing its best to deal with hazardous wastes, and local residents
expressing the NIMBY syndrome (Not in My Back Yard). The trust dimension,
which is too often forgotten in spite of its paramount importance in the problem of
acceptability of a new technology, is the need for the population to trust the people
who will construct, operate and regulate this technology. Having all above in mind,
it is questionable why it has been decided to locate these plants in the poor and
devastated communities. Such decisions raise the questions of equity and hazardous
waste management. Reflecting similar concerns, in 1994 President Clinton issued
Executive order 12,898, which calls on federal agencies to develop strategies to
ensure “environmental justice”.

There is a hope that Serbian authorities in the future could provide scientific data
to perform researches about communities where waste facilities have to be built (e.g.
the number of households with incomes below the poverty line). Indeed, residents
from devastated and undeveloped communities might have more difficulties to
access to the political system and therefore they might have less ability to oppose the
building of new hazardous facilities than residents from developed communities.
An additional research question could be to know if these factors (poverty, under-
development, etc.) could influence manager decisions to determine the location of
the facilities. In consequences, these facilities are they disproportionately located in
minority communities, or in poor multiethnic regions (like Kovacica)?
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This case study has confirmed that there were not any kind of communication
between population exposed to “risks” and their own representatives. This lack
of communication has turned the debates into a fighting match and has led the
population to reject the project. The beginnings of a communication could have
given rise to initial discussions on the issues of advantages and disadvantages of
such a project of national interest. People who have to live around hazardous waste
facilities are worried about it, even if experts believe the risks are slight. It is well
known that when people are upset, angry, under high stress, involved in conflict or
when they are very concerned about something, they often have difficulties to
process information in a rational way. It is particularly important to consider this
fact when a sensitive message has to be transmitted and well received.

In the case discussed as well as in similar cases, risk communication do not have
to be a question of manipulating lay people to lead them in the desired direction, but
to provide them with the necessary information to comprehend and evaluate the
situation themselves [33].

3.5 Opportunities for Improvement of Risk
Communication

“Communication has always been, if not the heartbeat, the circulatory system of
science” [34]. Risk communication in global community has become a concept that
is strongly marketed by specific interest groups and used instrumentally to achieve
particular ends. The actual situation shows that Serbia suffers from a considerable
lag in its risk communication policy compared to others developed countries. In
the United States, the Environmental Protection Agency (EPA) has stated in 1986:
“on the national level we will build risk communication into regulatory policy
whenever possible” [35].

The Serbian policy makers must be guided by these cases and they must analyse
them as experience feedbacks to take them in account in the elaboration of new
policies. Authorities have to move forward and in the near future they have to
correct their gaps and failures within a methodological framework in accordance
with the five steps of the risk communication process: intentionality, content,
audience, source, and flow. As the communication of information about risks
usually occurs within a context of fear and uncertainty, its fundamental goal is to
provide meaningful, relevant and accurate information, in clear and understandable
terms targeted to a specific audience. It may not resolve all differences among all
parties involved in process, but may lead to a better understanding of it. The other
important question could be the acceptability of any risk, which is deeply connected
to perceptions of fairness and justice. It may also lead to more widely understood
and accepted risk management decisions, especially in poor and minority com-
munities, and in undeveloped regions. Indeed, it could be a question of basic human
rights and of environmental justice if hazardous waste facility will be settled in
minority and undeveloped regions.
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In fact the case presented above showed the requirement of on-going interaction,
not only between regulatory authority and the regulated entity, the community and
its self-government, but also communication among others interested parties. It
generally involves adoption, compromise and negotiation during all process. Local
communities and the general public reacted in case of limited, false, or inadequate
information. The policy makers have to be aware of the possibility of antagonisms
between the techno-sphere (the expert culture) and the demo-sphere (the popular
culture) and they have to try to avoid them all the time.

Some of the researches in the risk perception area reinforce the conception that
rationality and democracy are antagonistic to one another. As Serbia is evaluated
like unconsolidated democracy it is important to address the role of media in risk
communication. Stakeholders have to have in mind the current state of media
freedom. In the last report about media freedom in 2010 Serbia is classified in a
group of countries (36.5 % of the 197 countries and territories) where media are
partly free, and gains 72 places [36]. The media has not played a particularly
important role in mediating the processes of risk communication apart from the
reader’s letters chronicle in newspapers and debates between protagonists broad-
casted over the electronic media. The communication with affected communities
and interested groups tends to take place in community meetings and conferences,
through correspondences, brochures and other publications, and by all the means
that provide an active role for each individual to express its opinion.

The focus for most people studying risk communication has been on the ability
of the communicator to instil trust in the communication. The task of Serbian
education system is to educate communicators, but the great obstacles are the lack
of scientific and academic programs about risk management and risk communi-
cation. It is not enough to address the public role in laws while otherwise its “right
to know” and its participation in important decisions or activities are limited in
many cases and due to many additional reasons. One important document adopted
by the Parliament is the National Strategy for Protection and Rescue in Emergency
Situations [37], but there is a lot of space to improve its implementation. The five
strategic areas of the National Strategy are:

• To ensure that disaster risk reductions becomes a national and local priority with
a strong institutional basis for its implementation;

• To identify, assess and monitor disaster risks and to enhance early warning;
• To use knowledge, innovation and education to build a culture of safety and

resilience at all levels;
• To reduce the underlying risk factors, and
• To strengthen disaster preparedness or disaster response at all levels.

The strategy is based on priorities defined in Hyogo Framework for Action
(HFA). The third priority about the use of “knowledge, innovation, and education to
build a culture of safety and resilience at all levels”, comprises four main aspects
that can be summarized as follows: (i) risk information sharing, (ii) integration of
disaster risk reduction (DRR) into curriculum/education, (iii) development of multi-
risk assessment and cost benefit analysis, and (iv) public awareness. The Hyogo
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Framework for Action 2005–2015 [38] primarily emphasizes the significance of
national and local governments in reduction of risks. As a result, they need to create
institutional and legal frameworks, to provide academic resources and to ensure the
participation of communities. It encompasses:

• Relevant information on disasters available and accessible at all levels and to all
stakeholders (through networks and development of information sharing
systems);

• School curricula, educational materials, and relevant trainings concerning con-
cepts and practices of the risk reduction and recovery;

• Development and strengthening of the research methods and tools for multi-risk
assessments and cost benefit analysis;

• Development of a countrywide public awareness strategy to stimulate a culture
of disaster resilience, with outreach to urban and rural communities.

At any level (local, regional and national), the most important for risk managers
is to communicate about risks, and to deliver the message in a competent manner.
Peter Sandman, the “father of modern risk management” delineates Four Kinds of
Risk Communication depending on the public perceptions about “hazard” (the
technical component of risk) and “outrage” (the principal determinant of perceived
hazard) [39].

In the future, additional tasks for policymakers and academia should also be to
determine what activities the Serbian society could undertake for preparing students
for emergencies, and what could be the core of competencies they should have. The
person who is in charge to communicate has to know how to translate technical and
scientific concepts into understandable messages. In general, recipients of a threat
information must be in capacity to receive information, to understand information,
to understand that the message apply to them, to understand that they are at risk if
they do not take protective actions, to decide that they need to act according to the
information, to decide which actions have to be taken and that they must be able to
take action. The mistrust in risk management authorities and the public demands for
the right to participate as a full partner in all phases of risk assessment and risk
management are absolutely justified.

In Serbian cities and municipalities there are obvious lack of design and
implementation of new systems and methodological tools that can help to solve
problems in the domain of the risks. Policy makers have to create adequate
guidelines on good practices for risk communication, based on the existing litera-
ture published by different experts and authorities all over the world. Among this
literature, the U.S. Environmental Protection Agency has published seven cardinal
rules of risk communication, which has been widely quoted and used in practice.
Seven Cardinal Rules of Risk Communication by Vincent T. Covello and Frederick
W. Allen became an alphabet in work of emergency services in USA. Those rules
which has to be implemented are:

1. Accept and involve the public as a partner;
2. Plan carefully and evaluate your efforts;
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3. Listen to the public’s specific concerns;
4. Be honest, frank, and open;
5. Work with other credible sources;
6. Meet the needs of the media and
7. Speak clearly and with compassion.

From our point of view, another concept, which is recognized as very useful in a
process of improvement of risk communication, is the “Crisis and Emergency Risk
Communication” concept (CERC). It could be upgraded previously to be imple-
mented in Serbian conditions. The goals of this concept are to help people cope, to
empower decision-making, and to begin to rebuild a sense of normalcy in the life
of the endangered population. CERC is a relatively new scientific concept of
communication and unknown like many others among policy makers and academic
community in Serbia. This concept tries explaining the psychology of a crisis
and its impact, providing tools to prepare for and respond to the communication
challenges that occur in times of emergency. It has emerged as a new field of
communication recognized by academia and broader scientific community, and has
first practical implications in USA in the work of different actors. CERC is rec-
ognized as a conceptual overview, a synchronization of basic principles accepted
from crisis communication, a management communication, a risk communication
and finally a crisis and emergency communication. “Crisis and Emergency Risk
Communication” is taught in 22 universities in the USA and is being diffused
internationally. The most influent international organizations have adopted CERC
principles like The Pan American Health Organization (PAHO), the World Health
Organization (WHO), and the North Atlantic Treaty Organization (NATO). CERC
is vital because it helps the public to respond to crises, it reduces the likelihood of
rumours and misinformation and it demonstrates a good leadership.

The education for the future responders depends on quality of programs pro-
vided in Serbia and the competent institutions have to think about it. Public
stakeholders in charge of the crisis communication have to accept the six basic
principles of CERC [40]:

1. Be First—You have to provide information from authority as soon as it is
possible.

2. Be Right—Give facts in increments.
3. Be Credible—Tell the truth.
4. Express Empathy—Acknowledge in words what people are feeling—it builds

trust.
5. Promote Action—Give people things to do.
6. Show Respect—Treat people the way you want to be treated—the way you

want your loved ones treated—always—even when hard decisions must be
communicated.

Serbian policy makers in a process of seeking full membership in European
Union have to confirm that they understand and that they are able to apply the
modern concepts of strategic management in a modern society. They must be aware
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of the increased importance of the cognition in strategic decision-making. They
have to understand relations between cognition and risks and therefore relations
between cognition and risk communication. In the process of risk communication,
they have to understand the importance of knowing the target group in taking into
account the prior attitudes and actions, beliefs and decision circumstances. Risk
communication can change the risk mental models by correcting errors, shifting
emphases, filling in gaps, and providing details to specify vague or general beliefs.
The advantages to design risk messages based on an approach centred on mental
models are developed by Bostrom [41] and Morgan [42]. This approach addressed
the importance of the content design by taking into account the decisions people
have to make, the potential message, the recipients’ prior mental models, and what
experts know about the physical hazards underlying the risk and about the risk
reducing measures.

The experts from emergency services have to coordinate their work with
researchers from cognitive science in the planning or risk management and risk
communication. The contextual control model (CCOM) of cognition could be
appropriate to avoid current difficulties in the risk communication process [43]. In
recent researches, the contextual control model has been enriched with some
additional explicit factors relevant for risk communication. This model (Fig. 3.4)
presents that agents receives information from the source of information and trough
the process of cognition, evaluation and direction.

In Ekberg works is precisely explained the different model which purpose is that
it puts the decission maker into the context in which it has to perform. This model
(Fig.3.5) could be very useful for future use in Serbia during risky sitsuations.

Contemporary risk management policies have to be consistent with three basic
elements: (i) goal setting, (ii) information gathering and (iii) actions to influence
behaviours (or risk mitigation). Adequate risk communication is the most important
element in achievement of behavioural changes. Therefore, the improvement of risk
communication needs a stakeholder’s strong commitment to work towards a more
coherent approach of the risk communication, as a specific part of risk policy.
Development of a coherent approach to conduct risk communication actions should
be subject to a range of new regulations devoted for this purpose. Stakeholders,
which are presented in Table 3.3 (fourth column, due to their actions, cannot afford

Cognition

Fact 
Judgement

Evaluation

Value 
Judgement

Direction

Decision 
Making

Information 
Source

Information 
Sink

Within the agent

Fig. 3.4 The CED information process model (Source https://www.jsce,or.jp/library/open/proc/
maglist2/00039/200511-no32/pdf/108.pdf)
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to wait any longer and should create conditions for the required changes as early as
it is possible. They have to communicate and coordinate their efforts to address a
variety of themes which affect many aspects of risk communication issues in the
areas of (i) education (formal and informal), (ii) budget planning (keeping in mind
the budget shortfalls), (iii) implementing the already developed public-private
partnership actions (characteristic for developed countries), and finally (iv) bridging
the gap between science community, policy makers and civil society. All of these
actions are compounded by a staggered timeline for change. There could not be
further excuse for any partial approach of the different institutions. It is time for
harmonized approaches concerning risk communication, within and between the
different policy spheres of the Serbian society.

The implementation of a new system of responses (Table 3.3) in the area of risk
communication should facilitate a better understanding of differences in the current
approaches, should remove potential tensions and misunderstandings (that have
been seen in the past among the various actors), and should support progress
towards more coherence.

It is obvious that only informed and evidence-based decisions of policy makers
are more likely to lead to effective actions. The changes in the field of risk man-
agement and risk communication are necessary in Serbia. Ideally, the focus should
be onto the creation of a strategy and programs that fit the needs of a national
system. It is not a matter of “keeping up with the Joneses”, creating differences for
the sake of differences, or rejecting a specific approach because somewhere else

Fig. 3.5 Contextual system model of risk cognition (from Ekberg, 2007) [44]
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someone has a similar one. It is a matter of making sure that, whatever approach is
being considered, it has to fit the context into which it will be operating” [45].

3.6 Conclusion

In a global world, risk management and risk communication need an increasing
amount of attention and a systematic approach. This is particularly important for the
Republic of Serbia, which was, and still is exposed to social, economic, and
political transitions in harsh circumstances.

Among stakeholders, the Sector for Emergency Management has the most
important role in the risk communication area. The risk management and risk
communication are equally important for any hierarchical level in Serbia, but it
does not mean that all of them have the same conditions to achieving the common
goals. The risk management system in Serbia on the local level has to be a part of
special concern of policy makers, non-governmental organizations and civil society.

Serbia still lack of scientific and academic programs about risks management
and about communication skills in general. Those weaknesses are recognized and
they will be removed in the future by creating new curriculum at universities. On
the same way, it will be avoided that practitioners only rely onto their personal
attitude, their intuition, and the application of unproven best practices. Knowledge
and innovation, education and availability of information, research, discussions,
and training have to become top priorities in the fight against the risks.

The process of the risk communication should take better account the research
advances in psychology than it is currently done. Choosing a goal for risk com-
munication is the most needed for risk communication plan creation. Changing
behaviour as a goal for risk communication requires knowing the action plan to
perform. During that process policy makers have to understand that no single
method of message delivery can be considered to be sufficient. They have to
incorporate in new risk communication strategy the needs of target audience, and
multi-facetted delivery method that could be effective at reaching the largest
audience. The message processing depends on the cognitive characteristics and
cognitive limitations of the message recipients, as well as the characteristics of the
message (reliability, suitability, consistency, clarity, comprehensibility, etc.).

The case study about hazardous waste facility has served as colourful example
for the current weakness and deficiency in the risk communication. Almost all
theories on the topic of risk communication stress the importance of trust. The
contradiction between official statements of reassurance and other less conscious
statements of risk does nothing to reinforce trust in the self-government. Judgments
are not always based on simple agreement or disagreement with policy statements,
but are sometimes based on inferences from those statements as well, especially
when people disagree with the specific content of what they’ve heard or read. The
worst is the case when authorities lost the trust of their citizens, and make a gap
between them and the interests and concerns of the public. In future, majority of
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inconvenient situations could be avoided by conducting the consultation process by
some kind of “taskforce” before the decision is made. In the future, local population
should no longer be excluded from the consultation process and stayed just as an
observer, waiting how hazardous waste facilities will be built in its municipalities.

The literature provides much information in developing efficient risk informa-
tion. In risk communication, individuals and institutions would like to exaggerate or
underestimate risks for various reasons. To get a risk information more under-
standable, the developing process may benefit from risk communication theories,
judgement and decision making, researches about mental models, etc. The adoption
and implementation of the CERC model or similar communication models would
be a chance for improving transparency, accountability and cross sectional coor-
dination, and for implementing an effective two way communication especially in
multiethnic region.

Risk communication must be revised in the future work of policy makers. It will
be a first step of building an adequate risk communication based on reviewing past
successes and failures. Fischhoff explained that a communication is adequate if: it
contains the information needed for effective decision-making; users can access that
information and they can comprehend what they access. Bostrom predicted in 2003
that “In the future, ubiquitous communications aids in the form of smart risk agents
could tailor both the medium and the message, placing a risk in context for a
specific person”. At the present time Serbia is far from this concept, but a new era
characterized by the implementation of interdisciplinary approaches and cognitive
science to improve risk communication, will begin as soon as it is possible.
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Chapter 4
Metaphors and Risk Cognition
in the Discourse on Food-Borne Diseases

Magdalena Bielenia-Grajewska

Abstract The aim of this contribution is to discuss the most important issues
connected with communicating food-borne diseases. The investigation focuses on
the role of symbolic language in informing stakeholders about food-borne crisis
situations. To narrow the scope of the research, the study concentrates on metaphors
and their role in risk cognition, especially in the face of information overload. This
approach allows the author to study the metaphorical dimension of risk cognition as
well as its dynamics connected with the necessity of a constant response to
changing internal and external conditions. Theoretical investigations on metaphors
in food, health and risk discourse are often supported by empirical analyses on the
use of metaphors in communicating food-borne diseases. This study encompasses
selected materials on food-borne diseases gathered from Italian online sources and
covers the corpus of investigated verbal metaphors. The aim of this chapter is to
show whether metaphors strengthen or weaken risk cognition, and how far they
determine the risk communication of food-borne diseases.

4.1 Introduction

Modern times can be characterized by the influence of networks, information load,
and various risks that determine their current shape. First of all, the reality of the
twenty-first century can be examined from the perspective of a network society that
can be defined as a society whose social structure is made of networks powered by
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microelectronics-based information and communication technologies [1]. More-
over, both private and business spheres are determined by complex grids and
lattices responsible for the contacts among human beings, as well as their relations
with other entities [2]. Since nowadays there are fewer and fewer time or space
barriers, distances of a geographical, political and cultural nature are becoming less
and less visible [3]. Moreover, this borderlessness can be observed at both group
and individual levels since companies are a part of the fluid reality [4] and, at the
same time, individuals possess hybrid identities [5] that undergo changes,
responding to alternations in their environment.

Secondly, the growing popularity of social media, the Internet and email cor-
respondence makes many people suffer from information overload that takes place
when the quantity of information is excessive [6, 7] or disruptive, owing to the vast
number of impulses offered by various information sources that continuously
require recipients’ attention [8]. As a consequence, individuals may not understand
some data, may have problems in judging whether the piece of news is reliable or
may doubt that such information exists [9]. Since information overload is also
connected with the necessity to select the required parts of information among the
multitude of offered resources, it is important to use linguistic devices that enhance
and foster data selection and comprehension. In addition, the price of information
does not depend on its cost but on its value [10] and, consequently, linguistic tools
are often used to enhance the merit of available data or make them more valuable in
comparison with similar pieces of information.

The third element determining the performance of modern organizations and
individuals is risk. Although it is said that people have to deal with the overpro-
duction of risks in the modern reality [11], it should be mentioned that the twenty-
first century is not more dangerous than the past epochs, but what has changed in
our society is the level of knowledge and awareness of risks [12]. Consequently, in
the economics of the third wave, workers that are needed should be thinking,
critical, creative and ready to take risks [13]. Although there are various hazards
present in modern reality, the risks that bother both individuals and organizations
are those related to health. As Sontag [14] states, “illness is the night-side of life, a
more onerous citizenship. Everyone who is born holds dual citizenship, in the
kingdom of the well and in the kingdom of the sick. Although we all prefer to use
only the good passport, sooner or later each of us is obliged, at least for a spell, to
identify ourselves as citizens of that other place”. Thus, a disease is a part of one’s
existence and determines it to a smaller or greater extent. Although in most sources
diseases are pictured in a negative way, illnesses are not only one’s enemy but they
can also be perceived as a friend since they show what one’s organism lacks and
what should be done to become healthy again [15]. Since diseases are one of the
aspects shaping one’s identity [16] and estimating risks raised by experts is a part of
identity creation, built on response and condition [17], food-borne diseases studied
from a discursive perspective may offer an interesting discussion on modern
identity in risky environments.
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4.2 Food-Borne Diseases from the Risk Perspective

Food-borne diseases are caused by the consumption of contaminated foods or
beverages. Although there have been significant improvements in food safety,
including the pasteurization of milk, safe canning and disinfection of water, food-
borne poisoning still causes health problems for consumers [18]. Consequently,
dealing with food-borne diseases continues to be of great importance, and such
issues as food preparation, food storage and hygiene are frequent topics of scientific
discussion [19]. It should be added that although the home environment is asso-
ciated by most people with safety, security and relaxation, it is also a potent locus of
possible infection, as food-borne diseases are often caused by poor hygiene in home
kitchens and improper food preparation by consumers at home [20]. Domestic
kitchens are also the place where consumers tend to take decisions on healthy
nutrition since a person preparing food at home may face the risks of serving food
with preservatives or offering potentially spoiled food, as a result of problems with
storage [21].

As far as hazard typology is concerned, food-borne diseases follow similar risk
characteristics to SARS (Severe Acute Respiratory Syndrome) or avian influenza.
They can be characterized as unknown risks since (at least in the initial stages) virus
origins and infection processes are often undetected. They additionally constitute
dread risks since infections may be fatal, affect many people and remain untreated
because no effective medication is available at a pandemic outbreak [22]. A sub-
stantial problem concerning food-borne illness is the issue of under-reporting. Even
if seen by a doctor, the patients’ stool samples are not taken and analyzed very
quickly. Thus, it becomes very difficult to estimate the real number of people who
suffer or have suffered from a particular disease, and reported cases constitute less
than 10 % of all those infected [23]. Further aspects of risk communication related
to the food industry are the credibility of information sources [24] and proper
communicative strategies.

4.3 Communicating Food-Borne Diseases

Food-borne disease, together with food irradiation [25], genetically modified food
[26], food recall [27], food contamination [28], food allergies [29] and food safety
regulations [30] belong to very popular topics in communication on food risks.

It should be underlined that the perception of risks related to food-borne diseases
is connected with different social notions. According to the Health Belief Model, the
perception of threat is determined by such factors as age, gender, ethnicity, expe-
rience, education, knowledge and socio-economic status [31]. In addition, indi-
viduals are likely to take preventive actions if several determinants may be
observed. They are as follows. Perceived susceptibility is when someone feels
likely to suffer from a disease. Perceived severity, on the other hand, concerns an
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opinion that a disease is connected with serious effects on health. The third issue,
perceived benefits, reflects a potential beneficial aspect of preventive actions. To
add, preventive behavior is likely to take place when some benefits of health-
oriented attitudes outweigh various expenses related to them [32]. Moreover, cul-
tural differences shape the perception of illnesses. For example, some nations are
more likely to view illnesses as more risky than other ones. In addition, individuals
vary in attitude towards the credibility of information on risks provided online [33].
Moreover, geographical factors are important in risk perception. For example,
people in New Zealand may estimate that their geographical location makes them
less likely to become exposed to some diseases. It has been proved, however, that a
geographical locus does not protect from diseases since e.g. H1N1 came to New
Zealand in 2009 together with some returning participants of a school trip to
Mexico and the USA [34]. Thus, information on a geographical scope of food risk
situations determines its perception. In addition, when food poisoning has been
detected in a distant country, a disease itself may be perceived as less risky for those
located far away from a pandemic outbreak. The same applies to a victim
group. For example, if a virus is supposed to attack a certain age group, repre-
sentatives of other generations may feel safer. Furthermore, as [35] state, taking the
optimistic bias effects into account, people underestimate food risk. As a conse-
quence, individuals may think they are less prone to risks than other people.
Moreover, risk cognition depends on such factors as an individual’s world view,
moods, emotions and immediate stimuli [36]. Thus, one’s bad humor or stress
related to other situations may result in an improper risk estimation. Moreover,
people judge a disease as more risky if it is likely to cause serious health outcomes
[37]. The following factors determine the perception of risk: an expected number of
fatalities or losses, possible catastrophic potential, perceived properties of risk
sources or risk situations and beliefs connected with risk determinants [38]. For
example, applying a positive frame by showing a number of people saved makes
individuals more likely to select health programs for combating diseases [39].

The aims of risk communication are as follows. First of all, its intention is to
enhance the understanding of risks among different stakeholders. The second goal
is to alter individuals’ ordinary behaviors with the aim of reducing health hazards.
The third issue concerns an increase of trust and credibility of institutions
responsible for dealing with risks. The fourth aim concerns enhancing dialogue and
solving conflicts [40]. Another issue important in risk communication is called
disaster fatigue and it concerns situations when the general public is faced with
information on different diseases [41]. Taking into account the multitude of data on
health-related risks in the media, the aim of information creators is to use such
linguistic resources to communicate food-borne diseases that draw stakeholders’
attention to important issues. Their proper selection is important since the way
food-borne diseases are pictured shapes an attitude towards them. For example, the
events that are quickly perceived in one’s mind are rated as more probable than the
ones that require more effort as far as perception and comprehension are concerned
[38]. To continue the discussion on comprehensibility of information on food-borne
disease, it should be mentioned that proper representation makes unknown or novel
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scientific concepts understandable by diversified stakeholders [42]. Taking into
account the linguistic dimension of risk communication, selected linguistic tools
transform scientific information into the content that would be easily understood by
the general public [43]. For example, humorous graphic images may be very
helpful. Another important issue is a context itself [44]. What is more, a text is
supposed to be simple, sentences should be short and coordinate sentences, together
with very technical terms, should be avoided [45]. Moreover, such adjectives and
adverbs as highly, excessive, dramatically or extremely stimulate the perception of
risk. The same applies to such phrases as well established, widely agreed upon, and
widely acknowledged that possess the idea of expertness in them, and consequently,
make the reader believe in such statements [46]. Furthermore, numerical infor-
mation may also increase or decrease risks in the eyes of readers, taking into
account numbers themselves as well as individuals’ attitude towards a figure.
Moreover, one’s previous experience and cognition determine the attitude to dis-
eases. Schemas, being a set of ideas connected with cognitive structures employed
in ordering, presenting, evaluating and using knowledge, are important in organi-
zational settings since they help understand the behaviors of others, predict them
and respond to them in an efficient way [47]. Since the projection of image schemas
onto abstract thought is mediated mainly by metaphor and moreover metaphor
constitutes a crucial link between bodily experience and abstract reason [48], in the
following sections metaphors will be given a more detailed study.

4.4 Metaphors

Metaphors can be defined as mappings from one conceptual domain to another
[49]. There are various ways of researching metaphors. As far as the metaphors
presented in this chapter are concerned, the eco-linguistic theory of metaphor by
Döring and Nerlich [50] is taken into account. It encompasses approaches from the
Cognitive Theory of Metaphor, the Interaction Theory of Metaphor, Blumenberg’s
(1960) historical study of metaphor (Metaphorologie), and the Textual Theory of
Metaphor. The intersection of all these approaches makes it possible to study
metaphors in various ways. As Döring and Nerlich underline, especially the the-
ories of Weinrich and Blumenberg and the concept of image fields are useful for the
discussion on metaphors: image fields are the product of experiential and syner-
getic processes between an organism and an environment, the outcome of an active
and ongoing engagement within environments [51]. In addition, the ecolinguistic
point of view shows languages not as fixed structures, but as open systems and
repositories of accumulated social and cultural experience [51]. In the case of this
research, metaphors are dynamic phenomena that adjust to the needs of those who
rely on them in some socio-natural and cultural contexts [51].

As far as the functionality of metaphors in discourse is concerned, they are
useful in discussing novel or difficult concepts since they rely on symbols that are
well-known and recognized by people [52–54]. Thus, metaphors help disseminate
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scientific and medical knowledge among non-specialists [55]. Moreover, since
metaphors make complicated issues more comprehendible [56, 57] and limit the
fear of change [58], they can be useful in the discussion on food risks. Moreover,
metaphors do not answer questions, they rather pose new questions [59]. Conse-
quently, they have ambiguity [60] and some mystery [61] in themselves, they offer
various interpretations [62] and perspectives [63], and, thus, they shape the way
people perceive the reality [64].

Individuals used myths, metaphors and rituals to communicate information
related to risks even in the ancient times [65]. Taking into account the modern usage
of figurative linguistic tools, risks can be perceived in a metaphorical way since
when one mentions risks, it means that people should avoid something or at least be
careful about something [66]. In this case, taking into account such features as
metaphorical attractiveness for readers and their ability to draw attention [67, 68]
more easily than other linguistic devices, metaphors prove to be an efficient tool in
risk communication. One way is to look at risks through the perspective of Pending
Danger (Damocles’ Sword) that is characterized by the artificiality of risk source,
visible catastrophic potentiality and the threat of randomness as far as victims are
concerned. The next perspective is the one called Slow Killers (Pandora’s Box) that
entail artificial elements in food, water or air that have delayed effects on one’s
health; they are determined by information coverage and are easy to blame. The third
one can be named Cost-Benefit Ratio (Athena’s Scale) and it is strictly related to
monetary gains and losses, characterized by an asymmetry between risks and gains,
directed at a variance of distribution and dominated by probabilistic thinking. The
fourth element, Avocational Thrill (Hercules’ Image), stresses individual’s control
over the degree of risk and individual skills determining the comprehension of
danger, involving voluntary activity and having non-catastrophic consequences [38].

There are certain areas that are often described through metaphors. One of them
is GMO (Genetically modified food). For example, food biotechnology is presented
as Frankenfood [26, 69] or by using the figure of Frankenstein directly, e.g.
Frankenstein sul piatto o panacea per sfamare i poveri del pianeta?1 [70]. The next
scientific topic that relies on metaphors in communication is the discussion on food-
borne diseases.

4.5 Metaphors and Food-Borne Diseases

Metaphors and visual imagery belong to the most important ways of conceptual-
izing illnesses and diseases [71]. As far as the role of using metaphors in discussing
illnesses is concerned, there are two issues that are raised in scientific investiga-
tions. Some scientists claim that metaphors help people deal with difficult

1 Frankenstein on the plate or the panacea to feed the poor of the planet (translated by the current
author).
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situations, including illnesses. For example, in the face of life-threatening disease,
people often perceive them in terms of a battle, with an illness being an enemy that
must be destroyed [72]. In consequence, an illness is viewed as something that can
be overcome by patients, an adversary that can be defeated. In contrast, some state
that such a metaphorical representation may lead to a wrong perception of real
dangers since using military metaphors and perceiving illnesses in terms of heroic
fight may lead to the false assumptions on their real hazard [73]. Thus, in the next
part of this paper an attempt is made to discuss how metaphors determine the
perception and cognition of risks related to food-borne diseases. The reasons for the
selection of the topic are as follows. First of all, food-borne disease receive
extensive media coverage. Secondly, metaphors do not only represent how jour-
nalists view the reality, but they also create the reality and shape one’s perception
and reaction to information [74]. Thus, the role of mass media in communicating
food-borne diseases is very important since the way one uses metaphors may lead to
political, social, and economic consequences [75].

It should also be stated that the research on communicating food-borne disease is
characterized by high dynamism; since one single risk may alter the perception of
other risks [11], the representation of food-borne disease is determined by other
health-related hazards. Moreover, the selection of metaphors depends on the stage
of disease spread. During an outbreak, both a war metaphor and a journey metaphor
are popular, whereas the second stage is described by a metaphor of control,
supernatural force and a global network frame [76]. Since warfare belongs to one of
the most popular domains used in metaphors [77, 78] and allows us to describe such
phenomena as competitiveness, frightening for stakeholders, a metaphor of war
constitutes one of the most popular ways of understanding diseases [79, 80]. A
domain of war is also used in a discussion on food-borne diseases. For example, a
foot-and-mouth disease is symbolized by applying the metaphors of fighting,
journey or race [55]. Moreover, a metaphor of war may be used to stress simul-
taneously diseases and those fighting with diseases, both attackers and victims. For
example, governments may be presented as the ones attacking diseases and suc-
cessful in combat [76].

A metaphor of machine is also used in medicine [81]. For example, a healthy
person is pictured as a properly functioning machine, whereas a disease is portrayed
through the motif of machine failures [80]. In addition, the most often used met-
aphors to depict diseases stem from natural forces of air, earth, fire and water. Thus,
viruses are often characterized as earthquakes, floods or storms [82]. Diseases can
also be perceived by means of a road metaphor [83]. Additionally, a journey
metaphor is also used in the discourse on health problems since a disease may be
portrayed as a physical entity heading towards a goal [76], with infecting a person
being the main aim. Disease may also be described by animal metaphors. For
example, a virus is a greyhound reflects the conceptual metaphor of a race [82].
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4.6 Metaphors of Food-Borne Diseases—Research

The aim of the research is to pay attention to various metaphors used in the
discourse on food-borne diseases in Italy. Thus, the author has investigated the
articles published in the online versions of Italian daily newspapers as well as at
special portals and websites devoted to food handling. As far as the methodology is
concerned, the Internet search engines of mentioned information services have been
used. After the examination of over 30 articles on food-borne disease published in
various online sources (see Appendix), several metaphorical domains have been
identified that are popular in discussing food-borne diseases.

4.6.1 Disease Is a War

There are various reasons why a war metaphor is used in discussing food-borne
diseases. One of them is the unpredicted and sudden appearance of an illness. The
other function of war metaphors is to draw one’s attention to the necessity of
undertaking immediate and determined actions to overcome diseases.

In Francia viene segnalato un focolaio di diarrea emorragica che colpisce 16 persone

(In France the outbreak of the bloody diarrhea hit 16 people) Il Fatto Alimentare

Il motivo per cui solo nel maggio 2011 è scoppiata l’epidemia…

(The reason why the epidemics exploded in May 2011…) Il Fatto Alimentare

La salmonellosi colpisce in prevalenza i bambini

(Salmonella strikes mainly children) Il Fatto Alimentare

È è assai difficile che un’infezione sfugga e riesca a diffondersi

(It is very difficult since the infection escapes and succeeds in spreading) Il Fatto
Alimentare

I polli e le uova alla diossina invadono l’Europa nel giugno del 1999

(The chickens and eggs with dioxin invaded Europe in June 1999) GRECO

Batterio killer, la Germania fa dietrofront

(Bacteria killer, Germany turns around) Corriere della Sera

Gli “agguati” dei microbi ai cibi

(The ambush of food microbes) Corriere della Sera

Quali sono i principali nemici da cui guardarsi?

(What are the main enemies that one should be beware of?) Corriere della Sera
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Perché a due settimane dall’esplosione dell’epidemia di E.coli in mezza Europa, il panico
ha ormai contagiato tutta l’economia

(Because 2 weeks after the explosion of E. Coli epidemics in half of Europe the
panic has almost infected the whole economy) La Repubblica.

4.6.2 Disease Is a Sport

Since many prototypical sports, including soccer and rugby, have evolved from
fighting [84], the domains of war and sport have many issues in common. They are
both connected with gaining advantage, winning as well as being classified, etc. For
example, the place in any classifications may be used to show the virulence of
bacteria in food.

L’epidemia ha così guadagnato il secondo posto nella classifica delle intossicazioni ali-
mentari europee dopo la Mucca pazza

(The epidemic has thus gained the second place after the mad cow disease in the
classification of food poisonings) Il Fatto Alimentare.

4.6.3 Disease Is a Physical Entity

Food products often undergo personification in the discourse on food-borne disease.
This perspective draws the attention of stakeholders to the source of infection. Their
role in the infectious chain is strengthened by using trial metaphors to show their
guilt or innocence in food poisoning.

In questi 36 giorni mentre cetrioli, pomodori e lattuga erano banditi dalle tavole, i cittadini
hanno continuato a consumare germogli e ad ammalarsi

(During these 36 days when cucumbers, tomatoes and lettuce were banned from
the tables people continued to eat sprouts and they became ill) Il Fatto Alimentare

I tedeschi “assolvono” i cetrioli spagnoli

(The Germans “discharge” the Spanish cucumbers) Corriere della Sera

I cetrioli importati dalla Spagna, inizialmente sospettati di aver provocato l’epidemia…

(The cucumbers imported from Spain, initially suspected of having caused the
epidemics…) Corriere della Sera

Batterio killer, assolti i germogli di soia discharge

(Killer bacteria, the accused soy sprouts discharged) Il Messagero.
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Apart from food products themselves, viruses are also personalized. They are
portrayed in an anthropomorphic way to stress the fact that they constitute a part of
individuals’ life:

Un carico medio di lavatrice contiene 100 milioni di E. Coli oltre a Norovirus, Salmonella o
Staphylococcus aureus. Per eradicare questi sgraditi ospiti della nostra lavanderia occorrono
temperature di almeno 40 gradi, spesso in combinazione con adatti detergenti

(An average load of laundry contains 100 million of E. Coli, Norovirus, Sal-
monella and Staphylococcus aureus. To eliminate these unwelcome guests in our
laundry, one should wash at the temperature of at least 40°, often together with
suitable detergents) Corriere della Sera.

4.6.4 Disease Is a Journey

A journey metaphor is also used to discuss the role of change agents, especially the
role of alternation and learning. Moreover, this metaphor encourages participants to
join the activity [85]. In the case of food-borne diseases, it may serve the following
functions. First of all, as far as food products are concerned, they are treated as
vehicles, responsible for “transporting” diseases:

Pesci e formaggi molli e semimolli i principali “veicoli” alimentari

(Fish as well as soft and semisoft cheese are the main food vehicles) Il Fatto
Alimentare

Il veicolo dell’infezione non è ancora stato identificato

(The vehicle of the infection has not been identified yet) Corriere della Sera
Secondly, placing a disease itself under scrutiny, it is pictured as a dynamic

entity, able to travel very quickly and potentially infecting many people located in
various places.

La contaminazione parte dal Belgio

(The contamination starts from Belgium) GRECO

Contemporaneamente si sospetta che il batterio abbia varcato l’oceano arrivando negli Stati
uniti

(At the same time it is suspected that the bacteria has crossed the ocean and
arrived in the USA) TGCOM24.
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4.6.5 Disease is a Natural Disaster

Diseases may also be described by using the domain of natural disasters to show
their power and vast consequences that are sometimes very difficult to estimate.

I “polli alla diossina”, scoperti in Belgio nello scorso fine settimana, stanno provocando un
terremoto politico

(The chickens with dioxin discovered in Belgium during the last weekend are
causing a political earthquake) La Repubblica.

4.7 Discussion

Taking into account the investigated metaphors, it can be stated that they differ in
the way they shape risk cognition. As has been presented in the empirical part of
this investigation, different metaphors have diversified potential of drawing one’s
attention to various aspects of food-borne diseases. Taking into account the viru-
lence of food-borne diseases, the domain of war is very powerful. Verbs such as
invade or attack are used to show the strength and unpredictability of diseases. At
the same time, such nouns as ambush and turnabout may denote simultaneously the
“tactics” of diseases and those infected. Thus, a metaphor of war can also be used to
picture the power of food authorities, doctors and patients in overcoming food
poisonings. Taking into account the above-mentioned features of a war metaphor, it
can be compared to a double-edged sword that can serve two functions in food risk
communication; it can show the malevolent side of food-borne disease as well as
the potential of human beings and their knowledge in fighting with these illnesses.
To sum up, it should also be underlined that the mentioned war metaphors can be
used not only to denote the features of diseases but also the determined attitude of
victims. Thus, a war metaphor, depending on its use, can picture food-borne dis-
eases as very risky and difficult to overcome, and, at the same time, as the ones that
can be fought and defeated by individual or group strategies, if only the latter are
eager to combat the virulence of bacteria in food. The same applies to the meta-
phorical domain of natural disasters and sports that can portray both diseases and
the infected ones as having potential and strength. An important approach is to
depict food-borne diseases as physical entities. This perspective, stressing e.g. the
role of vegetables or raw meat in the process of food poisoning, may draw one’s
attention to the proper selection of products and the right application of adequate
hygienic procedures in food preparation. Moreover, the cognitive impact of met-
aphors can be shaped by other metaphors as well. For example, the speed of
bacteria spread can be highlighted by the use of a travel metaphor. This approach
stresses a vast area of potential strike as well as high speed of germ dispersion and
highlights the awareness of food poisoning in various geographical locations.
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In consequence, it should be underlined that metaphors should be selected with
great care by information writers since they determine individuals’ perception of
diseases, raising or lowering the riskiness of food-borne diseases in the eyes of the
general public. Thus, the selection of metaphors should mirror the intentions of
information providers. If e.g. health authorities want the general public to fight with
food-borne disease, war metaphors should be selected. When the tempo of disease
spread is to be highlighted, a metaphor of journey may serve this purpose. It should
also be added that the chosen metaphors should be in line with individuals’ cog-
nition. Consequently, the domains used in metaphors should be recognized by the
general public. As has already been discussed in this contribution, well-known
domains facilitate the understanding of such complicated and multi-layered issues
as food-borne diseases.

4.8 Summary

The aim of this chapter was to discuss the metaphorical dimension of food-borne
diseases. The author concentrated on the examples coming from the Italian press
that show the metaphoricity of the discourse on food risks. Taking into account the
plurality of domains used in the creation of metaphorical information on disease, it
can be stated that metaphors are a powerful tool in the discussion on food-borne
diseases since the selection of metaphors determines the cognition of risks related to
food consumption. Moreover, relying on well-known metaphors may determine
one’s attitude to risky situations and the subsequent actions related to disease
treatment.

Articles Quoted in Providing Examples

Il Fatto Alimentare

http://www.ilfattoalimentare.it/storia-errori-epidemia-escherichia-coli-o104h4.html.
http://www.ilfattoalimentare.it/salmonella-infezioni-cibi-efsa-sicirezza-alimentare.

html.
http://www.ilfattoalimentare.it/listeria-melone-vittime-usa-situazione-sotto-

controllo.html.

GRECO

http://www.uniurb.it/giornalismo/lavori/greco/diossina.htm.
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http://www.uniurb.it/giornalismo/lavori/greco/diossina.htm


La Repubblica

http://www.repubblica.it/online/fatti/pollo/papitto/papitto.html.

Corriere Della Sera

http://www.corriere.it/salute/nutrizione/11_maggio_31/batterio-killer-spagna_9c5
eb4f2-8b6d-11e0-93d0-5db6d859c804.shtml.

http://www.corriere.it/esteri/10_giugno_26/farkas-salmone-ogm_744e9812-
8149-11df-9a47-00144f02aabe.shtml.

http://www.corriere.it/salute/nutrizione/11_giugno_17/infezioni-alimentari-
precauzioni-sparvoli_46878916-8dd7-11e0-b332-ace1587d6ad6.shtml.

http://www.corriere.it/salute/11_novembre_15/lavatrice-bassa-temperatura-
peccarisi_8ce5c046-0ae4-11e1-8371-eb51678ca784.shtml.

http://finanza.repubblica.it/News_Dettaglio.aspx?code=645&dt=2011-06-09&
src=TLB.

http://www.ilmessaggero.it/home_nelmondo/batterio_killer_assolti_i_germogli_
di_soia_fazio_controlli_a_tappeto_no_blocco_import/notizie/151808.shtml.

Appendix

Confini della sicurezza: http://www.uniurb.it/giornalismo/lavori/greco/titoli.htm.
Corriere della Sera: http://www.corriere.it/.
Il Fatto Alimentare: http://www.ilfattoalimentare.it/.
Il Messagero: http://www.ilmessaggero.it/.
Il Piccolo: http://ilpiccolo.gelocal.it/.
La Repubblica: http://www.repubblica.it/.
Panorama: http://www.panorama.it/.
TGCOM24: http://www.tgcom24.mediaset.it/.
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Chapter 5
User-Centred Design as a Risk
Management Tool

Damien J. Williams and Martin Groen

Abstract Numerous risks have been identified to and from the design process. The
most prominent approach to address design shortcomings is user-centred design
(UCD); however, current implementations of UCD tend to overemphasise differ-
ences between users which make it less acceptable as a viable approach to the
process of design and the goal of risk management. Three cases are discussed that
illustrate a progression of design approaches from a lack of consideration of the
user (accommodation; Control room design) to a more limited consideration of user
needs through the consultation of guidelines (e-commerce website design) to an
attempt to consider user needs through detailed study (assimilation; Consumer
product design). It is proposed that the assimilation of user task behaviour in the
design life-cycle will ensure the inclusion of usability considerations, thereby
enabling UCD to be utilised as a risk management tool.

5.1 Introduction

Humans utilize a myriad of artificial objects or artefacts that have been designed to
assist in realising goals and satisfying needs. These artefacts range from large-scale
environments (i.e. control rooms of energy plants) to small-scale, commercial
products (i.e. “white goods” such as kitchen appliances and “brown goods” such as
audio-visual entertainment equipment) and virtual products (i.e. online shopping
websites). Consequently, design activity affects every aspect of our day-to-day lives
[1]. Moreover, of central importance to design is the concept of usability [2, 3].
Usability is defined as “the extent to which a product can be used by specified users
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to achieve specified goals with effectiveness, efficiency and satisfaction in a spec-
ified context of use” [4, p. 2]. From a design perspective, Noyes [2] noted that all
artefacts designed for human use should meet the user’s basic requirements in terms
of usability, including:

1. Ease with which the artefact can be used
2. Effectiveness in allowing the user to achieve their goals
3. Likability which refers to whether or not the artefact is pleasing to use

These three factors highlight the objective (1 and 2) and subjective (3) com-
ponents of usability. Thus, the rationale behind the concept of usability and the goal
of design is to “enhance human abilities, to support human limitations and to meet
the subjective, affective component that is unique to humans” [2, p. 63]. Moreover,
Altom [5] noted that the general risk associated with ignoring usability might be
that users will not use the product.

The focus on designing with those people that will actually use an artefact is
called user-centred design (UCD) [6]. A failure to implement UCD could poten-
tially expose users and all interested and affected parties to a variety of risks. For
instance, at an individual level, considerations of usability can, most importantly,
reduce the risk of physical harm to users [7, 9] and prevent errors in using the
product [10]. In addition, the implementation of UCD can improve user satisfaction,
which is seen as increasingly important in design (pleasure-based approach) [11,
12]. For example, when a system offered relevant services that matched the needs
and expectations of the users, customer satisfaction was increased by 40 % [13].

Moreover, a consideration of usability can have a significant impact at the
organisational level. For instance, a variety of sources have expressed dissatisfac-
tion with the design of artefacts, leading to a low adoption or usage of these
artefacts as reflected in the following accounts:

1. It has been estimated that several billions of dollars are lost in both public and
private-sector organisations as a result of not considering user needs and
requirements [14]

2. In terms of the international competitive market, Wakeford [15] noted that
British organisations are at an increased risk of losing out to US competitors,
because the former do not implement approaches that enable the design of
artefacts that meet users’ needs and requirements

3. Poor design of the built environment costs the UK millions of pounds every
year [16]

4. Two-thirds of Americans lose interest in technology products because they are
too complex to set up and operate. And only 13 % of the public believe that
technology products are easy to use [17]

5. E-retailers lose approximately $4 billion in revenue due to poor web site usability
meaning that prospective customers do not complete their transaction [18]

6. Only between 1 % [19] and 5 % [20] of new products can be considered
successful
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7. Poor computer interface design significantly contributed to the 1999 UK
Passport Agency crisis which reportedly cost £12.6 million, including: staff
overtime, compensation, and umbrellas for people who waited outside passport
offices in the rain. While the supplier of the computer system agreed to pay
£2.45 million of the costs, the remainder was covered by the taxpayer [21]

In order to design artefacts that successfully achieve their goal of supporting
users it is crucial that potential risks are identified and dealt with at the earliest
possible stage of the design process. A substantial risk to and from the design
process may arise as a result of not taking appropriate steps to identify and
implement users’ needs and requirements into the final design. Thus, UCD can be
considered a risk (and cost) management tool [5].

The current chapter will set out the rationale for the adoption of UCD as a risk
management tool. To begin, a consideration of the concept of risk will identify the
role that design can play. This will highlight the association between risk and
design, which will then be explored further to identify the utility of UCD in the
design process and its potential role in managing many of the risks to and from the
design process. A brief critique of current implementations of UCD will provide
justification for the implementation of an alternative perspective in which a con-
sideration of the users’ task behaviour is a necessary requirement. Finally, three
cases are discussed in which interested and affected parties are exposed to various
risks, and how a consideration of user-centred aspects that has improved/could
improve the effectiveness of the design, thereby assisting the establishment of task-
objectives and reducing exposure to risk.

5.2 The Association Between Risk and Design

The environment within which any human endeavour is undertaken is inherently
risky [22], this includes the design endeavour itself [23]. Indeed, risk is a fundamental
consideration in “a vast range of decisionmaking situations, from allocating wealth to
safeguarding public health, from waging war to planning a family, from paying
insurance premiums to wearing a seatbelt, from planting corn to marketing corn-
flakes” [24, p. 2]. Consequently, an understanding of risk is believed to enable the
planning of actions despite not knowing about the future [25]; however, this is easy to
say and harder to do due to the historical and ongoing debate regarding what is risk?

In general, risk can be understood either as a statistical value or a synonym for
danger or threat [26] which reflects the sharply contrasting understanding held by
experts (i.e. risk assessors) and non-experts (members of the public), respectively
[27]. Indeed, the traditional approach to the conceptualization of risk is to define risk
as a two-dimensional value (probability and consequence) [28–31] known as the
probabilistic approach. The belief is that these values are objective, analytic and
rational, whereas anyone who does not subscribe to this approach upholds an erro-
neous “risk perception” that is subjective, hypothetical, emotional, and irrational [32].
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The main argument against objective risk is that those individuals affected by
risks often think differently and have different descriptions of the situation than
experts [33]. Moreover, there is a substantial literature questioning the suitability of
the concept of objective risk in risk management [1, 34–37] mainly highlighting the
importance of the value laden nature of subjective risk [38] adopted by non-experts
[27]. For instance, Thompson [37] noted that “a reasonable person’s concept of risk
… is better suited to … risk management than are probabilistic concepts … any
suggestion that probabilistic concepts of risk should become the basis of risk
management … is a regressive pursuit of false Gods”.

This perspective is supported by the large body of research from the psycho-
metric paradigm which has found that the concept of subjective risk can be
understood in terms of four superordinate dimensions: “dread risk”, unknown
risks’, unnatural and immoral risk, and the number of people exposed to a given
risk (for details see [39–45]). Despite the apparent limitations identified with this
body of research (see [46] for a discussion) it has highlighted the need to account
for subjective risk when considering any risk issue including risk management and
design [27, 47]. Indeed, within the consumer product literature, it has been iden-
tified that in order to design a safe product it is necessary to acknowledge that it is
the subjective perceptions of an individual that will influence their future actions,
rather than any real consideration of the objective risk [48, 49].

From the viewpoint of risk management, it is therefore necessary to understand
what risk means to those individuals who will be “managed”. By and large, this
group of individuals will not be experts holding an “objective” understanding of
risk, but will have a “subjective” understanding of risk. However, the material
available from the psychometric paradigm regarding subjective risk is not amenable
to risk management efforts when designing artefacts, as it cannot be easily imple-
mented in the design process. Nonetheless, Williams and Noyes [47] referred to the
work by Heimrich Kanis and colleagues [7, 8, 50–52] (discussed in more detail in
the third case study on consumer product design) which illustrates how an under-
standing of user interaction with an artefact [50] can identify the (subjective) risk(s)
associated with the artefact (usage-centred design [50]).

The underlying rationale for a usage-centred approach is that usability problems
can evoke unsafe situations [8]. While this was in reference to consumer products, it
is equally applicable to many other artefacts. What is more, this can be extrapolated
to: usability problems can invoke risky situations. This implies that artefacts that are
less useable could not only lead to physical harm to the user (as is the focus of the
work by Kanis and colleagues) but, as highlighted in the definition of risk earlier,
increase the potential for harm to profit, psychological well-being, status, reputa-
tion, et cetera. While not all potential risky usage scenarios can be prevented [53] as
it is not possible to anticipate how the user will actually use the artefact, the most
effective way to overcome this problem is to ensure that the design approach
assumes a stance that focuses on assimilating user actions, needs, and requirements,
which may include a number of potential risky usage scenarios. Indeed, Howarth
[49] suggests that the most effective safety measures are those that operate directly
on behaviour. Thus, an approach that focuses on the activities of the user of an
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artefact and considers the perception and evaluation of risk during artefact usage [7]
presents a viable tool in risk management efforts as an understanding of user
activities is a useful aid in the reduction of risk [27] and the design of useable
artefacts. Moreover, this approach can be utilized during an iterative design process
[54] using models or prototypes [52].

5.3 The Role of Users in the Design Process

The traditional approach to design has been to place emphasis on designing arte-
facts that meet functional requirements [55] with the user merely considered as
another resource that has to be optimized in order to meet the goals of operation [2].
Norman [56] highlighted the limitations of such an approach through a multitude of
examples of design errors, which he referred to as the problem of pathological
design. While these examples were rather innocuous (e.g. the design of the fascia of
a door to indicate how to open and close it) merely posing a risk to user satisfaction/
frustration, pathological design could, dependent on the context, pose a greater risk
at the individual and organisational level. Busby and Hibberd [57, p. 137] noted
that a failure to take account of “… the natural characteristics and behaviours of
users is failing (design) in its most basic purpose”. Furthermore, van Duijne et al.
[58, p. 246] emphasised that in risk management “the focus should not only be on
the product properties (hazards), but also on the interaction of a person with the
product”. These viewpoints are consistent with UCD wherein the user’s roles and
responsibilities are viewed as fundamental to ensuring design success and are given
priority in the design process [2] with the effect of reducing the risk of designing an
unusable artefact.

Considering the number of years that have passed since the original concerns
about traditional, functional design have been expressed, one would expect that the
practice of UCD would be fully integrated into routine design practice. Unfortu-
nately, this is not the case. It is argued that this results from an ill-conceived
approach to UCD, which is elaborated in the following sections.

5.4 UCD as a Risk Management Tool

Up to this point, risk has mainly been addressed in terms of the potential for risk
resulting from the use of an artefact; however, the origins of this risk are deeply
rooted in the design process itself [23]. For instance, it is important that correct
design decisions are made as early as possible in the design process [59]. An early,
poor choice that is later decided to be revised, poses a risk at the organisational
level in terms of adding further expenditure that will not be recovered, leading to
extra time which will ultimately delay product release [60].
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Indeed, there is growing realisation of the importance of UCD in mitigating such
risks [14]. For instance, Skelton and Thamhain [14] distinguished between two
classes of risk in the design project. First, “class I risks” are either directly or
indirectly the result of complexities in the design of an artefact that lead to com-
plexities in the design process (e.g. high cognitive load,1 low agreement on design
objectives, time pressure, peer group pressure, poor design specification or degree of
usability) that impact on the success of the overall design process. Secondly, “class II
risks” constitute a set of issues that may arise as a consequence of the realisation of
class I risks (e.g. schedule slippages and budget overruns). Indeed, Skelton and
Thamhain’s field observation indicated that project managers often fail to anticipate
class I risks, rather, they deal with problems after they have occurred, in the form of
class II risks. This is akin to the ‘band aid effect’ described by Williams and Noyes
[1] in which design activities are reactive (reacting to a class II risk) rather than
proactive (proactively addressing potential type I risks). It was concluded that
employing a UCD approach would enable designers to anticipate class I risks
thereby facilitating the design of products that improve user-product interaction.

User involvement is typically utilised when problems arise during the latter stages
of design. However, this will offer “at best limited corrective actions” [62, p. 299].
Moreover, such an approach would add considerably to the overall cost in terms of
resource (financial, time, etc.) compared to the initial investment associated with a
UCD approach, thereby posing a risk to business profit. In addition, potentially risky
usage scenarios will only be addressed after a number of users have run into
problems caused by using the artefact leading to various kinds of risks on the part of
the producer and the user of the artefact. This illustrates the importance of integrating
UCD throughout product development, particularly in the earliest stages where risk
and uncertainty (regarding the nature of the product and its market success) are
especially high [63] and where user involvement, through the exploration and def-
inition of user needs and requirements [64] is most beneficial [65].

5.5 Involving the User in Design

The key concept in UCD is that the design of the artefact should assimilate the
needs, wants, and limitations of the (intended) user. Katz-Haas [66, pp. 12–13]
defined UCD as a “philosophy and a process […] that places the person (as opposed
to the ‘thing’) at the centre; it is a process that focuses on cognitive factors (such as
perception, memory, learning, problem-solving, etc.) as they come into play during
peoples’ interactions with things”. The problem of this rather open-ended definition
and other similar definitions (e.g. [67]) is that it is difficult to determine which of

1 Cognitive load refers to the demands on working memory storage and processing of information
when a person works on a task [61].
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these cognitive factors need to be considered in the design of an artefact. If one
succeeds in selecting the appropriate cognitive factors, the next problem becomes
the determination of the extent of sufficient consideration of the cognitive factor to
inform the design of the artefact adequately. That is, how much of the cognitive
factor needs to be understood in order to decide whether this understanding is
sufficient for current purposes?

In this respect it is important to reiterate the design goal of the artefact: it should
enable the user (or users in the case of artefacts aimed at collaboration, such as
video conferencing) of that artefact to realise some goal that needs to be achieved. It
is important to have a clear understanding of these goals, as without them it would
be near impossible to find out a priori whether a specific design of an artefact
actually enables a user to realise their goal(s). There are some proposals that seem
to forego this important consideration and instead focus on epistemological issues
(i.e. ecological approaches e.g. [68, 69]), of humans operating in an environment in
which they find themselves when they are conducting tasks. According to this
conception, objectivity needs to be avoided as it precludes an understanding of the
“subjectivity of an agent as a prerequisite for his construction of the objective world
in a communicative interaction with it” [68, p. 16]. This, however, leads to a very
relativistic approach to the study of design, which even calls into question the
whole enterprise of it. That is, if you cannot infer certain design requirements from
the observation of humans conducting a task, which is what these ecological
approaches seem to argue, then why bother designing products for large groups of
people. In other words, specifying design requirements necessitates objectifying
some aspects of the task praxis in order to inform designers what they should
include in the product or to facilitate its use.

Despite the pragmatic advantages of a UCD approach, the philosophy is not
universally accepted. For instance, Phibes [70] noted that such an approach merely
leads to systems being designed to fulfil the whimsical needs of the individual.
Consequently, he indicated that the UCD concept is frequently used in such a way
as to be devoid of meaning, and would be better discarded. The argument here
appears not to be against the principles of UCD, but the way in which they are
implemented. That is, UCD seems to be conceptualised as a call for the design to
include individual differences of users in the design of the artefact. In a review of
qualitative, quantitative, and field studies Kujala [71] concluded that the effects of
user involvement in the design process seem to be positive, but complicated.
Plowman et al. [72] reported similar positive effects of user involvement in the
computer supported cooperative work field.

Alternatively, Norman [73, p. 45] identified activity-centred design as a more
practical approach to design arguing that “good behavioral organization reflects
human activity structure, not dictionary classification”. If the effective execution of
a task is taken as the point of reference for including user data, then there is a
natural limitation in the extent of different psychological phenomena that need to be
considered in each case. The UCD question then becomes: which of the observed
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task-based behaviours are necessary to include in the design of the artefact. Con-
sequently, the design goal of the artefact is then to assimilate the task-activities of
the user [74], which is congruent with the usage-centred approach to designing for
risk [27].

As previously highlighted, it is necessary for the user to be rooted firmly at the
centre of the design process to prevent ad hoc design and the associated accumu-
lation of cost. While user involvement is expensive [5], the longer-term benefits far-
outweigh the initial expense. For instance, although the figures are somewhat dated
Mayhew and Bias [75] illustrate the extent of the financial risk that for every dollar
spent to resolve a problem during the early stages of product design, $10 would
have to be spent on the same problem during the latter stages of product devel-
opment. Moreover, they noted that if the same problem has to be resolved after
release the costs rise to $100 or more. One way to help prevent the accumulation of
costs through inappropriate design decisions being made and subsequently rectified
at later stages is through the implementation of UCD principles from the beginning
of the design lifecycle.

Many attempts to include user requirements in the design process have been ill-
conceived. For instance, one way in which a consideration of user needs and
requirements has been implemented, particularly in the field of human-machine
interfaces, is for the designer to apply their own assumptions and stereotypes about
how people use systems [76]. However, designers are not typical users [56] and
cannot, therefore, rely on or expect to have an intimate knowledge of the “typical”
user [77]. Moreover, Nemire [78, p. 7] suggested that “to prevent inaccurate mental
models2 from leading users into hazardous situations…designers should follow
product safety guidelines to eliminate or reduce the hazards”. While adherence to
safety guidelines may reduce hazards/risks, reliance on guidelines (of any form)
will not itself eliminate those risks. Indeed, Kontogiannis and Embrey [80] stated
that it is not sufficient to design for users, it is also necessary to design with users.
Thus, users should be a central component of the design process: “the more user
involvement, the less chance that the final design will fail its users” [5, p. 16].
However, unlike the recommendations from participatory design in which users are
members of the design team [81], the suggestion here is that the user be involved
through user testing and evaluation. One of the potential limitations associated with
the sole reliance on the participatory design approach is that the user representatives
may become biased by those around them, leading to an expectation bias when they
are involved in the testing and evaluation.

2 According to Norman [79] people formulate mental models when interacting with an artefact,
which then provides predictive and explanatory power for understanding the interaction. He
further notes that while these models are constrained by the users’ knowledge, experience, an
information processing capabilities, and therefore not necessarily technically accurate, they are
generally functional and are continually modified throughout the interaction.
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5.6 Who Are the Users?

UCD prescribes a process that centres on the user of the artefact but, who are they?
Within the literature there are many approaches to design that take into consider-
ation, for example, customer requirements (see [82]) in order to identify customer-
specific design requirements (customer-focused design). However, it is often the
case that these approaches do not consider the needs and requirements of the user of
the product, but rather corporate (customer) requirements that come from internal
sources such as marketing, finance, manufacturing, and service, that may then
influence the form or function of an artefact [82]. What is more, end-user
requirements are seen merely as expectations that the user has of the product. It is
essential that the conceptualisation of user expectations include relevant aspects of
usability, functionality, reliability, safety, efficiency, and requisite user competen-
cies [62, 64]. Gershenson and Stauffer [82, p. 103] correctly asserted that: “it is
necessary to consider all customers, not just end-users, from the beginning of the
design process […] this practice saves time and money in the end, since it reduces
downstream changes”. Thus, it is not suggested that the design process be handed
over to the users rather that all interested and affected parties be involved from the
earliest stages, with a consideration of the user firmly rooted at the centre of the
design activity [83].

An important consideration is that a wide range of possible user groups are
involved in the design process to ensure that designs are usable by people irre-
spective of age or ability. This philosophy is consistent with the aims of inclusive
design [84]. This does not imply that it is necessary to design to meet the needs of
every conceivable user rather that it is recommend that a consideration of the
various needs and requirements of potential user groups would be beneficial both
for design and the user. Thus, the aims of inclusive design are congruent with, and
can therefore be comfortably embedded within, and the practice of UCD.

The benefits of inclusive design are evident in the statistics that indicate that two
often neglected user groups, “older people” (50+, see [85]) and disabled people,
represent a considerable combined spending power (£330 billion, see [86]). In the
future, the ratio of older people compared to younger people is expected to increase
considerably worldwide from 1:12 in 1950 to 1:4 in 2050, as reported by the United
Nations Population Division. Older people and disabled people often battle with a
range of impairments that could influence the use of current artefacts. For instance,
in the UK only 3 % of disabled people are wheelchair-bound, however 8.7 million
have some degree of hearing loss, and one million have learning difficulties [86].
Additionally, one of the potential consequences of aging is the onset of a variety of
impairments including the reduction in auditory and visual capacities, strength, co-
ordination, and manual dexterity. Yelding [87] asserted that it is not these
impairments that are the problem, but the poor design of artefacts that transform
them into a source of disability. Consequently, in working towards the successful
implementation of UCD, it would be necessary to incorporate inclusive design
principles in order to appropriately design artefacts that are usable by all potential
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user groups. Further, when considering older and disabled users their active par-
ticipation is even more crucial as designers frequently overlook their particular
needs [88].

Not designing for these often overlooked potential users, would risk missing out
on a substantial sector of the market. In particular, as the older user group represent
a growing market segment [89] the design of artefacts must cater for their needs and
requirements. While such an approach would impose an extra cost, it would be
relatively small and would soon be off-set by the creation of a wider market.
Accordingly, by understanding the real needs of potential user groups through the
effective implementation of UCD, better artefacts can be designed that will benefit
the user, designer, and companies and industries. Not only are monetary goals
served (e.g. companies focusing on design are more profitable see [90]), but also a
larger potential group of users is served by providing a more usable artefact.

5.7 Implementation of UCD

In the following section three case studies will be reviewed that describe the effect
of choices in design practice. This work is evaluated with a focus on the aspects of
assimilation or accommodation. That is: is the user expected to accommodate to the
artefact, or is the artefact designed to assimilate the task behaviour of the user?

5.7.1 Case Study 1: Control Room Design

The purpose of this case study is to provide a brief overview of control room design
issues identified through the investigation of a major incident at the Three Mile
Island nuclear power plant.

At about 4 am March 28 1979 a major accident occurred at the Three Mile Island
Unit 2 (TMI-2) nuclear power plant in Pennsylvania (see [91] for a detailed
account). The problem arose as a result of the malfunction of one of the automatic
relief valves, which resulted in an interruption of the flow of coolant water to the
main pumps that subsequently damaged the reactor, as it was supposed to open,
relieve the pressure, and then close automatically [92]. Although the TMI-2 plant
suffered a severe meltdown (the most dangerous kind of nuclear power accident)
there was no loss of life, and only a small amount of radioactive material was
released; however, the cost to the operating companies and insurers was estimated
to be in the region of 1 billion dollars [2].

Subsequent analysis of TMI-2 (see [93]) indicated that it was caused by a
multitude of factors. While operator error was reported to have influenced the way
events were managed, component failures and grossly inadequate control room
design were also causal factors in the escalation of the incident [21, 93]. Harris [94]
noted that most control rooms were designed with little attention to the needs of the
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operators. Indeed, Noyes [2, 95] identified a number of failures in human-machine
interaction from the TMI-2 accident, these included:

1. Information overload. Operators were bombarded with information from a large
number of flashing displays and a cacophony of undifferentiated auditory
alarms, with no means of suppressing the unimportant ones (see [96])

2. Control panel design. Controls and instruments were organised in an incon-
venient and illogical manner, such that the operators had to scan approximately
1,600 windows and gauges

3. Indicators. Several of the displays had gone “off scale” indicating the serious-
ness of the situation, but provided no information regarding the extent of the
problem

4. Printer failure. Useful data about the situation was lost due to printer failure, and
when the printer was restored, it was running more than 2 hours behind events

The analysis shows that users were forced to accommodate their behaviour to the
inappropriate operating specifications of the control room, which resulted in a
heavy (cognitive) burden being placed on them.

The importance of control room design is highlighted by the statistics resulting
from accident investigations indicating that between 20 and 50 % of all accidents
and incidents can be attributed to design failures; however, Wilpert [62] believed
that the actual percentage is likely to be much higher. More specifically, the
analysis of the TMI-2 incident identifies human performance as a critical compo-
nent in control room safety [93]. Stone et al. [21, p. 10] stated that “The incident
[TMI-2] could have been prevented if the control panels had been designed to
provide the operators with the necessary information to enable them to perform
their tasks efficiently and correctly”.

This case study suggests that in order to ensure control rooms are operable and
reduce the risk of serious incidents occurring in the future, their design should
incorporate an understanding of the performance and information needs of operators,
by focusing on task-based activities. This would ensure the provision of on-display
content and format (including functional grouping, and colour coding) “off-normal”
indicator provision (using colour displays) and accessibility of instruments [94] to
support serious error and incident recovery [21] when necessary.

5.7.2 Case Study 2: Retail Website Design

The success of an online organisation, especially if it is not well-known, is mainly
dependent on the design of its website [97–99]. Developing an appropriate website
is akin to building the customer interface for the entire organisation [100–102].
Consequently, organisations cannot assume that just because they have a site
customers will use it, as users have become less patient with unusable websites and
are aware of alternative possibilities [103]. The site is therefore a chief defining
factor in terms of their willingness to make a purchase [97]. Thus, an understanding
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of web-based interaction/activity is necessary in order to design the site in a way
that it is straightforward for customers to perform the necessary tasks [101]. This
will ultimately increase customer satisfaction, retention, and loyalty [104] and
reduce the risk to the economic viability of the organisation [103].

When using a site, users need to find their way around the site and locate nec-
essary information. Thus, central to the design of an effective and usable site are the
ease of navigation and search. Indeed, among the website design mistakes identified
by Nielsen [105] are the issues of poor navigability and confusing content. These
issues will impact on the user as they will require users to remember information
found at each step, thereby increasing their cognitive load [106]. Consequently, sites
that are designed to reduce the cognitive load on the user will be more effective as
they will enable users to perform the necessary tasks with less effort.

An abundance of heuristic recommendations are available for website design
(e.g. [104]). Gehrke and Turban [97] conducted a literature survey and identified
five categories: page-loading speed, business content, navigation efficiency, secu-
rity, and marketing/customer focus. Next, a user survey was conducted to identify
the importance of the categories from the perspective of the user. The results of the
two surveys were congruent. It was concluded that users want content and service
to be provided fast, rather than in a technologically advanced or artistic manner.
However, relying solely on these recommendations and similar rules-of-thumb is
not advised, when one considers the large number of usability guidelines for web
design that are currently available [104]. Not only do the guidelines contradict each
other, their abundance makes it difficult to determine which are the most important.

Studying the tasks users are required to undertake generates appropriate design
briefs. As users uncover problems, designers should correct these problems and
then continue with further testing [107]. Miles et al. [108] view a site as a type of
(purchasing) decision support system, they note that it is necessary to consider all
stages of the purchasing process. Nielsen [104] described a study in which users
were required to perform various tasks on 20 large and small e-commerce sites. A
total of 496 attempts were made with only 56 % being successful. Such findings
suggest that e-commerce organisations may be losing a large number of potential
sales simply because their sites do not effectively support the user at all stages of the
purchasing process.

In conclusion, a site should assimilate the users’ tasks and their understanding of
the offered products and services, thereby designing for usability (see [2]) and an
optimal user experience [104]. It is acknowledged that a website may be visited by
a range of users, all with different needs [109] which will undoubtedly make the
implementation of a UCD approach difficult. Nonetheless, failing to design
the website for, and adapted to, the needs and requirements of the user will increase
the risk of frustrating users, which could result in the loss of (potential) customers
and, in the long run, may even risk the profitability of the organisation [103, 104].

This case study illustrates that studying user behaviour whilst interacting with
the website could provide insight into how to prevent unintended effects owing to
the design of the site. Assimilating this behavioural data could prevent the need for

118 D.J. Williams and M. Groen



users to accommodate their behaviour to the site when purchasing products or
services. As the data shows this could lead to missed opportunities and potential
losses for the company involved.

5.7.3 Case Study 3: Consumer Product Design

Safety is a fundamentally important issue in all areas of design. Within the area of
consumer products there is now a great expectation among consumers with regard to
the safety of the diverse range of products they encounter on a daily basis [52].
Consequently, designers and manufacturers of consumer products go to considerable
lengths to produce safe products. However, given the importance of consumer per-
ceptions of a product to itsmarket success, there is also a need to adopt the users’ safety
needs and demands as the driving force in the endeavour to create safer products.

Historically, the matter of including user requirements has largely occurred
through the consideration of human characteristics as found in handbooks. Kanis
[50] discussed a number of studies involving a variety of consumer products, which
identified the lack of, or at best a loose association between human characteristics
and user activities. It was concluded that general user characteristics, as sourced
from handbooks, serve little purpose in the prediction of user activities. Empirical
data regarding the actual usage of a product is imperative (see [110] for a discussion
of empirical methods).

In addition to the use of handbooks, in-depth interviews with victims of con-
sumer product accidents (involving kitchen utensils, do-it-yourself products and
personal care items) and accident reconstructions can be used to study the adverse
outcomes associated with product use (see [111]). In so doing, a number of
interesting issues were identified including, for example, product features that did
not adequately reflect the product’s actual mode of operation, which led users to
believe that they were safe to use. However, these results are based on ad hoc
reconstructions of the episodes of use, not on observation of actual usage. Fur-
thermore, it was identified that only those people involved in accidents with con-
sumer products participated in the study, which limits an understanding of how the
product is used by users in general. A subsequent approach by van Duijne et al.
[112] was to investigate the actual use of a number of common do-it-yourself
products (hand saw, a chisel and hammer, an electric drill and a screwdriver). Semi-
structured interviews were used in order to better understand user actions and the
risks users perceived. It was suggested that safety was not necessarily the primary
motivator in the use of the tools, rather it was the products’ ‘ease of use’, that
is whether the product design facilitates easy operation.

The design of safe consumer products is dependent on knowledge about actual
user activities [112]. While the approaches adopted above attempt a user-centred
approach, the way in which they have been implemented limits the applicability of
the outcomes. The deployment of user trials as a design tool is concerned with the
identification of the variability in usage [113]. However, in order to create an
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accurate picture of potential usage it would be necessary to involve different types
of users who might come into contact with the product (i.e. experts and novices, the
elderly, the young, physically and mentally impaired, etc.) consistent with the
principles of inclusive design. Thus, through a UCD approach the knowledge
gained from investigating user-product interaction can reveal subtle ways in which
product characteristics are perceived by users. What is more, this process can be
adequately undertaken during design using observational studies with related
products, models, or prototypes without the need to study the actual occurrence of
accidents. As a result, it would be possible to provide designers with insights into
the requirements necessary to assimilate the variation in user activities in the design
in order to prevent risks due to unintended usage.

This case study shows that a more in-depth understanding of user behaviour
whilst using the product could provide insight into how to minimise risk and prevent
unintended usage by assimilating the understanding gained from the users into the
design. Relying on the user to accommodate their behaviour to the usage of these
devices could have played a salient role in the occurrence of unsafe behaviour.

5.7.4 From Accommodation to Assimilation

The three case study’s outlined here illustrate a progression of design approaches
from a lack of consideration of the user (accommodation; Case study 1) to a more
limited consideration of user needs through the sole consultation of pre-existing
heuristics/guidelines (Case study 2) to an attempt to consider user needs through
detailed empirical study (assimilation; Case study 3). This final approach illustrates
how the concept of UCD has been appropriately incorporated in the design of the
product to support users to realise their tasks goals. What is hopefully demonstrated
here is the need to assimilate user task behaviour when designing, so as to ensure
not only the safety of primary and secondary users, but also the credibility of
designers and manufacturers.

5.8 Recommendations for Design

User involvement has generally be found to have positive effects in design, par-
ticularly on user satisfaction, and evidence suggests that taking users as a primary
source of information is an effective means of capturing design requirements [114].
Moreover, the adoption of UCD can help mitigate risks that inherently accompany
artefact design; this is a considerable advantage of UCD. Indeed, presenting
usability as risk management has been identified as an effective way of engaging
business people (see [5]); however, the common implementation of UCD has led to
an overemphasis on individual differences (e.g. [67]). It is, therefore, understand-
able that organisations are not keen to accept UCD in that incarnation, as it is too
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costly for artefacts to be designed for individuals. Also, due to this focus on
individual differences, the task requirements for which the artefact was supposed to
be designed are often overlooked resulting in ineffectual artefacts.

Our view of the most appropriate approach to ensure sufficient inclusion of
usability considerations in the design process, thereby enabling UCD to be utilised
as a risk management tool, are encompassed in Nielsen’s [115] recommendations:

1. Consider the larger context
2. Know the user

• Individual user characteristics
• The user’s current task
• Functional analysis
• Evolution of the user

3. Competitive analysis
4. Setting usability goals
5. Participatory design
6. Coordinated design of the total artefact

• Standards
• Product identity

7. Guidelines and heuristic analysis
8. Prototyping
9. Empirical testing

10. Iterative design

• Capture the design rationale

11. Collect feedback from field use.

The approach outlined in this chapter would sit within “Step 2: Know the user”
whereby a task-oriented [73] or usage-centred design [50] approach would not only
facilitate the understanding of user behaviour in a given task/with a given artefact,
but also highlight risk(s) associated with an artefact. This knowledge of the user,
along with their continual involvement (i.e. through empirical user testing) can then
be implemented at subsequent stages (3–11).

5.9 Conclusion

The low usability and acceptance of artefacts due to inappropriate design presents
considerable long-term risks to the users as well as the organisations and institu-
tions that produce them. Designing artefacts that expect consumers to accommodate
their task behaviour to the artefact implies that the designers expect users to be able
to recognise and respond to the expected activities included in the design. As can be
seen in many examples in day-to-day practice, and in the three case study’s
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presented here, this often fails resulting in the emergence of risks and leading to
what is referred to as human error (see [53]), and the subsequent low acceptance
and use of new or adapted products and services.

The crucial issue is that users cannot be expected to be able to infer all the
intended functionality of an artefact: they are in specific task contexts, will most
likely not know as much about the artefact as the designer, and will have different
needs and requirements when using the artefact. However, comprehending the
intended functionality of an artefact is necessary in order to effectively, efficiently,
and safely use it when realising tasks, and thus design must be undertaken
with users.

Despite the apparent difficulties of implementing UCD, it does not mean that we
should give up on its adoption in the design process. Rather, a different concep-
tualisation is presented in the current chapter that recommends that designers study
user behaviour in order to provide appropriate data regarding artefact usage that can
then be subsequently utilised in the design process. Thus, to manage risk to and
from the design process, and design successful (in terms of being usable and sought
after in the marketplace) artefacts requires a thorough understanding of the relevant
task behaviours of the user(s) which can then be assimilated in the design of the
artefact. Indeed, the substantial human factors toolkit (see [116]) means that we are
well-equipped to address these challenges and implement UCD as a risk manage-
ment tool leading to safer and more effective products and services. Specifically, the
utilisation of carefully designed controlled experiments could provide the required
understanding needed to design safe, effective, efficient, and likeable artefacts.

References

1. Williams, D. J., & Noyes, J. M. (2007). Effect of risk perception on decision-making:
Implications for the provision of risk information. Theoretical Issues in Ergonomics Science,
8(1), 1–35.

2. Noyes, J. M. (2001). Designing for humans. Hove, UK: Psychology Press.
3. Wiklund, M. E. (Ed.). (1994). Usability in practice: How companies develop user-friendly

product. San Diego: Academic Press.
4. International Organization for Standardization. (1998). ISO 9241. Ergonomic requirements

for office work and visual display terminals—Part 11: Guidance on Usability. International
Organization for Standardization. Retrieved May 20, 2007, from http://www.iso.org/iso/
catalogue_detail.htm?csnumber=16883

5. Altom, T. (2007). Usability as risk management. Interactions, 14(2), 16–17.
6. Norman, D. A., & Draper, S. W. (Eds.). (1986). User centered system design: New

perspectives on human-computer interaction. Hillsdale, NJ: Lawrence Erlbaum Associates.
7. van Duijne, F. H., Kanis, H., Hale, A. R., & Green, B. S. (2008). Risk perception in the usage

of electrically powered gardening tools. Safety Science, 46(1), 104–118.
8. van Duijne, F. H., Hale, A., Kanis, H., & Green, B. (2007). Design for safety: Involving

users’ perspectives. Redesign proposals for gas lamps using a pierceable cartridge. Safety
Science, 45(1–2), 253–281.

9. Gagg, C. (2005). Domestic product failures: Case studies. Engineering Failure Analysis, 12
(5), 784–807.

122 D.J. Williams and M. Groen

http://www.iso.org/iso/catalogue_detail.htm?csnumber=16883
http://www.iso.org/iso/catalogue_detail.htm?csnumber=16883


10. Baber, C., & Stanton, N. A. (2002). Task analysis for error identification: Theory, method
and validation. Theoretical Issues in Ergonomics Science, 3(2), 212–227.

11. Jordan, P. W. (1998). An introduction to usability. London: CRC Press.
12. Holt, J., & Lock, S. (2008). Understanding and deconstructing pleasure: A hierarchical approach.

Paper presented at the Computer Human Interaction 2008 conference. Retrieved September 10,
2011, from www.chi2008.org/altchisystem/submissions/submission_jane66_0.pdf

13. Usability.net. (2006). The business case for usability. Usability.net. Retrieved March 8, 2007,
from http://www.usabilitynet.org/management/c_business.htm

14. Skelton, T. M., & Thamhain, H. J. (2005). User-centered design as a risk management tool in
new technology product development. In Proceedings of the IEEE International Engineering
Management Conference (vol. 2, pp. 690–694). doi: 10.1109/IEMC.2005.1559237

15. Wakeford, N. (2005). People-centered innovations. Strategic Direction, 21(4), 30–32.
16. Sorrell, J., Simmons, R., Desyllas, J., & Nicholson, R. (2006). The cost of bad design.

London: Commission for Architecture and the Built Environment.
17. Philips Index (2004). Calibrating the convergence of healthcare, lifestyle and technology.

Philips Index. Retrieved March 8, 2007, from http://www.philipsindex.ca/
18. Bringula, R. P., & Basa, R. S. (2011). Factors affecting faculty web portal usability.

Educational Technology & Society, 14(4), 253–265.
19. den Buurman, R. (1997). User-centred design of smart products. Ergonomics, 40(10), 1159–

1169.
20. Lyall, S. (2006). Browser (website design). The Architectural Review, 220(1317), 95–95.
21. Stone, D., Jarrett, C., Woodroffe, M., & Minocha, S. (2005). User interface design and

evaluation. San Francisco, CA: Elsevier.
22. Hillson, D., & Murray-Webster, R. (2006). Understanding and managing risk attitude.

Aldershot, UK: Gower Publishing Limited.
23. Jerrard, B., & Barnes, N. (2006). Risk in design: Key issues in the design literature. The

Design Journal, 9(2), 25–38.
24. Bernstein, P. L. (1998). Against the gods: The remarkable story of risk. New York, NY:

Wiley.
25. Steele, J. (2004). Risks and legal theory. Oxford, UK: Hart Publishing.
26. Oppe, S. (1988). The concept of risk: A decision theoretic approach. Ergonomics, 31(4),

435–440.
27. Williams, D. J. (2006). Conceptualization of risk. In W. Karwowski (Ed.), International

encyclopedia of ergonomics and human factors (2nd ed., Vol. 1, pp. 301–303). London:
CRC Press.

28. Starr, C. (1969). Social benefit versus technological risk. Science, 165(3899), 1232–1238.
29. Barki, H., Rivard, S., & Talbot, J. (1993). Toward an assessment of software development

risk. Journal of Management Information Systems, 10(2), 203–225.
30. Hoegberg, L. (1998). Risk perception, safety goals and regulatory decision-making.

Reliability Engineering and System Safety, 59(1), 135–139.
31. Naoe, K. (2008). Design culture and acceptable risk. In P. E. Vermaas, P. Kroes, A. Light, &

S. A. Moore (Eds.), Philosophy and design: From engineering to architecture (pp. 119–130).
London: Springer Verlag.

32. Slovic, P. (1997). Trust, emotion, sex, politics and science. In M. H. Bazerman, D.
M. Messick, A. E. Tenbrunsel, & K. A. Wade-Benzoni (Eds.), Environment, ethics and
behaviour (pp. 277–313). San Francisco, CA: Lexington Press.

33. Rehmann-Sutter, C. (1998). Involving others: Towards an ethical concept of risk. Risk:
Health, Safety & Environment, 9. Retrieved June 24, 2006, from http://heinonline.org/HOL/
LandingPage?collection=journals&handle=hein.journals/risk9&div=16&id=&page=

34. Hansson, S. O. (2005). Seven myths of risk. Risk Management: An International Journal, 7
(2), 7–17.

5 User-Centred Design … 123

http://www.chi2008.org/altchisystem/submissions/submission_jane66_0.pdf
http://www.usabilitynet.org/management/c_business.htm
http://dx.doi.org/10.1109/IEMC.2005.1559237
http://www.philipsindex.ca/
http://heinonline.org/HOL/LandingPage?collection=journals&handle=hein.journals/risk9&div=16&id=&page=
http://heinonline.org/HOL/LandingPage?collection=journals&handle=hein.journals/risk9&div=16&id=&page=


35. Shrader-Frechette, K. S. (1990). Perceived risks versus actual risks: Managing hazards
through negotiation. Risk: Health, Safety & Environment, 1. Retrieved June 24, 2006, from
http://heinonline.org/HOL/LandingPage?collection=journals&handle=hein.journals/
risk1&div=34&id=&page=

36. Valverde, L. J. (1991). The cognitive status of risk: A response to Thompson. Risk: Issues in
Health & Safety, 2. Retrieved June 24, 2006, from http://heinonline.org/HOL/LandingPage?
collection=journals&handle=hein.journals/risk2&div=29&id=&page=

37. Thompson, P. B. (1990). Risk objectivism and risk subjectivism: When are risks real? Risk:
Issues in Health & Safety, 1. Retrieved June 24, 2006, from http://heinonline.org/HOL/
LandingPage?collection=journals&handle=hein.journals/risk1&div=9&id=&page=

38. Cross, F. B. (1992). The risk of reliance on perceived risk. Risk: Issues in Health & Safety, 3.
Retrieved June 24, 2006, from http://heinonline.org/HOL/LandingPage?collection=
journals&handle=hein.journals/risk3&div=11&id=&page=

39. Fischhoff, B., Slovic, P., Lichtenstein, S., Read, S., & Coombs, B. (1978). How safe is safe
enough? A psychometric study of attitudes toward technological risks and benefits. Policy
Sciences, 9(2), 127–152.

40. Morgan, M. G., Slovic, P., Nair, I., Geisler, D., MacGregor, D., Fischhoff, B., et al. (1985).
Powerline frequency electric and magnetic fields: A pilot study of risk perception. Risk
Analysis, 5(2), 139–149.

41. Kraus, P. P., & Slovic, P. (1988). Taxonomic analysis of perceived risk: Modeling individual
and group perceptions within homogeneous hazard domains. Risk Analysis, 8(3), 435–455.

42. Mullett, E., Duquesnoy, C., Raiff, P., Fahrasmane, R., & Namur, E. (1993). The evaluative
factor of risk perception. Journal of Applied Social Psychology, 23(19), 1594–1605.

43. Sjöberg, L., & Torell, G. (1993). The development of risk acceptance and moral valuation.
Scandinavian Journal of Psychology, 34(3), 223–236.

44. Slovic, P. (1987). Perception of risk. Science, 236(4799), 280–285.
45. Sjöberg, L. (2000). Factors in risk perception. Risk Analysis, 20(1), 1–11.
46. Millstein, S. G., & Halpern-Felsher, B. L. (2002). Perceptions of risk and vulnerability.

Journal of Adolescent Health, 31(1), 10–27.
47. Williams, D. J., & Noyes, J. M. (2011). Reducing the risk to consumers: Implications for

designing safe consumer products. In N. A. Stanton, W. Karwowski, & M. Soares (Eds.),
Handbook of human factors in consumer product design: Uses and applications (vol. 1,
pp. 3–21). Boca Raton: CRC Press.

48. Mitchell, V.-W. (1999). Consumer perceived risk: Conceptualisations and models. European
Journal of Marketing, 33(1/2), 163–195.

49. Howarth, C. I. (1988). The relationship between objective risk, subjective risk and behaviour.
Ergonomics, 31(4), 527–535.

50. Kanis, H. (1998). Usage centred research for everyday product design. Applied Ergonomics,
29(1), 75–82.

51. Kanis, H. (2002). Can design-supportive research be scientific? Ergonomics, 45(14), 1037–
1041.

52. van Duijne, F. H., Kanis, H., & Green, B. (2002). Risks in product use: Observations
compared to accident statistics. Injury Control and Safety Promotion, 9(3), 185–191.

53. Reason, J. T. (1990). Human error. Cambridge, UK: Cambridge University Press.
54. McRoberts, S. (2005). Risk management of product safety. In Proceedings of the 2005 IEEE

Symposium on Product Safety Engineering (pp. 65–71). doi: 10.1109/PSES.2005.1529524
55. Bevan, N. (1999). Quality in use: Meeting user needs for quality. Journal of Systems and

Software, 49(1), 89–96.
56. Norman, D. A. (1988). The psychology of everyday things. Cambridge, MA: MIT Press.
57. Busby, J. S., & Hibberd, R. E. (2002). Mutual misconceptions between designers and

operators of hazardous systems. Research in Engineering Design, 13(3), 32–138.
58. van Duijne, F. H., van Aken, D., & Schouten, E. G. (2008). Considerations in developing

complete and quantified methods for risk assessment. Safety Science, 46(2), 245–254.

124 D.J. Williams and M. Groen

http://heinonline.org/HOL/LandingPage?collection=journals&handle=hein.journals/risk1&div=34&id=&page=
http://heinonline.org/HOL/LandingPage?collection=journals&handle=hein.journals/risk1&div=34&id=&page=
http://heinonline.org/HOL/LandingPage?collection=journals&handle=hein.journals/risk2&div=29&id=&page=
http://heinonline.org/HOL/LandingPage?collection=journals&handle=hein.journals/risk2&div=29&id=&page=
http://heinonline.org/HOL/LandingPage?collection=journals&handle=hein.journals/risk1&div=9&id=&page=
http://heinonline.org/HOL/LandingPage?collection=journals&handle=hein.journals/risk1&div=9&id=&page=
http://heinonline.org/HOL/LandingPage?collection=journals&handle=hein.journals/risk3&div=11&id=&page=
http://heinonline.org/HOL/LandingPage?collection=journals&handle=hein.journals/risk3&div=11&id=&page=
http://dx.doi.org/10.1109/PSES.2005.1529524


59. Chen, L., & Li, S. (2000). Modeling concurrent product design: A multifunctional team
approach. Concurrent Engineering-Research and Applications, 8(3), 183–198.

60. Ullman, D. G. (2001). Robust decision making for engineering design. Journal of
Engineering Design, 12(1), 3–13.

61. Schnotz, W., & Kürschner, C. (2007). A reconsideration of cognitive load theory.
Educational Psychology Review, 19(4), 469–508.

62. Wilpert, B. (2007). Psychology and design processes. Safety Science, 45(1–2), 293–303.
63. Murphy, J. (2000). Assuring performance in E-commerce systems. In Proceedings of the IEE

16th UK Telegraphic Symposium (pp. 30/1–30/6). Retrieved September 11, 2011, www.
eeng.dcu.ie/*murphyj/publ/c14.pdf

64. Damodaran, L. (2001). Human factors in the digital world enhancing life style: The
challenges for emerging technologies International. Journal of Human-Computer Studies, 55
(4), 377–403.

65. Noyes, J. M., Starr, A. F., & Frankish, C. R. (1996). User involvement in the early stages of
the development of an aircraft warning system. Behaviour & Information Technology, 15(2),
67–75.

66. Katz-Haas, R. (1998). Ten guidelines for user-centered web design. Usability Interface, 5(1),
12–13.

67. Black, A. (2006). The basics of user-centred design. Design Council. Retrieved February 13,
2007, from http://www.designcouncil.org.uk/en/About-Design/DesignTechniques/User-
centred-design/

68. Muller, M., Shami, N. S., Millen, D., & Feinberg, J. (2010). We are all lurkers: Consuming
behaviors among authors and readers in an enterprise file-sharing service. In Proceedings of
the 16th ACM International Conference on Supporting Group Work, (pp. 201–210). New
York: ACM Press. doi: 10.1145/1880071.1880106

69. Pluempavarn, P., Panteli, N., Joinson, A., Eubanks, D., Watts, L., & Dove, J. (2011). Social
roles in online communities: Relations and trajectories. Paper presented at the 6th
Mediterranean Conference on Information Systems, Nicosia, Cyprus. Retrieved October 4,
2012, from http://aisel.aisnet.org/mcis2011/47

70. Phibes, T. A. D. (2002). The perverse horrors of user-centric design. Expert Systems, 19(5),
295–298.

71. Kujala, S. (2008). Effective user involvement in product development by improving the
analysis of user needs. Behaviour & Information Technology, 27(6), 457–473.

72. Plowman, L., Rogers, Y., & Ramage, M. (1995). What are workplace studies for? In H.
Marmolm, Y. Sundblad, & K. Schmidt (Eds.), Proceedings of the Fourth European
Conference on Computer-Supported Cooperative Work (pp. 309–324). Norwell: Kluwer
Academic Publishers. Retrieved February 02, 2011, from http://www.ecscw.org/1995/20.pdf

73. Norman, D. A. (2006). Logic versus usage: The case for activity-centered design.
Interactions, 13(6), P. 45 & 63.

74. Groen, M., & Noyes, J. (2011). Product design: User-centred versus a task-based approach.
In W. Karwowski, M. Soares, & N. Stanton (Eds.), Handbook of human factors in consumer
product design (Vol. 1, pp. 405–413). Boca Raton, FL: CRC Press.

75. Mayhew, D. J., & Bias, R. G. (1994). Cost-justifying usability. Boston, MA: Academic Press.
76. Darses, F., & Wolff, M. (2006). How do designers represent to themselves the users’ needs?

Applied Ergonomics, 37(6), 757–764.
77. Storer, I., & McDonagh, D. (2002). Embracing user-centred design: The real experience. In

P. T. McCabe (Ed.), Contemporary ergonomics (pp. 307–314). London: Taylor and Francis.
78. Nemire, K. (2008). Roller coasters, mental models, and product safety. Ergonomics in

Design, 16(4), 7–10.
79. Norman, D. A. (1983). Some observations on mental models. In D. Gentner & A. L. Stevens

(Eds.), Mental models (pp. 7–14). Hillsdale, NJ: Lawrence Erlbaum Associates.
80. Kontogiannis, T., & Embrey, D. (1997). A user-centred design approach for introducing

computer-based process information systems. Applied Ergonomics, 28(2), 109–119.

5 User-Centred Design … 125

http://www.eeng.dcu.ie/~murphyj/publ/c14.pdf
http://www.eeng.dcu.ie/~murphyj/publ/c14.pdf
http://www.designcouncil.org.uk/en/About-Design/DesignTechniques/User-centred-design/
http://www.designcouncil.org.uk/en/About-Design/DesignTechniques/User-centred-design/
http://dx.doi.org/10.1145/1880071.1880106
http://aisel.aisnet.org/mcis2011/47
http://www.ecscw.org/1995/20.pdf


81. Zaphiris, P., Laghos, A., & Zacharia, G. (2009). Distributed construction through
participatory design. In M. Khosrow-Pour (Ed.), Encyclopedia of information science and
technology (2nd ed., pp. 1181–1185). Hershey, PA: Information Science Reference.

82. Gershenson, J. K., & Stauffer, L. A. (1999). A taxonomy for design requirements from
corporate customers. Research in Engineering Design, 11(2), 103–115.

83. Williams, D. J. (2007). Risk and decision making. In M. J. Cook, J. M. Noyes, & Y.
Masakowski (Eds.), Decision making in complex systems (pp. 43–54). Aldershot, UK:
Ashgate.

84. Keates, S., & Clarkson, J. (2003). Design exclusion. In P. J. Clarkson, R. Coleman, S.
Keates, & C. Lebbon (Eds.), Inclusive design: Designing for the whole population (pp. 88–
107). London: Springer-Verlag.

85. Huppert, F. A. (2003). Designing for older users. In P. J. Clarkson, R. Coleman, S. Keates, &
C. Lebbon (Eds.), Inclusive design: Design for the whole population (pp. 30–49). London,
UK: Springer Verlag.

86. La Ferla, B., Hosking, I., & Sinclair, K. (2006). Whose design is it anyway? Engineering
Management, 16(2), 10–13.

87. Yelding, D. (2003). Power to the people. In P. J. Clarkson, R. Coleman, S. Keates, & C.
Lebbon (Eds.), Inclusive design: Designing for the whole population (pp. 108–119). London:
Springer-Verlag.

88. Abascal, J., & Nicolle, C. (2001). Why inclusive design guidelines? In C. Nicolle &
J. Abascal (Eds.), Inclusive design for HCI (pp. 3–13). London: CRC Press.

89. Newell, A. (2003). Inclusive design or assistive technology. In P. J. Clarkson, R. Coleman, S.
Keates, & C. Lebbon (Eds.), Inclusive design: Designing for the whole population (pp. 172–
181). London: Springer-Verlag.

90. Hertenstein, J. H., Platt, M. B., & Veryzer, R. W. (2005). The impact of industrial design
effectiveness on corporate financial performance. Journal of Product Innovation
Management, 22(1), 3–21.

91. Samuel, W. J. (2004). Three Mile Island: A nuclear crisis in historical perspective. Berkeley,
CA: University of California Press.

92. Noyes, J. M., & Stanton, N. A. (1997). Engineering psychology: Contribution to system
safety. Computing & Control Engineering Journal, 8(3), 107–112.

93. Malone, T. B., Kirkpatrick, M., Mallory, K., Eike, D., Johnson, J. H., & Walker, R. W.
(1980). Human factors evaluations of control room design and operator performance at
Three Mile Island-2: Final report. Ann Arbor, MI: University of Michigan Library.

94. Harris, D. H. (1984). Human factors success stories. In Proceedings of the 28th Annual
Meeting of the Human Factors Society (pp. 1–5). Santa Monica: Human Factors Society.
Retrieved May 6, 2005, from www.hfes.org/Web/PubPages/Harris.pdf

95. Noyes, J. M. (2001). Human error. In J. M. Noyes & M. L. Bransby (Eds.), People in
control: Human factors of control room operations (pp. 3–15). London: IEE.

96. Noyes, J. M. (1998). Managing errors. In Proceedings of the UKACC International
Conference on Control ‘98 (vol. 1, pp. 578–583). doi: 10.1049/cp:19980293

97. Gehrke, D., & Turban, E. (1999). Determinants of successful website design: Relative
importance and recommendations for effectiveness. In Proceedings of the 32nd Hawaii
International Conference on System Sciences. doi: 10.1109/HICSS.1999.772943

98. Feindt, S., Jeffcoate, J., & Chappell, C. (2002). Identifying success factors for rapid growth in
SME e-commerce. Small Business Economics, 19(1), 51–62.

99. Sebora, T., Lee, S., & Sukasame, N. (2009). Critical success factors for e-commerce
entrepreneurship: An empirical study of Thailand. Small Business Economics, 32(3), 303–316.

100. Korper, S., & Ellis, J. (2001). The e-commerce book: Building the e-empire (2nd ed.)
London: Academic Press.

101. Kamoun, F., & Halaweh, M. (2012). User interface design and E-commerce security
perception: An empirical study. International Journal of E-Business Research, 8(2), 15–32.

126 D.J. Williams and M. Groen

http://www.hfes.org/Web/PubPages/Harris.pdf
http://dx.doi.org/10.1049/cp:19980293
http://dx.doi.org/10.1109/HICSS.1999.772943


102. Kuo, H. M., & Chen, C. W. (2011). Application of quality function deployment to improve
the quality of internet shopping website interface design. International Journal of Innovation
in Computer and Information Control, 7(1), 253–268.

103. Nah, F. F., & Davis, S. (2002). HCI research issues in E-commerce. Journal of Electronic
Commerce Research, 3(3), 98–113.

104. Nielsen, J. (1999). Designing web usability: The practice of simplicity. Berkeley, CA:
Peachpit Press.

105. Nielsen, J. (2005). The top ten web design mistakes of 2005. Jokob Nielsen’s Alertbox.
Retrieved March 8, 2007, from http://www.useit.com/alertbox/designmistakes.html

106. Conklin, J. (1987). Hypertext: An introduction and survey. Computer, 20(9), 17–41.
107. Corry, M. D., Frick, T. W., & Hansen, L. (1997). User-centered design and usability testing

of a web site: An illustrative case study. Educational Technology Research and
Development, 45(4), 65–76.

108. Miles, G. E., Howes, A., & Davies, A. (2000). A framework for understanding human factors
in web-based electronic commerce. International Journal of Human-Computer Studies, 52
(1), 131–163.

109. de Troyer, O. M. F., & Leune, C. J. (1998). WSDM: A User centered design method for web
sites. Computer Networks and ISDN Systems, 30(1–7), 85–94.

110. Noyes, J. M., & Garland, K. J. (2006). Empirical methods: Experiments. In W. Karwowski
(Ed.), International encyclopaedia of ergonomics and human factors (2nd ed., pp. 3119–
3121). London: Taylor & Francis.

111. Weegels, M. F., & Kanis, H. (2000). Risk perception in consumer product use. Accident
Analysis and Prevention, 32(3), 365–370.

112. van Duijne, F. H., Green, W. S., & Kanis, H. (2001). Risk perception: Let the user speak. In
M. A. Hanson (Ed.), Contemporary ergonomics 2001 (pp. 297–302). London: Taylor and
Francis.

113. Kanis, H., & Vermeeren, A. P. O. S. (1996). Teaching user involved design in the Delft
Curriculum. In S. A. Robertson (Ed.), Contemporary ergonomics 1996 (pp. 98–103).
London: Taylor and Francis.

114. Kujala, S. (2003). User involvement: A review of the benefits and challenges. Behaviour &
Information Technology, 22(1), 1–16.

115. Nielsen, J. (1992). The usability engineering life cycle. Computer, 25(3), 12–22.
116. Noyes, J. M. (2004). The human factors toolkit. In C. Sandom & R. S. Harvey (Eds.), Human

factors for engineers (pp. 57–79). London: IEE.

5 User-Centred Design … 127

http://www.useit.com/alertbox/designmistakes.html


Chapter 6
Analysis of the User Behaviour When
Interacting with Systems During Critical
Situations

Yuska P.C. Aguiar, Maria de Fátima Q. Vieira, Edith Galy-Marie
and Charles Santoni

Abstract Human error studies tend to focus on identifying the relationship between
the human activity, its errors and consequences. Accidents and incidents report
analysis has been the path followed by several authors in the human error studies
field, as it will be discussed in this chapter. However, reports tend to detail technical
aspect of the error occurrence but fail to explore the human-behaviour component
that might have influenced it. In order to investigate the human behaviour and its
relation with accidents and human errors the authors propose to observe individuals
working during critical situations. This observation must adopt a methodological
approach, and the authors advise to support it by an experimental protocol, to ensure
a rigorous systematization of the data gathering and analysis of the human behav-
iour. This chapter presents a cognitive model conceived to support this approach, by
investigating an individual’s: characteristics; functional state; situation perception,
decision-making approach and performance during task completion which accounts
for the knowledge of the work situation. It also briefly presents its supporting
experimental protocol, and discusses its application in the context of a decision
making aid system, employed during maritime pollution crisis management.
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6.1 Introduction

It is widely accepted in the literature that the human error results from failures in the
cognitive system. Those failures frequently happen during knowledge acquisition,
which comprises a set of cognitive processes and activities that act on sensory
information in order to interpret, classify and organize it. To prevent the error
occurrence it is important to investigate the risk factors involved and understand the
full context in which the error occurs, in order to identify which combined factors
can influence the human behaviour and performance, and consequently the task
outcome. Once being aware of the risk factors which can trigger the human error,
and having identified the factors which may influence task performance, preventive
measures can be put into place to: improve the process adopted when performing
the task; the tools employed in doing it; and the human operator skills.

This research investigates the adoption of cognitive models to help understanding
the cognitive process and anticipate risk-related behaviour in the work context. It
focuses in analyzing the error context (when an operator of an industrial automated
system is faced with unexpected work situations), combined with the analysis of
typical time pressures, anxiety and altered emotional behaviour, in order to antici-
pate error occurrences. It follows a brief review of the literature which presents the
human error as seen from different perspectives by different authors. These do not
treat directly the proposed research problem, but give a foundation for the study.

Hollnagel [1] defines the error as the consequence of a faulty action which leads
into unexpected results. According to Rasmussen [2], when a system presents an
unsatisfactory response to a human action, which is different from the expected one,
a human error has occurred. Yet, for Reason [3, 4], the human error occurs when
the consequences of a fault cannot be assigned to external agents, exposing to risks:
people, equipment and the surrounding environment. The authors adopt a combi-
nation of those views and assume that a cognitive model is at the basis of under-
standing the human interaction and the task outcome. The following cognitive
models adopt complimentary approaches and share the notion that managing
cognitive resources to perform a task and deciding which action to perform are
influenced by multiple variables.

According to Norman and Draper [5], the human cognitive process happens in
seven stages: formulating objective; formulating intension; specifying action; per-
forming action; perceiving the status of the environment and evaluating results.
Therefore, an individual can assess whether an achieved result corresponds to the
intended one realizing when there was an error.

The Interaction model proposed by Norman and Baucom [6] defines an inter-
action as consisting of two phases: execution and evaluation. The execution phase
translates objectives into intentions to perform a task of interest. This intention
results into a sequence of actions (mental specifications) which are converted into
actions in the physical world. The evaluation phase starts with the perception of the
environment in response to the action performed. This perception is then interpreted
and compared to the initial objectives.
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The SRK (Skill-Rule-Knowledge) model, proposed by Rasmussen [2], describes
qualitatively different modes of information processing during task performance,
accounting for a behaviour based on skills; rules and knowledge.

The cognitive model proposed by Endsley [7] considers that task performance is
determined by a decision made after the adequate understanding of the current
situation. This decision is processed in three levels; element perception, element
understanding and anticipation mechanisms, which allow to foresee the following
state of the situation, given that the intended action is executed. Endsley model of
mental activities follows a sequence that begins with detecting a sensory signal,
followed by accessing the memory, performing logic and intuitive thinking,
arriving at the decision making phase and completed by performing the action.
System and task characteristics, such as complexity levels, as well as the risk
involved in doing the task determine the work load and the levels of vigilance and
cognitive control, thus determining the available cognitive resources or mental
abilities [8]. Limiting the availability of such cognitive resources, through high
spending elsewhere in the task, results in operator behaviour automation [9]; which
in turn can lower performance during task execution.

Although the influence of these factors on the cognitive processes, and conse-
quently on the operator performance is widely accepted, there is no explicit rep-
resentation of those variables in the cognitive models found in the literature, which
would help anticipate the human behaviour which leads into error. Given the need
for a deeper understanding of the human behaviour, especially when working with
risk situations, this chapter proposes a model which accounts for the above vari-
ables in an attempt to help understand the human behaviour in such work envi-
ronments, and thus anticipate the error prone human behaviour. This model’s main
objective is to identify internal and external elements which affect operator
behaviour and performance, allowing to measure the level of influence of each
variable on the observed behaviour; thus enabling to propose changes in the
working environment, particularly in the ergonomic aspect of the human interface
component of the employed tools. The numbers of variables to account for in the
study, as well as the analysis of the cross influence between those, are the main
challenges of this research. Nonetheless an initial simplified model has been pro-
posed and an experiment has been performed to test its impact on the human error
study. Both the model and experiment are presented in this chapter.

6.1.1 Critical Systems Usability and Human Error Prevention

In the domain of critical systems, accident and incident report analysis is at the basis
of the human error study. Although this is cited in the literature as the main
approach taken in the field, as mentioned in the works of: Rasmussen [10], van
Eekhout and Rouse [11] and Johnson and Rouse [12], according to Rasmussen
[10], analyzing the human behaviour when faced with adversities during task
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performance is also an important source of information on the cognitive mecha-
nisms and strategies employed during activity.

The authors of this chapter adopt the following definition for a critical system.
This is any system whose failure could threaten human lives, the system’s envi-
ronment or the existence of the organisation which operates the system. Failure in
this context means any potentially threatening system behaviour other than failure
to conform to a specification. Examples of typical critical systems are command and
control systems such as air-traffic control and electricity supply systems, disaster
management systems among others.

On the other hand, critical situations are not exclusive to critical systems. In this
work context, critical situations arise when decisions must be made and actions
must be taken under time pressures and cognitive resources’ constrains; and the
failure to do so might also threaten human lives, the system’s environment, or the
existence of the organisation which operates the system.

Aiming to support the human error study by widening the range of information
available beyond that obtained through report analysis, this chapter proposes the
adoption of a method and protocol to support the observation and analysis of the
human behaviour during the interaction in critical situations. It is proposed that an
individual taking part in such experiment must be immersed into a work context
that reproduces the conditions described in accident and incident reports. That is, an
individual with a similar profile to the original human operator must be lead into
performing the same task under similar conditions, whilst being observed according
to the proposed protocol. This approach in observing the human behaviour when
performing tasks in a critical situation is synthesized in the experimental protocol
introduced later in this chapter. This protocol systematizes the observation plan-
ning, execution and documentation of the observation experiment.

From the usability point of view the investigation inherits the techniques
employed in observing the interaction between systems and users when performing
a predefined task under controlled conditions, i.e., during a usability test. During
these tests, data is gathered to produce objective and subjective metrics, as part of a
diagnostic about the system in use. In this research, cognitive psychology, supports
the investigation of the relationship between the functional and emotional state of
an operator in charge of a system, his (her) workload, and how the combination of
these two influences: the error occurrence; the task outcome and the operator’s
performance. This investigation relies on the adequate choice of tools, available to
work-psychology studies, in order to support data gathering and analysis, relevant
to the understanding of the human behaviour.

6.2 Understanding the Human Behaviour

To understand the human behaviour, that is, the reactions of an individual during a
critical situation, it is necessary to analyze this situation’s characteristics and the
individual’s functional state in order to identify the relevant human behaviour and
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its components. These reactions happen in several observable levels such as: per-
formance, emotional, and physiological. The tools employed in detecting and
measuring these reactions can be organized similarly into one of three categories,
according to the targeted information: subjective, performance and psycho-physi-
ological measuring tools. This section presents the tools employed during the
research.

6.2.1 Subjective Measures

Subjective measures enable estimating parameters which are related to an indi-
vidual’s feelings and reactions induced by a situation (or context), such as: emo-
tions, functional state, and workload perception.

Subjective Workload Measures There are two most commonly used tech-
niques for measuring the subjective mental workload. The first one, NASA-Task
Load Index [13], classes the workload into six subscales: Mental Demand, Physical
Demand, Temporal Demand, Own Performance, Effort, and Frustration Levels. The
other is the subjective workload assessment technique [14] which describes the
operator workload in three dimensions: Time Load, Mental Effort Load and Psy-
chological Stress Load. Some of the dimensions have been considered in both
techniques [15]: the Time Load and Temporal Demand dimensions; the Mental
Effort Load and the Mental Demand and Effort dimensions; and the Psychological
Stress Load and Frustration dimensions. Both techniques are largely used in the
field of aeronautics, where Collet, Averty, and Dittmar [16] found a positive cor-
relation between the number of aircrafts to control and the NASA-TLX score,
amidst traffic controllers, indicating a high sensitivity of NASA-TLX to small
workload changes.

Subjective Functional State Measures. According to Thayer [17], task per-
formance is sensitive to the individual functional state, highlighting that arousal
state underlies the behaviour. Therefore, the model of multidimensional activation
[18, 19] is composed of two dimensions, the energetic arousal and the tense arousal.
The tense arousal is considered to be determined by danger, and to be largely
cognitively mediated. Whereas the energetic arousal varies naturally according to
circadian rhythm, and as a function of factors such as: time of the day, exercise,
nutrition, and mental workload [17, 20]. Each dimension level is relative to the
others, because these are assumed to form a curvilinear relationship. That is, these
are positively correlated at low levels, and negatively correlated at high levels [21].
Therefore a phenomenon considered dangerous has a greater psychological impact
(leading to a greater tense arousal) when the energetic level is low; and a lesser
impact when the energetic arousal is high. Consequently, considering these
dimensions (tense arousal and energetic arousal) during a critical situation seems
essential. The Short Form Activation-Deactivation Adjective Check List (AD-ACL)
can be used to assess energetic and tense arousal [19]. This is composed of four sub-
scales: energy, tiredness, tension, and calmness. The ratio between the energy and
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tiredness scores is employed to assess energetic arousal and the ratio between the
tension and calmness scores, to assess tense arousal.

Subjective Emotion Measures Scherer [22] proposed a Component Model of
Emotion (CME), by considering emotion like an episode of interrelated and syn-
chronized state changes, resulting from the situation evaluation. The model com-
ponents are: cognitive appraisal, physiological reactions, behaviour tendencies,
motor expression, and subjective feeling (emotional experience). Two of this
model’s components: cognitive appraisal and emotional experience can be esti-
mated by subjective measures.

Cognitive Appraisal consists of a situation evaluation under direct emotional
responses (positive or negative). Demir et al. [23] consider the following appraisal
components: consistency of motives, intrinsic pleasure, expectation confirmation,
standard conformance, agency, coping potential, and certainty. Scherer [22] pro-
posed the Geneva Appraisal Questionnaire (GAQ) to assess the result of an indi-
vidual’s appraisal process during a specific emotional episode. This tool allows
estimating five dimensions: intrinsic pleasantness, novelty, goal/need conducive-
ness, coping potential and norm/self-compatibility. The emotions taken into
account by GAQ are: anxiety, irritation, contentment, joy, sadness, disgust, fear,
anger, and surprise.

Emotional Experience is characterised by emotion type and intensity. Two tools
can be used to measure it: the Geneva Emotion Wheel [24] and EMOTAIX [25].
GEW is a verbal self-reporting instrument on which an individual is asked to
indicate the emotional intensity felt in a particular situation, amid 20 emotion
categories, such as: interest, irritation, contentment, joy, sadness, disgust, fear,
anger, and surprise. Five degrees of intensity are available for each emotion cate-
gory, and these are represented by circles of increasing sizes, as a function of the
emotional intensity. EMOTAIX, in turn, allows analysing the emotional lexicon,
used by an individual, when reporting the feelings experienced in a situation. This
is a computer based application that works with corpus analysis—Tropes software
(version 7). This tool enables to account for the emotional lexicon (2.014 refer-
ences) according to hedonic dimensions (positive or negative valence) and
according to 28 basic thematic categories, grouped in super and supra categories.

6.2.2 Performance Measures

Performance is the result of an established behaviour, more or less adapted to a
situation, and corresponds to response accuracy and response latency. Chi and Lin
[26] demonstrated a trade-off between these performance criteria. The time needed to
complete a task increases when accuracy requirements increase, whereas a decrease
in accuracy occurs when task speed requirements increase. In the same line, Fournier
et al. [27] proposed a method to arrive at a performance index, taking into account
both response accuracy and response latency. They evaluated subjects’ behavioural
responses in a multi-task context by calculating a composite standardized Z-score for
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each subject. For each task, the ratio between the reaction time and the proportion of
correct responses was weighted by one-quarter and, the correct ratios were summed
up. Results revealed that the global performance decreased as the task demand
increased and, that the performance improved with training, especially in high task
demand conditions.

6.2.3 Psycho-Physiological Measures

The managing of a critical situation causes changes to the autonomic system which
consists of two systems: one controlled directly by the nervous system and another
controlled by the hormonal system (adreno-medullary). These two systems have
different functional roles [28]. Whereas the former executes precise, rapid, and often
highly differentiated adjustments, the latter independently modifies important met-
abolic functions. The two systems may mutually support each other, when massive
and generalized system activation occurs, as it is the case during a critical situation.
Measures commonly employed to evaluate autonomic system demand are respira-
tory, cardiovascular and electro-dermal measures. One major advantage of using
physiological measures is the continuous availability of bodily data, allowing the
reactions to be measured at a high rate and with a high degree of sensitivity, even
in situations when open behaviour is relatively rare [29]. Physiological measures are
also very sensitive to physical effort and, will reflect specific mental load or emo-
tional variations for activities involving little or no physical effort [30]. The mea-
surement of cardiac activity is a physiological technique employed in the assessment
of mental workload and emotional aspects (i.e. anxiety). It has been demonstrated
that the heart rate variability (HRV) [31] shows a systematic and reliable relationship
with task demand [32, 33]. Similarly, electro-dermal measures are being used to
estimate emotional feeling such as anxiety, contentment, joy and fear [34], and it has
been found that these are very sensitive even to low emotional changes.

The tools presented in this section were conceived to estimate an individual’s
reactions in several levels. However, these levels are not parallel, but nested within
each other. A study by [35] highlighted the relationship between the indicators to be
adopted in this study: (1) subjective measures (self-rated effort; energetic arousal),
(2) performance measures (correct responses), and (3) physiological measures
(heart rate variability). The model presented on this chapter was based on this study,
which suggests that the measures displayed differential sensitivity to the three
contextual factors investigated, and that some measures can be determinants of
others. Specifically, the heart rate variability increased with high energetic arousal,
whereas the participants’ self-rated the mental effort as sensitive to both: task
difficulty and time pressure. Performance was determined both by energetic arousal
and by the interaction between task difficulty and time pressure. Thus, the only
satisfactory solution to apprehend the human behaviour in the critical situations is
to diversify metrics hoping to achieve a more comprehensive view of the potential
repercussions of the contextual factors on an individual, at all levels.
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6.3 A Simplified Abstract Model of the Human Behaviour

During this research an abstract model was conceived to represent a set of variables
and their relationship, aiming to support the understanding of the human behaviour
during critical situations. The model includes six major components, each com-
posed of elements of interest to investigate. These are represented in Fig. 6.1: (i) an
individual functional state, based on his or her state of alert state and anxiety level;
(ii) an individual characteristics (profile, personality and attention); (iii) situation
characteristics (stressing elements, tool’s usability and task to be performed—test
scenario); (iv) the situation awareness through workload and emotional state, both
as perceived and expressed by the individual; (iv) decision making (situation
cognitive evaluation) and (v) the achieved human performance is expressed in
terms of: task duration; number of errors and final task state.

The relationship between components is defined by the influence of one com-
ponent over another. For instance, the situation awareness is influenced by: the
individual and situation characteristics and the individual’s functional state.
Within situation awareness, the workload and the emotional state influence each
other. The performance is influenced by the decision making, and both depend on
the situation awareness.

It must be pointed out that other variables, also accounted for in the simplified
model are equally important for the understanding of the human behaviour, in spite
of not being discussed on this chapter. These are: the individual’s characteristics
such as profile (age, gender, and schooling, knowledge on the system, the task and
the work context); personality trait, attention and concentration levels and, situation
characteristics such as usability of tools and systems used to perform the task,
stressing events and decision making style, based on the cognitive evaluation of the

Fig. 6.1 The abstract simplified model of the human behaviour
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situation. It must be highlighted that the scenario devised for the experiment con-
cerns a specific task and a set of stressing factors to be presented to the individual
taking part in the experiment along its course. Therefore, in spite of not being
discussed in this chapter, the case study chosen scenario accounts for these vari-
ables and their relation with the user behaviour.

Cognitive resources are essential to an individual decision making process, and
in this context these determine task performance. Their availability is determined by
the individual functional state, represented in the model as alertness and anxiety
levels. Cognitive resources consumed before task execution are spent with the
individual perception of the situation in terms of the workload; and with the
individual’s emotional state. Situation awareness is influenced by the individual’s
and situation characteristics. The remaining cognitive resources can be obtained by
subtracting the consumed resources from the available resource. The result is left
for decision making which in turn influences an individual’s performance.

In the model, human performance is characterized by the variables: duration of
the task, task completion state and error rate, all measured during task performance.
These variables are influenced by the user perception about the experiment itself,
characterized by the inter-relationship between workload and emotional state.
Whereas situational awareness is the result of the following individual character-
istics: profile, functional state of alertness and anxiety, as well as situation char-
acteristics coupled with the usability of the tools employed to perform the task.

The following section introduces the experimental protocol conceived to support
the understanding of the human behaviour based on the above model. It guides the
process of experiment planning and data gathering during the observation.

6.3.1 The Experimental Protocol—PEOI

In the human interface domain, the usability evaluation practice is based on the
observation of individuals during task performance. This practice allows identifying
the elements of the interface which prevent goals achievement as well as the potential
solutions to the perceived problems. Since it also consists in observing human
behaviour, the data gathered might be biased by the awareness of the observed
individual. Therefore it is paramount to follow a protocol in all of the experiment’s
phases: planning, conducting, analyzing and reporting the results, in order to ensure
that consistent data will be available. Such detailed description of procedures and
activities supported by specific documents compose an experimental protocol [36].

This section briefly describes the experimental protocol adapted to support the
observation and gathering of human-behaviour data from the interaction, during
critical situations. The Experimental Protocol to Observe the Interaction (PEOI)
reflects the model conceived to support the understanding of the human behaviour,
presented above. Its application is supported by tools employed in the observation
of the human behaviour in a controlled environment during the simulation of
critical situations.
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PEOI’s structure is based on the principles adopted during the observation of the
human behaviour in the areas of product usability testing and work ergonomics in
cognitive psychology. It originates from the practices adopted in the Human
Interface Laboratory—LIHM, at the Federal University of Campina Grande
(UFCG), in Brazil, and resulted from the compilation of twenty seven years of
product usability testing experiences at LIHM, refined with contributions from the
literature review on usability evaluation practices, such as those described in the
work of Nielsen [37]; Mayhew [36]; Redish [38]. It is structured in phases, goals
and artefacts. Its original version describes how to plan, execute and report on the
observation of the interaction between users and products [39].

In order to adapt it for the observation of the user behaviour, the original version
was reviewed to: (1) establish the relationship between phases, processes and
activities; (2) define the roles of the actors involved in the experiment; (3) propose
tools for data gathering and analysis, which can be adequate to handle the variables
of interest for the human behaviour model.

The protocol’s process flow is organized in six phases, each one with a clear
objective, and consisting of processes detailed into activities:
Phase 1 Experiment Planning, which is crucial for the correct observation
Phase 2 Participant’s training. This phase is optional, depending on the obser-

vation goals
Phase 3 Experiment Elaboration and Validation. During this phase, the team must

organize all the materials to be used during the experiment
Phase 4 Driving the test and Data gathering
Phase 5 Data preparation and Analysis. This phase consists of organizing the data

gathered in the previous phase: questionnaires, interviews, audio and
video recordings, as well as physiological data recordings. This is
followed by the analysis of the situation characteristics and participants’
functional state, decision making and performance

Phase 6 Presenting the results as a diagnostic containing the findings on
participants’ behaviour

An ensemble of roles and responsibilities are defined for all experiment par-
ticipants. A role represents a set of responsibilities assigned to a participant. The
roles were grouped into classes and represented in the protocol as a workflow.

To support the protocol application during all phases of an experiment, a set of
artefacts and respective templates is available to the experiment’s team. The arte-
facts are grouped according to the phases: planning, application, data analysis and
reporting on results. Some artefacts were conceived to ensure the ethics of the
experiment’s procedures, including terms of agreement with the experiment con-
ditions whereas others are terms of confidentiality over the tools and task proce-
dures employed during the experiment and which belong to the stakeholders.
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6.3.2 PEOI: Data Gathering Methods

Data gathering in the protocol consists of a combination of methods: interaction
observation; interviews; questionnaires; physiological measurements; document
analysis and video and discourse analysis. The choice of methods to be combined is
a function of the observation goals and the phase of the protocol. The tools pro-
posed for data gathering are illustrated in (Fig. 6.2). These are grouped into four
categories: individual’s functional state; individual’s characteristics; situation
characteristics; situation awareness; decision making and performance.

The tools’ categories reflect the components in the Human Behaviour Model.
Given the focus of this chapter, it follows a brief description of only the subset of
tools applied in the case study described in Sect. 4.

Individual’s characteristics: individual’s profile data is obtained through the
application of the questionnaire: User Objective and Cognitive Profile (POCUS)
[40]. It gathers information on: personal, physical, professional, contextual, psy-
chological and clinical aspects of an individual.

Situation characteristics: product usability level is measured by applying the
questionnaire Webquest [41]. The usability level is based on an individual’s sub-
jective satisfaction with a product (tool) employed to do a task during the obser-
vation experiment. This questionnaire investigates the following aspects: navigation
and product use, documentation (and help mechanism), product feedback in
response to its user actions and product-user interaction. The result is a satisfaction
index level in the scale: extremely satisfied (0.67−1), very satisfied (0.33−0.66),
marginally satisfied (0.01−0.32), neutral (0), marginally dissatisfied (−0.01 to
−0.32), very dissatisfied (−0.33 to −0.66) and extremely dissatisfied (−067 to −1).

Fig. 6.2 Data gathering tools
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Functional state: to investigate the anxiety and the alert levels in an individual,
two tools are employed: the questionnaire Activation-Deactivation Adjective Check
List (AD-ACL), which allows evaluating the transitional state of alertness. To this
transitional state it is assigned one of the levels: general activation, sleepiness, high
activation and general deactivation. With this knowledge it is possible to determine:
the actual state of alertness (arousal energetic); and the state of tension (tense
arousal) which combined determine the levels of anxiety and alertness. The second
tool, measures the heart rate variance, to evaluate the anxiety level. In this case, the
anxiety level is extracted from the interpretation of the spectrum, in the fourth band
of frequency: very low (0.01−0.04 Hz); low (0.04−0.15 Hz), high (0.15−0.40 Hz)
and Ultra High (10-5 a10−2 Hz). The relation: low frequency/high frequency, allows
evaluating the sympathovagal balance [42]. When the balance is found, the anxiety
is discarded; this happen when the results present a variation of ± 2.33. According
to Sztajzel [43] this variation must be approximately 4.61, for healthy individuals.

Situation awareness: Two dimensions are assigned to an individual perception
of a situation: the workload perception and the emotional state. To measure the
workload, PEOI proposes to apply two tools: the questionnaire NASA-TLX, and
the electrodermal variance (physiological measurement) during task performance.
The NASA-TLX questionnaire identifies the individual perception on his/her
workload. It covers different aspects of the workload, such as: behaviour (effort and
performance); task demand (mental, physical and temporal); and subjective (frus-
tration). If the sum of all aspects is higher or equal to 60 points, the individual is
characterized as being within the acceptable workload level. In order to evaluate the
emotional state, PEOI proposes the tools: GAQ and GEW questionnaires and a
discourse analysis tool—EmotAix. GAQ investigates the relevance, implications,
potential for coping and the compatibility of a situation with norms and standards;
considering it all essential to know the user cognitive evaluation ability. This
questionnaire presents the respondent with a list of emotions to select the one that
best represents his/her emotional state during the situation. The valance, intensity
and duration of the chosen emotion must also be informed. GEW presents the
respondent with 20 emotions organized in pairs, disposed at a quadrant of a
Cartesian plan. The dimensions are: High control/power appraisal versus low
control/power appraisal and, Unpleasantness/Obstructiveness Appraisal versus
Pleasantness/Conduciveness Appraisal. Each dimension is composed of five emo-
tions, and every emotion is associated to five circles of different sizes associated to
its intensity. The respondent must choose one (or maybe two) predominant emotion
and the corresponding intensity of his/her emotional state. The tool EmotAix is
employed for analyzing the individual’s discourse during an interview. This tool
allows the identification of positive, negative and neutral emotions, as well as
surprise; based on a vocabulary (dictionary) of emotions, feelings, mood, person-
ality and temperament.

Performance: individual performance is measured using objective indicators
during task performance observation. These indicators are: time spent on doing the
task; obtained by comparing the estimated time versus the time actually taken; the
number of human errors incurred when performing the task; and the task state at
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completion, that is task completed with or without fault or task unfinished, abandoned
or interrupted. These data are gathered through direct observation of the variables of
interest. The observation can be enhanced by video and audio recordings.

Besides the described tools for data gathering, the protocol also provides
guidance on how to analyze the collected data, as will be shown next.

6.3.3 PEOI: Data Analysis

In the protocol, data analysis is performed in two steps. In the first one must select
how to analyse each set of data, according to the tool used for gathering. In the second
step a data analysis correlation is performed. The objective of the latter is to correlate
data across the categories of the proposed Human Behaviour Model. During this
second phase the variables are separated into two groups, internal and external
variables, according to their pattern of cognitive resources consumption [35].

6.4 Case Study

This section presents a case study to illustrate the Human Behaviour Model
application, and the supporting protocol (PEOI). Its main objective was to allow
investigating the relevance of the collected data and analysis. The situation con-
sisted in observing and analyzing the user behaviour when interacting with a
product during a critical situation—a crisis management, in a simulated environ-
ment. During the experiment the participants were asked to generate an intervention
plan after a maritime accident, within a strict time constraint. The plan generation
was supported by the decision making aid tool—Generateur de Plans d’Inter-
vention (GENEPI) [44]. The experiment consisted in simulating the situation,
inspired in a report of a real crisis. The protocol PEOI was employed to observe the
user interaction with the system GENEPI. The aim was to understand the rela-
tionship between the human error and the participant’s behaviour. The data was
gathered though observation, video recording, questionnaires, interviews and with
the aid of specific tools to gather physiological data.

In this case study only a subset of the model’s components was considered,
which were chosen to investigate the participant’s: profile; functional state; situa-
tion awareness; and the task tool usability and, objective indicators linked to the
individual’s performance. Therefore only a subset of the variables present in
the Human Behaviour Model was explored. The variables of interest were: (1) the
experiment participant profile, gathered with POCUS; (2) the participant functional
state, considering the levels of alertness and anxiety as measured with AD-ACL and
the heart rate variance; (3) the situation awareness based on the workload (measured
with NASA-TLX and variance electrodermal); (4) the participant emotional state
(measured with GEW, GAQ and EmotAix); (5) the subjective participant
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satisfaction with the working tool assessed through product usability and situation
characteristics, assessed with Webquest; and (6) the performance variables during
the experiment, obtained through direct observation and video analysis. Details of
the experiment will be given in the following subsections.

6.4.1 The Experiment

Place, Time and Sessions: The experiment was performed in 2011, at the Research
Centre for Knowledge Psychology, Language and Emotion,1 throughout seven
sessions including a pilot one.

Test participants basic profile: the group of seven participants consisted of
three men: P1, P5, P6 and four women: P2, P3, P4 and P7. These spanned a large age
group: P2, P3 and P6 aged between 18 and 24; P1and P7 aged between 25 and 35,
and P4 and P5 aged above 35. The participants’ academic background was: P4 and
P5 Ph.Ds; P2, P3 and P6 undergraduate students; P1 a Master student and; P7 a
doctorate student. The participants’ academic domain was risk analysis, computer
studies and human interface studies. Their level of expertise on the domains: product
(GENEPI) use; task to be performed during the experiment (generating contingency
plans) and; on the working context (risk management), is displayed on Table 6.1.

The task was organized into two scenarios, which differed on the level of details
given to the participants, and on the time allocated for task completion. The guided
scenario was given to participants with lower levels of expertise, to be completed
within 30 min (estimated time). The open scenario, with less guidance to the
participants, had an estimated completion time of 40 min. The difference in com-
pletion time aimed to balance the cognitive demands on both groups of participants.

Product: GENEPI is a decision making support system conceived to assist crisis
management, which supports the elaboration of contingency plans for maritime
accidents. It is one module of a tool developed for crisis management related to
marine pollution. Its objective is to facilitate and accelerate the establishment of
exclusion zones, and to mobilize the appropriate means to handle these critical
situations.

Table 6.1 Knowledge and expertise on: product use, task and, working context

Participant P1 P2 P3 P4 P5 P6 P7

Knowledge
and expertise

Product Low Low Low Low High High Medium

Task Low Low Low Low High High Medium

Context Medium Low Medium Low High Low Low

Test scenario Open Guided Guided Guided Open Open Guided

1 Le Centre de Recherche en Psychologie de la Connaissance, du Langage et de l’Émotion
(Centre PsyCLÉ) .
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Participants training: The participants had an introductory presentation on the
use of GENEPI’s functionalities and user interface given by the development team,
which lasted 1 h and 30 min.

Task and interaction Context: The experiment emulated a crisis scenario
which was inspired on maritime accident reports from real situations. During this
scenario the participant was asked to use the tool GENEPI to generate a contin-
gency plan for the described maritime accident, also known as an intervention plan.
The work context in which the participants were immersed was prepared in order to
emulate that at the Centre Opérationnel de Surveillance du Littoral (in the French
Mediterranean region), which is the first organism contacted after an accident
happens. The work scenario begun with the participant receiving a simulated phone
call from the Préfecture Maritime de la Méditerranée, informing about the accident.
The severity of the simulated accident required that the intervention plan should
have been generated within time restrictions imposed by another simulated phone
call from the Préfecture. The participant was advised in the task description text to
get additional information on the accident situation by contacting specialized ser-
vices through phone calls using a given phone directory. The phone contacts were
simulated with the aid of supporting participants who performed predefined roles.

Experiment team: consisted of a group of six people with multidisciplinary
skills who performed multiples roles, amidst interacting with the participant during
the experiment. Two of the team members were product usability experts; one was
an expert in cognitive psychology and, two undergraduate students in computer
science.

6.4.2 Data Gathering and Analysis Results

The data was gathered in accordance with the experimental protocol PEOI. It was
collected during the experiment was classed and analysed for each model variable.
In order to evaluate the behaviour model, four hypotheses were investigated in this
study:

• H1: Individuals who were more dissatisfied with product usability (Webquest)
tend to express more negative emotions (EmotAix);

• H2: Individuals tend to display higher alert levels (AD-ACL) when they per-
ceive a situation of work overload (Electrodermal peaks);

• H3: Individuals tend to display higher anxiety when they perceive a situation of
work overload (Electrodermal peaks);

• H4: Individuals tend to have a higher error rate when they are under negative
emotions (EmotAix).

The analysis was performed in two steps. The first step consisted in visually
investigating a correlation between the model variables, which was performed by
the domain specialists in usability and cognitive psychology. This was followed by
a exploratory data analysis performed with the same purpose.
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The exploratory data analysis, initially investigated the normality of the data
distribution using the Shapiro-Wilk test [45, 44]. A significance level of 5 % (0.05)
was adopted, with a level of confidence of 95 % that variables with the p-value
higher than 0.05 follow a normal distribution. This was followed by a correlation
investigation between sets of variables, using the Spearman’s rank correlation
coefficient [46]. Dispersion graphs were then built in order to propose an appro-
priate regression model for the relationship between predicting variable and
response variables (linear or non-linear), for each hypothesis. As a result it was
determined the influence of the predictor variable over the response one. It follows
the analysis results.

Situation characteristics: GENEPI usability was indirectly measured through a
user satisfaction Index. Table 6.2 presents this index calculated for all the experi-
ment participants, according to their individual subjective satisfaction level. The
opinion of the majority of participants (5/7) resulted in a negative index, which
represents a moderate dissatisfaction (P7, P2, P3, P4 and P1). The other 2 partic-
ipants (P5 and P6) displayed a high satisfaction level. This contrast may have
resulted from the difference in participants’ familiarity levels with GENEPI; with
the highly satisfied users being the most familiar ones.

Individual’s characteristics: these were self-assessed by the participants who
answered a questionnaire. According to their answers, three participants: P5, P6, P7
considered their abilities for learning and knowledge application as high, three
participants: P1, P3 and P4 self rated as average, and one participant: P2 did not
answer this question. Regarding computer literacy, except for one participant: P4
(declared as average), all the others declared as high. Regarding a set of specific
psychological characteristics, it follows the distribution. Ability to analyze situa-
tions and to solve problems: P1, P2, P3, and P7 self assessed as average, whereas
participants P4, P5, P6 self-assessed as high. Regarding the sense of direction, P2,
P3, P4 and P7 declared as average, whereas P1, P5 and P6 self-assessed as high.
The distribution of self-assessment regarding the level of abstraction was: P4, P5,
P6 and P7 declared as high, whereas P1, P2 and P3 declared as average. Concerning
organization and planning: P1, P3, P4 and P7 declared as high, whereas P2, P5 and
P6 declared as average. Lastly, regarding the ability to have a wide panoramic view
of a particular situation, participant P5 did not answer this question; participants P1,
P2, P3and P4 self assigned an average level, whereas participants P6 and P7
declared a high level.

Table 6.2 User satisfaction levels with GENEPI

Participant P1 P2 P3 P4 P5 P6 P7

Satisfaction
level

Index −0.068 −0.175 −0.171 −0.126 0.488 0.412 −0.240

Moderate
dissatisfaction

X X X X X

High
satisfaction

X X
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Functional state (alertness and anxiety levels): the questionnaire AD-ACL
was employed to determine this state, with its four dimensions: activation general,
inactivity/sleepiness, high activation and inactivity general. For each dimension, the
maximum score is 20 points. All participants scored high, showing that they were
alert and aroused, according to the measured activation general. Consistently, the
inactivity and sleepiness levels were low for all users. Given the high activation, the
users were considered not tense during the experiment. According to the inactivity
general, the participants were in a medium level of tranquillity. This data was
converted into levels of alert and anxiety for each participant, with the maximum
score being 4 points, as shown in Fig. 6.3. When the obtained index (shown in the
abscissa of Fig. 6.3), is above 2, then anxiety and alertness are present. Two
participants were anxious (P4 and P6) and five participants (P5, P1, P3, P6 and P2)
were alert.

From the analysis of the heart rate variation, with reference values in the range of
2.28 and 6.94, participants with an index greater than 6.94 were classed as having a
significant anxiety level. Therefore, as shown in Fig. 6.4, anxiety was detected
using physiological measures in four participants: (P1, P3, P4 and P7), with par-
ticipant P4 displaying the highest value.

Situation awareness (workload and emotional state): In the experiment, the
perceived workload was measured by the questionnaire NASA-TLX. The results
show that three participants scored above the line which divides the non-excessive
and excessive workload perceptions. Thus three participants (P2, P4, P6) consid-
ered it excessive; whereas four participants did not consider it excessive (P1, P3, P5
and P7—see Fig. 6.5).

The NASA-TLX questionnaire also allows identifying the dimensions that most
influenced the workload perception. The results showed, in decreasing order of
relevance, the following dimensions: mental demand, frustration, cognitive effort,
temporal demand, performance and physical demand. Therefore, the task repre-
sented a high cognitive workload, combined with a considerably high level of
effort, leading to participant frustration.

In the experiment, the workload was also measured by electrodermal activity
(EDA). The strategy adopted was to identify the number of peaks (independent of
amplitude) and associate those to the situation context (events, stress factors,

Fig. 6.3 Anxiety and alert
levels
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section of task under execution, etc.). The aim was to interpret the electrodermal
variation in the context of its occurrence. The number of peaks suggests a workload
level to be investigated. The greater the peak occurrence the higher the workload to
which the participant is subjected. The higher number of peaks was detected for
participants P5 (65), P2 (62 peaks) and P1 (41 peaks), whereas lower numbers of
peaks were detected for participants P7 (23 peaks), P3 (25 peaks), P4 (29 peaks)
and P6 (38 peaks).

For the emotional state, measured by GAQ, it is important to note that the
situation was described by the participants as: highly relevant (P1, P2, P3, P4, P5
and P6); with important implications (P2, P3 and P7); low in compatibility with
norms and standards (P6); and participants (P1, P3, P4, P5, P6 and P7) declared to
have low potential for coping with the situation. Therefore, one can state that the
situation (interaction with GENEPI) was considered by the participants as an
extreme case. Whereas the valence associated to the situation was perceived as
negative by five participants (P2, P4, P5, P6 and P7), reaching the maximum

Fig. 6.4 Participants’ Sympathovagal balance (anxiety)

Fig. 6.5 Workload perception
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intensity for two of those (P4 and P5). The emotions chosen by participants to
describe their emotional state were: anxiety, irritation and sadness. The last finding
with GAQ was the participants’ attempt to minimize or mask their feelings during
the experience. Regardless of positive or negative valence, all participants tried to
reduce the intensity and duration of their emotional episodes and tried to control or
mask their feelings.

With GEW, it was possible identifying the valence and the intensity of emotions.
The negative emotion was displayed by five participants (P2, P3, P5, P6 and P7),
two of which with the maximum intensity (P6 and P7). Participant (P4), amidst the
two who displayed positive emotions, reached the maximum intensity. It must be
pointed out that the two participants with positive emotions were part of GENEPI
development team, therefore they knew it well and were positively biased in their
evaluation.

EmotAix was employed in the analysis of discourse recorded during the inter-
views after the experiment. The results showed that for all participants prevailed
negative emotions (Fig. 6.6).

Performance: In the experiment, performance was measured in terms of a set of
dependant variables, one of which was the relationship between the estimated time
to perform the task and the actual time taken to perform it. The estimated time for
guided and open execution scenarios were respectively 30 and 40 min. This rela-
tionship is represented in Table 6.3. Given that only one participant (P1) did not
exceed the estimated time, it was concluded that the estimation was not adequate.

Another indicator of performance in the model is the final state achieved through
performing the task, that is: task finished with or without faults; unfinished due to
interruption or abandonment. Six users did not finish the task (P1, P2, P3, P4, P5 e
P7). Half of those interrupted (P2, P5, P7), and half abandoned (P1, P3, P4). One of
the reasons for abandoning the task was reaching the estimated time limit; which
lead the team conducting the experiment to interrupt the task. Another reason was

Fig. 6.6 Participants’ negative emotion detected by EmotAix
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due to problems with the version of GENEPI, making it difficult or impossible to
finish the task; and the unavailability of the necessary data to complete the task.
Only participant P6 finished the task within the time limit, but this was achieved
with faults.

In this study the human errors were classed in two groups. The first group was
related to the interactive process, and consisted in not filling one or more fields in
the GENEPI form, or filling incorrectly. The second group of errors consisted in
failing to obtain the necessary information about the incident, in order to complete
all GENEPI’s forms required to generate the intervention plan. This data acquisition
consisted in phoning as series of organisms to obtain the required information. The
authors consider that both kinds of errors were directly related to time pressure and
distractions, some of which imposed by the experiment team in other to generate
observable stress levels.

The failure to obtain the required information to fill the forms not only influ-
enced the time taken to complete that task but also the task outcome and the
participant’s emotional state. Given this correlation between the model variables the
analyzed errors are those in the group 1, that is, errors in the interactive process.
Thus, the global error rate is displayed in Table 6.4, with a highlight for the highest
errors rates.

GENEPI consists of 68 fields organized in seven forms or tabs. To complete the
task successfully, the user must fill in all fields correctly. Interaction between the
user and this tool results in: (i) Omissions—fields left incomplete; (ii) Errors: fields
populated with wrong data, and (iii) Success- fields correctly filled.

Given that, the contingency plan is completely generated (as opposed to partially
generated) only when the GENEPI form is completed, with all 68 fields correctly
filled, the error rate is expressed as a percentage of the expected 68 hits (correct data
filled in the form). Table 6.4—shows the error rate in each category, as a percentage
value. Participants P4 and P2 had the highest omission rates whereas P6 had the
highest error rate. When the two error rates are considered, one obtains the global

Table 6.3 Estimated versus execution time

Participant P1 P2 P3 P4 P5 P6 P7

Estimated time 40′ 30′ 30′ 30′ 40′ 40′ 30′

Execution time 29′32′′ 41′24′′ 32′58′′ 33′01′′ 43′34′′ 51′08′′ 34′18′′

Over time – 11′24′′ 2′58′′ 3′01′′ 3′34′′ 11′08′′ 4′18′′

Table 6.4 Omission and error rates (%)

Participant P1 P2 P3 P4 P5 P6 P7

Error classes Omission 16.17 44.1 7.35 72.03 20.58 0 17.64

Error 5.88 8.82 4.41 5.88 8.82 13.23 8.82

Global error rate 22.05 52.92 11.76 77.91 29.4 13.23 26.46

Classification 5° 2° 7° 1° 3° 6° 4°
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error rate, for which P2, P4 and P5 showed the worst performance. The table also
rates all participants in terms of performance, according to their error rates, in
decreasing order.

6.4.3 Results Discussion

The previous section presented the results obtained with the protocol application
when collecting the information required by the Model of the Human Behaviour in
order to investigate the correlation between the model variables. The correlation
could help explain the reasons for the human error occurrence, during the inter-
action with systems developed to support tasks under critical situations. Employing
a variety of tools when gathering the same kind of data, aimed to investigate the
best suited ones for the purposes of this research—that is to investigate the likely
causes of human error during interaction.

A summary of the data collected in the experiment is shown in Fig. 6.7. This
Figure allows exploring the relationship between the variables investigated in the
Model of the Human Behaviour, and adopts the same variables representation as the
model. This global view of the data allows performing analyzes under different points
of view. In the figure, the data collected is organized into categories defined in the
model: individual’s functional state; individual’s characteristics; situation character-
istics; situation awareness and performance; and grouped according to the variables of
interest: alert; anxiety; participant profile; usability satisfaction; test scenario; work-
load perception; emotional state; task duration; global error rate and task outcome.

The variables and their respective value domains were represented in iconic
form, as explained in the legend. The sequence adopted when representing the
participants starts from left to right with P1−P7. This representation allows both
individual and group analysis of the investigated variables.

Figure 6.7 also makes reference to the instruments used to collect each variable’s
data. In some cases, more than one tool was used to collect the same variable. For
instance, workload perception was captured using NASA—TLX and electrodermal
variation. During this study it was intended to confront results obtained through
participant opinion with stimuli involuntary responses. Differences in results can be
explained through individual characteristics, such as personality traits, which
influence the situation perception as positive or negative whereas physiological data
is independent, since it is involuntary. Therefore, the authors recommend gathering
independent data at the beginning of the experiment to use as reference values (base
values) against which variable variations along the experiment can be identified.

It follows an example of analysis with the purpose of helping to understand how
to interpret the information content of Fig. 6.7. The analysis is simple and does not
exhaust all possibilities of analysis of the data there represented. The analysis
consists in exploring with the aid of the model, the potential causes behind the three
cases of lowest performance (global error rate) individually presented by the par-
ticipants: P2, P4 and P5.
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Fig. 6.7 Experiments’ results mapped into the human behaviour model
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P2—presented the highest global error rate in the group. The combination of low
anxiety levels: declared though AD-ACL, and measured (cardiac frequency); with
high declared alert level (AD-ACL), low level knowledge on the task, tool and
context and moderate dissatisfaction with GENEPI usability, contributed to the high
workload perception declared though (NASA-TLX), The electrodermal variation
was compatible with felt and expressed negative emotions (GEW, GAQ e Emo-
tAix). This combination of variables could explain the high error rate and the
decision of interrupting the task (guided) soon after the estimated time of 30 min.

P4—presented the second highest global error rate in the group. The high values
obtained with the declared anxiety (AD-ACL) and that measured physiologically
(cardiac frequency) combined with the low alert level (AD-ACL), coupled with the
low knowledge on the task and its context, and the moderate dissatisfaction with
GENEPI’s usability, contributed to the high workload perception (NASA-TLX)
leading into negative emotions (GAQ e EmotAix). This combination of variables
might explain the high error rate and the decision to abandon the task (guided)
immediately after reaching the estimated time of 30 min.

P5—with the third highest global error rate, this participant presented low
anxiety levels, both declared (AD-ACL) and measured (cardiac frequency), com-
bined with a declared high level of alertness (AD-ACL). Contrasting with partic-
ipants P2 and P4, this participant’s knowledge on the task, the tool and the context
was high, therefore he declared himself satisfied with the tool’s usability. His
situation awareness, both declared (NASA-TLX) and measured (electrodermal
variation) was a negative one—high workload, resulting in expressed negative
emotions (GEW, GAQ e EmotAix). This combination of variables resulted in a
high error rate and the task outcome—interrupting the task (open) incomplete, after
having exceeded the estimated time of 40 min. In spite of his high knowledge, high
satisfaction with the tool and low level of anxiety, time pressures coupled with
stressing factors introduced during the test resulted in a similar negative perception
of the situation as the previously described participants.

Therefore, it could be inferred of the above analysis results, involving the three
participants (P2, P4 and P5) that time pressures combined with stressing factors are
very influential variables over the task outcome and the global error rate.

It must be explained that the stressing factors employed during the various
sessions were different in each case and, these were chosen according to the pre-
vious knowledge of the participants’ profiles, aiming to cause a significant impact
on the user attention and stress levels to be detected by the measuring instruments.
An example of a stressing factor is constant interruptions by phone calls during the
task. On the other hand, different stressing factors may also have caused different
stress levels among the participants, interfering with the task outcome.

Although the analysis results can contribute to the understanding of aspects of
the individual behaviour, it does not support the extraction of a standard human
behaviour or supports inferences. This study demonstrated the complexity of trying
to correlate the model variables, which remain a challenge to be further investi-
gated. Based on calculations of the statistical power of the regression test and,
aiming to define a sample size capable of reaching a high statistical power of 0,8
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and an anticipated effect of (f2 = 0.35); it was found that experiments must be
conducted with a minimum of 39 participants (system users).

6.5 Final Considerations and Future Work

This work presented a methodological framework and supporting tools conceived
to broaden the information available in the literature on the human behaviour during
critical situations and its relation with the occurrence of the human error. Its major
contribution is the Simplified Abstract Model of the Human Behaviour, supported
by an experimental protocol to support the data gathering in a systematic and
organized manner to support the observation of the human activity during critical
situations. The simplified abstract Model of the Human Behaviour, accounts for six
interrelated components: individual’s characteristics, situation characteristics,
functional state, situation awareness and performance.

The experiment reported on this chapter enabled to evaluate the quality and
utility of the behavioural model in identifying behavioural factors which contribute
to the human error during critical situations. It has also shown the viability of
behavioural data gathering and analysis using the supporting protocol.

Since it was not possible to infer, a standard human behaviour which precedes
the error, the authors recommend further studies, involving a larger sample of
participants and broadening the investigations to include all the model’s variables
and their correlations. This approach should support inferences on which variables
in the model are more influential on the user performance.

From this result it is also proposed to weight the influence of each model
component on the user behaviour and to integrate this knowledge into the Method
for Conceiving Ergonomic Interfaces (MCIE) [47] aiming to reduce the human
error incidence due to human interface flaws. Finally, there are plans to build a
computer system to analyze the results regarding the knowledge of the human
behaviour during critical situations and issue recommendations to improve the
interactive process and reduce the human error during critical situations.
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Chapter 7
Hydraulic Dam Safety Assessment
with the Timed Observations Theory

Marc Le Goc, Ismail Fakhfakh, Corinne Curt and Lucile Torres

Abstract The safety control process of industrial systems (considered to be
dynamic systems) needs to take in account physical processes (e.g. building ageing),
informational processes (data collection and processing), decisional processes (data
aggregation), and has to consider various constraints (e.g. economic and regulatory).
The improvement of informational and decisional processes with the aim of con-
trolling physical processes is based on the development of models and algorithms for
measurement, assessment, control, diagnosis and prognostic. In the domain of dam
management, assessment of reliability and safety, fault diagnosis, and corrective
action proposals are carried out by expert engineers during dam reviews. With the
perspective to assist these expert engineers, it is of great importance to develop
methods and tools to manage the dynamic behaviour of dams and to model the
processes at the same level of abstraction that is used by experts. In this chapter, the
authors tackle the cognitive process of the diagnosis by means of a formal multi-
modelling method and a diagnosis algorithm. The multi-modelling method called
Timed Observations Method for Diagnosis (TOM4D) is based on the elaboration of
four models: a Structural Model describing the relations between the components
of the system, a Functional Model providing the relations between the values of
the process variables (i.e. a set of mathematical functions), a Behavioural Model
defining the states of the process and the discrete events firing the state transitions,
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and a Perception Model composed of a set of abstract variables, a set of thresholds
associated to these variables and a set of constraints. The resulting process allows the
automatic fault detection, identification and diagnosis and it is applied to hydraulic
dam safety.

7.1 Introduction

Technological systems must be designed and controlled to produce or provide a
service while guaranteeing the safety of employees, users and consumers, of the
environment and facilities. This safety can be jeopardized by the degradation of
technological systems due to aging or design and construction defects, leading to
dramatic events such as blasts, fires and the failure of hydraulic structures.

Controlling safety requires examining three types of process—physical (e.g.
aging of civil engineering structures), informational (data collection and processing)
and decisional (data aggregation for decision-making)—and taking into account
different constraints, notably economic and regulatory ones. These 3 types of
process cannot be considered as independent. Improving informational and deci-
sional processes with the aim of controlling physical processes relies on the
development of measurement, assessment and control methods, as well as diagnosis
and prognostic models and algorithms. This chapter describes a diagnosis-based
approach of risk assessment that is applied to the safety of a hydraulic dam.

Dams are heterogeneous structures characterized by complex behaviors that
evolve through time due to natural aging. This aging can be accelerated by various
causes: climatic conditions, poor design or construction conditions, events such as
floods and earthquakes, insufficient or inadequate maintenance, etc. These causes
lead to the development of more or less dependent deterioration phenomena. These
phenomena contribute to the deterioration of dam reliability and safety through time
and can finally lead to dam failure. Dams can then be sources of hazard for their
environment and the population.

Moreover, the temporal aspect of the safety deterioration of a dam is of the main
importance: except when provoked by external events such as earthquakes or
floods, a failure is always preceded by gradual deteriorations of the dam compo-
nents. It is then crucial to be able to identify the current state of a dam (supervision)
and its past deteriorations (diagnosis), and to forecast its future evolution (prog-
nosis) with the aim of proposing corrective actions and the associated time scales
(control). Corrective actions are of various types: emergency actions, such as partial
or complete emptying of the reservoir; major reconstruction, rehabilitation or safety
projects; maintenance actions, such as drain outlet cleaning, scraping of the
downstream slope, renewal of monitoring devices; upgrading dam safety moni-
toring by, for example, increasing measurement frequency, performing laboratory
tests, etc. Controlling dam safety requires then on the one hand, to consider multiple
and possibly interdependent phenomena and, on the other hand, to consider the
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temporal properties of these phenomena and theirs interdependencies. It is then
particularly important to develop modeling and diagnosis approaches that take into
account these two aspects and that allow to combine the raw data process with the
cognitive models used by the experts to assess the safety of a dam.

Only very few approaches allows to reach these two requirements. Among these,
the Timed Observation Theory [1] provides the mathematical and the methodo-
logical tools for the modeling, the supervision, the diagnosis and the prognosis of
complex dynamic processes. In particular, the TOM4D methodology (Timed
Observations Modeling For Diagnosis) [2–4] allows to build a quadripartite model
of a dynamic process that can be used for an efficient diagnosis task. One of the
main advantages of the TOM4D methodology is its ability to combine raw process
data with expert’s knowledge to provide the abstract (or conceptual) model of a
process an expert uses to formulate its diagnosis knowledge [5]. TOM4D is then
particularly well suited to provide an adequate model of a dam with the aim to
ensure the compliance of its current state with the reliability and safety require-
ments, to diagnose the (past) causes of the deterioration of the reliability and the
safety, and to forecast the reliability and safety evolutions at different time scales.

This chapter presents the application of the TOM4D methodology and its
diagnosis algorithm to assess the compliance of a hydraulic dam with its reliability
and safety requirements. To this aim, the next section recalls the main general
requirements for the reliability and the safety of a hydraulic dam. Section 7.3
introduces the basis of the Timed Observations Theory and provides the main
conceptual and mathematical tools that are required to assess a risk with the Timed
Observation Theory (Sect. 7.4) and the introduction to the TOM4D methodology
(Sect. 7.5). Section 7.6 presents the application of the TOM4D methodology to the
French Sapins’ dam modeling so that Sect. 7.7 can be focalized on the presentation
of the diagnosis-based risk assessment with the TOM4D model of this dam. Finally,
Sect. 7.8 concludes this chapter with a synthesis that draws some future perspec-
tives of this work.

7.2 Dam Safety

Hundreds of thousands of dams are now in use throughout the world and some of
them have been operating for several centuries.

Dams represent important economic stakes due to the numerous roles they fulfill:
storing water for irrigation, producing hydroelectricity, supplying water to towns
and businesses, etc. In 1997, the ICOLD (International Committee of Large Dams)
counted 150,000 dams from 10 to 30 m high. In France, there are currently a total of
744 large scale dams and thousands of structures whose height is lower than 10 m.
Worldwide storage capacity is about 6,000 km3. Dams contribute to the manage-
ment of the limited global water resource that is subject to poor distribution and
considerable seasonal variations.
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Dams are heterogeneous structures featured by complex behaviors that evolve
through time because of their natural aging. This aging can be accelerated by
environmental causes (climatic conditions, floods and earthquakes) or by internal
causes (poor design or construction conditions, insufficient or inadequate mainte-
nance…). These causes involve, during the life of the structure, the occurrence and
the development of deterioration phenomena, more or less dependent and stemming
from miscellaneous and complex sources. Such phenomena are for instance, fis-
suring of the concrete facing, clogging of the drain outlet, sliding of shoulders [6].
Figure 7.1 illustrates two examples of deterioration phenomena. The first photog-
raphy (a) shows the deterioration of the protection of the upstream facing: cobble-
stones are lacking and the geotextile underneath is visible and locally deteriorated.

The second photography (b) shows the downstream shoulder of an embankment
dam on which the vegetation is composed of shrubs and young trees. The death of
this type of vegetation can generate specific water circulation caused by the dis-
appearance of roots, leading to the deterioration of the sealing function.

These phenomena contribute to the deterioration of dam reliability and safety
through time and can finally lead to dam failure. Consequently, dams can be
sources of hazards for their environment and the surrounding population: annually,
the average number of failures worldwide is from 1 to 2, and 160 cases of dam
failures are well-documented. From 1959 to 1987, 30 dam failures were reported
throughout the world, with the loss of 18,000 lives. In addition to casualties, both
natural and economic environments are affected by dam failures, with possible
domino effects if the wave caused by the failure reaches sensitive structures such as
chemical or nuclear plants. In addition to these dramatic events, the deterioration of
dam components due to accelerated aging can lead to economic losses caused by
repairs, excessive water losses or the need to maintain the water at levels lower than
normal reservoir level. Figure 7.2 presents an example of dam failure: the Malpasset
Dam in France that failed in 1959, causing 421 victims and major material damage.

At present, all over the world, the assessment of dam reliability and safety and
diagnoses are carried out by expert engineers at dam reviews where they make
proposals for corrective actions. Deterioration and failure models and scenarios
have been proposed in the literature.

Fig. 7.1 Examples of deterioration phenomena (photos Irstea)
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Nevertheless, these methods present some limits: they are qualitative, e.g., based
on the FMEA (Failure Modes and Effects Analysis) approach [7], or they only
consider the future of the dam [8], or they fail to take into account the whole set of
available data, in particular visual data. This latter point is particularly important,
notably for embankment dams [9]. Indeed, it is crucial to develop methods and
tools for managing the dynamic behavior of dams and modeling the process at the
same level of abstraction as that used by experts in their diagnoses.

7.3 Introduction to the Timed Observations Theory

The Timed Observations Theory (TOT) [1] provides a general framework for
modeling dynamic processes from timed data by combining the Markov Chain
Theory, the Poisson Process Theory, the Shannon’s Communication Theory [10]
and the Logical Theory of Diagnosis [11, 12].

This section aims at introducing the main concepts of the TOT, required in order
to introduce the TOM4D KE methodology, that is to say the notions of observed
process, timed observation, observation class and timed sequential binary relations
between observation classes.

Fig. 7.2 Failure of the Malpasset Dam (France) in 1959 (photo Irstea)
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7.3.1 Observed Process

The Timed Observations Theory defines a dynamic process as an arbitrarily con-
stituted set X tð Þ ¼ x1 tð Þ; x2 tð Þ; . . .; xn tð Þf g of n functions xi tð Þ of continuous time
t 2 <. The set X tð Þ of functions implicitly defines a set X ¼ x1; x2; . . .; xnf g of
n variable names xi.

According to the TOT, a dynamic process X tð Þ is monitored by an abstract
observer program denoted H X;Dð Þ which observes the functions xi tð Þ of X tð Þ to
describes their evolution over time with a finite set D ¼ dif g, i ¼ 1. . .m, of con-
stants di (i.e. a number or a string). The program H X;Dð Þ usually accounts for the
functions progression through timed messages recorded in a database. These
messages can be alarms, warnings or reporting events. The program H X;Dð Þ is
considered as an abstract observer because it can be implemented with a standard
computer that records the timed messages in a database (i.e. a monitoring program)
or these messages can be provided and recorded by a human, typically an expert,
when analyzing the evolutions of a dynamic process.

Definition 7.1 Observed process Let X tð Þ ¼ xi tð Þf g, i ¼ 1. . .n, be a finite set of
time functions; let X ¼ xif g, i ¼ 1. . .n, be the corresponding finite set of variable
names; let D ¼ dj

� �
, j ¼ 1. . .m, be a finite set of constant values; let H X;Dð Þ be a

program observing the evolution of the functions of X tð Þ.
The couple (X tð Þ;H X;Dð Þ) is an observed process.

The TOT considers a message at time tk in a database as a timed observation
(di; tk) where di is a constant value of D and tk is the moment at which the
observation is considered to occur. For example, let us suppose that timed data
recorded in a database are of the form “yymmddhhmmss, message” where
yymmddhhmmss is a time stamp and message is a value determined by a
monitoring program H X;Dð Þ, “,” being a separator character. According to the
TOT, the message “080313132225, high” will be represented with a timed
observation (di; tk) where tk = 080313132225 and di = high. That is to say,
(di; tk) = (high, 080313132225).

In general terms, a timed observation (di; tk) is written by an abstract observer
program H X;Dð Þ when a function xi tð Þ of continuous time enters in a specific
interval of values. The specification of such an abstract observer program refers to a
threshold value Wi 2 < and two immediately successive values xi tk�1ð Þ 2 < and
xi tkð Þ 2 < so that:

xi tk�1ð Þ\Wi ^ xi tkð Þ�Wi ) write di; tkð Þð Þ ð7:1Þ

Generally speaking, in such a program, the action “write( di; tkð Þ)” denote the
action of recording a timed observation di; tkð Þ in a memory whenever is satisfied a
particular predicate H x; d; tð Þ (here xi tk�1ð Þ\Wi ^ xi tkð Þ� Wi). For example, the
Fig. 7.3 illustrates a function xi tð Þ, where values above Wi are interpreted by an
observer program Θ({xi}, {high}) as a high level of xi tð Þ; that is, when
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xi tð Þ 2 Wi; þ1½ Þ. Thus, given a sequence of values x ¼ xi t1ð Þ; xi t2ð Þ; . . .; xið
tk�1ð Þ; xi tkð Þ; xi tkþ1ð ÞÞ, the program Θ({xi}, {high}) will write a timed observation
(high, tk), which indicates that the function xi tð Þ entered the interval Wi; þ1½ Þ at
time tk . This principle is called the “spatial segmentation principle”.

The Theory of Timed Observations establishes that the existence of a timed
observation di; tkð Þ, recorded in a database, allows to infer that the mentioned
observation has been recorded by an unknown program H xif g; fdigð Þ which
implements the abstract logical equation described in (7.2).

8tk 2 C; h xi; di; tkð Þ 2 H ) di; tkð Þ 2 X ð7:2Þ

This equation associates the set Θ of all the assignations to a ternary predicate
h xh; dh; thð Þ with the set Ω of all the timed observations carried out by the program
H xif g; fdigð Þ (i.e., the database). A timed observation di; tkð Þ is then interpreted as
the logical consequence of the assignation of the values xi, di and tk to a ternary
predicate h xh; dh; thð Þ. In other words, this means that the timed observation di; tkð Þ
was recorded when the program H xif g; fdigð Þ assigned the values xi, di and tk to
the predicate h xh; dh; thð Þ.

Given the sentences (1.1) and (1.2), the general meaning “is” can be always
provided to the predicate θ so that the timed observation di; tkð Þ is interpreted as “at
time tk, xi is δi”. Considering that xi is associated with a function xi tð Þ, the meaning
“equal” can also be attributed to the predicate θ, which leads to the following abuse
of language: h xi; di; tkð Þ means “Equal xi; di; tkð Þ” (i.e. “xi tkð Þ ¼ di”). Consequently,
the Timed Observations Theory considers that a message contained in a database is
a timed observation di; tkð Þ written by a program H X; Dð Þ which observes a time
function xi tð Þ and implements the abstract Eq. (7.2). In our example, the timed
observation (high, tk) indicates that a program H xif g; fdigð Þ, observing a time
function xi tð Þ and defining implicitly a predicate h xh; dh; thð Þ, has considered θ(xi,
high, tk) true and then it has written the timed observation (high, tk) in the
database Ω. This example illustrates the abuse of language frequently carried out,
which associates the meaning “xi(tk) = high” with the interpretation of the level of
the quantity “xi tð Þ”.

Fig. 7.3 Spatial
segmentation of the
xi(t) function of time
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For sake of generality, it is important to note that a predicate h xh; dh; thð Þ is
satisfied when the corresponding time function xi tð Þ matches against a behavioral
model [13]. Such a behavioral model can be as simple as the switch of an inter-
rupter or requiring very complex techniques, such as signal processing techniques
for artificial vision for example.

7.3.2 Timed Observation and Observation Class

According to the Definition 7.1, the interpretation of a timed observation ðdi; tkÞ is
precisely the assigned predicate hðxi; di; tkÞ.

It is noteworthy that the program H xif g; fdigð Þ could have errors: a timed
observation di; tkð Þ could have been written in a database although the assertion
h xi; di; tkð Þ is not really true.

Definition 7.2 Timed Observation Let X tð Þ ¼ xi tð Þf g, i ¼ 1. . .n, be a finite set
of time functions; let X ¼ xif g, i ¼ 1. . .n, be the corresponding finite set of variable
names; let D ¼ dj

� �
, j ¼ 1. . .m, be a finite set of constant values; let H X;Dð Þ be a

program observing the evolution of the functions of X(t); let C ¼ tkf g, tk ∊ ℜ, k ∊ N
be a set of arbitrary time instants (i.e. a stochastic clock); and let θ(xθ, δθ, tθ) be a
predicate implicitly determined by H X;Dð Þ. Then,
• a timed observation dj; tk

� � 2 D� C on xi(t) is the assignation of values xi, δj
and tk to the predicate θ(xθ, δθ, tθ) such that θ(xi, δj, tk);

• by definition o(tk) denotes a timed observation (i.e., o(tk) α (δj, tk)) and,
• a scenario ωi is an ordered sequence of r timed observations; that is, xi :

1; . . .; rf g ! D� C jr 2 N ^ 8i; j 2 1; . . .; rf g; i\j;x ið Þ ¼ o tkð Þ ^ x jð Þ ¼
o trð Þ ) tk � trg;
We denote X ¼ xif g, i = 1…l, the set of all the scenario ωi so that ( �xi 2 X)

D� C.
Moreover, timed observations o(tk) ≡ (δj, tk) on a particular function

xi(t) implicitly determine a variable xi, which assumes discrete values δj1, δj2, …,
and describes the evolution of xi(t) according to the interpretation implemented in
the observer program. That is to say, when H X; Dð Þ considers θ(xi, high, tk) true
and then writes (high, tk) in Ω, it is implicitly defining a discrete variable xi which
assumes at least the value “high”.

Consequently, a timed observation o(tk) α (δj, tk) and the implicit existence of an
associated discrete variable xi enable to define the notion of observation class, other
important concept of the Timed Observations Theory. An observation class is a set
Cxi ¼ f xi; dj

� �jdj 2 Dg that associated a variable xi with the constant values δj it
assumes. Thus, this concept establishes the link between a constant dj 2 D and a
variable xi ∊ X and then, a timed observation o(tk) α (δj, tk) is an occurrence of an
observation class Cxi ¼ f xi; dj

� �jdj 2 Dg. Definition 7.3 specifies this concept.
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Definition 7.3 Observation Class Let X(t) = {xi(t)}, i = 1…n, be a finite set of time
functions; let X = {xi}, i = 1…n, be the corresponding finite set of variable names; let
D ¼ dj

� �
, j = 1…m, be a finite set of constant values; let H X; Dð Þ be a program

observing the evolution of the functions of X(t); and let D ¼ [Dxi be such that
Dxi ¼ dj

� �
is a set of constant values which can be assumed by xi, ∀xi ∈ X

An observation class Ci associated with a variable xi ∈ X is a set Ci ¼ f xi; dj
� �

jdj 2 Dxig.

One of the major consequences of the notion of observation class is a decom-
positional principle that is derived from the superposition theorem of the TOT. This
decompositional principle can be formulated as follow:

• Given an observed process (X(t), H X; Dð Þ) where the program H X; Dð Þ is
memoryless and choose the constants δi of D independently, defining a set
C = {Ci} of m observation classes Ci = {(xi, δj)} corresponds to the decom-
position of (X(t), H X; Dð Þ) in a set of m observed sub-processes (Xi(t),
Hi Xi; Dið Þ) so that (X(t), H X; Dð Þ) = ⋃ i(Xi(t), Hi Xi; Dið Þ).
The memoryless and the independence conditions of the program H X; Dð Þ are,

in practice, very easy to check. This decompositional principle comes from a
fundamental theorem of the Timed Observations Theory called the “superposition
theorem” [1]. The important consequence is that the m observed sub-processes
(Xi(t), Hi Xi; Dið Þ) defines, by construction, m stochastic clocks Ci ¼ tkif g, tki ∊ ℜ,
ki ∊ N so that C ¼ �Ci.

The fundamental interest of this property resides in the definition of an obser-
vation class as a singleton Ci = {(xi, δj)}, dj 2 Dxi (i.e. Ci contains one and only one
couple Ci = {(xi, δj)}). In that case, the m observation classes of C decomposes an
observed process (X(t), H X; Dð Þ) in m minimal processes ({xi(t)}, Hi xif g; fdjg

� �
)

that produces m stochastic clocks Γi = {tki}, tki ∊ ℜ, ki ∊ N, each of them marking
the time tki of the assignation “xi(tki) = δi”. This facilitates the analysis of the
relations between the functions fi(t) making the core of the process X(t) so that a
structure can be provided to X(t).

7.3.3 Binary Temporal Relations

A basic concept of the Timed Observations Theory is the concept of binary
temporal relation:

Definition 7.4 Temporal binary relation A temporal binary relation rðCi;Cj;

½s�; sþ�Þ is an oriented (sequential) relation between two observation classes Ci ¼
xi; dið Þf g and Cj ¼ xj; dj

� �� �
that is timed constrained with the [τ−, τ+] interval

ðs�; sþ 2 <Þ.
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The temporal constraint [τ−, τ+] of a temporal binary relation r(Ci, Cj, [τ
−, τ+]) is

the time interval for observing a timed observation Cj(tk) ≡ (δj, tk) of the “output”
observation class Cj after the observation of a timed observation Ci(tk−n) ≡ (δi, tk−n)
of the “input” observation class Ci:

Definition 7.5 Observing a temporal binary relation Let the couple (X(t),
H X; Dð Þ) be an observed process defining a particular set C = {Ci} of m observa-
tion classes containing two classes Ci = {(xi, δj)} and Cj = {(xj, δj)}. Let
x ¼ . . .;Cl tkð Þ; . . .f g, tk 2 C 	 <, k = 0…n − 1, l = 0…m − 1, be a sequence of
n timed observations Cl(tk) provided by (X(t), H X; Dð Þ).

A timed binary sequential relations rijðCi; Cj; ½s�; sþ�Þ between the classes Ci

and Cj is said to be observed in ω if there is at least two timed observations
Ci tk � nð Þ and Cj tkð Þ so that tk � tk�n satisfies the timed constraint s�; sþ½ � of
rij Ci; Cj; s�; sþ½ �� �

.

Formally, the relation rij Ci; Cj; s�; sþ½ �� �
is observed if and only if:

rij Ci;Cj; s
�; sþ½ �� � , 9Ci tk�nð Þ;Cj tkð Þ 2 x ^ tk � tk�n 2 s�; sþ½ � ð7:3Þ

Naturally, the confidence with the representativity of a temporal binary relation
rij Ci; Cj; s�; sþ½ �� �

is linked with the ratio of the number of couples (Ci(tk−n),
Cj(tk)) in ω with the total number of couples (Ca(ta), Cb(tb)), ta � tb 2 s�; sþ½ � that
ω allows to build. This explains the introduction of the notion of probabilities in the
TOT framework that leads to a new Knowledge Discovery in Database process
called TOM4L (Timed Observation Mining for Learning, [14–17]) the presentation
of which is out of the scope of this chapter. Whatever is the way of building a set of
temporal binary relation rij Ci; Cj; s�; sþ½ �� �

, it constitutes a model:

Definition 7.6 Abstract chronicle model An abstract chronicle model is an
arbitrarily made set M ¼ f . . .; rijðCi; Cj; ½s�ij ; sþij �Þ; . . . g of temporal binary rela-
tions of the form rijðCi; Cj; ½s�ij ; sþij �).

The abstract chronicle models of the TOT framework are represented with a
graphical knowledge representation language called “ELP” for “Event Language
for Process behavior modeling” [17]. An instance ωi of an Elp Model M is a
sequence of timed observations that is consistent with the logical and the timed
constraints of M.

For example, let us consider the following abstract chronicle modelM123 = {r12(C1,
C2, [0, 5]), r23(C2, C3, [3, 8])}; the sequence {C1(1), C4(3), C2(4), C1(8), C3(10)}
contains the occurrences C1(1), C2(4) and C3(10) satisfy the logical and the timed
constraints of M123:
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• C1(1) and C2(4) satisfy the logical condition of the relation r12(C1, C2, [0, 5])
(i.e. the observation class of C1(1) is C1 (resp. C2 for C2(4)).

• C1(1) and C2(4) satisfy the temporal condition of the relation r12(C1, C2, [0, 5])
(i.e.4 − 1 = 3, 3 ∊ [0, 5]).

• C2(4) and C3(10) satisfy the logical condition of the relation r23(C2, C3, [3, 8])
(i.e. the observation class of C2(4) is C2 (resp. C3 for C3(10)).

• C2(4) and C3(10) satisfy the temporal condition of the relation r23(C2, C3, [3, 8])
(i.e. 10 − 4 = 6, 6 ∊ [3, 8]).

The notion of abstract chronicle model is of the most interest for the diagnosis
based risk assessment. In particular, the abstract chronicle models that constitute a
path:

Definition 7.7 Path An abstract chronicle model made with a suite of n − 1 timed
sequential binary relations Pi ¼ f rðCi ; Ciþ1; ½s�1 ; sþ1 Þ; rðCiþ1 ; Ciþ1 ;� ½s�2 ; sþ2 �Þ; . . .; r
ðCn�1 ; Cn ; ½s�n ; sþn �Þ g is a path.

The M123 model, for example, is a path. The notion of path provides a meaning
to a sequence ω that satisfies all the relations of a path. This meaning is a kind of
history of the observed process (X(t), H X; Dð Þ) that has produced ω. This meaning
is provided by the suite of temporal binary relation linking together a set of
observation classes.

This introduction of the main concepts of the Timed Observations Theory allows
to provide a formulation of the TOT fundamental theorem of induction:

Definition 7.8 Induction from timed observations Let the couple (X(t), H X; Dð Þ)
be an observed process defining a particular set C = {Cl} of m observation classes
containing two classes Ci = {(xi, δj)} and Cj = {(xj, δj)}. Let ω a sequence of timed
observation provided by (X(t), H X; Dð Þ). Let ωi = {…,Ci(tki),…},
tki 2 Ci 
 C 	 <, ki = 0…ni − 1, and ωj = {…, Cj(tkj), …}, tkj 2 Cj 	 <, kj = 0…
nj − 1, be respectively two sequences of ni and nj timed observations of the classes
Ci and Cj provided by (X(t), H X; Dð Þ) (i.e. Ci ∊ C and Cj ∊ C, ωi ⊂ ω, ωj ⊂ ω and
xi \ xj ¼ U).

Inducing a binary relation raðCi;CjÞ between two stochastic clocks Ci and Cj

from two sequences xi and xj corresponds to induce a binary temporal relations of
the form rijðCi; Cj; ½s�ij ; sþij �Þ which subsumes the existence of a relation between
the variables xi and xj respectively.

The importance of the concept of observation class in the TOT framework
clearly appears with this theorem: assuming that there is a relation between two
observations classes Ci and Cj corresponds to assuming that there is a relation
between the corresponding variables xi and xj, that is to say, by construction,
between the two corresponding functions xi(t) and xj(t) of the dynamic process X(t).
This theorem establishes the relations between the constants δi, the time stamps Ci

and the functions fi(t) that are organized over the notion of variable as Fig. 7.4 aims
at illustrating.
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In other words, defining a variable xi means defining six binary relations linking
together the variable xi, a function fi(t), a constant δi and a stochastic clock Ci. This
provides a powerful tool to analyze the logical coherence within a knowledge
corpus about a dynamic process:

Definition 7.9 Coherence law What is assumed about the relations between two
variables xi and xj must be coherent with what is assumed about the relations
between the corresponding constants, observation classes, stochastic clocks and so,
the corresponding functions xi(t) and xj(t), and reversely.

This explains why this theorem is a fundamental basis of the TOM4D KE
methodology. The next section presents the principles of the TOM4D methodology
that are grounded on this theorem.

7.4 Risk Assessment with the TOT

Generally speaking, risk assessment is a knowledge intensive task that requires a
model of the process under consideration.

According to the Timed Observations Theory, the notion of risk is concerned
with particular behaviors of a dynamic process: a risk is linked with the occurrence
of an undesired behavior of an observed process (X(t), H X; Dð Þ). This means that
the required knowledge to assess a risk about a dynamic process is the one required
by the tasks of monitoring, diagnosis and prognosis:

• the monitoring task requires the knowledge to infer the current behavior and to
categorize it as desirable or undesirable behavior,

• the diagnosis task requires the knowledge to infer the causes of the undesirable
behaviors,

• and the prognosis tasks requires the knowledge to infer the potential future
undesirable behaviors that can result from the current situation described by the
monitoring and the diagnosis tasks.

The quality of the knowledge corpus required by these tasks is directly linked
with the pertinence of the risk assessment task. If this point is quite trivial, the
knowledge engineering method used to acquire and represent this knowledge

Fig. 7.4 Relations between the basic objects of the TOT
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corpus must provide the tools to guarantee an adequate level of quality. As it has
been stated earlier, the basic concepts of the Timed Observations Theory provide
the way to build such tools.

7.4.1 Knowledge

Generally speaking, knowledge results of the interaction between an information
flow and an arbitrary purpose.

This interaction is assumed by humans, which define their purpose according to
their own expectations [18–20]. Information comes from all the possible sources:
believes, observations, experimentations, scientific axioms, sensors, etc. [21–23].
The interaction is basically an interpretation of the information flow that traverses a
thinking human [24, 25]. To build the TOM4D KE methodology, we uses the
following operational definition of knowledge:

Definition 7.10—Operational notion of knowledge Knowledge results from an
intentional interpretation of a flow of information.

This definition establishes a relation between knowledge, information and a
purpose (an intention). The purpose is always defined by humans: in the framework
of the TOT, the purpose is implemented in an observer programH X; Dð Þ which can
be either “executed” by a human or a computer. As the hydraulic dam example will
show, the purpose is typically the assessment of a risk linked with the occurrence of
an undesired behavior.

According to the Timed Observations Theory, the information flow is a
sequence x ¼ . . .;Ci tkð Þ; . . .f g of timed observations Ci(tk) ≡ (δi, tk). By con-
struction, x defines a set C = {Ci} of observation classes Ci = {(xi, δi)}. This set
provides the reading keys allowing to provide the interpretation of x as a sequence
H xð Þ ¼ . . .; h xi; di; tkð Þ; . . .f g of assignations θ(xi, δi, tk). The C set must then be
constituted according to a particular purpose: this means that each observation class
Ci of C contains a piece of a global purpose so that a path (cf. Definition 7.7)
represents a model of scenarios according to this global purpose. A path being a

suite of temporal binary relation of the form rij Ci;Cj; s�ij ; s
þ
ij

h i� �
and each

observation classes Ci and Cj being made accordingly to a particular purpose, the
Definition 7.10 of knowledge can then be re-formulated according to the TOT
fundamental theorem of induction (Definition 7.8):

Definition 7.11—Knowledge according to the TOT Any relation that is logically
consistent with a binary temporal relation of the form rijðCi; Cj; ½s�ij ; sþij �Þ is a piece
of knowledge.

As a consequence, considering the assessment of a risk concerning an observed
process (X(t), H X; Dð Þ), the aim of the knowledge engineering phase is the

7 Hydraulic Dam Safety Assessment … 167



elicitation of an adequate knowledge corpus and its representation under the form of
a model in order to make possible the emergence of specific patterns that are
directly linked with a risk to assess. The definition of a risk is then crucial for
modeling a dynamic process: in particular, it specifies de facto the abstraction level
of the model.

7.4.2 Model

The fundamental role of a model is the sharing of knowledge between humans.
This sharing is facilitated through the mediation of signs belonging to a par-

ticular set (often called “alphabet”). These signs have no meaning in themselves but
are necessary to represent knowledge in order to share a common understanding of
an observed set of phenomenon.

As a consequence, a model is made with a particular arrangement of signs: the
meaning results precisely of the specific arrangement the modeler choose to share
its knowledge. The representation of a knowledge corpus requires then a set of rules
that defines the authorized arrangements (i.e. the “grammar”). This leads to define
the notion of model according to the TOT:

Definition 7.12—Model according to the TOT A model is an organized set of
knowledge representations.

It is clear that the organization of the knowledge representations within a model
is of the main importance. The Timed Observations Theory being concerned with
the evolutions of a process over time, the knowledge under consideration is linked
with the relations between function of time fi(t), constants δi and stochastic clocks
Ci ¼ tkif g, tki ∈ ℜ, ki ∈ N. The Timed Observations Theory organizes these
relations around the notion of variable xi (cf. Fig. 7.4). A piece of knowledge
belongs then to three fundamental categories:

1. Relations between the functions fi(t) of the process X(t).
This category of knowledge is called the “structural knowledge” because the
functions are the constituents (i.e. the “components”) of the process X(t).

2. Relations between the constants di of the observer program HðX;DÞ.
This category is called the “functional knowledge” because the relations
between the constants di of D can be represented with logical rules linking
together sub-sets Di of constants of D and so, specifies abstract mathematical
functions under the form of “tables of values”.

3. Relations between the stochastic clocks Ci.
This category is called the “behavioral knowledge” because these relations
describes the links between the evolutions of the functions fi(t) of the process X(t).

As Fig. 7.4 aims at showing, these three categories of relations are linked
together: a specific set Δ of constant δi will lead an observer program HðX;DÞ to
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describe the evolution of a process X(t) with a particular set C of time stamps. The
role of the concept of “variable” in the Timed Observations Theory framework is to
provide the mean to analyze the consistency of these three categories of knowledge
about a process X(t).

So, the concept of variable defines a supplementary category of knowledge,
which is a kind on “meta-knowledge”, that fundamentally defines the way a
dynamic process X(t) is perceived by humans (i.e. the modeling point of view). In
practice, this leads to the following definition of the aim of the modeling activity:

Definition 7.13—Modeling activity according to the TOT The modeling activity
of a dynamic process X(t) aims at representing the elicited knowledge according to
a formalism and at distributing the knowledge representations over three models,
the structural, the functional and the behavioral model, according to a definition of a
particular set of variables X.

By construction, the particular set of variables X is a subset of all the variables
that can be defined about a dynamic process. The only rational way to specify X is
precisely the modeling purpose: are only required the variables that play a role in
the modeling purpose (i.e. a risk assessment). The other variables can be forgotten
(at least in a first step). This set of variables X defines then the process according to
a modeling purpose, and so fixes the abstraction level of the model.

Finally, a Knowledge Engineering methodology must defines the organization
laws and the representation rules of knowledge (i.e. the representation formalism).
Within the TOT framework, the formalism must allow the expression of relations
between the main concept of the TOD. Recalling the Definition 7.10 of knowledge
according to the TOT, a knowledge corpus concerning a given purpose about the
behavior of an observed process (X(t), HðX;DÞ), typically the assessment of a risk,
will be represented with an organized set of binary relation between functions fi(t),
constants δi, stochastic clocks Ci and variables xi (Fig. 7.4).

From this analysis, a set of knowledge modeling principles have been defined
that are the basis of the TOM4D KE methodology.

7.5 TOM4D KE Methodology

TOM4D (Timed Observations Modeling for Diagnosis) is a knowledge engineering
modeling approach for dynamic systems focused on timed observations. The aim of
TOM4D is to produce suitable models for knowledge intensive tasks about dynamic
process as for example supervision, diagnosis, prognostic and control tasks. Such
knowledge intensive tasks constitute the core of any risk assessment function.

One of the main specificities of the TOM4D methodology is to allow the
modeling from both timed observations and experts’ a priori knowledge. In other
words, a TOM4D process model made from experts’ a priori knowledge presents
the following major properties:
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1. It can be faced with real world timed data (i.e. sequences of timed data making
scenarios).

2. Any experts’ assertion about the dynamic process can be faced with the TOM4D
model.

These two major properties are fundamental when reasoning about a dynamic
process: the first one allows to assess the adequacy of a model with real world data
and the second allows the check the experts’ knowledge with an already validated
model. Furthermore, the second property constitutes a way to analyze the com-
pleteness and the coherence of a model under construction.

These two properties comes from the modeling principles that have been defined
to design the TOM4D methodology.

7.5.1 TOM4D Modeling Principles

The aim of the TOM4D methodology is to allow the building of a model that (i)
resides at the same abstraction level as the experts’ knowledge and (ii) is logically
coherent (i.e. contains no contradiction) and (iii) is as complete as possible. These
goals are given in the order of their importance: clearly, providing a coherent model
at the right abstraction level is the main modeling law of TOM4D, its completeness
being desired but does not constitute a primary condition.

To assess the abstraction level of the model, TOM4D resorts to a knowledge
interpretation framework in order to introduce, in the modeling process, the
semantic content provided by experts in a gradual and controlled way. This
knowledge interpretation framework is based on the conceptual models of the
CommonKADS [26, 27] methodology to interpret the experts’ knowledge, and uses
the Tetrahedron of States (ToS) [28, 29] to analyze its soundness. This interpre-
tation leads to define a particular set X of variables constituting the “core” of the
modeled process so that the six types of binary relations of Fig. 7.4 can (must) be
examined.

To assess the coherence of the model, the knowledge representations are dis-
tributed over the three basic models of the TOT, the structural, the functional and
the behavioral models, according to the meaning of the corresponding knowledge.
TOM4D has then been design as a primarily syntax-driven approach [2–4] so that
Reiter’s Logical Theory of Diagnosis [11] can be used to analyze the properties of
the produced models according to the “Coherence law” of Definition 7.9, and in
return, supply tools to assess the experts’ knowledge [12]. To this aim, the
knowledge representation formalism is based on the Formal Logic (i.e. the predicate
calculus).

Keeping in mind that a TOM4D model aims at being the experts’ model of a
dynamic process, the experts’ knowledge can be view as a set of propositions that
the experts formulate according to this model. In other words, any proposition
formulated by an expert is, by hypothesis, an assertion about a property of the
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process. These propositions are concerned with the structure, the functions, the
behavior or the role the process play in a exploitation purpose. This means that the
completeness of a TOM4D model corresponds to the property of such a model to
allow to provide any proposition an expert can formulate about the corresponding
process. So to assess the completeness of a TOM4D model, it necessary but suf-
ficient to check first the completeness of the variable set X and next, to verify that
all the possible binary relation between two variables xi and xj of X has been
examined according to the three fundamental dimensions of knowledge that are the
structural, the functional and the behavioral dimensions. Again, the syntactic based
modeling approach of TOM4D facilitates the analysis of the completeness of a
model.

As a consequence, the combination of a syntactic and a semantic approach in the
TOM4D modeling principles allows to provide tools for the knowledge engineers
to control the knowledge acquisition process and identify the main modeling
concepts of the dynamic process (variables, constants, values, thresholds, compo-
nents, states, etc.).

Clearly, the five fundamental modeling principles of TOM4D comes from the
notion of variable of the Timed Observations Theory [1]:

1. Variable localization.
A function fi(t) is a signal provided by a sensor located at a particular place
defined as a component. So a function fi(t) specifies a variable xi, a component ci
and a binary relation that associate xi to ci. As a consequence, a variable xi is
always associated with a sensor that is physically located on a component ci. In
other words, any variable xi of X must be associated with one and only one
component ci.

2. Multi-value variable.
A variable xi is necessarily defined over a set Dxi of possible values containing at
least two elements. This means that when the experts’ knowledge defines only
one value di for a variable xi, the knowledge engineer must introduce in Dxi
another constant, denoted δj for example, meaning “not di” (i.e. Dxi ¼ fdi; djg
and dj � :di). This principle is a direct consequence of the spatial segmentation
of the Timed Observation Theory (cf. Fig. 7.4).

3. Discernible state.
The assignment of a value δi to a variable xi results necessarily of an observable
modification in the dynamic process P(t). Such an observable modification
marks a state transition in P(t). In other words, a state transition is conditioned
by an occurrence Ci kð Þ � di; tkð Þ of an observation class Ci = {(xi, δi)}, and a

temporal binary relation rijðCi; Cj; s�ij ; s
þ
ij

h �
defines a unique “discernible

state”. Because the notion of “discernible state” is linked with the observer
program HðX;DÞ, this notion is weaker than the classical “state” notion of the
Discrete Event System (DES) domain.
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4. Knowledge of different nature separation.
Since the TOT defines four categories of knowledge (structural, functional,
behavioral and perception), four models will contains a specific category of
knowledge representations: a Structural Model SM will contain all the structural
knowledge, a Functional Model FM will contain all the functional knowledge, a
Behavioral Model BM will contain all the behavioral knowledge, and a Per-
ception Model PM will contain the perception knowledge (Fig. 7.5). This
constitutes the multi-modeling framework of TOM4D [28, 30, 31].

5. Symbol driven modeling.
The knowledge interpretation aims at identifying the minimal set of symbols
denoting a variable, a constant or a components and the minimal set of relations
between them. The logical properties coming from these minimal sets are nec-
essary and sufficient to complete the model. Among other meanings, this principle
means that the introduction of a symbol that is not associated with an element of
the domain knowledge is prohibited. In particular, a domain schema must be used
to identify the concepts that play the role of variable in the knowledge corpus.

Figure 7.5 illustrates the conceptual framework of the modeling process of
TOM4D. This conceptual framework is centered on the TOT notion of variable: the
structural model SM associates any variables used in a function of the functional
model FM with a component (or a component aggregate) and a timed observation
class of the behavioral model BM associates a variable to a constant. So, a timed
observation being an occurrence of an observation class, it corresponds to the
assignment of a constant to a variable that play a role in at least one function of the
functional model FM and is located with one of the components of the structural
model SM. The perception model PM defines the minimal set of variables and the
corresponding minimal set of constants that are required to define the goals of a
dynamic process. Doing so, the perception model specifies a minimal set of con-
straints that the functional, structural and behavioral models must respects. This
means that any relation defined in these models must be consistent with the con-
straints of the perception model PM.

These five principles constitutes a strong logical basis for the modeling work of
the knowledge engineer: from the identification of a variable, the knowledge
engineer will identify the possible values the variable can take over time, its

Fig. 7.5 Relations between
TOM4D models
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corresponding component and its observation classes. Doing so for all the variables,
the knowledge engineer defines the state space of the dynamic process. Next, the
knowledge analysis examines all the possible and the impossible relations between
two elements (variable, constant, component and observation classes), conducted
through their semantic properties. The organization of the resulting knowledge
representations in the four models leads to an operational model of the dynamic
system.

7.5.2 TOM4D Modeling Process

The modeling process aims to produce a generic model of a dynamic process from
the available knowledge and data. The available knowledge contains, by definition,
a description of the modeling goal: the assessment of some risks linked with the
dynamic process exploitation.

The TOM4D modeling process is made with three main phases: knowledge
interpretation, process definition and generic modeling. The logical dependencies of
these three phases are represented in the conceptual graph of Fig. 7.6 where the

Fig. 7.6 General structure of the TOM4D modeling process
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TOM4D modeling process is described as a reasoning process that provides a
TOM4D model of a dynamic process given the available knowledge (i.e. a Com-
monKADS inference structure where ovals represents inference steps and rectan-
gles defines the concepts’ roles). Therefore, the exploitation method of such an
inference structure must be defined according to the modeling problem: this
explains why TOM4D is not a method but a methodology. How the control flow of
the modeling process is carried out, is not part of this structure. Clearly, when a
problem requires a modeling phase, any multi-modeling method is cyclical and
each step can require to return back to previous phases with the objective of
revising the expert’s knowledge or modeling decisions.

The objective of the “Knowledge Interpretation” step is to define a scenario
model given all the available knowledge, a set Ω of sequences ωi of variable values
over time and a CommonKADS template of the cognitive task (diagnosis template
for example). The TOM4D methodology being firstly concerned with dynamic
process, the temporal behavior of the process is of the main importance in the
analysis. Because this behavior is, generally speaking, poorly described by the
available knowledge, the scenario Ω is a fundamental input to the modeling pro-
cess. Each sequence ωi of Ω is an ordered set of measure of the values some process
variables takes over time. These suites of timed measures describes a particular
evolution of the process.

As a consequence, Ω constitutes a partial description of the dynamic process and
so, defines a primary set of functions, variables, constants and stochastic clocks.
The identification of these elements is made through the available knowledge that is
interpreted with a CommonKADS template. This template describes the usual
cognitive task the experts do when analyzing the behavior of the dynamic process
(the role of these templates will be discussed in detail in the next section). The
analysis of the relations between the primary elements leads to a set of primary
knowledge representations that are organized in a primary model called the scenario
model M Xð Þ ¼ \SM Xð Þ;FM Xð Þ;BM Xð Þ[ linking together a structural model
SM Xð Þ, a functional model FM Xð Þ and a behavioral one BM Xð Þ of the process
according to the scenario X. Clearly, this primary model M Xð Þ is not complete: it is
restricted to what appears in the sequences ωi of X. But, if X is representative of the
dynamic process behavior (the representativity of X is, generally speaking, easy to
achieve), such a model is sufficient to provide a first “vision” of the process to be
modeled. Naturally, in order to provide some efficiency to the modeling process, X
will contains typical evolutions leading to undesired states that correspond to the
risks under consideration.

The second main step of the TOM4D modeling process is called the “Process
Definition” since it aims at providing the boundary of the process in terms of a set
of time functions xi(t), the operating goals of the process and its normal and
abnormal operating modes. The actual process P(t) is then restricted to a set X
(t) = {xi(t)} of time function xi(t) and its operational goals are provided with a set of
conjunctions of propositions of the form “8t; xi tð Þ�wi” (positive goals) or
“8t; : xi tð Þ�wið Þ“ (negative goals) where the symbol “¬” denote the logical “not”.
Clearly, a negative goal is typically a direct formulation of a risk linked with the
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exploitation of the process P(t). The operating modes are also represented with a set
of conjunctions of the same form. This set is partitioned in two sets, the set of the
desired and the undesired modes respectively called the “normal behavior set” and
the “abnormal behavior set” according to Reiter’s theory of Diagnosis [11]. The
input knowledge of the “Process Definition” step are the scenario model M Xð Þ
resulting of the “Knowledge Interpretation” step and the conceptual frameworks of
the Formal Logic and the Tetrahedron of States (ToS) [29] of the Newton classical
physics. These two frameworks constitutes the only semantic contexts allowing the
logical and the physical interpretation of the modeling symbols used to denote the
variables and the constants defined in the scenario model M Xð Þ. The role of these
frameworks is to provide the set of laws allowing the knowledge engineer to control
the representation of the semantic in the model and consequently the interpretation
of the binary relations of the model. This phase being an important and delicate
point in the TOM4D methodology, it will be discussed with more details in the next
section. The output of the “Process Definition” step is the “Perception Model” PM
(X(t)) of the dynamic process since it defines the way the process is perceived by the
experts: nothing but what can be derived from this model can be taken into account
the structural, the functional and the behavioral model of the process. In other
words, PM(X(t)) defines the level of abstraction the expert use to reason about the
process P(t).

The last step, the “Generic Modeling”, defines the set X = {xi} of the variables
with their definition domain Dxi ¼ dif g, identifies the corresponding sets of com-
ponents, observation classes and logical relations between the constants of the
definition domain of the variable, and distributes the representation of the pertinent
binary relations over the three models, that is to say the structural model SM(X(t)),
the functional model FM(X(t)) and the behavioral model BM(X(t)). The objective is
then to define a model M(X(t)) = <PM(X(t)), SM(X(t)), FM(X(t)), BM(X(t))> of a
type of process that is coherent with M Xð Þ, the scenario model, but that generalizes
it: this is the meaning of the usage of the “generic” attribute to qualify the generality
and the abstraction level of the resulting model M(X(t)).

The “Generic Modeling” step is accomplished using the Perception Model
PM(X(t)) and the available knowledge, according to the representation and the
interpretation laws defined according to the Formal Logic and the ToS frameworks.
These frameworks allow the systematic exploration of the whole semantic and
syntactic spaces that constitutes the global modeling space: the semantic space is
defined with the physical dimension of the variables xi (typically according to the
International System of Units), and the syntactic space is defined as the matrix of all
the pairs (a, b) that can be made with the alphabet of the symbols used to represents
the knowledge.

The next section discusses the way a knowledge engineer can control the
introduction of semantic elements in the model with the use the Formal Logic and
the ToS frameworks and the TOM4D formalism will be presented through the
application of the TOM4D modeling process to a real world example, the Sapins’
dam in France.
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7.5.3 Controlling the Semantic

One of the main difficulty with the application of Knowledge Engineering is the
analysis of the semantics contained in a knowledge corpus provided by an expert.
By definition, the knowledge engineer is a “novice” compared with the experts of
the domain and consequently, the knowledge engineer has not the necessary dis-
tance to analyze the coherence and the scope of a new piece of knowledge. This
difficulty increases drastically when working with a dynamic process: it is very easy
for a “novice” to admit propositions that seems physically reasonable but are not
coherent with the current version of the knowledge model. Knowledge Engineering
researches aims at providing tools to facilitate the semantic analysis.

In particular, CommonKADS [26, 27] is a Knowledge Base System (KBS)
engineering methodology which offers a structured approach in the management of
the development of KBSs. CommonKADS is well known for the fundamental role
that this methodology attributes to the “Conceptual Model of Expertise” (CME) in
the development process of a KBS. This model describes the types and structures of
the knowledge required to accomplish a particular cognitive task and thus, it acts as
a tool that helps to clarify the structure of a knowledge-intensive information-
processing task. This model is developed, in a way that is understandable by
humans, as part of the analysis process and therefore, it does not contain any
implementation-specific term. Thus, this one is an important vehicle for commu-
nication with experts and users about the problem-solving aspects of a KBS.

According to CommonKADS, a CME is a three layer model: the lower level is
called the “Domain Layer” since it contains all the concepts and the logical relations
between them, the middle level is called the “Inference layer” because it contains
inference steps using the domain rules, attributes the semantic roles the domain
concept must play in an inference step and organizes inferences and roles in
inference structures, and the upper layer, the “Task Layer” defines the methods (i.e.
the prototypical algorithms) that can be used to achieved some problem solving
goals with the use of the corresponding inference structure. As a result, a Com-
monKADS Conceptual Model of Expertise describes the cognitive process an
expert uses to solve a given problem with the corresponding domain knowledge.
One fundamental property of a CommonKADS CME is that the internal structures
of a MCE is independent of the expertise domain because it is directly linked with a
cognitive task (Diagnosis for example). So CommonKADS provide a set of
expertise templates defining a domain schema, an inference structure and the cor-
responding method for the main cognitive tasks. Such templates being generic (i.e.
independent of the domain knowledge), they can be used to accelerate the acqui-
sition and the modeling of the experts’ knowledge given a cognitive task.

The TOM4D methodology aiming at producing the generic model of a dynamic
process an expert uses to produce the domain knowledge in order to solve a
problem, TOM4D completes the CommonKADS methodology: a TOM4D model
can be used to validate the domain knowledge of a CommonKADS Conceptual
Model of Expertise or to help its construction. Inversely, it is clear that the use of

176 M. Le Goc et al.



the domain knowledge of a CommonKADS CME will accelerate the construction
of a TOM4D model of the corresponding process. Unfortunately, it is rare that such
a CommonKADS Conceptual Model of Expertise is available when modeling a
dynamic process. But the CommonKADS templates can always be used to facilitate
the interpretation of the available knowledge about a dynamic process. The
“Knowledge Interpretation” step of the TOM4D methodology uses precisely the
CommonKADS templates to this aim: this constitutes then an important tool to
control the introduction of the semantics in the TOM4D modeling process.

But these templates being domain independent, they are not sufficient to provide
a correct physical interpretation to a set of variables. To this aim, the TOM4D
methodology resorts to the Tetrahedron of States (ToS) [28, 32] formalized by
Rosenberg and Karnopp [29] in the early 80s (Fig. 7.7). The ToS is a framework
that describes a set of four generalized continuous variable (“e” for “effort”, “f” for
“flow”, “p” for “impulse” and “q” for “displacement”) linked together with a set of
five binary relations (Fig. 7.7). These binary relations are represented with equa-
tions defining three type of constant (“C” for “Capacity”, “R” for “Resistance” and
“I” for “Inductance”), and one differential operator. The three binary relation,
namely “q = C · e”, “e = R · f” and “p = I · f” defines the algebraic relation between
the five generalized variables and the two others defines theirs temporal behavior. In
other words, these five binary relations define three types of generic components.

The major interest of the ToS is that this framework is common to any physical
domains (electromagnetism, fluid dynamics, thermodynamics, etc.) of the classical
newtonian physics. For example, in the hydraulic dam domain, the “Hydraulic
ToS” maps the “water flow” to the generalized flow “f”, the “volume” to the to
generalized displacement “q”, the “pressure” to the generalized effort “e” and the
hydraulic momentum to the generalized impulse “p”. This way, any variable xi of
the set X of the perception model PM(X(t)) will receive a physical dimension and as
a consequence, any proposition about the relations between two hydraulic variables
can be analyzed according to the “Hydraulic ToS”: a proposition that don’t satisfy
one of the five relations of the Hydraulic ToS must be rejected by the knowledge

Fig. 7.7 Tetrahedron of
States (ToS) (based on [28,
p. 1728])
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engineer. The ToS constitutes then a powerful tool of the TOM4D methodology to
interpret and represent the expert knowledge, that is to say to control the intro-
duction of the semantics within the TOM4D modeling process.

In complementary with the ToS, the Formal Logic framework, and more pre-
cisely the first order predicate calculus in particular, is also used by the TOM4D
methodology as a resource to provide a way to analyze the logical consequences of
a ToS validated proposition: a new proposition can satisfy the semantic constrains
of the ToS but can be contradictory with the current version of the model. In this
latter case, the knowledge engineer must solve the contradiction either with the
rejection of the new proposition or with an adequate update of the current version of
the model that contains the new proposition. It is to note that using the Formal
Logic framework allows the utilization of Reiter’s Theory of Diagnosis [11] to
facilitate the analysis of the model coherence.

Finally, the combination of the CommonKADS templates, the ToS and the first
order predicate calculus constitute a powerful framework to control the introduction
of semantic elements during the modeling process of the TOM4D methodology.

The knowledge representation formalisms of the TOM4D methodology are
presented in the next chapter throughout the illustration of the application of the
methodology to a real-world example of dynamic process, the French Sapins dam.
The interested reader is invited to refer to [3] to get compact introduction of the
TOM4D knowledge representation formalisms.

7.6 Application to the French Sapins Dam

The French Sapins dam is a homogeneous dam with a granite arena structure on a
granite foundation, 16 m high, and impounding a 2 hm3 lake [7].

It has a vertical drain and a horizontal drain at the interface of the foundation
with the downstream half of the dam (Fig. 7.8). The top of the drain was lower than
the normal reservoir level. The upstream shoulder is instrumented with three pore
pressure cells. Vertical drain discharge is recorded.

Fig. 7.8 Structure of the French Sapins’ Dam
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Reservoir filling began in November 1978. The piezometry records show that
the line of saturation in the upstream fill rose higher than the vertical drain as early
as July 1980, indicating that water seeped into the downstream shoulder.

Drain outflow initially decreased in November 1980. Following this, partial
emptying of the reservoir occurred in November 1981, the drain outflow increased
in December 1981 and remained stable until October 1982. In October 1982, the
drain outflow began to decrease again until to July 1883. In September 1988, a very
wet area was noted at the downstream toe. In mid-October 1988, the damp path
grew larger and localized slides and muddy seepages could be observed on the
upstream shoulder. For safety reasons, it was decided to completely empty the
reservoir and improve its structural safety before bringing the dam back into ser-
vice. Figure 7.9 represents a part of the degradation scenario of the French Sapins’
dam (more details can can be found in [7]).

The investigations about the Sapin’s dam concluded that a mechanism of
internal erosion was operative. The particle size grading of the fill material made it
particularly sensitive to internal erosion, and this led to the gradual clogging of the
vertical drain, aided by the fact that the drain did not meet standard filter rules.
Clogging caused first the upstream fill to become gradually saturated and then the
downstream fill as the infiltration water overtopped the drain. Saturation of the
downstream fill material diminished its engineering properties, leading to shallow
slides. The flowing water started to carry away the fines to the point where piping
would have quickly developed and caused complete dam failure if drawdown had
not been ordered quickly.

7.6.1 Knowledge Interpretation

The first step of the TOM4D methodology modeling process, the “Knowledge
Interpretation” step, produces the scenario model M(Ω) = <SM(Ω), FM(Ω), BM(Ω)
> from the degradation scenario of Fig. 7.9.

The interpretation of the knowledge has been made with the utilization of a
conceptual template inspired from Sachem’s conceptual template [13]. Figure 7.10
provides the inference structure allowing the recognition of process phenomena
from the timed measures provides by sensors. In this figure, the static knowledge is
hidden in order to make it clearer. The concepts of this cognitive template allow
to analyze the available knowledge, mainly a chapter of Peyras’ PHD memory
(cf. [7]). Sensors provides the timed measures that the “fit” inference validates
and orders to make signals (cf. Fig. 7.9). Event signals are geometrical patterns
characterizing some specific behavior breakdown that can be detected on the curves
made from signals with signal processing algorithms. Signal phenomenon are
temporal pattern of particular event signal describing a specific evolution of the
signal over time. Such an evolution results of the matching of the flow of event
signals against behavioral models. Process phenomenon result of the aggregation
over time and space of signal phenomenon to describe an abstract behavior of the
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Fig. 7.9 Sapin’s Dam degradation scenario (from [7])

Fig. 7.10 Sachem inspired
inference structure (from [13])
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process so that the observed signal phenomenon are explained by a process phe-
nomenon (i.e. a current set of process phenomenon “cover” the current set of signal
phenomenon).

7.6.2 Perception Model

The construction ofM Xð Þ is detailed in [4]. This model has lead to define the global
process of Sapin’s dam as the process P(t) that relates three time functions V(t),
Qs(t) and Qf(t). These functions are linked together with the hydraulic ToS of
Fig. 7.11a: V(t) denotes a volume (in m3), Qs and Qf being respectively the output
and the leaking water flow in the drainage system. The hydraulic ToS allows also to
show that the experts neglects the momentum of pressure Pp(t) to analyze the risk
of a dam breakdown. This leads to the adapted ToS according to the model M Xð Þ
(Fig. 7.11b).

One fundamental contribution of the “knowledge Interpretation” step of the
TOM4D methodology is the interpretation of the notion of dam breakdown: the
drainage system resistance is represented with the time function R(t) meaning that
the leaking water flow can evolve from 0 (no leaking, R(t) → ∞, the drainage
system is filled) to a maximum value corresponding to a dam breakdown (i.e. R
(t) = 0). The dam breakdown risk can then be formally represented with the fol-
lowing equation:

8t; 9tk; t� tk;R tð Þ ¼ 0 ð7:4Þ

This equation means that there is a time value tk that stamps the dam breakdown
(i.e. R(tk) = 0): this situation is clearly the one to avoid. It is to note that, according
to scenario model M Xð Þ, the resistivity of the civil structure is not an observable
function of the dam. The Eq. 7.4 is then an indirect way to assess the dam
breakdown risk. It show also the fundamental importance of the diagnosis task in
the risk assessment.

Fig. 7.11 a Hydraulic ToS b and its adaptation to M(Ω)
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The adapted hydraulic ToS (Fig. 7.2b) also leads to define the experts conceptual
perception of the dam (Fig. 7.12) under the form of a water column of a constant
capacity C (cf. Fig. 7.11), closed by a porous cork and fed with an input water flow
Qv(t). The cork play the conceptual role of a resistance R(t) the value of which
evolves over time. The output water flow Qs(t) is then linked with the volume of
water column by the ToS equations of Fig. 7.11b.

In this conceptual perception of a dam, the column of water behaves like a
perfect cylinder: not leaking and no deformation phenomenon (i.e. an indeformable
and waterproof tube). This means that:

8t;Qf tð Þ ¼ 0 ð7:5Þ

In practice, the permeability of the dam structure degrades with its aging and
some times, according to the faults during the construction, a sufficient permeability
is not assured. This leads to water leaking phenomenon (Qf(t) > 0) that degrades the
dam structures and can provoke its destruction (i.e. R(t) → 0).

The simple model defines clearly the abstraction level dam experts use to
manage their diagnosis reasoning: the process is made of a set of three time
functions X(t) = {V(t), Qs(t), Qf(t)}.

Formally, the TOM4D methodology defines the perception PM(X(t)) is a 3-tuple
\X; W;Rp [ where (cf. [3] for a complete presentation of the knowledge repre-
sentation formalism):

• X is a set of variable names. Here X = {V, Qs, Qf}.
• Ψ is a set of constant values defining ranges for the variables of X. Typically,

W ¼ fwig is a set of thresholds wi allowing the application of the discretization
principle of the Timed Observations Theory. In the example, W is made of
height thresholds (Table 7.1) defining three ranges for V and Qs (low, normal,
high levels) and two for Qf (zero, not-zero).

• Rp ¼ Rg � Rn � Ra is a set of predicates that relate the elements of X with the
elements of Ψ in order to determine constrains on variables. Rg is a set that
describes the operating goals. Rn and Ra are sets that specify the normal and

Fig. 7.12 Conceptual
physical model of a dam
according to M(Ω) and the
Hydraulic ToS
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abnormal operating modes, respectively. In the example, the exploitation goal is
defined as “no leaking”, the normal operating mode define either the empty dam
or the normal working dam. The abnormal operating mode is defined as any
other mode but those defined in Rn.

– Rg ¼ f8t 2 Rþ;Qf tð Þ\wf
1g //no leaking

– Rn = {9t0 2 R; 8t 2 Rþ; t\t0;V\wf
1 ^ Qs\ws

1 ^ Qf\wf
1 //Empty dam

9t0 2 R; 8t 2 Rþ; t� t0;w
v
1 �V\wv

2 ^ ws
1 �Qs\ws

2 ^ Qf\wf
1 //Nor-

mal dam
}

Figure 7.12 and Table 7.1 resume the perception model PM(X(t)) of the hydraulic
dam. It is to note that the input volume Qv(t) is not contained in X(t): this means that
the risk assessment about a dam is not concerned with the way the dam is filled.

The perception model considers a dam as a structure having one input, corre-
sponding to the water flow Qv of Fig. 7.12 (which is not under consideration in the
risk assessment of the dam destruction), one internal variable V and two outputs that
are linked with two water flow Qs and Qf (Fig. 7.13).

The functioning of this structure is provided by the adapted hydraulic ToS of
Fig. 7.11b under the form of two equations:

8t; dV tð Þ = dt ¼ Qv tð Þ � Qs tð Þ þ Qf tð Þð Þ ð7:6Þ

Fig. 7.13 Conceptual
structure of a dam according
to the perception model

Table 7.1 Thresholds Wxi ,
Constants dxi and Observation
Classes Cxi for each x in
X = {V, Qs, Qf}

Variable Ranges Constants Obs. Classes

V V \wf1 dv0 Cv1 ¼ V; dv0ð Þf g
wv1 � V \wv2 dv1 Cv2 ¼ V; dv1ð Þf g
V �wv2 dv2 Cv3 ¼ ðV; dv3f g

Qs Qs \ws1 ds0 Cs1 ¼ Qs; ds0ð Þf g
ws1 � Qs \ws2 ds1 Cs2 ¼ Qs; ds1ð Þf g
Qs �ws2 ds2 Cs3 ¼ Qs; ds3ð Þf g

Qf Qf \wf1 df0 Cf1 ¼ Qf; df1
� �� �

Qf �wf1 df1 Cs2 ¼ Qf; df1
� �� �
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8t;V tð Þ ¼ C � R tð Þ � Qv tð Þ ð7:7Þ

The relation between the values of V(t) and those of Qs(t) and Qf(t) are then
provided by the following differential equation:

8t;Qs tð Þ þ Qf tð Þ ¼ Qv tð Þ � C � dðR tð Þ � Qv tð ÞÞ=dt ð7:8Þ

The capacity C of the water column being, by construction, a constant, this
equation establishes clearly the relation between the values of the output flows Qs
and Qf with the input flow Qv, according to the evolution of the cork permeability R
(t) (Fig. 7.14). The cork permeability being an internal variable, R(t) is not
observable: assessing the value of R(t) is then clearly the object of the risk analysis
of the dam breakdown. This shows clearly the importance of the diagnosis task to
the risk assessment.

According to the control theory of dynamic system, R(t) is an internal variable of
the dam component of Fig. 7.12 that play the rôle of state variable. This means that
the relations between the values of V, Qs and Qf depends strongly on the evolution
of R(t). In other words, there is not a unique behavioral model that can render the
behavior of the Eq. 7.8.

A deeper analysis is then required to precise the relation between the evolution
of R(t) and the model of the dam the experts uses to assess the dam destruction risk
of Sapins’ dam (Fig. 7.8). This analysis constitutes the last step of the TOM4D
modeling process, the “Generic Modeling”. The next section describes this last step
and will show the utilization of the perception model during the whole modeling
step.

7.6.3 Generic Modeling

The “Generic Modeling” step aims at building the structural model SM(X(t)), the
functional model FM(X(t)) and the behavioral model BM(X(t)) corresponding to the
previous perception model PM(X(t)) (details of the modeling process can be found
in [5]).

Fig. 7.14 Conceptual functioning of a dam according to the perception model
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Figure 7.8 shows that the structure of the Sapins’ dam ismade of six components: a
vertical drainage system (c1), a downstream shoulder (c2), an upstream shoulder (c3),
a reservoir (c4), an upstream foundation (c5) and a horizontal drainage system (c6).
Some variables can be directly assessed using data collected on dams. For instance,
the volumeV(t) for the upstream shoulder is assessed using thewater level. These data
are of two types [33, 34]: visual observations (presence of seepage, presence of
sinkhole, etc.), monitoring data (piezometry, outflow measurement, etc.). It is to note
that the input flows Qv of each components are not assessed.

The key point of this analysis has been to consider each of these six components
as a special instance of the generic component describes by the Figs. 7.14 and 7.15
and the Eq. 7.8 and to describe the dam with a set of binary relations between them.
This lead to a new definition of the set X of variable that contains now 6*3 = 18
variables Vi, Qsi and Qfi, i = 1…6.

The TOM4D structural model SM(X(t)) aims at describing the structural relations
between these six components. SM(X(t)) is a 3-tuple <COMPS, Ri, Rx> where
(Fig. 7.15):

• COMPS = {c1, c2, c3, c4, c5, c6} is a set of conceptual components ci corre-
sponding to the “water column” of Fig. 7.12. A conceptual component is a set
input and outputs:

– ci = {in(ci), out1(ci), out2(ci)} //ci is made of one input (Qv) and two outputs
(out1 for Qs and out2 for Qf).

• Ri = {out1(c4) = in(c5), out1(c4) = in(c3), out1(c5) = in(c6), out1(c5) = in(c6),
out2(c6) = in(c2), out1(c3) = in(c1), out2(c3) = in(c2), out2(c1) = in(c2),
out1(c2) = in(c6)}, is a set of binary “equal” predicates of the form outk(ci) = in
(cj) where ci and cj ∊ COMPS, k ∊ {1, 2}, linking one of the two outputs of a
component ci to the input of a component cj.

• Rx = {out1(c5) = Qs5, out2(c5) = Qf5, out2(c4) = Qs5, out2(c6) = Qf6, out1(c3) = Qs3,
out2(c3) =Qf3, out2(c1) =Qf1, out1(c2) =Qs2} is a set of binary “equal” predicates of
the form outk(ci) = xjwhere cj ∊COMPS, k ∊ {1, 2}, and xj ∊ X. This set associates a
variable xi to one and only one components ci ofC (Qvi is associatedwith the output
of ci, Qsi is associated with the first input of ci, and Qfi with its second input).

Figure 7.15 proposes a graphical representation of SM(X(t)). This structural model
can be interpreted as the experts’ conceptual structure of the Sappins’ dam: this model
defines the interactions between the six component. The formal representation can be
used to model the dam according to Reiter’s logical theory of Diagnosis.

The functioning and the behavior of the dam is then logically constrained by the
relations of this structural model SM(X(t)). If the six components have the same
(generic) structure, their functioning and their behavior differs according to their role
in the dam structure. The analysis of the available knowledge identifies 4 types of
components:

• “Conduit”: Horizontal and vertical drainage systems (c6 and c1), upstream
shoulder (c3) and foundation (c5) belongs to this type. The two first are
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characterized by R(t) → 0 in normal operations (i.e. such conduits aims at col-
lecting all the input flow Qv, cf. Eq. 7.9 which typically represents a pipe), the two
others being characterized by R(t) → R0.R0 is a constant corresponding to a low
value: the permeability of such conduits tends to be constant in order to control
the output flow Qs according to the value of the product of the capacity C with the
permeability R0 (cf. Eq. 7.10 which typically represents a low pass filter).

8t;Qs tð Þ þ Qf tð Þ ¼ Qv tð Þ ð7:9Þ

8t;Qs tð Þ þ Qf tð Þ ¼ Qv tð Þ � C � R0dQv tð Þ=dt ð7:10Þ

Fig. 7.15 Graphical representation of SM(X(t))
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• “Tank”: the downstream shoulder (c2) belong to this type of component. Such a
component is characterized by R(t) → ∞ in normal operations, meaning that its
output flow Qs(t) → 0 (the output flow of a tank cannot be negative). This
means that the only output flow is Qf(t) (cf. Eq. 7.11).

8t;Qs tð Þ ¼ Qf tð Þ ð7:11Þ

• “Generator”: The reservoir (c4) belongs to this type that is characterized by R
(t) = 0 (no permeability), and ∀t, Qf(t) = 0 and Qs(t) ≠ 0 (i.e. the internal volume
is never null whatever are QV(t) and Qs(t). This means that the role of a gen-
erator is to maintain a minimal internal volume V(t) so that the output flow is
never equal to zero.

8t;Qs tð Þ [ 0 ð7:12Þ

The four Eqs. 7.9–7.12 defines the functioning of the different components a
dam is made with. The functioning of the dam results both of these equations and
the way the components are connected together. The TOM4D methodology rep-
resent the functioning of a structure with a functional model FM(X(t)), which is a 3-
tuple <Δ, F, Rf> where:

• D ¼ �Dxi, ∀xi ∊ X (cf. column “Constant” of Table 7.1).
• F ¼ ffi : Dn ! D=8x 2 Xn; fi xð Þ 2 Dg //F is a set of scalar functions defined on

Dn.
• Rf ¼ xi ¼ fi x1; x2; . . .; xnð Þf g is a set of equality predicates defining the value of

a variable xi of X according to the values of a subset of X − {xi}.

According to the spatial discretization principle (Fig. 7.4) used to represent the
knowledge, logical relations can be defined for the values of the variables. Generally
speaking a set Dxi ¼ 0; 1; 2f g of three discrete values are defined for the variables xi
of X (details about the spatial discretization applied to model Sapins’ dam with
TOM4D can be found in [33, 35] in particular). According to the knowledge and the
four Eqs. 7.9–7.12, a table of values is associated with the functions of the six
components of SM(X). This leads to the functional model of Fig. 7.16.

It is to note that the functional model of each of the four types of components
(i.e. “Conduit”, “Generator” and “Tank”) can be directly used as generic models in
a first order logic theory. In other words, the dam structural model of Fig. 7.15 and
the four generic functional models of the “Conduit”, the “Generator” and the
“Tank” can be directly translated in a “model” according to Reiter’s logical theory
of Diagnosis. In other words, a model according to Reiter’s logical theory of
Diagnosis contains only the structural and the functional models according to the
TOM4D methodology.

The Eq. 7.10 illustrates the dynamic property of the upstream foundation and the
upstream shoulder. The tables of value defined for these two components corre-
spond to the application of a discretization principle to steady states or equilibrium
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of these components. This justifies the need for a complementary model that will be
able to describe this dynamics throughout the evolutions of the values of the
variables.

This description is the role of the behavioral model. A TOM4D behavioral model
is defined on the notion of “discernible state”: a temporal binary relation

rijðCi;Cj; s�ij ; s
þ
ij

h i
Þ between two observation classes Cia xi; dið Þf g and Cja xj; dj

� �� �

defines a unique “discernible state” sij. Such a state is called “discernible” because it is
characterized uniquely with a discernible state vector X defined on the cartesian
product PDxi ¼ Dx1 � Dx2 � � � � � Dxn; Dxi ¼ dik

� �
, k = 1…m, of the definition

domain Dxi ¼ dik
� �

of all the variables xi of X ¼ x1; x2; . . .; xnf g.
A TOM4D behavioral model BM(X(t)) is a 3-tuple <S, C, Rc> where:

• S = {sij} is a set of discernible states sij defined on C × C. An identification
function denoted i(sij) defined on S associates a unique value Xij defined on X so
that, 8sij; snm 2 S; sij ¼ snm , i sij

� � ¼ i snmð Þ i.e. Xij ¼ Xnm
� �

.

– i: S → X, i(sij) = Xij, Xij ∊ X.

Fig. 7.16 Graphical representation of FM(X(t))
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• C = {Ci} is a set of observation classes Ci = {(xi, δi)}, di 2 Dxi, defined as
singletons.

• Rc = {sjl = γ(Cl, sij)} is a set of equality predicates linking a state sij to its
successor sjl under the condition of the observation of an occurrence Cl(tk) of the
class Cl ∊ C.

Such a behavioral model BM(X(t)) aims at being implemented on a classical
Finite State Machine (FSM) that utilizes the relations γ(Cl, sij) to determine the
value sij of the current discernible state s(t) according to the timed observations
o kð Þa di; tkð Þ that occurs over time. Knowing s(t), the identification function i(s(t))
provides the corresponding value of the vector X(t) so that a unique value is
assigned to each variables xi of X.

Given a sequence ω = {o(k)} of timed observations o kð Þa di; tkð Þ, a transition
from the state sij to a state sjl is fired iff:

• the current state s(t) of the Finite State Machine implementing BM(X(t)) is in the
state sij: s(t) = sij;

• the current timed observation o kð Þa dl; tkð Þ of ω belongs to the class Cl = {xi, δl);
• Rc contains one predicate sjl = γ(Cl, sij).

When these three conditions are satisfied, the new value of the current state
s(t) is provided with the transition function σ defined on S × ω × Rc → S of the
Finite State Machine such as, at time t = tk, s(t) = σ(sij, (δl, tk), γ(Cl, sij)).

A behavioral model can be build for the four types of components (the two types
of “Conduits”, the “Tank” and the “Generator”, cf. Figs. 7.17, 7.18 and 7.19
respectively). For each of them, the discernible state vector X is define on the
generic set of variables X = {V, Qs, Qf}. According to the discretization principles
utilized by the experts, the corresponding set of C of observation classes is made of
singletons. For example, the following behavioral models have been made with a
set Dxi ¼ 0; 1; 2f g of three discrete values are defined for the variables xi of X = {V,
Qs, Qf}.

In the Figs. 7.17 (BM(Tank)), 7.18 (BM(Generator)) and 7.19 (BM(Conduit)),
the classes are denoted “Cxy” where x denotes the index of a variable in the vector
X (i.e. x = 1 for V, x = 2 for Qs and x = 3 for Qf) and y denotes the index of a value
(i.e. a constant) in Dxi ¼ 0; 1; 2f g (i.e. y = 0 for δ = 0, 1 for δ = 1 and 2 for δ = 2).
The states are denoted “sj” where the index j is the value associated with the
corresponding discernible state. To each state sj is associated the value of the vector
X defined on the generic set of variables X = {V, Qs, Qf}: for example, the value
“{0, 0, 1}” associated with s0 means: V = 0, Qs = 0 and Qf = 1.

Fig. 7.17 Graphical representation of the Generic BM(Tank)
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The global behavior model of a dam is a combination of the behavioral model of
one generator, one tank and four conduits. It is then obvious that this model is very
complicated because it contains not only the seven states of BM(Generator)
(Fig. 7.18), the 4*12 = 48 states of the four BM(Conduit) (Fig. 7.19) and the three
states of BM(Tank) (Fig. 7.17), that is to say 7 + 48 + 3 = 58 discernible states, but
also all the elements making the links to each states. In other words, the discernible
state vector is made of 3*6 = 18 dimensions: considering the set of 3 constant
Dxi ¼ 0; 1; 2f g, each of the variable can take 3 possible values leading to
318 = 3,874,204,489 states in the dam discernible state space! It is then clear that the
building of the “BM(Dam)” behavioral model is not realizable at hand.

Fig. 7.18 Graphical representation of the Generic BM(Generator)

Fig. 7.19 Graphical representation of the Generic BM(Conduit)
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This explains why we developed an algorithmic approach to assess the risk. This
approach is based on a new diagnosis algorithm the presentation of which is out of
the scope of this chapter. The interested reader is invited to read the specialized
papers [36, 37] for a detailed presentation).

7.7 Diagnosis-Based Risk Assessment with TOM4D Models

The algorithm proposed in [33, 36, 37] applies the decomposition principle pro-
posed in Sect. 7.3.2. It is based on a two level diagnosis reasoning: one for each
component ci of COMPS and the second for the dam. The proposed algorithm
implements a decentralized and incremental approach of diagnosis [38–41] for
quantized dynamic system [42].

The diagnosis reasoning for a component (the generator, the tank of one of the
four conduit for the Sapins’ dam example) uses the corresponding behavioral model
to determine the current state of the concerned component according to the avail-
able timed observations. Next, using the corresponding perception model, the
current state of each component is classified as normal or abnormal and the con-
sequences of the determination of the current state for each component are com-
puted at the dam level with the utilization of the functional model (Fig. 7.16 for the
for the Sapins’ dam example). As a consequence, the assessment of the risk
breakdown of a dam results of the diagnosis of each of its components. Details of
the execution of the diagnosis algorithm can be found in [33]. This section aims at
illustrating, by the mean of Sapins’ dam example, the way the risk of a dam
breakdown can be assessed when using the diagnosis algorithm and the TOM4D
models described in the preceding sections.

The degradation scenario of the Sapins’ dam (cf. the introduction of Sect. 7.6) is
made the following events and their representation according to the functional model:

1. November 1978, reservoir c3 is filled: V3 (November 1978) = 2;
2. July 1980, saturation in the upstream fill rose higher than the vertical drain c1:

Qs1 (July 1980) = 0;
3. December 1981, the drain outflow increased: Qs1 (December 1981) = 1;
4. July 1983, the drain outflow decreased: Qs1 (July 1983) = 0;
5. September 1988, detection of a very wet area in the downstream shoulder c2:

Qf2 (September 1988) = 2.

The observation of this latter event has entailed the decision of emptying the
Sapins’ dam because of the too high level of destruction risk. This suite of events
composes a sequence of timed observations ω = {C3

12 (2, November 1978), C1
20

(0, July 1980), C1
21 (1, December 1981), C1

20 (0, July 1983), C2
32 (2, September

1988)}. In this sequence, an observation class is denoted Ci
xy where i denote the

index of the component ci in the structural model of Fig. 7.15, x and y being
respectively the index of a variable in the vector X (i.e. x = 1 for V, x = 2 for Qs and
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x = 3 for Qf) and the index of a value (i.e. a constant) in Dxi ¼ 0; 1; 2f g (i.e. y = 0
for δ = 0, 1 for δ = 1 and 2 for δ = 2)). The decompositional principle allows so
decompose the superposition ω ⋃ ω1 *⋃ω2 ⋃ ω3 in three sequences according to
the component a timed observation is concerned with:

1. ω1 = {C1
20 (0, July 1980), C1

12 (1, December 1981), C1
20 (0, July 1983)};

2. ω2 = {C2
32 (2, September 1988)};

3. ω3 = {C3
12 (2, November 1978)}.

The first timed observation of ω1, C1
20 (0, July 1980), concerns the output flow

Qs of the vertical drainage system c1 that behaves like a “Conduit”: according to the
behavioral model of a conduit (Fig. 7.19), this timed observation indicates that the
state of the vertical drainage system can be: s11, s12, s110 or s111. The next timed
observations of ω1, C1

21(1, December 1981) and C1
20 (0, July 1983) don’t change

this evaluation.
The unique timed observation of ω2, C2

32 (2, September 1988), concerns the
leaking flow of the upstream shoulder c2 that behaves like a “Conduit”: the state of
the upstream shoulder c2 can be: s29; s210; s211; s213; s214 or s217 .

The unique timed observation of ω3, C3
12 (2, November 1978), concerns the

downstream shoulder c3 that behaves like a “Tank”: according to the behavioral
model of a generic tank of Fig. 7.17, the current discernible state of the reservoir
can only be s35.

The discernible state identification function i(s) provides, for all state of all the
components, the values of the vector X corresponding to each states. For example,
i s35ð Þ ¼ 2; 1; 1ð Þ meaning that V3 = 2, Qs3 = 1 and Qf3 = 1. Doing so for each state,
the logical relations of the functional model allows to reduce the global diagnosis to
the following final diagnosis: s11; s214 and s35. This diagnosis corresponding to the
following situation: V1 = 1, Qs1 = 0 and Qf3 = 1 (the vertical drainage system is
filled), V2 = 2, Qs2 = 1 and Qf3 = 2 (the downstream shoulder is leaking) and V3 = 2,
Qs3 = 1 and Qf3 = 1 (the volume in the upstream shoulder is high). According to the
experts, this situation correspond to two potential phenomena: the internal erosion
through the embankment and its sliding of the downstream shoulder. The combi-
nation of such phenomena constitutes a major incident, which could have led to the
failure of Sapins’ dam. Sapins’ dam has been rehabilitated in 1989.

The situation of September 1988 was due to the particle size grading of the fill
material, particularly sensitive to internal erosion. It led to the gradual clogging of
the vertical drainage system, which did not comply standard filter rules.

7.8 Conclusion

The risk assessment relies fundamentally on a diagnosis task.
Such a highly cognitive task requires a model of the process to be diagnosed.

The main problem with such an approach is the complexity of the model of the
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process and its adequacy with the diagnosis outputs. This difficulty increases when
diagnosing a dynamic process, notably because the knowledge of the behavior of a
dynamic process is difficult to constitutes (long time learning) and to explicit (the
behavioral knowledge is mainly based on sub-symbolic piece of knowledge that are
mostly impossible to formulate with words).

This chapter presents a Knowledge Engineering methodology called TOM4D
(Timed Observations Modeling for Diagnosis) that is based on the Timed Obser-
vation Theory [1]. This theory constitutes a mathematical framework for modeling
dynamic processes from timed data by combining the Markov Chain Theory, the
Poisson Process Theory, the Shannon’s Communication Theory and the Logical
Theory of Diagnosis. It provides then technical basis of the TOM4D methodology.
In particular, the Timed Observation Theory provide the concepts of variable, timed
observation and observation classes that are particularly suited to model dynamic
processes.

A TOM4D model of a dynamic process is made of four models: a structural
model containing the knowledge about the components and their connection, a
functional model containing the knowledge about the values the process variable is
made with, the behavioral model containing the knowledge about the state transi-
tions that governs the evolution of the values of the process variable over time, and
finally, a perception model that defines the operating goal of the dynamic process
and its normal and abnormal operating modes. The coherence of the relations
between these models is provided by the Timed Observation Theory’s notion of
variable.

The TOM4D methodology is a syntax-driven approach of Knowledge Engi-
neering. This means that the introduction of the semantic elements during the
modeling is controlled with three types of interpretation models: CommonKads
templates, formal logic and the tetrahedron of state. This means that the purpose of
the TOM4D methodology is to complete the conceptual model of expertise one can
made with a Knowledge Engineering methodology like CommonKADS. For
example, the domain knowledge contained in a CommonKADS conceptual model
of expertise constitutes logical consequences of the corresponding TOM4D model
of the dynamic process.

The aim of this chapter is to show that the TOM4D methodology constitutes a
great help to acquire the knowledge about the assessment of the risks with the
operation of a dynamic process. TOM4D is illustrated with a real world dynamic
process, the French Sapins’ hydraulic dam the destruction of which has been
avoided in 1988. The chapter shows that the TOM4D models capture the knowl-
edge at the same level of abstraction than the experts so that a diagnostic algorithm
has been defined to facilitate the utilization of the TOM4D models. One of the main
advantage of this approach is to avoid the building of huge behavior1a model for a
dam: only the knowledge of the behavior of its components is required. The state
space of the French Sapins’ dam being very huge, this example constitutes a good
illustration of the operational flavor of the TOM4D methodology and the proposed
diagnosis algorithm to the risk assessment about the operation of a dynamic
process.
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The future developments of the presented works will be concerned with the
investigation of more complex properties concerning diagnosis-based risk assess-
ment on one hand, notably with the introduction of the abstraction method proposed
in [43, 44], and the development of automatic modeling tools based on the Timed
Observation Theory. The aim of these latter is to facilitate the syntactic and the
semantic coherence of a model under construction.
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Chapter 8
Building a Domain Ontology to Design
a Decision Support Software to Plan Fight
Actions Against Marine Pollutions

Jean-Marc Mercantini

Abstract The purpose of this chapter is to show that cognitive approaches can
offer very powerful engineering environments to tackle issues raised by risk
management. The investigated issue is the planning of actions to fight accidental
marine pollutions. The response proposed is a software tool (GENEPI) to support
stakeholders to plan fight actions during emergency situations or crisis management
with the objective to minimize pollution impacts. From a methodological per-
spective, the chapter shows the importance to develop ontologies (i) for structuring
a domain as perceived by its actors and (ii) for building computer tools aimed to
support problem solving in that domain. Such tools are imbued of the knowledge
shared by the actors of the domain, what make them more effective within critical
situations. The methodological process is based on the Knowledge Engineering
method: “Knowledge Oriented Design” (KOD), which is founded on the fields of
linguistics and cognitive anthropology. The resulting ontology, the architecture of
the software tool and the plan generation mechanism are presented and discussed.

8.1 Introduction

That the issue of risk is addressed from a social, technological or anthropological
point of view, it turns out that its perception, understanding, acceptance and
reactions that may arise are strongly related to socio-cultural background of an
individual or a group of individuals. Moreover, the evolution of the activities of our
modern societies, due to the globalization of markets and the use of new infor-
mation technologies, is responsible for situations more complex involving the
cooperation and collaboration of individuals from different cultures (e.g. social
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background, professional background, academic background) and the use of
“intelligent” machines. If this complexity can be controlled in “normal” situations,
it can become a real source of danger in critical situations where decisions must be
taken and executed under high stress. In this context, the design of new software
tools to support solving safety issues must take into account the experience and
vision of all actors according to the issues raised by the complexity of critical
situations.

One of the main problems that arise in the design of new computer tools to
support the resolution of safety problems is linked to a non-stabilized vocabulary,
reflecting semantic and conceptual differences within the community concerned by
the tool. These differences can be found at a cultural level within the actors involved
in a specific situation as well as within existing methodological tools or, within the
different disciplinary sectors. The notion of ontology and the works currently
developed by the community of cognitive scientists and knowledge engineers can
provide relevant answers to the raised problems.

The term ontology is often associated to the knowledge related to objects of a
delimited universe and their relations. Ontology refers to a conceptual language
used for the description of this delimited universe (domain). A domain ontology is
an example of knowledge level model [1]. The emergence of this notion in
Knowledge Base System (KBS) engineering comes from the fact that the way to
observe the world and its interpretation are directly dependent of the observer
culture, his (her) means to observe it as well as to his (her) intentions. One of the
objectives of ontologies is to facilitate the exchange of knowledge between humans,
between humans and machines as well as humans via machines [2]. In this sense, it
becomes necessary to resolve the difficulties caused by observation, representation
and interpretation of (normal or critic) situations to facilitate problem solving
(intent).

Works developed in the context of this chapter refers to the elaboration of
ontologies in order (i) to provide answers to problems caused by work situations
involving the cooperation and collaboration of individuals from different cultures
(e.g. social background, professional background, academic background) as well as
(ii) to implement intelligent machines in the domain of safety and risk management.
Indeed, if these problems can be controlled during “normal” workload situations,
they can become real sources of danger during critical situations where decisions
must be taken and implemented under tight constraints.

Considering the scenario where ontology must serve as base in the specification
of a computer tool aimed to assist users to solve a safety problem within a given
domain, we argue that the ontology should not be limited to structure that domain,
but it should also structure it taking the problem and the solving method used into
account. In this sense, it is important that the method used for building ontologies
helps the knowledge engineer in conceptualizing the Td triplet: <Domain, Problem,
Method>. Ontologies should ensure the coherence of this triplet in order to serve as
base in designing computer tools. From our point of view, an important role of
ontology is on one hand to express the objects of the universe on which the
reasoning will be made (domain representation) but also, on the other hand, to
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express the objects used in describing the problem and those used by the solving
method. The objective of this approach is to design methodological and software
tools imbued of the knowledge shared by the domain stakeholders, what make them
more effective, especially within critical or crisis situations.

The engineering method that implements this approach is presented in the
chapter. It is based on the elaboration of a domain ontology in order to design a
problem solving software to assist stakeholders to plan fight actions against marine
pollutions in the Mediterranean area. This problem solving software, called
“Generation of Intervention Plans Module” (in French “GENEration de Plans
d’Intervention”: GENEPI), is a specific module from a wider research program
called CLARA 2 (“Calculs Liés Aux Rejets Accidentels”: Calculations Relating to
Accidental Releases in the Mediterranean).

The following research fields are concerned by this chapter: (1) from the mar-
itime field perspective, the chapter presents a software tool to assist crisis man-
agement staff to minimise pollution impact and (2) from a methodological
perspective, the chapter shows the importance of developing ontologies (i) for
structuring a domain (at the conceptual level) as perceived by its actors and (ii) for
using these ontologies in building computer tools dedicated to assist human actors
in solving complex problems in that domain. The Knowledge Oriented Design
method (KOD) [3], originally designed to develop KBSs, has been used to elab-
orate the domain ontology.

After describing the CLARA 2 project and the functioning principles of the
GENEPI module (Sect. 8.2), a general overview of the approaches commonly used
for the construction of ontologies is given (Sect. 8.3) and the general criteria that
characterize a method for ontologies development will be exposed. The presenta-
tion of the KOD method will focus on the main elements that satisfy these general
criteria (Sect. 8.4). It will be presented, then, the ontology building process, which
integrates the three steps of the KOD method (Sect. 8.5). To validate our approach,
results obtained from the study of the process of generating intervention plans will
be presented (Sect. 8.6). Finally, we conclude on the suitability of this method for
building ontologies and the influence of the corpus on the process modelling
(Sect. 8.7).

8.2 The CLARA 2 Project

Although the Mediterranean is only one hundredth of the sea surface it supports
30 % of the volume of international maritime traffic. An estimated 50 % of goods
transported could present a risk to different degrees. A study on shipping accidents
in the Mediterranean sea [4], conducted between 1977 and 2003 identified 376
accidents involving hydrocarbons and 94 accidents involving hazardous and nox-
ious substances (HNS). These accidents have resulted in a total discharge of
305,000 tons of hydrocarbons and 136,000 tones of HNS. These events highlight
the criticality of the risk induced by transport activities in that maritime area.
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In general, the strategy of fight against marine pollution from hydrocarbon fol-
lowing shipping accident is divided into three complementary stages: (i) stopping the
pollution source, (ii) recovery of the maximum volume of hydrocarbon on the sea
and, when the pollutant reached the coast, (iii) cleaning the polluted coastline.

The fight strategies against chemical products depend on their physico-chemical
properties and the hazardous effects caused by the accident (fire, explosion and/or
dispersion of toxic clouds). There are many intervention techniques to combat
pollution and their effectiveness depends on the situations in which they are
implemented. Thus, it appears that the choice of a fight technique in a response plan
is not trivial and requires taking into account a large number of parameters.

In a general way, decisions and actions undertaken by operational center actors
need to mobilize a large number of information from various sources and under
high time pressure. These information need to be integrated in a coherent way prior
to be interpreted and finally to be the base of any decision and action. Among the
main activities carried out by operational center actors it can be cited: situation
analysis, determining fight strategies, choosing the right fight actions, elaborating
fight action plans and anticipating future situations.

Stakeholders usually implied in an operational center for managing maritime
accidents are: the Navy, the National Administrations, the local administrations, the
National Meteorology and expert institutes like the French Research Institute for
Exploitation of the Sea (IFREMER) or the Centre of Documentation, Research and
Experimentation on Accidental Water Pollution (CEDRE). Managing such acci-
dents generates complex and critical work situations. The complexity is charac-
terized by: shared knowledge, shared competences, cultural distances between
actors or stakeholders, no coherent vocabulary and no coherent computer systems.
The criticality is mainly characterized by: time constraints, climate constraints and
environment vulnerability (natural and human).

The project CLARA 2 (Calculations Relating to Accidental Releases in the
Mediterranean) brings responses to these problems. It aims to develop and imple-
ment a computer tool to assist operational center stakeholders to manage situations
resulting from a maritime accident having caused a spill of pollutants, whether of
chemical or petroleum. To carry out this national project (funded by the Research
National Agency), a consortium of 13 partners was formed [5].

CLARA 2 (Fig. 8.1) should facilitate the rapid establishment of relevant exclu-
sion zones to alert, but also to protect people, goods and environment, to mobilize
appropriated fighting means and to anticipate critical situations. It also provides
information on the capabilities of bio-accumulate in the food chain substances
released and a preliminary approach to risk in terms of toxicological effects on
humans is proposed in case of atmospheric dispersion of toxic gases. The software
tool is based on a simulator designed to predict the location of a pollutant, changes in
its concentration in the sea and in the atmosphere following a massive spill. It helps
to know the effects in the case of a fire, provides information on the bioaccumulation
capacity of some marine organisms and provides sensitivity indicators according to
the polluted areas. A Geographical Information System (G.I.S) provides coastal and
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vulnerability maps. In addition, CLARA 2 generates plans on the steps to take and
methods of intervention to implement (the generation module of intervention plans:
GENEPI).

The fighting plans generated by GENEPI take account of the accidental situa-
tions and their changes over time. The set of methods and intervention techniques
that could be mobilized have been classified and suitability criteria with situations
have been established and associated to each of them. Figure 8.2 shows the func-
tioning principle of this module. Access to the GENEPI module is done through an
observation vector of a real situation (Vreal) and/or an observation vector of a
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simulated situation (Vsim) resulting from another CLARA 2 Modules. Based on
this observation vector and the suitability criteria associated with each fight action,
the Selection Process (Selection of Fight Actions) accesses to the Classified Fight
Actions to extract the most relevant ones. The selection is based on the analysis of
suitability criteria associated with each fight action. The result is a set of fight
actions called “candidate actions”. It will serve as the basis for generating fight
Plans. Users can operate this module automatically or in a coordinated and con-
trolled way.

8.3 Evolution of the Methods for Building Ontologies

After having defined the term “ontology”, some representative methods for ontol-
ogy building will be presented. It will then be described five criteria that should
present a method for building ontologies.

8.3.1 Definitions

Ontology is the branch of philosophy known as “the science of being” [6, 7] that
studies the nature of being or kinds of existence, and seeks to unify abstractions into
an overall philosophy of what it means to exist [7]. First defined in Philosophy as a
fundamental branch of Metaphysics, Ontology studies being or existence and their
basic categories and relationships, to determine what entities and what types of
entities exist [8]. In formalizing the nature of things and the distinctions between
them, Ontology is applied to fields such as Theology, Information Science and
Artificial Intelligence [7]. Briefly, it means that the Ontology field studies the world
as an organization of its fundamental categories and their interrelations.

Within a computer system, the world can be modelled as an organization of
entities and their relationships, with the restriction that the whole world cannot be
represented, but only a part of it. For systems in Artificial Intelligence “what exists
is what can be represented”, in this context, an ontology is an explicit specification
of a conceptualization, defined as an abstract simplified view of the world that one
wishes to represent for some purpose [9, 10].

An ontology is also “a program defining a set of representational terms”, where
definitions associate the names of entities in the universe of discourse (e.g. classes,
relations, functions, or other objects) with human-readable text describing what the
names mean, and formal axioms that constrain the interpretation and well-formed
use of these terms. Formally, an ontology is the statement of a logical theory [9].

In computer science, an ontology can thus be defined as a conceptual repre-
sentation language used to explicitly model the world studied (or part of it) by using
concepts, their relations and their meanings. In other words, an ontology can be
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defined as an operational tool for knowledge representation, as also proposed by
Bachimont [11]: “ontologies provide notional and conceptual resources to formu-
late knowledge and make it explicit”.

An ontology can also be defined by its form. Indeed, it can be presented as a set
of terms naming the entities composing the universe of discourse (classes, relations,
functions, etc.) [9]. This aspect was also studied by Uschold and Grüninger [2] who
stated that an ontology may take several forms, but it always includes a vocabulary
of terms and a specification of their meaning, this specification including defini-
tions, relations between concepts, and links imposing a structure on the domain to
constrain possible interpretations of terms. Uschold and Grüninger [2] also pointed
out that the vocabulary and the meaning can be expressed at different degrees of
formality: highly informal (expressed loosely in natural language), semi-informal
(expressed in a restricted and structured form of natural language), semi-formal
(expressed in an artificial formally defined language), rigorously formal (meticu-
lously defined terms with formal semantics, theorems and proofs of such properties
as soundness and completeness).

Ontology can also be defined in terms of the roles it plays. One role is to support
knowledge sharing activities [9]. It means that ontology can provide a common
language to people that need to collaborate, for instance by exchanging and
understanding information. This role was described by Bachimont [11] as a shared
working framework, that different actors can mobilize and in which they can find an
anchoring point. Another role of ontology is to represent the meaning of what is
exchanged between information systems [11]. These two roles were also included
in the definition given by Uschold and Grüninger [2]: an ontology is a unifying
framework for different viewpoints and can serve as the basis for enabling com-
munication (between people, between people and systems, and between systems),
and this unifying conceptual framework is intended to function as a lingua-franca.
For Maedche [12], ontologies are models used to communicate meaning.

8.3.2 Ontology Engineering

Ontology Engineering studies the process of building ontologies, which is presently
an important research field. Ontology Engineering is a multidisciplinary field
borrowing several concepts from other disciplines, for instance Knowledge Engi-
neering, Artificial Intelligence, Knowledge Management, Computational Linguis-
tics, Information Systems, Information Retrieval and Extraction, Information
Integration, Database; Ontology Engineering can be defined as a branch of
Knowledge Engineering that exploits principles of formal Ontology to build
ontologies [13, 14].

At the beginning of the nineties, ontologies were recognized as an important
issue for enabling knowledge sharing [9, 15, 16]. Since then, several methodologies
have been proposed for building ontologies, whatever from scratch, by reuse,
manual, automatic, etc. Methods can be ascendant or bottom-up (by abstracting
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data), descendant or top-down (by specializing concepts) or middle-out (by
specializing and abstracting most important concepts into other concepts). Those
methods have been studied in several overviews for instance Corcho et al. [17],
Fernández-López and Gómez-Pérez [18], Fernández-López [15] and Pinto and
Martins [16]. Among representative methodologies, one can mention TOVE [19],
ENTERPRISE [20, 21], METHONTOLOGY [15, 22] and TERMINAE [23].

TOVE was one of the first methods to be proposed and it showed how one can
formalize ontologies directly from the knowledge of the domain studied. With
ENTERPRISE, it was experimented how it was possible to start with the expert
knowledge in order to create a conceptual model of the ontology by generalization
and specialization, before the formal and implementation models. The purpose of
the METHONTOLOGY method was to express ontologies at the knowledge level
and give tools to help one build them. With METHONTOLOGY, the process of
ontology building was situated in a framework combining the principles of
Knowledge Engineering and Software Engineering. METHONTOLOGY allows
one to build ontologies thanks to an intermediary conceptual model, without the
necessity of an a priori expert knowledge. The ontology construction is achieved
during a life cycle consisting in four steps: specification (identification of the
purpose and users of the aimed ontology), conceptualization (structuring the
domain knowledge at the knowledge-level), formalization (automated translation of
the conceptual model into a formal model) and implementation (writing the formal
model with an implementation language). Guidelines were proposed in the form of
predefined tables in order to facilitate acquisition and conceptualization of
knowledge. A software tool, called ODE [24], was developed to guide the use of
METHONTOLOGY. Finally, with TERMINAE, the ontology building process was
situated in a framework of Knowledge Engineering exploiting linguistics principles.
The TERMINAE methodology is composed of four main steps: corpus constitution,
linguistic study, normalization and formalization. During corpus constitution, the
relevant documents are selected. The linguistic step allows identification of the
terminology from the corpus thanks to the use of natural language processing (NLP)
tools. During the normalization step, the expert of the domain chooses the concepts
in order to structure and validate the knowledge that will be represented in the
ontology. This step is achieved based on the results produced by NLP tools and the
expert knowledge. The normalization step corresponds to the conceptualization step
in METHONTOLOGY. TERMINAE is also a software tool to guide the expert in
the ontology building process.

State of the art on ontologies and on Ontological Engineering shows that many
research projects have been achieved and many others are actually conducted in
order to develop new computer tools and methods to help build ontologies. To the
best of our knowledge, there are no completely automated tools that can, from a
corpus describing a domain, build an ontology of this domain. Present techniques
can be qualified as semi-automated and require the intervention of an expert in
Ontology Engineering for relevant results. Most of the linguistic approaches pro-
posed the integration of several existing tools, which raises the problem of
coherence when results are produced by the enchainment of different tools.
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The most critical steps are knowledge acquisition from documentary sources and
domain structuring with the identification of semantic relations.

Research work in Ontological Engineering also put in evidence the necessity to
elaborate guidelines for ontology building at the knowledge-level from documen-
tary sources, which can be multimodal. The first ontologies were built from scratch
and without any methodology or software engineering standard like the develop-
ment life cycle to guide their development; after some initial experiments on
ontology building, a few design criteria were found [9]. METHONTOLOGY and
TERMINAE provide the ontology builder with a method, a tool and some explicit
guidelines. However, much work stills needs to be done in order to develop more
explicit guidelines.

Research work in Ontology Engineering has put in evidence 5 main steps for
building ontologies [25]:

1. Ontology Specification. The purpose of this step is to provide a clear description
of the problem studied as well as the method to solve it. This step allows one to
describe the objectives, scope and granularity size of the anticipated ontology.

2. Corpus Definition. The purpose is to select among the available information
sources those that will allow the objectives of the study to be attained. This step
has been described for instance in the TERMINAE methodology [23].

3. Linguistic Study of the Corpus. This step consists in a terminological analysis of
the corpus in order to extract the candidate terms and their relations. This step
has been proposed for instance with TERMINAE [23] and the method of
Dahlgren [26]. Linguistics is specially concerned by the ontology concept to the
extent that available data for ontology building are often expressed as linguistic
expressions [23]. The characterization of the sense of these linguistic expres-
sions leads to determine contextual meanings.

4. Conceptualization. Within this step, the candidate terms and their relations
resulting from the linguistic study are analysed. The candidate terms are
transformed into concepts and their lexical relations are transformed in semantic
relations. The result of this step is a conceptual model. This step was proposed
with the following methodologies: ENTERPRISE [2, 21], METHONTOLOGY
[15, 22], TERMINAE [23].

5. Formalization. The purpose of this step is to express the conceptual model with
a formal language. This step was proposed with the following methodologies:
ENTERPRISE [20, 21], METHONTOLOGY [15, 22], TERMINAE [23].

8.3.3 Criteria Needed for a Methodology for Building
Ontologies

The literature about ontologies reported in the preceding paragraphs, highlights a
number of properties characterizing ontologies. These properties must be taken into
account by the methods intended to assist in their construction. The main
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capabilities required by these methods are: (i) linguistic capabilities, (ii) concep-
tualization capabilities, (iii) capabilities to model reasoning and capabilities to
express (iv) the generic features of concepts and (v) the consensual features of
concepts.

The linguistic capability is due to the fact that ontology is defined primarily as a
language. Therefore, a method for developing such a language must necessarily
make available linguistic tools to help ontologists build this language.

The conceptualization capability comes from the fact that this language is
qualified as conceptual, in the sense that no term in this language is related to a
specific object but to a concept clearly defined. Therefore a method for developing
such a language must provide aid tools for the conceptualization.

The ability to capture the reasoning comes from the formal character of ontol-
ogies, allowing them to support reasoning operations that could be mobilised during
solving problem. These reasoning operations can be organized into problem solving
methods. Therefore, an elaboration method of ontologies has to offer tools for the
capture, the modelling and the formalization of these reasoning operations.

The capability to express the generic nature of the concepts comes from the fact
that ontologies are distinct conceptual models [27], among others, by the generic
nature of the concepts which constitute an ontology. Indeed, the scope of an
ontology is not confined to a particular application, but on the contrary, it must
cover a wide scope. Therefore, it is important to dispose a method capable of
yielding the generic nature (and not specific) of the conceptual language to build.

An ontology is by definition consensual, it is important that an elaboration
method of ontologies could encourage, thanks to its approach, the emergence of this
consensual characteristic.

8.4 KOD: A Knowledge Engineering Method

8.4.1 General Presentation of KOD

KOD belongs to the family of KE methods designed to guide the knowledge
engineer in the task of KBS elaboration. This method was designed to introduce an
explicit model between the formulation of the problem in natural language and its
representation in the formal metalanguage chosen. KOD is based on an inductive
approach, which requires to explicitly express the cognitive model (also called the
conceptual model) based on a corpus of documents, comments and experts
speeches.

The main features of this method are based on linguistics and cognitive prin-
ciples. Its linguistics bases make it well suited for the acquisition of knowledge
expressed in natural language. Thus, it proposes a methodological framework to
guide the collection of terms and to organize them based on a terminological
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analysis (linguistic capacity). Through its anthropological bases, the knowledge
engineer has a methodological framework facilitating the semantic analysis of the
terminology used to produce a cognitive model (conceptualization capacity). It
guides the work of the knowledge engineer from the extraction of knowledge up to
the development of the conceptual model.

The implementation of the KOD method is based on the development of three
successive models: the practical models, the cognitive model and the software
model (Table 8.1). Each of these models is developed according to the three par-
adigms: <Representation, Action, Interpretation/Intention>.

The Representation paradigm gives the KOD method the ability to model the
universe such as experts represent it. This universe is made of concrete or abstract
objects in relation. The KOD method provides methodological tools to develop the
structure of this universe of knowledge according to this paradigm. The Action
paradigm gives the KOD method the ability to model the behaviour of active
objects that activate procedures upon receipt of messages. Thus, the action plans
designed by human operator, as well as those of artificial operators, will be mod-
elled in the same format.

The Interpretation/Intention paradigm gives the KOD method the capability to
model the reasoning used by experts to interpret situations and elaborate action
plans related to their intentions (reasoning capacity).

The practical model is the representation of a speech or document expressed in
the terms of the domain, by means of taxemes (static representation of objects),
actemes (dynamic representation of objects) and inferences (base of the cognitive
structure of the task). A taxeme is a minimum grammatical feature; it is the ver-
balisation of an object or a class of objects. An acteme is the verbalisation of an act
or a transformation, a unit of behaviour. An inference is the act or process of
deriving logical conclusions from premises known or assumed to be true. The
cognitive model is constructed by abstracting the practical models. The cognitive
model is composed of taxonomies, actinomies and reasoning patterns. The software
model results from the formalization of a cognitive model expressed in a formal
language independently of any programming language.

Table 8.1 KOD, the three modelling levels

Paradigms
models

Representation Action Interpretation

Practical Object static representation: taxeme Dynamic representation of
active objects: acteme

Inferences

Cognitive Object static organization according
to theirs properties: taxonomy

Dynamic object
organization: actinomy

Reasoning
pattern

Software Classes Methods Rules
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8.4.2 KOD: Elaboration of the Models

The first step in modelling is the development of practical models, which consist,
based on a corpus Mp (Fig. 8.3), in extracting the terms and the relations linking
them through a terminological analysis to provide a terminological language. The
terms of the language are classified into <taxemes, actemes, inferences> consistent
with the three paradigms of the method (Table 8.1). The taxemes make it possible to
represent objects and concepts regarded by experts of the domain. The actemes
make it possible to describe activities carried out by experts of the domain and
causing changes in state-level objects. The inferences are the atomic elements by
which experts are building their reasoning to interpret a situation and to plan their
action. At the end of the first step of the modelling process, each document of the
corpus (D1, D2, …, Dn) is modelled by means of a Practical Model (MP1, MP2, …,
MPn) (Fig. 8.3). Each Practical Model is a representation of a specific case of the
problem.

The second step consists in developing the cognitive model related to the
problem, from the set of practical models. The process consists in: (i) analyzing

The Corpus of Documents Di

Extracting and modeling knowledge

The set of Practical Models

Abstraction

D1 D2 D3 Dn…

MPnMP3MP2MP1 …

The Cognitive
Model

The Software
Model

Practical
Model i

Taxemes
Actemes
Inferences

Cognitive
Model

Taxinomies
Actinomies
Reasoning
PatternsFormalisation

Software
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Objects
Methods
Rules

The Software Tool

Implementation

KOD paradigms: <Representation, Action, Interpretation>

Fig. 8.3 The KOD design process of software systems to assist managers in problem-solving and
decision-making
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synonyms and homonyms terms occurring in the practical models; (ii) transforming
the resulting terms into concepts and determining the right identifier; and
(iii) transforming the lexical relationships into semantic ones. In accordance with
the three paradigms of the method, the cognitive model is organized as follows
<taxonomies, actinomies, reasoning patterns> (Fig. 8.3). The taxonomies result
from the taxeme classification. It is presented as a hierarchical tree structure
showing the connections between each concept and related object. The actinomies
are the result of an orderly organization of actemes defining an action plan. The
reasoning patterns are defining a structure for modelling the expert reasoning when
he plans his actions previously to execute them. Thus, the process implemented
encourages the emergence of generic and consensual characteristics of the con-
ceptual language developed during this second stage. Indeed, solving problems of
synonyms and homonyms promotes consensual characteristics and abstractions of
practical models promote obtaining a conceptual and generic language.

The third stage concerns the development of the software model that requires to
previously express the conceptual language by means of a formal language. The
choice of the formal language depends on the properties of the conceptual model
and it must be adapted to the nature and complexity of concepts to be represented.
The formalization operation consists in integrating the elements of the conceptual
model in the definition of classes and objects to constitute a formal model that will
be used for the software development. The implementation phase that follows
consists in translating the formal model by means of a programming language.

8.4.3 The Life Cycle of Ontologies with KOD

The development of ontologies can be seen as a knowledge-intensive task. In this
sense, the use of KOD seems to be a priori pertinent because one of the aims of a
KE methodology is to help define knowledge of a domain studied. In this section,
we explain how KOD can be integrated in the process of developing ontologies
(Table 8.2).

The projection of the KOD method on the general approach for developing an
ontology shows that KOD guides the corpus constitution and provides the tools to
meet the operational steps 3 (linguistic study) and 4 (conceptualization). In what
follows, each step of the life cycle of developing an ontology is put in corre-
spondence with the process proposed by KOD. More specifically, it will be
developed: (i) the corpus building; (ii) the linguistic study; and (iii) the
conceptualization.

Under previous researches, the KOD method has been already implemented
[28–30] in the domains of road safety, safety of urban industrial sites and study of
conduct errors of industrial plants.
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8.5 Elaboration of the Ontology for GENEPI

8.5.1 Ontology Specification

The KOD method does not offer tools facilitating the specification of ontology.
To carry out this step, many authors recommend the use of the concept of scenario
[2, 25, 31] with the objectives to clarify and justify the validity of building
ontology, the future uses and the future addressees. We do not further develop this
stage but we illustrate it by giving summaries of the scenario that have been drafted
within the framework of the triplet Td: <Domain, Problem, Method>.

The domain is that of maritime accidents with the release of pollutant products
(hydrocarbon or chemical) and causing a marine pollution. The problem is to assist
crisis management teams to elaborate action plan to fight the pollution. The problem
solving method consists in the elaboration of a cooperative software tool, which
implement the generation process of fight actions against marine pollutions. The
method can be divided into three tasks: (i) specifying the human-computer coop-
eration process, (ii) specifying the generation process of the set of candidate fight
actions and (iii) specifying the generation process of a plan.

8.5.2 Corpus Definition and Analysis

Definition and analysis of the corpus are performed on the basis of the specification
of the ontology as well as the consideration of the properties of practical and con-
ceptual models resulting from the application of the KOD method. Thus, the doc-
uments to be collected must be both representative of the triplet <Domain, Problem,
Method> and meet the criteria of suitability required by the three paradigms
<Representation, Action, Interpretation/Intention>. The combination of the triplet
(Td) with the three paradigms constitutes a helpful grid to analyse the ontology
specification with the goal to define the documents that must constitute the corpus.

The corpus is based on documents from CEDRE (Centre of Documentation,
Research and Experimentation on Accidental Water Pollution), from REMPEC

Table 8.2 Integration of the KOD method into the elaboration process of ontologies

Elaboration process of ontology KOD process Elaboration process of
ontology with KOD

1. Specification 1. Specification

2. Corpus definition 2. Corpus definition

3. Linguistic study 1. Practical model 3. Practical model

4. Conceptualisation 2. Cognitive model 4. Cognitive model

5. Formalisation 5. Formalisation

3. Software model 6. Software model
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(REgional Marine Pollution Emergency REsponse Centre for Mediterranean sea),
from CEPPOL (Centre of Practical Expertise in Pollution Response), and from the
maritime prefecture. The subjects of these documents are related to maritime
accidents, to the implementation of fight actions, to provisional organisation as well
as to the census of human and material means. The Table 8.3 presents a general
overview of the corpus in relation with the searched knowledge.

The ORSEC plans provide a global and static representation of the out of context
fight organization. They define the framework within which the GÉNÉPI module
can be activated. They also provided us with the available and mobilizable
resources and their distribution on the Mediterranean coast.

The synthesis documents relating to the descriptions of fight actions provide very
precise information about their out of context implementation. Thus, we could
identify the means necessary for the implementation of these actions, the adequacy
criteria (out of context) and applicability rules.

Table 8.3 Kind of documents that constitute the corpus of the study

Kind of documents Document content Kind of searched knowledge

ORSEC plans (French emergency
plans)

Global and static
representation of the fight
organization (out-of-context)

Representation of the out-of-
context knowledge universe
(Taxonomies)

Out-of-context resources
(Taxonomies)

Planned fight strategies (reasoning
framework)

The return on operating experience
documents about accidents
(CEDRE):

Global description of the in
context fight organization
(resources, actions,
strategies)

Representation of the in-context
knowledge universe (taxonomies)

The Prestige accident Accident scenarii (Taxonomies,
Actinomies, reasoning
frameworks)

The Erika accident Generic accident scenarii
(Taxonomies, Actinomies,
reasoning frameworks)

The ECE sinking Resources (Taxonomies)

The wreck of DOLLY In-context suitability criteria
(Taxemes)

… Fight strategies (reasoning
frameworks)

Method and technic descriptions:
the REMPEC guides, the fight data
sheets from CEDRE and the
chemical intervention guidelines
from CEDRE

Specific and detailed analysis
of the out of context fight
actions

Implementing protocol of fight
actions (Actinomies)

Specific resources (Taxinomies)

Intrinsic suitability criteria
(Taxemes)

Applicability rules (Inferences)

Quality procedures (from CEDRE)
for crisis or accidental event
management

Organization of crisis
management, task
description and distribution
between stakeholders

Cooperation process between
stakeholders. Knowledge about
tasks and their planning
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The return on experience documents about accidents, provide important infor-
mation about the organization and implementation of in context fight actions. The
set of general adequacy criteria, identified in the synthesis documents, has been
extended with more specific criteria in relation to clearly defined situations.

In general, a lack of information about fight strategies as well as about justifi-
cation of decisions is noticeable. This lack of information is a barrier to a full
automation of the process of plan generation. This is not necessarily negative since
GÉNÉPI is actually presented as a support tool for plan generation and not as a tool
replacing the experts. During the generation of plans, GÉNÉPI requires a collab-
orative participation of the experts.

8.5.3 Linguistic Study of the Corpus

The application of the KOD method for conducting the linguistic study led to the
development of Practical Models in accordance with the two following steps: (i) a
terminological analysis of the corpus documents followed by (ii) a modelling
operation by means of Taxemes, Actemes and Inferences.

The terminological analysis aims to identify in the corpus, terms and relation-
ships used to describe the elements of the domain as well as their behaviour,
considering the double point of view of the problem addressed and the method of
resolution. The analysis consists in paraphrasing the sentences of the corpus doc-
uments to obtain simple sentences allowing to qualify the employed terms. The
terms in question are representative of the three paradigms of the method. The result
of this analysis is a terminological language where terms can be objects, values,
relationships between objects and values, actions and inferences.

8.5.3.1 Taxeme Modelling

The modelling in the form of Taxemes consist in organizing terms representing
objects and concepts of the triplet Td by means of binary predicates such as
<Object, attribute, value>. The attribute defines a relationship between the object
and a value. Five kinds of predicative relationships are defined: Classifying,
Identifying, Descriptive, Structural and Situational.

The “classifying” relationship allows to represent that an object belongs to a
class or a family of objects. The relationship is represented by the terms “Kind-of”
or “is-a”. The “Identifying” relationship characterizes an intrinsic property of an
object. The attribute takes the value “is” (example: <cat, is, black>). The problem
with this relationship is the ambiguity of the term “is” (exemple: <John, is, tall>). A
better way is to define explicitly the intrinsic property. The “Descriptive” rela-
tionship characterizes explicitly intrinsic properties of objects. The attribute takes
the value of the clarified property (Examples: <cat, Color, Black> and <John,
Height, Tall>). The “Structural” relationship allows to model the constitution of
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objects. The attribute takes the value “compose” or “is-composed-of”. The “situ-
ational” relationship allows to locate objects in a spatial or temporal reference. The
attribute takes the value of the preposition (on, in, top, bottom, before, after, etc.).

Example Original text: “… On November 13, 2002, the Prestige oil tanker flying
the Bahamian flag, sends an emergency message from the Finisterre Cape …”

Paraphrases

1. The Prestige is an oil tanker
2. The Prestige flies the flag of the Bahamas
3. On November 13, the Prestige is located at the Finisterre Cape
4. On November 13, the Prestige sends an emergency message

Taxeme modelling from example:

Taxemes Relations

<Prestige, IS A, oil tanker> Classifying

<Prestige, FLAG, Bahamas> Descriptive

<Prestige, LOCATION, Finisterre Cape> Situational

<Prestige, DATE, November 13th> Situational

The last paraphrase is related to an action, so it will be modelled by means of an
acteme. The extent of this analysis at the Corpus, have allowed obtaining the set of
taxemes needed for the representation of the universe described by the corpus of
documents. An object of the real world is modelled by the sum of related taxemes.

8.5.3.2 Acteme Modelling

Obtaining actemes consists in identifying verbs of the corpus documents that
represent the activities carried out by human or artificial operators. The modelling
in the form of actemes consists in organizing terms within a 7-uplet structure that
represents activities associated with elements of the triplet Td:

<Action manager, Action, Addressee, Properties, Stat1_Addr, Stat2_Addr,
Instruments>

The action is performed by the Action manager by means of Instruments and it is
applied onto the Addressee which undergoes a change of status (Sta-
t1_Addr → Stat2_Addr). Each element of the 7-uplet structure is a taxeme and the
action modifies at least one of the addressee attributes. The following example
illustrates how to extract actemes from the corpus:

… The Prestige sends an emergency message…

The activity is “SENDING an emergency message”. Once identified, the activity
is translated into a 7-tuple (the acteme):
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<Prestige Commandant, SENDING an emergency message, CROSSMED, (date,
location, duration), CROSS MED (do not know), CROSS MED (know), Radio>

Where CROSS MED means “Centre Régional Opérationnel de Secours et de
Sauvetage en Méditerranée”, which is the French organism that receives any
emergency messages from ships in difficulties. Figure 8.4 illustrates the different
forms to represent actemes. For fight actions, it has been necessary to extend the
formalism to take in account suitability criteria:

<Action Manager, Action, Addressee, Properties, Suitability Criteria, State1,
State2, Instruments>

8.5.3.3 Inference Modelling

The modelling in the form of inferences consists in representing the elements of the
corpus that characterize the cognitive activities of humans or machines.

Inferences are the basic elements of the Interpretation/Intention paradigm. An
inference is the mental process, which consists in drawing a conclusion from a
series of propositions accepted as true (premises).

In this study, the Interpretation addresses pollution situations and the Intention
concerns fight action planning. Premise propositions are resulting from the inter-
pretation of the situation elements. They are obtained from observation and

Action: FLUSHING

Components Values

Action Manager: Operator {Human Means}

Addressee: Substratum {Sand, Stone, Concrete, Rock, etc.}

Addressee State1 {Polluted, Cleaned}

Addressee State2 {Polluted, Cleaned}

Instruments {Pump + Water_Hose + Recovery_Means}

Properties Efficiency

Suitability Criteria Viscosity Pollutant, Pollution level, Kind Of Substratum

SENDING 
An Emergency Message 
(Date, Location, Duration) 

Prestige    Commandant 

CROSS MED 

(do not know) 

CROSS MED 

(know) 

Radio 

Fig. 8.4 Two examples of actemes. One is represented by means of the datagram form
(SENDING An Emergency Message) and the other (FLUSHING) by means of the table form
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therefore, they are held to be true. The conclusion is related to choose (or not) an
action.

Let us consider the following example concerning the use of dispersant products:

… In general, dispersants should not be used in areas where water circulation is not good,
close to spawning, coral reefs, shell deposits, wetlands and industrial water intakes…

From this extract, the following inferences have been produced:

• IF “spawning areas close” THEN “do not use dispersants”
• IF “coral reefs close” THEN “do not use dispersants”
• IF “shell deposits close” THEN “do not use dispersants”
• IF “industrial water intakes close” THEN “do not use dispersants”

Where “spawning areas close”, “coral reefs close”, “shell deposits close” and
“industrial water intakes close” are the premise propositions. The observation (and
interpretation) will give them the value True or False. To use dispersants, all the
values have to be True. The suitability criteria associated to each fight action are the
result of inference analyses.

8.5.4 Conceptualization

This step consists in developing the cognitive model from the practical models. At
the end of this step, three sets of concepts are obtained: those associated with the
objects and their properties, those associated with actions and those associated with
the patterns of reasoning. The abstraction from practical models into a cognitive
model is based on the operation of classification. This produces taxonomies, acti-
nomies and patterns of reasoning.

8.5.4.1 Taxonomy Building

Taxonomy building is based on the analysis of taxemes. The first step consists in
solving problems induced by homonym and synonym terms, with the objective to
build a common terminology. The second step consists in analyzing the nature of
attributes (or relationships) that characterize each object. From the nature of these
attributes will depend the building of taxonomies (relationships “kind-of” or “is-a”)
or others kinds of tree structures (relationships “is-composed-of”, “is-on”, etc.).

As an example, from the analysis of the set of taxemes it was found that the term
“Skimmer” is meaningful and thus it deserves the status of concept. It is significant
of a set of recovery devices (modelled by means of taxemes). The definition of a
concept is achieved by combining the whole knowledge about it. As a result of the
analysis of the knowledge related to “Skimmer”, the taxonomy in Fig. 8.5 has been
built and the “Skimmer” concept is defined through its attributes as shown in
Table 8.4.
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8.5.4.2 Acteme Abstraction

One result from acteme analysis is that actemes are organized into five main action
categories:

• Actions related to pollutant behaviour,
• Actions related to the behaviour of the stricken ship,
• Actions related to reasoning patterns,
• Actions related to CLARA 2 services.
• Actions related to operations against pollution,

Amongst actions related to pollutant behaviour we can cite: “Evaporation” and
“Dissolution”. Amongst actions related to stricken ship behaviour, we can cite:

Skimmer 

Mechanical Skimmer Oleophilic Skimmer 

Conveyor belt 
Skimmer 

Direct Suction 
Skimmer 

Vortex 
Skimmer 

Weir 
Skimmer 

Oleophilic
Brush 

Oleophilic
Rope Mop 

Oleophilic
Disc 

Oleophilic
Drum 

Fig. 8.5 The Skimmer taxonomy (“kind-of” relation)

Table 8.4 The attributes of the “Skimmer” concept

Skimmer

Attributes Values

Kind of Hydrocarbon recovery devices

Owner {Customs, National Marine, …, Civil Security}

Storage town {Toulon, Port de Bouc, Marseille}

Storage location {Name of the location in the town}

Quantity Integer

Weight Real

Flow Real

Selectivity {Poor, Good enough, Good, Very good}

Recovery rate Real

Debris (usage limit) {Very sensitive, Sensitive, Not sensitive}

State of the sea (usage limit) {0, 1, 2, 3, 4}

Pollutant viscosity (usage limit) {Fluid, Not viscous, …, Highly viscous}
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“Listing to starboard” and “Sending an emergency message”. The actions related to
reasoning patterns such as “Choosing the shoreline clean-up methods” are used to
select or to plan fight actions. To be performed, they use the suitability criteria
associated to each acteme. The actions that belong to the CLARA 2 services
category are implemented to improve the GENEPI functionalities.

The actions of the last category are fight actions (Fig. 8.6). They are divided into
two main classes: (i) the shoreline clean-up methods and (ii) the clean-up methods
on the sea. Some actemes of the fight action category can be organized in a
structural and temporal way to form actinomies. The interest of this kind of
structure is that actions are already planned.

8.5.4.3 Actinomy Building

Actinomies are obtained by acteme association in order to provide a behaviour
description of the domain objects or to model processes associated with the
Problem Solving Method. The structure of the actinomy is defined by links between
actèmes. The kinds of links are (Addressee, Action Manager), (Adressee, Adress-
ee), (Action Manager, Adressee) or (Action Manager, Action Manager). The
Fig. 8.7 gives a generic representation of an actinomy structure.

The following example illustrates the process that has to be followed by the staff
of reconnaissance aircrafts for the pollution surveillance. The “Surveillance of the
Oil Slick” is a composite activity that is composed of five basic actions (actemes):

1. PREPARING a flight plan
2. LOCATING the pollution

Fight Actions 

Clean-up Actions on the Sea Shoreline Clean-up Actions 

Slick 
Containment 

Protection of Sensible 
Resources 

Removal of the 
Pollution Sources 

Do 
Nothing 

Retrieval of the 
Grounded Hydrocarbon 

Transportation of 
the Hydrocarbon 

Remediation 
of the Site 

Do Nothing 

Hydrocarbon Retrieval 
from the Sea 

Mechanical Retrieval Dispersant Using 

Fig. 8.6 Extract of the fight action taxonomy (“kind-of” relations)
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3. OBSERVATION of the pollution
4. DESCRIPTION of the pollution
5. REPORTING about the pollution

The Knowledge engineer has to decide to stop modelling at the task level
(Surveillance of the Oil Slick) or to improve the precision by the use of an acti-
nomy. The granularity level depends of the required precision for the models. The
decomposition level fixes the precision and the relevance of the responses that will
be provided by the software tool. The Fig. 8.8 gives a simplified representation of
the actinomy (Surveillance of the Oil Slick). The Pollution concept is defined by
attributes such as: Location, Form, Surface, Color, etc., and the actemes
LOCATING, OBSERVATION and DESCRIPTION modify theirs values.

Action1

Action Manager1

Addressee1
State1

Addressee1
State2

Action Manager2

Action 2
Addressee2
State1

Addressee2

State2

Link :

Addressee1
:=ActionManager

Fig. 8.7 Generic representation of an Actinomy

Operational
Center
Managers

PREPARING

LOCATING

OBSERVATION

DESCRIPTION

REPORTING

Pollution

Pollution

Pollution

Pollution

Staff

Operational
Center

Managers

Staff

Staff

Staff

Fig. 8.8 Simplified representation of the “Oil Slick Surveillance” actinomy
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8.5.4.4 Building of Reasoning Patterns

In our case study, we have not established reasoning patterns made up of logical
links between inferences to produce a complex reasoning. The reasoning Template
implemented is that of the inference rule:

Premise Proposition 1.
Premise Proposition 2.
…
Premise Proposition n
Conclusion
As it has already been discussed in the section on inferences (Sect. 5.3.3),

premises propositions are related to observed situations and the suitability criteria
are extracted from these premise propositions. Thus, inference rules for selecting or
not an intervention action are of the form:

c1^ c2^. . .^cn ! True/False

Where c1, c2, … cn, are the suitability criteria associated to each fight action and
the symbol (^) is the logical AND operation. The conclusion of the rule is whether
the action can be selected or not. A suitability criterion is satisfied if its observed
value in the real situation is compatible with the constraints imposed by the
implementation of the action. All criteria must be met to select the action charac-
terized by the inference rule.

8.5.5 Formalization and Software Model

Ontology formalization (the cognitive or conceptual model) consists in selecting or
building the formal language capable of integrating all the properties of the
ontology. But, it must also be relevant to the use that have to be made of the
ontology (the operational dimension).

For the formal representation of the GENEPI ontology, the frame-based repre-
sentation language of the Protégé platform has been chosen. The two reasons for
this choice are:

1. The representation is very close to the conceptual model we have reached by the
application of the KOD method. So the formal model can be read as easily as the
conceptual model.

2. The Protégé platform is a work environment widely used, efficient, open source
and providing an Application Programming Interface (API) required to develop
the GENEPI functions.

As an example, the Fig. 8.9 presents the case of the concept “Skimmer”
(“Récupérateur” in French), expressed in the frame-based representation language
as proposed by Protégé. In the Fig. 8.9a (the top picture), the taxonomy can be
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Fig. 8.9 Formalization of the ontology using a frame-based representation language in the work
environment offered by Protégé. The “Skimmer” taxonomy (at the top picture) and the definition
of the Skimmer concept (at the bottom picture)
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easily read where the hierarchy levels of the tree structure (Fig. 8.5) are represented
here by indentations. In the Fig. 8.9b (the bottom picture), the concept “Skimmer”
(Table 8.4) is presented where attributes are supplemented by the suitability criteria
expressed in the form: CRITERE_xxx.

To illustrate the representation of fight actions, the Fig. 8.10 presents the case of
the benzene confinement. The acteme components are modelled as well as the
suitability criteria.

8.6 Architecture of the GENEPI Module

The architecture of the GENEPI module (Fig. 8.11) has been designed around the
ontology enriched with the instances of the concrete classes. The association of the
ontology with instances constitutes the knowledge base of GENEPI.

Fig. 8.10 Description of the “Benzene Confinement” fight action (“Confinement_Nappe_Ben-
zene_Mer” in French)
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8.6.1 The Situation Management

The analysis of accident documents from the corpus shows that each accident has
its own characteristics, and that for a given accident the circumstances and context
may change from one moment to another. To take this into consideration, we
defined the notion of Situation. A Situation is characterized by a set of attributes (S)
that characterizes the accident and its context. The set S is a superset of the set of
suitability criteria (Ca) associated to fight actions. Thus, attributes common to Ca
and S have the same types. Instances of the Situation are obtained from data
delivered by means of the “Access Interface at external data” (data coming from
others CLARA2 modules), and from data supplied by the user (by means of the
GENEPI Human Computer Interface).

The notion of Situation is modelled as a composite concept composed of the
seven basic concepts: Stricken Ship, Accident, Pollutant, Pollution, Conditions,
Polluted Site, and Environment. The set (S) is the union of the attributes of the
seven basic concepts. The following Table 8.5 gives a description of these basic
concepts with an extract of their attributes.

8.6.2 The Action Search Engine

The Action Search Engine receives as input the Situation and the Domain in which
searching the fight actions in the ontology. The domain is identified by the name of
the class that characterizes it in the taxonomy of the fight actions (Shoreline

Table 8.5 Description of the seven basic concepts that compose the situation concept

Concepts Definition Example of attributes

Stricken
ship

Ship affected by accident Name, kind of ship, cargo,
damage, etc.

Accident Event leading to damages to the
environment

Kind of accident, severity,
location, date, etc.

Pollutant Hydrocarbons or chemical products that
have undesired effect onto the
environment

Color, density, viscosity,
biodegradability, etc.

Pollution Substances resulting from Pollutant
actions onto the environment

Location, quantity,
concentration, viscosity, form,
etc.

Conditions Climatic and oceanographic conditions Sea temperature, Sea state,
wind speed, etc.

Polluted site Coastal place covered by pollution Pollution level, topography,
coastal substrate, accessibility,
etc.

Environment Is covering ecosystems and economical
activities

Kind of Ecosystem,
vulnerability, activity
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Clean-up Actions, Clean up Actions on the sea, etc.) (Fig. 8.6). The domain is
provided by the user. As a result, the Action Search Engine provides four sets of
fight actions:

• The set A, which contains the actions where all criteria are verified,
• The set B, which contains the actions where at least one of the criteria can not be

assessed by lack of information in the situation,
• The set C, which contains the actions of which at least one criterion was not

satisfied,
• The set D, which contains the actions of the set B enriched by criteria not

assessed.

Rules for selecting fight actions are based on suitability criteria and values taken
by the corresponding attributes of the situation. Rules are of the form:

c1^ c2^. . .^cn ! True/False

With c1, c2, … cn, the criteria associated to a fight action. The conclusion of the
rule is about the possibility whether or not to select the action. A criterion is
satisfied if the value taken by the corresponding attribute of the situation is com-
patible with the criterion constraints.

Upon the receipt of the Situation, the action-selecting algorithm analyses the
actemes involved in the Search Domain. From each acteme, it extracts the criteria
and it applies the selection rules previously presented. According to the results
obtained, the acteme is placed in the corresponding set (A, B, C or D). After having
run the algorithm, if the user is not satisfied with the result, he can enrich the initial
situation to assess the criteria that could not be assessed previously. This new run
will reduce the size of the set B, by transferring actions in the set A or in the set C.
The algorithm is independent of changes in the ontology.

8.6.3 The Plan Generator

Fight action plans are the result of a collaborative work between GENEPI and the
user. From the set A (set of actions where all criteria are satisfied), the user selects
actions to constitute the Plan. Once the actions are selected, the Plan Generator
produces a document where every action is completely defined. The user then has at
his disposal, for each action, the following information:

• A detailed description of the fight action,
• A detailed description of human and material means required for its

implementation,
• A detailed description of precautions and safety measures to be followed for its

implementation,
• A reminder of the suitability criteria.
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Material means are also subject to a precise description that facilitates their
Mobilization.

8.6.4 The Ontology Management Module

This module provides users with the functions needed for maintenance (updating,
adding and deleting classes, attributes and instances) and consultation (searching
knowledge) of the ontology.

8.7 Conclusion

The purpose of this chapter is to demonstrate that cognitive approaches offer very
powerful engineering environments to tackle the issues raised by risk management.
The domain of the responses concerns the design of intelligent machines to support
expert reasoning, and more precisely to design support systems for problem-solving
and decision-making.

Access Interface at
external data

Situation
Management

Action Search
Engine

Plan
Generator

Ontology
Management

H.C.I Protégé
API

Knowledge
Base

User

Fig. 8.11 Architecture of the GENEPI module
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The investigated issue is the planning of actions to fight accidental marine
pollutions. The production of fight action plans is a complex process implemented
in operational centers under strong time constraints, climate constraints and envi-
ronmental constraints. These operational centers are constituted of stakeholders
having diverse cultural and professional backgrounds and, which may have dif-
ferent goals in how to respond to accidental situations.

The response proposed is a software tool (GENEPI within the CLARA 2 project)
to support stakeholders to plan fight actions during emergency or critical situations.
The plans generated by GENEPI take into account accidental situations and their
evolution over time.

The methodological process to design GENEPI is based on ontology elabora-
tion. The purpose of that ontology is to represent a common way of working within
operational centers that is recognized and accepted by all stakeholders. The
resulting ontology structures and models the domain (maritime accidents causing
marine pollutions) according to the problem to solve (assisting stakeholders to
produce fight action plans) and to the problem solving method (a cooperative
software tool).

The ontology is obtained through a cognitive approach, which consists in
applying the Knowledge Oriented Design method (KOD). KOD has proven to be
adequate (i) to acquire knowledge from a corpus of documents; (ii) to conceptualize
this knowledge; and (iii) to develop ontologies at the knowledge level. With KOD,
we can actually build a corpus, identify the terminology used in a domain and
develop the conceptual model (ontology). KOD covers the cycle that is generally
accepted for the construction of ontologies, especially phases of the linguistic study
and of the conceptualization.

KOD is a relevant method for building ontologies. Based on research carried out
in cognitive anthropology and linguistics, it suggests a methodological framework
for the collection and organization of knowledge, depending not only on the
domain but also on the problem to solve and how to solve it. In addition, if some
knowledge is missing, KOD can guide the work of the knowledge engineer to
identify it, if necessary. The main capabilities required by methods for building
ontologies are: (i) language capabilities; (ii) conceptualization capabilities; (iii)
capabilities to model reasoning; (iv) capabilities to express the generic features of
concepts; and (v) the consensual features of concepts.
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Chapter 9
The Operators’ System of Instruments:
A Risk Management Tool

Grégory Munoz, Christine Vidal-Gomel and Gaëtan Bourmaud

Abstract Previous analyses of the working activity of professionals in charge of
safety in industrial companies, also called preventionists, have shown that the
purpose of this activity consists of establishing a process of “pragmatization of
regulations.” This is an adaptation of the regulations, relative to processes from the
texts of law of general order towards their implementation in a context [1]. We have
analyzed these processes according to the instrumental approach of Rabardel [2]. In
this perspective, we focus on the safety workers’ systems of instruments [3–8].
These resources, developed according to the workers’ experience, render their
activity more reliable. They are also of heterogeneous character: simultaneously
material, symbolic or of cognitive order. The systems of instruments present certain
properties, in particular being structured according to the experience and skills of
the workers, but also characterized by the complementarities and redundancies of
their functions, following the example of a security system; this takes into account
the elements of the context, the constraints and the resources of the activity [3]. In
the following case study, we present the system of instruments of a preventionist, in
which the regulations function as a “pivot instrument” of this system. It is from the
regulations that the worker establishes the diagnosis of the safety level of his or her
company and develops his or her preventive and formative actions [9]. To con-
clude, we develop a discussion about the design of the preventionists’ training.
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9.1 Introduction: Instruments and Risk Management

The art of managing risks would tend to become a political art, while it formerly came from
an essentially technician realm. (Viet and Ruffat 1999, p. 3) [10].1

Accident prevention in at-risk systems was first oriented by retroactive meth-
odologies, based on accident and incident analyses. During the 1990s, technological
evolutions and the transformations of work organizations lead to the development
of proactive approaches [11]. The concept of resilience should be understood in this
perspective. It was composed with the aim to better anticipate undesirable events
[12]. In this framework, the centre of the analysis evolves, from deviations and
abnormal situations, to the normal functioning of socio-technical systems and their
capacity to face unexpected events. Then, resilience is the “intrinsic capacity of an
organization or a complex socio-technical system to maintain or recover a stable
state, which allows it to fulfill operations (e.g. production, etc.) after a major event
and/or permanent stress” [13]. This approach is coherent with the French ergo-
nomics orientation,2 which, according to Faverge [15], stresses that operators are
actors of system reliability, particularly in regulation activities.

In this perspective, the analysis of the effective practices of operators in charge
of safety (preventionists) is inescapable. They are key actors of risk management in
a company. In a previous study [1], we observed that their work consists of:

1. Constituting a reference of what is deemed to be “a secure company,”
2. Diagnosing the state of safety of their company by comparing it with regulation

requirements,
3. Planning and carrying out preventive or corrective actions.

To achieve their assignments, regulations constitute the operators’ main instru-
ment [16]. Such an assertion seems commonplace. However, it is a question of
considering whether it gives rise to a process of appropriation [7], which underlines
some questions about the relationship between the operators and the safety rules.

Rules are operational principles, established to reach a safety objective for
material equipment, operators and/or the environment [17]. They constitute a legal
reference, which allows one to establish, to some degree of precision, who or what
is responsible for an accident [18]. The operators’ relations to these safety rules are
primarily analyzed in terms of compliance or violation. Violations are defined as
deliberate but are carried out without the intention of causing damage or harm [19].
In some cases, the operators do not have sufficient knowledge of the rules or the
consequences of non-compliance; they take a risk [20]. Following the same rea-
soning, one would consider that the safety rules are the one best way to manage
risks. Safety rules are developed by experts on the basis of task and risk analyses.
The objective of these experts is to supervise, control human behavior and avoid
errors.

1 The translation is from the authors of the chapter.
2 See [14] for details.
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Based on research realized in complex and high-risk companies, another point of
view recognizes that safety rules cannot be complete with regard to the diversity,
variability and complexity of real situations [21]. The experience and expertise of
the operators is necessary to adapt safety rules to the specificity of situations, as
well as to unforeseen circumstances. In this perspective, the rules must not be
simply applied, and violations are not only understood as taking risks [21]. This
point of view takes into account the operators’ contribution to the resilience of
sociotechnical systems. In the same angle, we consider that safety rules, their
appropriation by the operators and their use relies on the development of occupa-
tional competencies when the safety functions of the rules are reached.

For instance, Mayen and Savoyant [22], who investigated the understanding and
uses of safety rules, identified a process of rule “reinvention,” meaning the
development and attribution of a new meaning to the rules, which transforms them
into necessities. The rules then become recognized and reinvented in their logical
necessity, with regard to a global coherence of the operators’ activity and the safety
system. Understanding the safety functions of a rule is central in the development of
skills. We propose to consider that this process is linked to the elaboration of new
instruments: resources of the operators’ activity in a situation.

To be more precise, an instrument “is not only a component of the world exterior
to the subject, available to be associated with the action”, but it is also a “con-
struction, a production of the subject” ([2], p. 118). An instrument is an “artifact in a
situation, incorporated into a specific use” (Ibid, p. 116); therefore, “the instrument
is not one per se but the result of an association of the artifact with the action of the
subject” (Ibid, p. 79). An artifact, from an anthropological standpoint, is considered
to be any manmade object; it can be material or symbolic but appears exterior to the
subject and can be used by the subject. An instrument is a mixed entity, containing
an artifactual component and a structural component: the subject’s schemes3 of use.

In analyzing the different uses of an artifact, catachresis must be taken into
account.4 Catachresis is a characteristic of instrumental genesis, i.e. “the expression
of a specific activity of the subject: the production of instruments and, more
generally, his or her means of action” ([2], p. 12). Traditionally in the French
ergonomics orientation, they are understood as unplanned uses of an artifact [24].
With the instrumental genesis framework, we understand this as a process of skill
development. These ideas are not new and encounter the lineage of activity theories
[25] to show that the instruments are not given to the users but are the product of
their personal construction [26–28].

Instruments are not isolated from each other or independent, they form a system:
an organization in a coherent set [2]. It is a question of considering systems of
instruments and investigating the relations developed between different instruments,
which compose an identical system [3–6].

3 Schemes are invariant organizations of action for a class of situations [23].
4 Catachresis: “the use of a tool on the place of another one or a use for which it is not designed”
([2], p. 11).
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Numerous studies are based more or less on the instrumental approach of
Rabardel [2], which allows one to understand how subjects transform artifacts
into instruments (instrumental genesis). However, little research has attempted
to consider the operators’ systems of instruments implemented in work situations
[3–8, 29–31].

The main objective of this chapter is to identify some characteristics of such a
system in the preventionists’ work activity in industrial companies. Characterizing
these systems formulated by operators, their safety functions and their limits could
be key in designing training programs. We present here a study carried out via
several interviews with preventionists. The interviews have been transcribed and
analyzed to identify any traces of the system of instruments.

Having clarified the analysis of safety rules in terms of instruments implemented
in professional situations, we now present the methodological framework of our
case study, and we examine a preventionist’s system of instruments. Preventionist
activity requires a process of “pragmatization” of safety rules. The regulations
constitute a “pivot instrument” within their system, allowing the subjects to perform
their main assignments. We will present a functional analysis of the different
instruments in the system. To conclude, we shall discuss the consequences of our
initial results, pertaining to the design of training programs for preventionists, and
also for risk management in a more general perspective.

9.2 Systems of Instruments and Safety Rules

9.2.1 Characteristics of the Systems of Instruments

Bourmaud has highlighted the main characteristics of systems of instruments in
examining previous research, using the following concept [2, 7, 8, 30–32]: the
different components are heterogeneous, the functions are complementary and
redundant, a specific instrument is the “pivot” of the system, and these systems are
robust and adaptable [3–6].

9.2.1.1 The Heterogeneousness of Instruments of the System

Formal and institutional instruments, for example safety rules, coexist with unofficial
ones, for example the non-formal use of a safety rule. The resources participating in
the systematic organization of instruments are heterogeneous in nature.

9.2.1.2 The Pivot Instrument of the System

Among all instruments composing the system, one is quite exceptional: the pivot
instrument. Different indicators can be used to identify it.
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9.2.1.3 The Complementarity and Redundancy of Functions
of the System

Systems of instruments present the double characteristic of complementarity and
redundancy of functions. For example, two different instruments may have different
and complementary functions for managing risks, and the two instruments may
reach the same safety functions. In this case, only one of them is systematically
chosen, according to the situation’s characteristics and to availability and
accessibility.

9.2.1.4 The Robustness and the Adaptability of the Systems
of Instruments

Finally, the double characteristic of complementarity and redundancy of the
instrument’s functions contributes simultaneously to the robustness of the system,
its flexibility and its adaptability to face the variability and diversity of situations.

9.2.2 System of Instruments and Safety Rules

In the maintenance of electrical systems, Vidal-Gomel [7, 8] brings to light a system
of instruments developed by the electricians. A safety rule that is analyzed as an
artifact gives rise to several instruments. The rule in question here concerns how to
ensure that the operation has been effectively shut down, by verifying that the
power in close proximity to the workstation has been cut. This operation is a major
means of working safely. Particularly in a situation with a latent connection error
[19]. In these situations when operators turn off the electric current, it continues to
flow; the operators are not always able to detect it. These are critical situations for
novices but also for experienced operators [33]. Different uses of the same safety
rule may be implemented to identify this type of situation: (1) checking the con-
nection node upstream of the element, which is used for cutting the power (formal
use of the safety rule), (2) verifying both connection nodes of this element
(upstream and downstream). This allows the detection of different connection errors
that could exist on the concerned circuit. It therefore constitutes a more precise
instrument than the formal application of the safety rule.

These two instruments ensure that the safety goal (switching off the system) is
reached. Other means include localized power control, which is useful for checking
the absence of a connection error at a confined section of the electric circuit:

• Checking the downstream connection node of the circuit breaker. This control
composes the third instrument, which is developed according to the same arti-
fact, that is to say the safety rule.
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• Using the circuit breaker’s test button. This operation automatically lowers the
lever of the circuit breaker and switches it off. With this operation, the operator
verifies that the circuit breaker5 functions properly and that there is no con-
nection error at this point.

• Checking that the neon lighting has been switched off with the corresponding
circuit breaker.

These three instruments partly meet the safety functions of the rule. They are
complementary. Their joint use is a factor in the reliability that the system has been
powered off, a crucial task for risk management in electrical maintenance.

Our approach to safety rules aims to go beyond an analysis in terms of com-
pliance or violation of the rules. It also takes into account the development of
different operators’ resources according to their experience. More precisely, the
operators’ systems of instruments differ according to their experience in a specific
domain of electrical maintenance: in the trade and in the company [8]. These
systems are composed of heterogeneous resources: simultaneously material (the
lever of the circuit breaker), symbolic (the safety rule) or semiotic (the neon
lighting).

9.2.3 System of Instruments and Resilience

The results obtained in another work domain with the Method of Failure and
Substitution of Resources6 (MFSR) allow to specify the characteristics of the
systems of instruments [3].

Here, we will develop the idea that the MFSR is useful in the analysis of
reliability and adaptability in work systems. It stresses that the double characteristic
of function complementarity and redundancy contributes simultaneously to the
robustness of the system and to its flexibility and adaptability when facing situa-
tions of variability and diversity.

Indeed, the existence of other artifacts in a system shows that a failing instru-
ment can be easily replaced by another which fulfills equivalent functions, since it is
another usual artifact of the operator. Furthermore, in some cases, several different
artifacts (substitution resources) ensure function redundancy, and they can be used
according to situational characteristics. For example, checking that neon lights have
been switched off is not always pertinent. In this case, operators can use the test
button, the control on the downstream node of the circuit breaker, and check that
both connection nodes of the element are cut.

In this way, one or several alternative solutions are available in the case of failure
of a resource, or according to the functions of a resource. Mostly, substitution

5 The test button generates an electric fault that must be automatically detected by the circuit
breaker and then the cut-off must be achieved.
6 Here “resource” is synonymous to instrument.
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resources are usual artifacts and are intrinsically part of the systems of instruments,
and they allow an operator to respond to possible failures. The substitution and the
substitution conditions—two dimensions of substitution resources—sharply stress:

• The substitution resource is usually judged as less “effective, practical, safe,
precise, etc.” but it is an available possibility.

• In the majority of substitution cases, no specific substitution conditions exist; the
substitution resource is already a component of the system of instruments.

Our case study attempts to address these questions by exploring the preven-
tionists’ system of instruments and especially by focusing on resilience proprieties,
such as substitution and robustness.

9.3 Methodology of the Case Study

9.3.1 Collected Data: A Study of the “Redefined Task”

The aim of this case study is to consider any characteristics of the systems of
instruments. We have adopted a qualitative case study approach [34]. The data
examined here was obtained during a series of three interviews with nine preven-
tionists, each working in an industrial environment. The subjects were considered to
be experts, since they could have also been either trainers or tutors for learners in
vocational training centers. We also carried out daily work observations and par-
ticipated in safety clubs.

In order to identify the systems of instruments developed by preventionists, we
must try to understand their “redefined task” [35]. The task defined from the point
of view of the subject comprised the operator’s representations of his or her work,
the way it is realized, his or her personal values, etc. The redefined task differs from
the prescribed task in that the task is defined from an organizational point of view,
including the task defined by the individual who realizes it and the task that is
actually accomplished. Our process of data collection on the basis of interviews was
organized in three phases: the subjects’ definition of the work situations, the vali-
dation of these definitions and the confrontation with their various points of view.
In the first interview phase, the subjects were asked to explain what they consider to
be a difficult situation in their daily work. The transcribed interviews were divided
into themes and sub-themes and validated during a second interview. The themes
pertained to the theoretical contents of safety; the sub-themes were related to epi-
sodes corresponding to real work experience. At this moment, we provided the
subject with an initial proposed categorization. The aim of this second phase was to
specify or further explicate the different points of their discourse. In the third phase,
we organized a confrontation with other operators: other preventionists were asked
to comment on an anonymous, transcribed interview. The transcription therefore
became a document used for interviewing a group of operators.
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The data mobilized in this chapter concerns the first two phases of our interview
process with an operator who is also trainer in a vocational training centre in the
industrial field. In the same vein as the work of Creswell [34], we chose to present
this in-depth portrait because this particular professional explicitly develops his
activity during a long, 3-h interview, completed with another, lasting 1 h. We will
focus here on the theme concerning the tools used.

9.3.2 The Subject’s Characteristics

After obtaining a high school diploma and achieving a 2 year university degree in
science, followed by a 2 year technical degree in chemistry, this operator (we
will call him Subject A) became an engineer at the Ecole Polytechnique at the
University of Grenoble. He specialized in the field of hygiene, safety and the
environment. During his career, he handled fire management and the implemen-
tation of a safety management system in a company manufacturing industrial ink-jet
printers. In another job, he dealt with machine conformity as a preventionist. His
studies in ergonomics supplied him with a constant concern for the human being at
work, which moreover, is highly visible in his comments.

9.3.3 Data Analysis: Components of the System
of Instruments and Functional Analysis

The data analysis here consists of two general phases: after having determined the
components of the operator’s instrument system, we carried out a functional
analysis. To highlight the components, we illustrated their specificities with extracts
from the interviews with the professional. For system l, we considered all artifacts
mobilized by the professional and, for each one, we determined the functions and
goals fulfilled.

For instance, Table 9.1 synthesizes the following explanations from the
operator7:

37. Interviewer: What did you, when you arrived at your company or during your
initial training courses, what did you use every day as tools? If you had books,
if you had?

38. Subject A: Ah okay, yes there is the Labor code, it is the most important
tool.

39. Interviewer: Because I don’t put the documents …

7 Translated from French.
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40. Subject A: The Labor Code, the basic tool, more than the Labor Code, for me
what I use is the Permanent Dictionary of Safety and Working Conditions,
because in fact, it’s the interpreted Labor Code. It is not simply the texts of
laws, it is a little, it goes a little further, you don’t have that in the Labor Code,
and you have a certain number of orders, decrees, and European directives.
So that allows you to simply have more information. That it is the work
tool, yes, it is the basic work tool, it’s true, I hadn’t thought about that.

Afterwards, we attempted to collect other characteristics of the artifact. For
example:

57. Subject A: (…). I shall say, that’s right in fact, there is theoretical knowledge; it
is the Labor code that is the theoretical knowledge. After that, there is also
technical knowledge, for example to know how to use certain… if among the
tools there is in particular a “causal tree”, to go back a little, to know, when we
had the accident, to be capable of starting a verification of the accident, to set up
actions, it will be passive actions or corrective prevention, as you want. We had
the accident, we tried to set up actions to avoid it happening again. That’s a
tool, it’s sure that there is certain number of tools. You can’t arrive in a
company and improvise like that because you have to know how to use them.

9.4 Results: The System of Instruments of a Preventionist

Firstly, we will present some general results pertaining to preventionists’ work. This
will compose the general context of our analysis of A’s system of instruments.

9.4.1 General Results of Work Analysis

Preventionists are in charge of complying with safety regulations and implementing
them through adaptation [1, 9, 36]. This means they have to conceptualize the
interest and legitimacy of the rules. In doing so, they carry out a process of
“pragmatization of regulations”. This process is an instrumental genesis [2] that

Table 9.1 Example of the functional analysis of instruments

No Artifacts Functions Meta-goals Comments

38 Labor
code

F1. to be capable of
considering the
statutory risks
F2. to be capable of
considering the risks of
safety

1. to Establish the expected
reference of a “secure
company”

“Fundamental
tool” (38);
“basic tool”
(40)
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transforms the formal rules (artifacts) into possible instruments for action [7, 8] by
other actors. The concept of “pragmatization.” corresponds to the process by which
rules are adapted and transformed from their promulgated forms in the texts of
regulations. These texts are generic and able to be implemented in all work situ-
ations; they are specific to each workstation. The concept also concerns, from a
psychological standpoint, the possible impact that the implementation of rules has
on the representations of each operator. In this perspective, we can see if they have
constructed what preventionists call the “spirit of safety.” This reflects the expected
level of security that the workers have for the company. The process requires that
they establish a diagnosis of the company’s safety level in reference to the regu-
lations. This safety level is not always directly observable. In other words, an
important part of their activity consists of converting the predicative form of highly
prescriptive knowledge (regulations) into operative forms [36]. Aside from being
expressed in the form of “rules of action,” similar to “procedures,” the knowledge
should also contain concepts-in-action for the workers who will have to concep-
tualize it; this, however, is far from being easily achieved.

For example, preventionists set up a “spirit of safety” within their company in
order to incite operators to understand the necessity of some formal rules. They
choose their remarks according to what they know about their various interlocutors
[37]. For example, cognitive-type reasoning that is related to the knowledge of
hearing and its potential deterioration in certain industrial contexts is conveyed
through concrete examples, displayed near the place where the hearing protection is
kept.

Three of their meta-goals are identified:

1. Establishing a reference of what is expected from the formal interpretation of
safety regulations, as well as what is estimated to be “a secure company.”

2. Diagnosing the state of safety of the company: comparing every element of the
“company system” in regard to the level of safety required by the regulations.
This takes into account the context and knowledge of the company, for instance,
in function of the all the machines and safety equipment (fire extinguishers, fire
detectors, emergency exits, evacuation or workstation safety instructions, per-
sonal protection equipment, the sound level of an older machine, etc.), through
constant verification of safety indicators, and by a priori and a posteriori anal-
yses of incidents and/or accidents.

3. Upon establishing an understanding of formal references on one hand and
diagnosing and cataloging the company’s safety level on the other, preven-
tionists have to reduce the distance between the two sides, by acting in a
preventive or corrective way. They form plans of action or projects, trying to act
before the accident or incident occurs, or else retroactively, via a process of
“pragmatization of regulations.”

In order to achieve each of these meta-objectives, different resources are
mobilized. And we will assert that they form a system of instruments.
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9.4.2 The System of Instruments of an Experienced
Preventionist

First, we wish to recall the essential characteristics of a system of instruments as
previously defined. A system of instruments is organized around a pivot instrument;
it is finalized and oriented by the objectives of the worker’s assignments; it fills
various functions with redundancies and complementarities. A system of instru-
ments is composed of heterogeneous artifacts and is also subjective and specific to a
worker. We will illustrate each of these characteristics with different extracts from
the operator’s interview.

9.4.2.1 Regulations Are a Pivot Instrument in Finalized
and Vicarious Systems

Subject A uses two different instruments: The Labor Code, his basic tool, and the
Permanent Dictionary of Safety and Working Conditions. The latter is a version of
the Labor Code that has been transformed. They simultaneously reach the same
functions (redundancy), but they also have complementarity. The Permanent Dic-
tionary gives additional information about regulations.

38. Subject A: Ah, okay, yes there is a Labor Code, it is the fundamental tool.
39. Interviewer: Because I don’t put the documents …
40. Subject A: the Labor Code, the basic tool, more than the Labor Code, for me

what I use is the Permanent Dictionary of Safety and Working Conditions,
because in fact it’s the interpreted Labor Code. It is not simply the texts of laws,
it is a little, it goes a little further, you don’t have that in the Labor Code, and
you have a certain number of orders, decrees, and European directives. So
that allows you to simply have more information. That it is the work tool, yes,
it is the basic work tool, it’s true, I hadn’t thought about that.

The third formal artifact concerns INRS8 documents, referred to in the following
comment:

50. Subject A: […] it is also the advantage of the much talked-about docu-
mentation of the INRS, it’s that it gives more accessible information to
everyone, even if it goes into technical aspects, it starts by showing, if you
take the case of a fire, they’ll think of explaining what a fire is, you have
diverse levels of technicality in this documentation.

These instruments are, first of all, useful for the elaboration of a diagnosis of the
safety in work situations and for argumentation with the various actors of
the company. All three instruments propose different levels of explanation and

8 INRS: « Institut national de la recherche en sécurité » or French Research Institute of Safety.
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detail. In order to implement safety regulations in the company, Subject A, for
instance, can use the diversification of the technicality levels according the diversity
of the actors. In doing so, he can “act on their representations” to increase “the spirit
of safety” in his company [37].

To further this initial analysis, we have carried out a functional analysis of
instruments. The instruments of the system elaborated by the operator fulfill mul-
tiple functions according to the three meta-goals previously presented, as well as the
different sub-goal required to reach them. In the following table, we show an
illustration of the instruments’ functions identified in the interview. In the different
columns, we indicate the considered artifacts to be used in action (potential
instruments), their functions, the related meta-goals, and any comments (from
extracts of the interview).

Table 9.2 presents an organized shape of the data. It allows to report functions
supported by each of the artifacts on one hand and to consider the various corre-
sponding meta-goals on the other. We can therefore see that:

1. Eleven functions are mobilized in their activity, supported by eleven artifacts.
However, the distribution of the various functions is not homogeneous: on one
hand certain artifacts support several functions and others only one. On the other
hand, one identical function seems present in several artifacts, calling attention
to the character of redundancy of functions known in systems of instruments.
For example (cf. bold characters in the table, in the column “Functions”), we can
note that the highly-rated function no. 2 (F2. to be capable of considering the
risks of safety) is supported by 2 artifacts (Labor codes, rate of frequency and
rate of gravity) or in the same way the highly-rated function no. 4 (F4. to
simplify and “to contextualize” the elements of regulations) is supported by
three artifacts (INRS documents, posters in workstations et informal
communication).

2. When several artifacts and several functions fulfill the same meta-goal, there is
evidence of the other character of systems of instruments: the complementarity
of functions. For example (cf. bold characters in the table, the column “Meta-
goals”), we can note that three artifacts (Labor code, Permanent Dictionary
of Safety and Working Conditions and INRS documents) and five functions
(F1–F5) jointly insure the highly rated meta-goal no. 1 (to Establish the
expected reference of a “secure company”).

Certain functions concern elements of the “pragmatization of regulations”, by
simplifying or contextualizing general rules or by completing some function
(Table 9.2). For instance, concerning the first meta-objective, three types of artifacts
are used complementarily: the Labor Code, the Permanent Dictionary and the INRS
documents. Thus, informal communication concerns two meta-goals of the worker.
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Table 9.2 Functional analysis of instruments related to the objectives of the preventionist

No. Artifacts Functions Meta-goals Comments

37… Labor code F1. To be capable of
considering the
statutory risks
F2. To be capable
of considering the
risks of safety

1. To Establish the
expected reference of a
“secure company”

fundamental
tool (38);
basic tool (40);
theoretical
knowledge
(62)

56 Permanent
dictionary of
safety and
working
conditions

F3. To update and
widen the elements
of the labor code

1. To Establish the
expected reference of a
“secure company”

50 INRS
documents

F4. To simplify and
“to contextualize”
the elements of
regulations
F5. Additionally, be
capable of inferring
production risks.

1. To Establish the
expected reference of a
“secure company”

On more
technical
aspects; more
accessible

2–
34

Frequency and
gravity rate

F2. To be capable
of considering the
risks of safety

2. To Diagnose the current
state of safety of the
company

42 Measuring
instruments

F6. To measure the
level of dust, the
sound level, etc.
F7. Be capable of
measuring the risks
of safety

2. To Diagnose the current
state of safety of the
company

42 Grid of
ergonomic
analysis of
workstation

F8. To estimate the
risks and identify
danger

2. To Diagnose the current
state of safety of the
company

56 “All which is
equipment”

F8. To estimate the
risks and to identify
danger

2. To Diagnose the current
state of safety of the
company

62 Informal
communication

2. To Diagnose the current
state of safety of the
company

62 Posters in
workstations

F4. To simplify and
“to contextualize”
the elements of
regulations
F9. To Be capable of
deducing the risks

3. To Reduce the distance
between theoretical
reference and state of the
real system, by prevention
or correction, downstream
either upstream to the
accident or to the incident

Build the
“spirit of
safety” of
people in the
company

(continued)
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9.4.2.2 A System of Instruments Compounding Heterogeneous
Artifacts

In electrical maintenance, Vidal-Gomel [7, 8] considers rules as psychological
instruments among other heterogeneous entities (symbolic or material), composing
a coherent but hybrid system of instruments for the subject [4–6].

We have indeed identified different kinds of artifacts, which allow operators
to diagnose the safety level in their company. These include measurement tools
(for dust and sound levels), grids of observation (for workstation conformity), rates
of frequency or severity, methods to understand the chain of causes of an accident,9

and the reasoning to be maintained with the operators.
Concerning the rates of frequency and severity, Subject A explains that they are

individual tools and collective ones (basic tools):

2. Subject A: The tools, the problem is because there aren’t a lot, it is more like
tools, each person has their own tools. For me, there are some basic tools, for
example to calculate what we call the rate of frequency, the rate of severity,
so that allows you, the rate of frequency allows you to determine the frequency
of accidents, as its name indicates. And the rate of severity makes you determine
the severity of the accidents. More or less.

Table 9.2 (continued)

No. Artifacts Functions Meta-goals Comments

62 Informal
communication

F4. To simplify and
“to contextualize”
the elements of
regulations
F10- To be capable
of deducing the risks

2. To Diagnose the current
state of safety of the
company
3. To Reduce the distance
between theoretical
reference and state of the
real system, by prevention
or correction, downstream
either upstream to the
accident or to the incident

Build the
“spirit of
safety” of
people of the
company

62 Causal tree F11. To analyze a
priori the accident or
to the incident

3. To Reduce the distance
between theoretical
reference and state of the
real system, by prevention
or correction, downstream
either upstream to the
accident or to the incident

Build the
“spirit of
safety” of
people of the
company

9 Interaction number 62 in the interview.

242 G. Munoz et al.



They are heterogeneous type resources: symbolic instruments (a method, a grid)
or material ones (measuring instruments):

42. Subject A: Then after that, you have measuring tools, basically measuring
instruments, which you can use, for example to measure a sound level, you
are going to use tools, or more like instruments, to measure noise, to measure
the concentration of products, to measure the level of dust, the rate of dust
that you have in a workshop, […] And then later you have especially the more
ergonomic aspect, all of which is a study of workstations, you have grids, and
you know maybe the R. grid?10

9.4.2.3 An Individualized System of Instruments

Concerning the preventionists’ instruments, Subject A announces that each operator
possesses his or her own, developed according to his or her individual experience
and imagination. He also resorts to official indicators, each containing the same
formula of calculation (for instance, for the rate of frequency and the rate of
severity). During safety clubs, the professionals discuss their respective tools or the
more informal uses of institutional or statutory tools.

9.5 Systems of Instruments, Training and Risk
Management

Based on the instrumental approach, we consider that preventionists develop a
system of instruments, of which we have found traces here.

We have utilized a comprehensive approach in analyzing a case study: the
system of instruments of an experienced preventionist. More precisely, the inquiry
is a theoretically oriented qualitative study [34], oriented by the investigation of a
system of instruments. The first level of our analysis determines the components of
the system; the second level is a functional analysis that allows us to identify the
multi-functionalities of any artifacts used by the interviewed operator (identified in
Table 9.2). Three artifacts fulfill the same function, for instance: “to establish the
expected reference of a secure company” according to the Labor Code, the Per-
manent Dictionary or INRS Documents. So the actual system of the worker’s
instruments could authorize redundancies and vicarious characteristics, which
contributes to a more resilient system. The adaptation permitted by this system of
instruments imparts on more relevantly managed safety in the work situation.

These first results allow a developed discussion about the design of preven-
tionists’ training programs. It is astonishing to acknowledge that their use of safety

10 It refers to an ergonomic grid of workstation observation developed in another firm.
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rules is not taken into account during their training course [1]. The artifacts are
exposed, but their functions and uses are not. In this way, novices are left to take
their own initiative to understand each process during their field experience in
companies, without prior conscience of the processes (e.g. of redundancies, for
instance). They simply apply the rule, without considering the process of prag-
matization. However, this is not specific to this particular training program. It is a
general, frequently observed tendency. In safety training, safety rules and proce-
dures are presented as the sole means of managing risks. Operators must simply
apply them. This behaviorist approach is focused on technical dimensions and
regulations; it denies both the cognitive dimensions of the activity through the use
of rules, as well as the complexity of acting in a specific work organization [38].
From our point of view, a safety-training program must give the operators the
means of understanding the different uses of safety rules and their safety functions,
as well as the constraints of their uses in a context. Acting in a socio-technical
system always involves arbitrating between different antagonistic goals (safety rules
and time constraints, for example) [39]. If a training program ignores this, the
operators will have to develop their own resources in each situation, with only their
personal work experience, thus using the instruments with insufficient safety
functions. To conclude, this is a very weak objective assigned to training.

A more ambitious objective would consist of taking the operators’ systems of
instruments into account. It would also involve guiding them during their training, to
build effective resources for facing occupational risks and hazards in work situations.
Training through periods of alternation seems a good means of reaching these
objectives. After a period of practical experience, operators could give feedback
during a formal training session. This would be a favorable moment to question what
they have acquired through their own experience, and also to examine the system of
instruments they have constituted, particularly in terms of functions, relationships
(redundancy and complementarity) between the elements of the system and whether
it has achieved sufficient safety functions. A functional analysis of the systems
would allow them to determine any weaknesses or elements of robustness.

However, to go further, it would be necessary to pursue this analysis. The
MFSR11 [6] seems to be a good means to develop the operators’ contributions to the
resilience of sociotechnical systems. The use of MSFR could allow us to more
systematically identify the functions and the reliability of the operators’ system of
instruments for a class of work situations. Then, by allowing the analysis of the
fragility and the robustness of the operators’ systems of instruments, MFSR could be
considered a relevant tool to investigate the operators’ contribution to the reliability
of a work system. More generally, it would be useful to foster resilience in at-risk
industrial systems. MFSR presents similarities with certain reliability methods,
such as the FMEA,12 in terms of structure and implementation in particular [4, 6].

11 Method of Failure and Substitution of Resources.
12 FMEA: Failure Mode and Effects Analysis, as a method of evaluation of the criticality of the
consequences of the failures.
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The resulting analysis would then not only be technical, as with FMEA, but focused
on “anthropological” dimensions.
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