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Abstract. A simple ordinal classification approach (SOCA) has been
proposed by Frank and Hall. SOCA is a general method, any classifica-
tion algorithm such as C4.5, k nearest neighbors (KNN) algorithm and
extreme learning machine (ELM) etc. can be applied to this approach.
We find that in SOCA only ordering information of decision attribute
is used to classify objects but the ordering information of conditional
attributes is not considered. Furthermore we experimentally find that
ordering information of conditional attributes can also improve the gen-
eralization ability of the classification method. In this paper, we propose
an improved ordinal classification methodology by employing the order-
ing information of both condition and decision attributes. In addition,
we analyze the sensitivity of the SOCA on performance to the underlying
classification algorithms, for instance, C4.5, KNN and ELM. A number
of experiments are conducted and the experimental results show that the
proposed method is feasible and effective.
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1 Introduction

General classification algorithms do not consider the ordering information includ-
ing the conditional attributes and the decision attribute. Actually, the ordering
information can make contribution to classification. Classification problems with
ordering information are called ordinal classification problems, which are also
named monotonic classification problems.

As early as 1989, David et al. [1] have studied the ordinal classification prob-
lems, and proposed an approach for learning and classification of monotonic
ordinal concepts. In the next few years, David developed other two algorithms
for monotonic classification problems [2,3]. In literature [2], ordinal classifica-
tion for multi-attribute decision making has been studied for discrete domains.
In reference [3], an information-theoretic machine learning algorithm with mono-
tonicity maintenance was proposed.

Since the pioneering work of David, the ordinal classification problems have
been investigated by many machine learning researchers. Potharst and Bioch [4]
proposed an order preserving tree-generation algorithm for multi-attribute clas-
sification problems with k linearly ordered classes and an algorithm for repair-
ing non-monotonic decision trees. Frank and Hall [5] provide a general method
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SOCA for classification of data setswith ordering information in decision attribute,
whichpartition thek-class ordinal problem into (k-1)-binary class problems. SOCA
enables standard classification algorithms, such as, C4.5, KNN, and ELM etc. to
exploit the ordering information. The key superiority of SOCA is that it does not
require any modification of the underlying learning algorithms. However, SOCA
ignores the ordering information in conditional attributes. Feelders and Pardoel [6]
studied the pruning problem of monotone classification trees, and proposed a prun-
ing algorithm which can improve the calculation efficiency of induction of trees.
Cardoso and Ricardo [7] investigated the criteria for measuring the performance
of ordinal classification, and based on confusion matrix, proposed a new metric.
Wojciech and Slowinski [8] discussed the problem of nonparametric ordinal clas-
sification with monotonicity constraints and presented a statistical framework for
classification with monotonicity constraints. The main contribution of [8] is that a
statistical theory for ordinal classification with monotonicity constraints is devel-
oped. Hu et al. [9,10] extended the ideas of ID3 algorithm to the monotonic classifi-
cation, and investigated the corresponding heuristic, i.e., rankmutual information,
and the corresponding tree generation algorithm.

Recently, a number of new problems related to ordinal classification have
attracted the attention of many machine learning researchers. One example is
that in [11,12] Hu et al studied the feature selection problem for monotonic
classification. Based on their proposed rank mutual information, a feature selec-
tion algorithm was developed. Another example is that, based on cluster and
variability analyses, Lin [13] proposed a feature selection algorithm for ordinal
multi-class classification problems.

In addition, the cost-sensitive based ordinal classification problems were stud-
ied in [14–16]. Moewes and Kruse [18] extended the ordinal classification to fuzzy
scenario, and proposed a fuzzy ordinal classification method. Many applications
of ordinal decision trees can be found from references. For example, Baccianella
et al. in [17] applied the ordinal classification technique to text information min-
ing and obtained a promising performance.

From the literature we do not find a study on the extension of SOCA by consid-
ering the ordering information of conditional attributes, aiming at an improvement
of accuracy for ordinal classification. In this paper, we make an attempt to conduct
such an improvement. By considering the ordering information both in conditional
attributes and decision attribute, we develop an improved model of ordinal clas-
sification SOCA. We analyze the sensitivity of the SOCA on performance to the
underlying classification algorithms, for instance, C4.5, KNN and ELM. A number
of expe-riments are conducted and the experimental results show that the proposed
method is feasible and effective. The experimental results also show that our pro-
posed approach is not sensitive to the underlying algorithms.

The paper is organized as follows. Section 2 provides some necessary related
preliminaries. Section 3 presents our improved model of SOCA by considering
the ordering information of both conditional attributes and decision attribute.
The experimental results and their corresponding analysis are listed in Section
4. Section 5 concludes this paper.
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2 Preliminaries

2.1 Transform k−Class Ordinal Classification Problem to
(k − 1)−Binary Classification Problem

SOCA is a kind of classification methodologies which transform a k− class ordi-
nal classification problem into (k− 1)−binary classification problems. The main
process is to convert the class attribute C∗ with ordered values C1, C2, · · ·, Ck

into k − 1 binary attributes. The original dataset can be transformed into k-1
derived dataset. The derived datasets contain the same attribute values for each
instance, and the derived binary class value is transformed from original class
value by using the rule:

If C(x) > Ci then C − binaryi(x) = 1; else C − binaryi(x) = 0. where x is
a sample, C(x) is the value of original class, and C − binaryi(x) is the value of
ith derived binary class.

Based on each derived dataset, we can get a binary classifier, then we can
get k-1 binary classifiers.

In the process of testing, each sample is processed by each of the k − 1
binary classifiers and then the probabilities P1, P2, · · ·, Pk−1 are obtained,where
Pi represents the decision value of sample x in ith binary classifier.

The probability of each of the k ordinal decision values is calculated using
the following formulas.

P (C1) = 1 − P1 (1)

P (Ci) = Pi−1 − Pi, 1 < i < k (2)

P (Ck) = Pk−1 (3)

The class with maximum probability is assigned to the sample.

2.2 Ranking Information Entropy and Ranking Mutual Information

For the ordinal classification problems with monotonicity constraints, based on
rank mutual information, an ordinal decision tree algorithm (REMT) was pro-
posed [9]. In comparison with the general ordinal classification model which
assumes that condi-tion attributes and decision attribute are all ordinal or only
the decision is ordinal, the current problem assumes an additional monotonicity
constraint, given two samples x and y, if x ≤ y, then we have f(x) ≤ f(y).

Definition 1. Let U = {x1, x2, · · ·, xn} be a set of objects, B ⊆ A where A is a
set of attributes. The upwards ranking entropy is defined as

RH≥
B (U) = − 1

n

n∑

i=1

log
|[xi]

≥
B |

n
(4)

Similarity the downwards ranking entropy of the set U is defined as

RH≤
B (U) = − 1

n

n∑

i=1

log
|[xi]

≤
B |

n
(5)
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Definition 2. Let U be a set of objects described with a set of attributes A,
B ⊆ A, C ⊆ A. The upwards ranking mutual information of B and C is defined
as

RMI≥(B,C) = − 1
n

n∑

i=1

log
|[xi]

≥
B | × |[xi]

≥
C |

n × |[xi]
≥
B ∩ [xi]

≥
C | (6)

and downwards ranking mutual information of B and C is defined as

RMI≤(B,C) = − 1
n

n∑

i=1

log
|[xi]

≤
B | × |[xi]

≤
C |

n × |[xi]
≤
B ∩ [xi]

≤
C | (7)

3 The Improved Approach

In this section, we first conduct an analysis on the sensitivity of SOCA about
its performance to the underlying classification algorithms, and then present the
improved approach.

3.1 The Analysis of SOCA Sensitivity

Frank and Hall claim that SOCA is applicable in conjunction with any base
learner that can output class probability estimates. The performance of SOCA
may change with the change of underlying classifier, in this paper, we analysis
the SOCA sensitivity by applying C4.5, KNN and ELM to SOCA respectively.

In C4.5, the value of leaf node is defined as the probability of samples whose
decision value is 1 in current leaf node. Then, to a testing sample, we can get its
class probability estimates.

In KNN, the decision value is defined as the probability of samples whose
decision value is 1 in the k nearest neighbor. Due to KNN can output class
probability estimates, we can apply SOCA to it.

In ELM, the decision value of a sample is defined as the degree of the sample
belong to class 1. Then we transform the degree to a probability .In this way,
ELM can be applied to SOCA.

3.2 Our Improved Approach

According to SOCA, we transform k−class ordinal classification problem with
monotonicity constraint to (k − 1)binary-class ordinal classification problems.
Then we use REMT to solve the (k − 1)binary-class ordinal classification prob-
lems. In other words, we can get k − 1 derived datasets based on SOCA, and
then execute the process of building tree with REMT to each derived dataset.
The details of the process are as follows.

1. In the process of building tree, in order to create nodes for the tree, we need
to select amax and cmax that satisfy MaxRMIcj = RMI(ai,D) by computing the
maximal ranking mutual information between candidate attributes and decision
attribute.ai is the candidate attribute, cj is attribute values of candidate ai. Then
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we set amax as the extended node and divide the node base on cmax. However, if
ranking mutual information of node attributes less than a specific value, or all of
the samples are classified to the same class, we need to generate a leaf node base
on the current samples. Because that the decision value is 0 or 1. The probability
of the samples whose decision values are 1 is assigned to the current leaf node.
For example: current leaf node contains 5 training samples, the decision value of
3 samples is 1, and the others are 0. Then we assign 3/5 as the leaf node’s decision
value. Thus, k ordinal classification problem with monotonicity constraint can
attains k − 1 binary trees through the above method.

2. In the process of searching tree, each sample is processed by each of the
k − 1 binary tree and obtain the probabilities P1, P2, · · ·Pk−1(the decision value
of current sample in k−1 binary tree). The probability assigned to the k decision
values (C1, C2, · · ·, Ck) of the sample is calculated using the following formulas.

P (C1) = 1 − P1 (8)

P (Ci) = Pi−1 − Pi, 1 < i < k (9)

P (Ck) = Pk−1 (10)

The class with the maximum probability is assigned to the sample.

4 Experimental Results

In order to verify the effectiveness of the proposed approach, we conduct some
experiments with 10-fold cross validation on UCI datasets and artificial mono-
tonicity constraint datasets. The basic information of the selected UCI datasets
is listed in Table 1. The experimental environment is PC with 2.2GHz CPU and
8G memory, the operating system is Windows 7, MATLAB 7.1 is the experi-
mental platform.

Table 1. The basic of the selected UCI datasets

datasets #attributes #classes #samples

Abalone 8 29 4177
Cancer 10 2 341
Car 6 4 864
Mushroom 22 2 2820
Diabetes 8 2 576
German 20 2 500
Ionosphere 34 2 176
Sat 36 7 4290
Segment 19 7 1540
Servo 4 44 111
Sonar 60 2 150
Wave 21 3 3332



38 D. Wang et al.

4.1 Sensitivity Analysis of SOCA

In order to analyze the sensitivity, we apply SOCA to C4.5, KNN and ELM
respectively on UCI datasets. The average performance is depicted in Figure 1.

We use paired two sided t-test to test that if there is significance between the
two results obtained with C4.5, KNN, ELM and with SOCA+C4.5, SOCA+KNN,
SOCA+ELM respectively. The significance level is set to 1%. The results are
given in Table 2. Through the experiments, we found the SOCA is not sensitive
to the underlying classifier.

Table 2. The results of paired two sided t-test

results C4.5 KNN ELM

improvement 7(4) 4(1) 10(5)
degradation 2(0) 2(0) 2(2)

4.2 Performance of Our Proposed Approach

We conduct another experiment on an artificial data set to analyse the perfor-
mance of the poposed approach. The artificial data set are generated with the
following formula:

f(x1, x2) = x1 +
1
2
(x2

2 − x2
1) (11)

Where, x1 and x2 are two random variables which are independently drawn
from [0, 1]. In order to generate ordered class labels, the resulting values were
discretized into k intervals [0, 1/k], (1/k, 2/k], · · ·, (k−1/k, 1]. Thus each interval
contains approximately the same number of samples. The samples belonging
to one of the intervals share the same decision value. Then we form a k−class
monotonic classification task. In this experiment, we try k =2, 4, 6, 8, 10, 20
and 30 respectively.

We first study the proposed approach on different numbers of classes. We
generate a set of artificial datasets with 1000 samples and the numbers of classes
vary from 2 to 30. Based on 5-fold cross validation technique, the experiment
was repeated 100 times. The average performance is computed and given in
Table 3; the curves of testing accuracy with number of classes are shown in
Figure 2. The proposed method yields the better testing accuracy in all the
cases except the case two classes are considered.

In addition, we also consider the influence of sample numbers on the perfor-
mance of trained models. For artificial data of 1000 samples with 6, 10, 20, 30
classes respectively, we randomly draw training samples from a dataset. The size
of training samples ranges from 50 to 200. In this process, we guarantee there is
at least one representative sample from each class.

The rest samples are used in testing for estimating the performance of the
trained models. To the different classes, the curves of testing accuracy with
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Fig. 1. The experimental results with different methods: C4.5, KNN and ELM
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Table 3. The testing accuracy on artificial data with the number of class values vary
from 2 to 30

Classes REMT The proposed method

2 0.9624 0.9626
4 0.9126 0.9096
6 0.9113 0.9043
8 0.8507 0.8210
10 0.8010 0.7984
20 0.7173 0.6859
30 0.5375 0.5054

Fig. 2. The testing accuracy on artificial data with different classes

number of training samples change are shown in Figure 2. We can see that the
accuracy of the proposed method is higher than REMT, no matter how many
training samples are used.

5 Conclusions

We extended the method SOCA, and proposed an improved ordinal classification
approach in this paper. The ordering information both of conditional attributes
and decision attribute are all be taken into consideration in the improved app-
roach. We also analysed the sensitivity of the SOCA on performance to the
underlying classification algorithms, and obtained the conclusion that SOCA is
not sensitive to the underlying algorithms. In our future works, we will study
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whether any ordinal classifica-tion algorithm whose outputs are posteriori proba-
bilities can be used as the underlying algorithms, not only limited to the decision
tree algorithm.
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