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Abstract. The occurance of Breast cancer increases significantly in the modern 
world. Therefore, the importance of computer-aided recognition of breast tumors 
also increases in clinical diagnosis. This paper proposes a novel computer-aided 
diagnosis (CAD) method for the classification of breast lesions as benign or 
malignant tumors using the biclustering learning technique. The medical data is 
graded based on the sonographic breast imaging reporting with data system 
(BI-RADS) lexicon. In the biclustering learning, the training data is used to find 
significant grading patterns. The grading pattern being learned is then applied to 
the test data. The k-Nearest Neighbors (k-NN) classifier is used as the classifier 
of breast tumors. Experimental results demonstrate that the proposed method 
classifies breast tumors into benign and malignant effectively. This indicates that 
it could yield good performances in real applications. 
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1 Introduction 

Breast cancer has a high death rate and kills millions of women all over the world each 
year. However, there is still lack of effective treatment yet. So, early detection becomes 
very important to increase the survival rate of patients [1]. Since ultrasound imaging 
(USI) has advantages of being non-radiative, non-invasive, real-time and low-cost, it 
becomes one of the most important methods for breast cancer diagnosis [2]. To reduce 
the subjective dependency and improve the diagnostic accuracy, computer-aided 
diagnosis (CAD) system is badly needed to obtain reliable diagnostic results. 

Generally, the traditional CAD system for breast cancer based on the USI involves 
four stages, i.e. image preprocessing, segmentation, feature extraction and selection, and 
classification. Owing to the complex imaging environment and principle, the USI 
unavoidably contains a lot of artifacts and noises which leads to speckles, shadows and 
low contrast. Therefore, a preprocessing procedure for speckle reduction is necessary. 
Image segmentation is one of key procedures in the CAD system. But it is worth to 
mention that it is often difficult to segment breast ultrasound (BUS) images due to the 
speckles and low contrast which are inherent in BUS images. It is also critical to find a 
feature set of breast tumor which can distinguish between benign and malignant 
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accurately. However, the traditional CAD system usually performs the diagnosis based 
on texture, color, Doppler and morphologic features of breast tumors that have some 
limitations on breast tumor diagnosis. Finally, it is very time consuming to train a good 
classifier with high classification accuracy. In such a CAD framework, the final 
diagnostic results will be unreliable if any one of the four stages does not perform well 
and the whole process is complicated.  

A number of CAD systems for breast cancer based on the USI have been presented 
in recent years. Ding et. al. [3] applies multiple-instance learning method to classify the 
tumors in BUS images. Chang et. al. [4] proposes an automatic tumor segmentation and 
a shape analysis technique to improve the distinction between benign and malignant 
breast tumors. Garra et. al. [5] uses quantitative analysis of ultrasound image texture to 
improve the ability of ultrasound to distinguish benign from malignant breast tumors. 
In recent years, Doppler spectral analysis serves as a useful tool in distinguishing 
between benign and malignant breast tumors. Some studies have been conducted based 
on the Doppler spectral analysis to achieve improved performance for the classification 
of breast tumors [6], [7], [8]. A combination of wavelet transform and neural networks 
techniques is proposed to improve the accuracy of breast tumor classification [9]. 

The breast imaging reporting and data system (BI-RADS) lexicons are designed to 
aid radiologists in describing abnormalities for sonographic breast findings. In recent 
years, many studies have shown that breast tumor analysis can achieve better 
performance based on the BI-RADS lexicons [10], [11]. On the other hand, 
biclustering has emerged as one of the most popular tools for data mining. It identifies 
object with the same attribute or the same function which would be more beneficial for 
mining important information. 

In this paper, the proposed method adopts a new CAD framework for the classification 
of breast cancers as benign or malignant. Methods for grading the input image data under 
features recommended by the sonographic BI-RADS lexicons [12] and biclustering 
grades using the prior label information for mining diagnostic patterns are proposed. 
Finally, the k-NN classifier is applied to perform classification of tumor types. 

This paper is organized as follows. Section 2 provides a brief introduction of the 
novel CAD system being proposed. Section 3 presents and discusses the experimental 
results of the proposed method. We conclude this paper in Section 4. 

2 Proposed Methods 

In our study, each tumor in BUS image is described by 17 features (from the 
sonographic BI-RADS lexicon) which are graded with 4 grades by experienced 
clinicians. Then, the biclustering learning algorithm is applied to mine useful 
information in feature matrix which we get by grading. At last, the k-NN classifier is 
employed to perform classification. 

2.1 Grading of Medical USI Data 

The American College of Radiology (ACR) commission has published an ultrasound 
lexicon for breast cancer called the breast imaging reporting and data system 
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(BI-RADS) in 2003 to standardize the reporting of sonographic breast cancer finding 
and as a communication tool for clinicians [13]. This lexicon includes descriptors of 
features such as mass shape, orientation, lesion boundary, echo pattern margin, 
posterior acoustic features, and blood supply, etc [12]. Several studies have confirmed 
the utility of these features described in the sonographic BI-RADS lexicon in 
distinguishing benign and malignant breast tumors [14], [15], [16]. 

Many studies have shown that breast tumor in BUS image has a number of 
sonographic characteristics significantly different for malignant and benign tumors, 
which allows the classification as either malignant or benign [12], [17], [18]. For 
example, malignant tumor is commonly hypoechoic lesion with ill-defined border 
which is “taller than broader”, with spiculate and angular margin, duct extension and 
branch pattern. However, benign tumors usually tend to have a smooth and well 
circumscribed border, three or fewer gentle lobulations and thin echogenic capsule. 
Additionally, a BUS image which shows a malignant nodule commonly has internal 
calcification, posterior shadowing and an abundant blood supply in or around the 
tumor. However, these characteristics rarely appear or have a comparatively slight 
degree in BUS image with benign nodules.  

Based on above-mentioned, we choose 17 features (according to the sonographic 
BI-RADS lexicon) to describe each tumor and grade them with 4 grades. Taking the 
feature of blurred boundary as an example, clinician would give it a grade 1, 2, 3 or 4 
(corresponding to not blurred, slightly blurred, relatively blurred and extremely 
blurred, respectively) based on a given BUS image. Thus, a two-dimensional feature 
matrix is constructed, and each row represents the features of a BUS image with label 
(benign or malignant), each column represents the feature grades given by experienced 
clinicians. The features being used according to the sonographic BI-RADS lexicon are 
listed in Table 1. 

2.2 Biclustering Learning Algorithm 

Biclustering algorithm is a data mining method to find statistically significant 
sub-matrix (also called bicluster) in a data matrix [20], [21], [22], [23]. After 
constructing a feature matrix by grading, biclustering learning algorithm is performed 
to get biclusters which will be the training set of k-NN classifier. Details are as follows. 

We first apply a traditional agglomerative hierarchical clustering (HC) method [19] 
on each column of the two-dimension feature matrix A (for convenience, A represents 
the feature matrix later on) to get bicluster seeds. Given that A has R rows and C 
columns, bicluster seeds of every column are formulated by: 

[ ( , ), ( )] _( , ), 1,...,s clC i j N j HC j j Cτ= =                (1) 

where HC is the agglomerative hierarchical clustering algorithm, τ is the distance 
threshold for HC, Cs(i, j) and Ncl(j) are the ith bicluster seed and the number of clusters 
in the jth column, respectively. 
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Table 1. The features being used by proposed system according to the sonographic bi-rads 

Features 

1. Shape 2.  Orientation 3.  Margin 

4. Indistinct 5. Angular 6. Microlobulated 

7. Spiculated 8. The boundary 9. Echogenicity 

10. Internal echo pattern 11. Posterior echo pattern 12. Blood supply 

13. Effect on surrounding 

tissue ---Edema 

14. Effect on surrounding 

tissue --- Architectural distortion  

15. Effect on surrounding 

tissue ---Ducts 

16. Calcification in mass 17. Calcifications out of mass  

 
As aforementioned, the detected clusters from all columns are treated as bicluster 

seeds. After all the bicluster seeds are discovered, the next step is to expand each of 
them along the column direction according to the mean-square-residue (MSR) score 
[20] of the sub-matrix. MSR score has been mostly used as a natural assessment 
criterion for the quality of bicluster. Whether or not to delete a column in the refining 
step is depended on if the newly formed sub-matrix satisfies the criterion of MSR score 
(i.e. the MSR score is less than a preset threshold ) [21]. 

Given an R C matrix, MSR score is formulated as follows: 
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where aij represents the element value in the matrix corresponding to row i and column 
j, H(I, J) is the value of MSR score of bicluster. Only if the MSR score of newly formed 
sub-matrix is less than the preset threshold , then accept it as a valid bicluster. 

Finally, this study defines a support-based metric as a measure to help make the 
classification after all valid biclusters have been detected. We make use of the labels of 
ultrasound images to calculate the support of biclusters discovered in the previous step, 
which is expressed as:  

( ) , ( )m b
m b

i i

R R
Spt s Spt s

R R
= =                             (5) 

where Spt(sm) and Spt(sb) denote the supports of malignant and benign, respectively, Rm 
denotes the number of rows with malignant label in the ith bicluster, Rb denotes the 
number of rows with benign label, and Ri is the total number of rows of the ith bicluster.  
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To make a classification decision, we have to know the maximum of the supports, as 
follows: 

( ) max( ( ), ( ))m bS Spt s Spt s• =                      (6) 

where S denotes the maximum value among Spt(sm) and Spt(sb), indicating that the 
type of the bicluster is determined by the signal with the largest support. 

In order to obtain more reliable biclusters, we select the bicluster whose S is larger 
than a pre-defined threshold Spre as a useful classification signal. Spre is set to 0.8 in this 
paper. The detected biclusters with support information are grouped into three types of 
signals: benign, malignant and no-action signals. For instance, given that Spt(sm) = 
0.85, Spt(sb) = 0.15, respectively, the bicluster is regarded as a malignant signal and 
given a malignant label, because S = max(Spt(sm), Spt(sb)) = Spt(sm) = 0.85 is greater 
than Spre. For another instance, if the supports of malignant and benign are 0.4, 0.6, 
respectively, the bicluster is classified as a no-action signal, due to S = 0.6 which is 
below the pre-defined threshold 0.8. Additionally, we remove the useless bicluster 
whose S is less than Spre. Thus we can achieve several meaningful signals which are 
more beneficial to classification. 

2.3 K-NN Classifier 

In pattern recognition, k-NN classifier is one of the most popular classifiers [24]. The 
idea of k-NN algorithm is quite simple and straightforward. An object is classified by a 
majority vote of its neighbors, with the object being assigned to the class most common 
amongst its k nearest neighbors measured by a distance function. 

After previous steps, we obtain several useful biclusters from the training set with 
label information. A bicluster is translated into a classification rule by averaging each 
column. The output classification rule is a vector where the value of an element is the 
mean of the corresponding indicators values over the BUS images included by the 
bicluster. Then, calculate the modified Euclidean distances between object in test set 
and all valid biclusters acquired from training set. If X=(x1,x2,...,xm) and Y=(y1,y2,...,yn) 
(m <= n, n = 17) are two samples taken from the training set and testing set, separately. 
The modified Euclidean distance function used to compute the similarity between two 
samples is defined as following:  

21
( , ) ( )i i

i m

D X Y x y
m ∈

= −                        (7) 

where xi, yi are grades of features given by clinician. 
We set k to be 3 in our study (also try other values, but get best performance when k 

is set to 3). In order to overcome the problem of small dataset, we adopt the 
leave-one-out cross validation method to evaluate the performance of our method. The 
advantage of leave-one-out cross validation is that each instance in one dataset can be 
used for both training and testing. 
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The flow diagram of the proposed system is shown in Figure 1. 
 

 

Fig. 1. The flow diagram of the proposed system 

3 Experimental Results 

The proposed system is developed by VC++6.0 (Microsoft Co. Ltd., USA) and 
evaluated using a 51 BUS images dataset (29 malignant and 22 benign). The BUS 
images are provided by the Cancer Center of Sun Yat-sen University and imaged by an 
IU22 SonoCT System (Philips Medical Systems) with a L12-5 50mm Broadband 
Linear Array at the imaging frequency of 7.1MHz. 

To assess the performance of the proposed method, the specificity, sensitivity and 
accuracy are used to evaluate the performance of the classification capability of the 
proposed method. Define the number of correctly classified benign and malignant 
tumors as true negative (TN) and true positive (TP), respectively. The number of 
incorrectly classified benign and malignant tumors as false negative (FN) and false 
positive (FP), respectively. 
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In order to validate the accuracy of the proposed scheme, it is compared with the 
other two systems proposed in [4], [8]. Table 2 illustrates the quantitative analysis of 
these three methods. 

 

BUS images 

End 

Grading Biclustering learning 

k-NN classification 

Diagnostic result 
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Table 2. The descriptive statistics (syst 1 [ref. 4], syst 2 [ref. 8]) 

Method    Accuracy    Specificity    Sensitivity 

Syst 1     90.95 %      92.50 %     88.89 % 

Syst 2     85.60%      79.50%      97.60% 

Our syst   94.12%       95.45%     93.10% 

 
From Table 2, we can see that our method achieves the highest overall classification 

accuracy, specificity, and sensitivity (94.12%, 95.45% and 93.10%). It is obvious that 
the proposed method has better performance than that of [4] and [8]. Generally 
speaking, compared with the traditional CAD systems, our method further improves the 
accuracy of breast tumor classification. 

4 Discussions and Conclusions 

In this paper, an effective classification system for breast tumor is proposed. Firstly, 
tumors are characterized according to the BI-RADS lexicon for breast ultrasound and 
each feature is graded from 1 to 4. Then, a biclustering learning algorithm is applied to 
find meaningful local-coherent patterns. Detected patterns with support information, 
namely supervised biclusters, are used as classification basis and grouped into benign, 
malignant and invalid sets. To the best of our knowledge, this is the first attempt to take 
the advantage of both biclustering algorithm and supervised learning for CAD system 
of breast cancer diagnosis. Finally, the k-NN classifier is adopted to classify breast 
tumor as benign or malignant based on corresponding feature vector and supervised 
biclusters. Syst. 1 extracts the solidity morphologic features from B-Mode ultrasound 
images and then a SVM classifier is employed to classify the tumor as benign or 
malignant. In Syst. 2, textural features, morphologic features and color Doppler 
features are extracted from the B-Mode and the color Doppler images. Those features 
are then used to classify benign and malignant tumors. Compared with systems 
proposed in [4] and [8], a novel CAD method using a new biclustering learning 
technique for classification of breast tumor as benign or malignant is proposed.  

Quantitative experimental results demonstrate that the proposed system significantly 
improves the accuracy of breast tumor classification. However, the dataset being used 
in our experiment only has a quite limited number of samples. Accordingly, we will test 
our method on an expanded dataset with more samples and different tumor types to 
obtain more reliable results in our future work. With further efforts to improve the 
proposed scheme, it is expected that this scheme will become more valuable to 
radiologists and be used as a useful diagnostic aid in real clinical applications. 
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