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Abstract. Image Stitching refers to the technology fusing more than one images 
with overlapping part into a large field of view image. Image mosaic consists of 
image preprocessing, image registration and image fusion. To solve problems 
of serious clustering phenomenon and fewer corner points in the texture region 
caused by traditional Harris Corner detection algorithm, this paper proposes an 
improving adaptive threshold setting algorithm by calculating the second-order 
value of the corner response function, avoiding effects of the selection of scale 
factor k and threshold T on corner detection. To overcome the weakness of 
obvious traces in the jointing places caused by traditional weighted average 
method for image fusion, this paper enhances the weighted average method 
with trigonometric functions. Experimental results show our proposed 
algorithms can effectively eliminate the gap generated by image mosaic, with a 
better speed and precision. 

Keywords: Image Stitching, Image Registration, Corner Detection, Image 
Fusion. 

1 Introduction 

Image Stitching [1] refers to the technology fusing more than one images with 
overlapping part into a large field of view image. Nowadays, with the popularization 
of the intelligent equipment, the high definition and wide-angle image is becoming 
increasingly urgent. Image Stitching technology, known as one of the newest 
achievements in the image processing, has gained lots of attentions from researchers 
and is developing at a high speed recent years. Image Stitching technology has played 
an important role in aeronautics, astronautics, geological exploration, video session, 
medicine and military, and also stands as a hotspot in computer visual analogue, 
computer effects and augmented reality research [2,3,4,5,6]. 

Image mosaic consists of image preprocessing, image registration and image 
fusion [7]. As the base of image mosaic is the preprocessing, cores are the registration 
and fusion, deciding the precision, speed and visual quality. The image mosaic is 
divided into registration based on feature and registration based on gray level, 
depending on the image information used in registration. The registration based on 
feature [8] shows stronger adaptability in gray level transformation, deformation and 
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exposure discrepancy, which additionally can locate the matching positions easily and 
accurately. Although with highly accuracy, the one on gray level, which is also named 
as correlation matching algorithm, is hard to meet the demand of instantaneity 
because of its large computation and complexity [9]. The normal features of the 
registration are points, lines, close-contoured and other advanced ones such as 
Gaussian Sphere [10]. More attentions are attracted by registration based on feature 
points on account of its characteristics as being easily for fetching and less sensitive 
from image deformation. In the field of registration on feature points, the Harris 
Corner Detection algorithm [11] is famous for its high stability and robustness, but it 
has failed to consider the impact of the selection for the scale factor k and the 
threshold T of the algorithm. This paper proposes an improved Harris algorithm for 
this. While the traditional weighted average method is intuitionistic, fast, and less 
sensitive from discrepancy of exposure, shutter phenomenon [12] appears if there 
exists objects in the overlap region, we enhances weighted average method with 
trigonometric functions for image fusion, effectively reducing the obvious traces in 
the image splicing place. 

2 Pipeline for Image Mosaic 

Image Mosaic consists of image preprocessing, image registration and image fusion. 
For the possibility that there will be some effects from image rotation, image scaling 
and disparity of exposure, images are needed to be preprocessed before registration, 
whose keys are speed and precision. Finally images are stitched into one, in which no 
obvious traces are allowed for a good result. Figure 1 shows how the process flows. 

 

Fig. 1. Flow chart for image mosaic 

2.1 Image Preprocessing 

Because of the flaw on image obtaining equipment and noise from outer condition, 
images are interfered during the digitization and transmission, resulting in the noisy 
output. Median filter is often used to denoise the image. As a nonlinear smoothing 
technique, it can help maintain the boundary information effectively. The principle of 
median filter is to replace the value of specified point with the mid-value of its 
neighborhoods, making the surrounding pixels close to the real value, thus eliminating 
the isolated noise points. Median filter is calculated as formula 1. , , , ,                           (1) 

In formula 1, , , ,  stand for the original image and the processed 
respectively. W is the two-dimension template, usually regions of  2 2,3 3 are 
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used, any other different shapes like threadiness, roundness, cross, annulus can also 
serve the same purpose. 

During the generating process, because of the nonlinearity of imaging system, or 
change of the shooting visual angle, the images will have discrepancy with each other, 
mainly on the gray level and geometrical deformation. Normalization [9] is able to 
make the amendment. After that most discrepancy of the gray level between images 
can be eliminated, thus decreasing the deviation in image registration. 

2.2 Feature Point Extraction 

As one of the most important parts in image mosaic, the precision of image 
registration affects the image fusion directly. Although the one based on gray level is 
more intuitionistic and easy to implement, it focuses on the specified template of 
image for stitching, so the result will be interfered by the smooth cover caused by the 
similar measurement. Additionally, the registration is also affected by the scaling 
transformation, rotation, overlapping, especially illumination. Registration deviation 
emerges since the nonlinear inhomogeneous illumination. Therefore, the registration 
based on gray level isn’t widely used in image mosaic. However, the image 
registration based on feature points can overcome the shortcomings of the one on gray 
level, making it widely used. Extraction of image feature greatly speeds up with 
reducing the amount of calculation and can maintain the image during the image 
displacement, scaling, rotation, and other transformations. Properties of unique and 
easily distinguish of the image features make it easy to detect the positions’ changes, 
thus highly increasing the precision of registration. This paper mainly focuses on the 
image registration based on feature points. In this section traditional Harris Corner 
Detection Algorithm is discussed, and then comes the algorithm mentioned in this 
paper. Experiments and analysis of those results are given out in the next section. 

Traditional Harris Corner Detection Algorithm 
Harris Corner Detection [10] algorithm was proposed in 1988 by C. Harris and  
M. J. Stephens. The brightness variation µ, ν  is the local autocorrelation function 
of a pixel  I x, y ’s local offset µ, ν , as showed in formula 2. E µ, ν ∑ , , ,,                       (2) 

In formula 2, the  I x, y  stands for the gray level function. I x µ, y νI x, y  refers to the gradient value of gray level.  w x, y  is the window function, 
which represents the weight of each pixel. There are two different window functions, 
namely two-valued and Gaussian. The influence of the noise from rectangular 
window can be reduced by Gaussian function, whose two-dimension version is given.  , exp 2⁄                                   (3) 

When the partial excursion µ, ν  is small, Second-order Taylor series expansion of  ,  on (x, y) can be made in formula 4 after taking out the leading term. E µ, ν µ ν M                                               (4) 
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M is a 2 2 symmetric matrix, also called autocorrelation matrix. It can be 
represented by formula 5, in which  refers to the convolution. ∑ ,,            (5) 

1 0 1 ;    1 0 1             (6) 

In formula 6, I  and I  refer to the gradient on horizon and verticality. The extremum 
curvature of the gray level autocorrelation function for particular pixel can 
approximation be represented by the eigenvalue of matrix M. Supposing two 
eigenvalues are λ  and λ . If both of them are large, namely both the extremum 
curvature of the horizontal and vertical autocorrelation function for the pixel are large, 
the pixel can be treated as a corner. On the other hand, if both are small, the pixel is in 
a planar region. If one is large while the other is small, the region is boundary. In 
practice, in order to avoid solving the eigenvalue directly to increase efficiency, the 
response function of corner can be defined as follows.                                          (7) 

In formula 7, det M λ λ AB C , traceM λ λ A B . The scale factor 
k depends on experience. In most condition, it is selected from 0.04 to 0.06. If R is 
larger than the default threshold T, the point can be judged a corner point. 

Nobel has improved the function to avoid the deviation causing by the scale factor 
k [13]. He defined the function R in formula 8.  AB

                                           (8) 

Improved Harris Corner Detection Algorithm 
Although Harris operator is classic, there are still some deficiencies. For example, 
though the scale factor k is defined in a particular range, the result of feature detection 
is poor when large differences exist between images. After getting the partial 
extremum, comparison with the threshold T and corner function R need to be made to 
determine the corner points, during which it’s hard to select the threshold T. Too 
small of T leads to too many feature points and cluster phenomenon while too large of 
T corresponds to too few feature points, which decreases the accuracy of the results. 
This paper puts forward an adaptive Harris Corner Detection algorithm for that. 

Because of the difficulty for the selection of threshold T, an improvement based on 
the Noble algorithm is made in formula 9, in which M is the autocorrelation matrix. R , , ,  , , ,, , ,                                     (9) 

, , , , , , ,, , , ,               (10) 

, ,                                           (11) 
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In the formula above, σI is the integral scale factor, σD is the differential scale factor, G σ  represents the Gaussian function with variance of σ and mean value of 0, Lµ and L  refer to the partial derivative of direction U and direction V, det and trace are the 
abbreviation for the determinant and trace of matrix.  

Template is calculated by mean circulation filter with the corner function R, 
integral scale factor σI and the differential scale factor  σD, which can be used for 
second-order statistic to get the max value Max and the great value tmpMax. The 
pixel should be the maximum coordinate I  when the corner function R is equal to 
the max value Max and Max isn’t equal to the tmpMax. The threshold T can be 
calculated as formula 12, in which R is from formula 9. T R · max                                             (12) 

The steps for the algorithm are as follows. 

1. Calculate the integral scale  and the differential scale ; 
2. Figure out the partial derivative for each pixel in x axis and y axis; 
3. Calculate the corner response function R based on formula 9; 
4. Calculate partial maximum pixel   ; 
5. Calculate the adaptive threshold T from formula 12. 

When I  is larger than the threshold T, the pixel can be treated as a corner. 

2.3 Image Registration 

After extracting feature points with the improved Harris Corner Detection algorithm, 
relationships between the points can be figured out by the registration algorithm. In 
this chapter, image registration based on corners points is in usage. The corner 
registration aims to find out the corresponding corner point pairs with one unique 
point in  I  and the other unique point in I . In this paper, image registration for two 
adjacent images is accomplished by corner registration algorithm based on the 
SVD(singular value decomposition) in three steps [14]. 

First, the cross-correlation function of regions in the two images is computed. 
Supposing I and I  are the two adjacent images, after processing of corner detection 
algorithm, the two images will have M and N feature points respectively. For each 
feature point m u , v  in image  I  , a 2p 1 2q 1  rectangle region A is 
selected as the window function in which the feature point is the center. Rectangle 
region B is selected the same way for each feature point n u , v  in image I . The 
cross-correlation function for A and B from the 2p 1 2q 1  neighborhood 
constituted by the corner m in image I  and the corner n in image I  is defined in 
formula 13. c m, n  ∑ ∑ I , A I , BA B                     (13) 
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The A means the average value of region A centering m in image I , and the value can 
be calculated in formula 14. σ A  is the standard deviation of the 2p 12q 1  neighborhood for the region A, with the value gained by formula 15.  A  I u , v  ∑ ∑ I ,P                            (14) 

σ A  ∑ ∑ I ,  I u , v                               (15) 

And the B means the average of region B centering n in I , σ B  is the standard 
deviation of the 2p 1 2q 1  neighborhood for the region B. B and σ B  can 
be calculated in similar ways of A and σ A . 

Formula 13 illustrates the two regions’ relevancy will change from -1(means that 
the two regions are different) to 1(means that the two regions are the same). Then the 
similar matrix can be calculated: G m, n  C , e ,

                                    (16) 

In which G(m, n) is the Gaussian weighted distance range from 0 to 1. And r(m, n) is 
the Euclidean distance from m to n. Finally, the SVD is applied to G(m, n). G m, n TDUT                                                   (17) 

The T is the orthogonal matrix of M rows. The U is the orthogonal matrix of N 
columns. The D means the diagonal matrix of M rows and N columns. 

The elements on the diagonal line of diagonal matrix D should be in descending 
order. The identity matrix E is constructed by setting elements which are not equal to 
zero to one on the diagonal line of D, so that it comes to the matrix P in formula 18. P m, n  TEUT                                                 (18) 

The same form of the matrix P and G makes the suited feature points stand out easily. 
If P(m, n) is the maximum in row as well as the maximum in column, then we 
consider the feature points m and n as a pair of matching points. 

2.4 Image Fusion 

As one of the core techniques in image mosaic, image fusion aims to eliminate the 
traces in image splicing place. In this part the weighted mean method will be used to 
image fusion [15]. Firstly weighted mean calculation based on gray level is applied to 
the feature points, and then final pixel value is determined by superimposing the 
pixels. Supposing the images to be mosaicked are  and ,  is the result image, 
then weighted mean method can be achieved as formula 19. 

f x, y ,, ,,    ,,,                  (19) 
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The ω  and ω  are the weights of corresponding pixels in the overlay region of the 
two images. And they are conditioned by 0 ω , ω 1 as well as ω ω 1. 
Though this method is simple and intuitive, fast for image fusion, can easily deal with 
the discrepancy of exposure, shutter appears when there exist objects in the overlay 
region. According to the Weber’s Law, responses of the HVS (Human Visual System) 
for stimulus signals are based on the luminance comparison between signal and 
background (the average of signal) rather than on the absolute luminance. The 
sensitivity of HVS for gray level is in direct proportion to the logarithm of practical 
luminance. Usually the HVS is more sensitive to the medium gray level, and the 
sensitivity is more stable in this region, while nonlinear declines in two directions of 
high and low gray level region. So the sensitivity of human eyes is not linear as the 
traditional weight method considers. When the discrepancy of luminance in two 
images is large, it is not ideal to use the factor d in formula 20 for image fusion. d  x x x x⁄                                           (20) 

In order to solve the problem mentioned above, weight factor k is displaced with 
trigonometric function and the segmented weighted function. 

d 1 0.5 sin π    x  x   x√ √             x0.5 sin π    x  x  x x x                  (21) 

3 Experimental Results and Discussion 

3.1 Experimental Results 

In this chapter the traditional method and the improved method are compared on 
multiple sets of images. The comparisons focus on many aspects, including effect of 
image mosaic, time of algorithms and the number of suited points in image 
registration.  

Firstly the source and result images of image mosaic are showed in figure 2. For 
convenience of the observation, the corresponding feature points in two images are 
connected by a line.  

In the first set of images, the (a1, b1) is the original image. Image (c1) is the result 
using traditional method of image registration while image (d1) is the one using the 
improved method. In the second set of images, the (a2, b2) is the original image. 
Image (c2) is the result of traditional method and (d2) uses the improved method. (e1) 
and (e2) are final results of image mosaic. 

Secondly, five different groups of images are tested to obtain time of algorithms, 
including traditional image registration method and the improved one. Time of 
extraction and registration is measured separately. The result is shown in table 1. 
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                     (a1)                                (b1)                                              (c1)  

          
                                            (d1)                                                           (e1) 

               
                   (a2)                               (b2)                                                (c2)  

             
                                             (d2)                                                            (e2) 

Fig. 2. Two sets of image mosaic experiment result. 

Because of the different algorithms, the number of suited point pairs and missing 
match point pairs are different, thus raising discrepancy on the accuracy of 
registration. So lastly comparisons of the number of suited points and erroneous 
suited points and the accuracy of registration between the two algorithms are 
conducted. Results are shown in table 2 and table 3. 

3.2 Discussion 

Compare to the different results, we can find out that the improved algorithm in this 
paper can detect the feature points more accurately and obtaining the suited features 
more stably. The incorrect registration in our algorithm is less than the traditional one. 

Generally, the comparisons between the traditional Harris algorithm and the 
improved one based on the extraction time of feature points, time for registration, 
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number of erroneous suited points and accuracy can give us a clear look on the 
discrepancy of the two algorithms. And we can conclude that the improved Harris 
corner detection algorithm can get better result and improve the accuracy. The 
algorithm mentioned in our paper is effective and utility. 

Table 1. Comparison of time for Extraction and registration 

 Traditional algorithm Improved algorithm 

No. 
Extraction  
(Image1)/s 

Extraction 
(Image2)/s 

Registration 
/s 

Extraction 
(Image1)/s 

Extraction 
(Image2)/s 

Registration 
/s 

1 1.95 1.84 1.99 1.21 1.07 1.27 
2 1.42 1.65 1.16 1.18 1.29 0.89 
3 1.03 1.07 1.07 0.56 0.64 0.78 
4 3.36 3.90 4.44 2.84 3.15 3.92 
5 1.88 1.76 1.95 1.10 0.96 1.23 

Table 2. Comparison on number of suited points 

 Traditional algorithm Improved algorithm 

No. 
Points 
(Image1) 

Points 
(Image2) 

suited points 
points  
(Image1) 

points  
(Image2) 

suited points  

1 971 959 323 950 948 305 
2 330 275 125 301 246 105 
3 141 233 91 125 211 65 
4 3015 4680 2262 2709 4299 2236 
5 709 830 201 654 689 112 

Table 3. Comparison on the erroneous suited points and accuracy 

 Traditional algorithm Improved algorithm 
No. erroneous suited points Accuracy erroneous suited points Accuracy  
1 62 81.0% 46 85% 
2 21 83.2% 14 86.7% 
3 14 85.1% 6 91.1% 
4 189 91.6% 156 93.0% 
5 18 91.0% 6 94.4% 

4 Conclusion 

For serious clustering phenomenon and fewer corner points in the texture region of 
traditional Harris corner detection algorithm, this paper proposed an improved 
adaptive threshold setting algorithm by calculating the corner response function of 
second-order, avoiding the impact of the scale factor k and the threshold T on corner 
detection. For obvious traces of weighted average method in the jointing places, this 
paper proposed a new weighted average method based on trigonometric functions for 
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image fusion. Experimental results show that the modified algorithm can effectively 
eliminate the gap generated by image mosaic, and improve stitching accuracy and 
speed. 
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