
Chapter 1
Feature Selection for Data and Pattern
Recognition: An Introduction

Urszula Stańczyk and Lakhmi C. Jain

Abstract Surrounded by data and information in various forms we need to
characterise and describe objects of our universe using some attributes of nominal or
numerical type. Selection of features can be performed basing on domain knowledge,
executed through dedicated approaches, driven by some particular inherent proper-
ties ofmethodologies and techniques employed, or governed by other factors or rules.
This chapter presents a general and brief introduction to topics of feature selection
for data and pattern recognition. Its main aim is to provide short descriptions of the
chapters included in this volume.
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1.1 Introduction

Some say that our earliest memories form when, as children, we learn to describe
the world we live in, and express verbally what we feel and think, how we perceive
other people, objects, events, abstract concepts. While we grow older, we learn to
detect and recognise patterns [20], and our discriminating skills grow as well. We
develop associations, preferences and dislikes, which are employed, consciously and
subconsciously, when choices are made, actions taken.

Imagine opening an unknown thick book and finding in it a whole page dedicated
to a line of thought of some character, jumping from one topic to another, along with
connecting ideas, feelings and memories, digressions. Without looking at the cover
or the title page, by similarity to a stream of consciousness, one instantly thinks
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about James Joyce as the author. A painting with a group of posed ballet dancers
upon a stage we would associate with Degas, and water lilies in a pond with Monet.
Hearing rich classical organ music we could try to guess Bach as the composer. In
each of these exemplary cases we have a chance of correct recognition basing on
some characteristic features the authors are famous for. Our brains recognise lily
flowers or organ tunes, yet to make other people or machines capable of the same we
need to explain these specific elements, which means describing, expressing them in
understandable and precise terms.

Characterisation of things is a natural element of life, some excel at it while
others are not so good. Yet anybody can make basic distinctions, especially with
some support system. Some of how these characteristics play into problems we need
to tackle, taskswaiting to be solved, comes intuitively, somewe get fromobservations
or experiments, drawn conclusions. Some pointers are rather straightforward while
others indirect or convoluted.

According to a dictionary definition a feature is a distinctive attribute or aspect
of something and it is used as a synonym for characteristic, quality, or property
[29, 38]. With such meaning it is employed in general language descriptions but also
in more confined areas of technical sciences, computer technologies, in particular in
the domain of data mining and pattern recognition [24, 30, 39].

For automatic recognition and classification [11, 27] all objects of the universe of
discourse need to be perceived through information carried by their characteristics
and in cases when this information is incomplete or uncertain the resulting predictive
accuracies of constructed systems, whether they induce knowledge from available
data in supervised or unsupervised manner [28], relying on statistics-oriented calcu-
lations [8, 19] or heuristic algorithms, could be unsatisfactory or falsified, making
observations and conclusions unreliable.

The performance of any inducer depends on the raw input data on which inferred
knowledge is based [21], exploited attributes, the approach or methodology of data
mining applied, but also on the general dimensionality of the problem [40]. Con-
temporary computer technologies with their high computational capabilities aid in
processing, but still for huge data sets, and very high numbers of variables the process,
even if feasible, can take a lot of time and effort, require unnecessary or impractically
large storage.

Typically the primary goal is to achieve the maximal classification accuracy but
we need to take into account practical aspects of obtained solutions, and consider
compromises with trade-offs such as some loss in performance for much shortened
time, less processing, lower complexity, or smaller structure of the system.

Feature selection is an explicit part of most knowledgemining approaches—some
attributes are chosen over others while forming a set of characteristic features in the
first place [10, 18]. Here the choice can be supported by expert knowledge. Once
some subset of variables is available, using it to construct a rule classifier, a rule
induction algorithm leads to particular choices of conditions for all constituent rules,
either usual or inhibitory. In a similar manner in a decision tree construction specific
attributes are to be checked at its nodes, and artificial neural networks through their
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learning rule establish the degrees of importance or relevance of features. Such
examples can be multiplied.

Even for working solutions it is worthwhile to study attributes as it is not out of
realm of possibility that some of them are excessive or repetitive, even irrelevant,
or there exist other alternatives of the same merit, and once such variables are dis-
covered, different selection can improve the performance, if not with respect to the
classification accuracy, then by better understanding of analysed concepts, possibly
more explicit presentation of information [23].

With all these factors and avenues to explore it is not surprising that the problem
of feature selection, with various meanings of this expression, is actively pursued in
research, which has given us the motivation for dedicating this book to this area.

1.2 Chapters of the Book

The 13 chapters included in this volume are grouped into four parts. What follows
is a short description of the content for each chapter.

Part I Estimation of Feature Importance

Chapter2 is devoted to a review of the field of all-relevant feature selection, and
presentation of the representative algorithm [5, 25]. The problem of all-relevant
feature selection is first defined, then key algorithms are described. Finally the
Boruta algorithm is explained in a greater detail and applied both to a collection
of synthetic and real-world data sets, with comments on performance, properties
and parameters.
Chapter3 illustrates the three approaches to feature selection and reduction [17]:
filters, wrappers, and embedded solutions [25], combined for the purpose of fea-
ture evaluation. These approaches are usedwhen domain knowledge is unavailable
or insufficient for an informed choice, or in order to support this expert knowledge
to achieve higher efficiency, enhanced classification, or reduced sizes of classi-
fiers. The classification task under study is that of authorship attribution with
balanced data.
Chapter4 presents a method of feature ranking that calculates the relative weight
of features in their original domain with an algorithmic procedure [3]. The method
supports information selection of realworld features and is usefulwhen the number
of features has costs implications. It has at its core a feature extraction technique
based on effective decision boundary featurematrix, which is extended to calculate
the totalweight of the real features through aprocedure geometrically justified [28].
Chapter5 focuses on weighting of characteristic features by the processes of their
sequential selection. A set of all accessible attributes can be reduced backwards,
or variables examined one by one can be selected forward. The choice can be
conditioned by the performance of a classification system, in a wrapper model,
and the observations with respect to selected variables can result in assignment
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of weights. The procedures are employed for rule [37] and connectionist [26]
classifiers, applied in the task of authorship attribution.

Part II Rough Set Approach to Attribute Reduction

Chapter6 discusses two probabilistic approaches [44] to rough sets: the variable
precision rough set model [43] and the Bayesian rough set model, as they apply
to data dependencies detection, analysis and their representation. The focus is on
the analysis of data co-occurrence-based dependencies appearing in classification
tables and probabilistic decision tables acquired from data. In particular, the notion
of attribute reduct, in the framework of probabilistic approach, is of interest in the
chapter and it includes two efficient reduct computation algorithms.
Chapter7 provides an introduction to a rough set approach to attribute reduction
[1], treated as removing condition attributes with preserving some part of the
lower/upper approximations of the decision classes, because the approximations
summarize the classification ability of the condition attributes [42]. Several types
of reducts according to structures of the approximations are presented, called
“structure-based” reducts. Definitions and theoretical results for structures-based
attribute reduction are given [33, 36].

Part III Rule Discovery and Evaluation

Chapter8 compares a strategy of rule induction based on feature selection [32],
exemplified by the LEM1 algorithm, with another strategy, not using feature selec-
tion, exemplified by the LEM2 algorithm [15, 16]. The LEM2 algorithm uses all
possible attribute-value pairs as the search space. It is shown that LEM2 signifi-
cantly outperforms LEM1, a strategy based on feature selection in terms of an error
rate. The LEM2 algorithm induces smaller rule sets with the smaller total number
of conditions as well. The time complexity for both algorithms is the same [31].
Chapter9 addresses action rules extraction. Action rules present users with a set of
actionable tasks to follow to achieve a desired result. The rules are evaluated using
their supporting patterns occurrence and their confidence [41]. Thesemeasures fail
to measure the feature values transition correlation and applicability, hence meta-
actions are used in evaluating action rules, which is presented in terms of likelihood
and execution confidence [14]. Also an evaluation model of the application of
meta-actions based on cost and satisfaction is given.
Chapter10 explores the use of a feature subset selection measure, along with a
number of common statistical interestingness measures, via structure-preserving
flat representation for tree-structured data [34, 35]. A feature subset selection is
used prior to association rule generation. Once the initial set of rules is obtained,
irrelevant rules are determined as those that are comprised of attributes not deter-
mined to be statistically significant for the classification task [22].

Part IV Data- and Domain-Oriented Methodologies

Chapter11 gives a survey of hubness-aware classification methods and instance
selection. The presence of hubs, the instances similar to exceptionally large number
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of other instances, has been shown to be one of the crucial properties of time-series
data sets [4, 7]. There are proposed some selected instances for feature construc-
tion, detailed description of the algorithms provided, and experimental results on
large number of publicly available real-world time-series data sets shown.
Chapter12 presents an analysis of descriptors that utilize various aspects of image
data: colour, texture, gradient, and statistical moments, and this list is extended
with local features [2]. The goal of the analysis is to find descriptors that are
best suited for particular task, i.e. re-identification of objects in a multi-camera
environment. For descriptor evaluation, scatter and clustering measures [12] are
supplemented with a new measure derived from calculating direct dissimilarities
between pairs of images [5, 6].
Chapter13 deals with the selection of the most appropriate moment features used
to recognise known patterns [13]. For this purpose, some popular moment families
are presented and their properties are discussed. Two algorithms, a simple Genetic
Algorithm (GA) and the Relief algorithm are applied to select the moment features
that better discriminate human faces and facial expressions, under several pose and
illumination conditions [9].
Chapter14 contains considerations on grouped features. When features are gro-
uped, it is desirable to perform feature selection groupwise in addition to selecting
individual features. It is typically the case in data obtained by modern high-
throughput genomic profiling technologies such as exon microarrays. To handle
grouped features, feature selection methods are discussed with the focus on a
popular shrinkage method, lasso, and its variants, that are based on regularized
regression with generalized linear models [6].

1.3 Concluding Remarks

In this book some advances and research dedicated to feature selection for data and
pattern recognition are presented. Even though it has been the subject of interest for
some time, feature selection remains oneof actively pursued avenues of investigations
due to its importance and bearing upon other problems and tasks. It can be studied
within a domain from which features are extracted, independently of it, taking into
account specific properties of involved algorithms and techniques, with feedback
from applications, or without it. Observations from executed experiments can bring
local and global conclusions, with theoretical and practical significance.
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