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Abstract. Social media such as Twitter, has become a valuable source for  
mining opinions of users about all kinds of topics. In this paper, we investigate 
how to automatically integrate topic related opinions expressed by a user in Us-
er-Generated Content (UGC). We propose a general subjectivity model by 
combining topics and fine-grained opinions towards each topic, and design an 
efficient algorithm to establish the model. We demonstrate utility of our model 
in the opinion prediction problem and verify the effectiveness of our model 
qualitatively and quantitatively in a series of experiments on real Twitter data. 
Results show that the proposed model is effective and can generate consistent 
integrated opinion summaries for users. Furthermore, the proposed model is 
more suitable for social media context, thus can reach better performance in an 
opinion prediction task. 
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1 Introduction 

With the rise of content-based social media such as Twitter, millions of users are 
more and more willing to publish online short messages to express their opinions on a 
great variety of topics they are interested in. The wide coverage of topics, dynamics 
of discussion, and abundance of opinions imbedded in the social media data make 
them extremely valuable source for mining users’ opinions about all kinds of topics 
(e.g., products, political figures, etc.), which in turn can enable a wide range of appli-
cations, such as opinion search for ordinary users, opinion tracking for business intel-
ligence, and user behavior prediction for targeted advertising. However, with such a 
large scale of information source, it is quite challenging to integrate and digest all the 
opinions from different users. For example, a query “iPhone” on Twitter (as of Jan. 
14, 2014) returns 830,879 tweets of 231,233 users, suggesting that there are many 
users have expressed opinions more than once about iPhone in their tweets. To enable 
an application to benefit from all kinds of opinions of different users, it is thus neces-
sary to automatically integrate and present an overall opinion summary for each user 
[1]. In fact, users often publish several messages on the topics they are interested, 
therefore how to find these topics and integrate opinions towards each topic scattered 
in many independent tweets of a user poses special challenge for opinion mining re-
lated researchers. 
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In this paper, we propose a combining model (named as subjectivity model) by in-
corporating topics and opinions at the user level, of which one part represents topics 
of interest distribution, while the other part represents the distribution of opinions 
towards these topics. Specifically, we propose a general method to solve this integra-
tion problem in three steps illustrated as in Figure 1: (1) extract topics of interest from 
tweets of a user using user-level LDA; (2) extract separate opinion and topic for each 
tweet with sentiment and topic analysis (3) summarize and integrate the extracted 
opinions towards each topic to form a subjectivity model for each user. 

 

Fig. 1. Framework 

The rest of the paper is organized as follows. In Section 2, we introduce related 
works, and we formally define the novel problem of opinion integration in Section 3. 
After that, we present our model and analyze the difference with generative model in 
Section 4. We discuss our experiments and results in Section 5. Finally, we conclude 
our work and point out future target. 

2 Related Works 

Sentiment analysis is a popular research area and previous researches have mainly 
focused on reviews or news comments [2, 3]. Recently, there have been many works 
on sentiment analysis on Twitter, mainly focusing on the tweet level [4, 5, 6, 7, 8], of 
which, the techniques employed are generally standard tweet-level algorithms that 
ignore many special characteristics of social media. There have been also some pre-
vious works on automatically determining user-level opinions or ideology [9, 10], 
generally looking at information embedded in the contents that the users generate. 
Most of related researches mainly focused on identification of sentimental object [11], 
or detection of objects’ sentimental polarity [12] without considering the topic  
aspects. 
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Since the introduction of topic model such as LDA [13], various extended models 
have been used for topic extraction from large-scale corpora at user level [14, 15]. 
Topic models can also be utilized in sentiment analysis to correlate sentiment with 
topics. Mei et al. [16] and Lin et al. [17] incorporated topic models and sentiment 
analysis for reviews and blogs. 

3 Opinion Integration Problem 

As we describe in Section 1, a user usually posts multiple messages on various topics 
during his social media usage. Therefore what’s the opinion of a user on a specific 
topic can’t be determined from just one tweet, but should be integrated from all the 
topic related tweets he has posted. In this paper, we put forward a new problem which 
is defined as Opinion Integration Problem (OIP). We focus on user-level rather than 
tweet-level opinion because the end goal of opinion mining technologies is to find out 
what a person thinks but not what only a piece of message states, and the identifica-
tion of the opinion articulated in an individual text is usually a middle step for that 
ultimate objective. Additionally, it is plausible that there are cases where opinions of a 
user in one tweet is ambiguous because they are restricted to be so short that the con-
text of its opinion is missing, but his overall opinion can be determined by looking at 
his collection of tweets [8].We illustrate a typical scenario of user-level topic related 
opinion integration problem on Twitter in Figure 2. 

 

Fig. 2. Illustration of Opinion Integration Problem 

Definition 1(Opinion Integration Problem). As shown in the figure, there is a hete-
rogeneous network of Twitter consisted of users set { }iV u= , directional relations 

set {( , ) | , }i j i jE u u u u V= Î  of all users, and their associated tweets { }i iM m= , in 

which topics (denoted as { }kT Topic= ) and opinions of tweets can be determined 

and extracted. For a user iu , his opinion (denoted as ,i kO ) towards topic kTopic  is 

not the opinion imbedded in his single tweet im , but the integrated opinion from all 

his tweets { }i iM m= . 

There are two important factors that must be taken into considerations for the OIP 
problem. Firstly, topics both users and tweets talk about should be determined in a 
same topic space so as the target of opinion is consistent. Secondly but most impor-
tantly, opinions and topics are closely related, tweets of a user around some topic 
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often cover a mixture of aspects related to that topic with different preferences. Dif-
ferent opinions may be expressed by the user towards different aspects, where users 
may like one aspect of a topic but dislike others. Therefore, how to integrate all opi-
nions of tweets related to a topic into one holistic opinion and represent it reasonably 
poses special challenge. In this paper, we propose a novel subjectivity model to meet 
these two challenges. 

4 Subjectivity Model 

In this section, we give a formal definition of the model we work with to meet the 
challenges of OIP problem, which has been substantially defined and described in our 
previous work [18]. Here we only repeat the definition and the algorithm of model 
establishment, for more details, please refer to our paper [18]. Usually user level opi-
nion is to classify each user’s sentiment on a specific topic into one of two polarities: 
“Positive” and “Negative”. “Positive” means that the user supports or likes the target 
topic, whereas “Negative” stands for the opposite. However in our model we adopt a 
broad “opinion” definition as sentiment coverage towards a topic over a fine-grained 
sentiment values to differentiate subtle opinions of users. For example one is more 
positive about a topic with sentiment strength 8 than another user with sentiment 
strength 7. At the same time, we define opinion of a user as a probabilistic distribution 
over the sentiment values instead of one single value, considering the user may ex-
press his different opinion on different aspects of the same topic. The notion of “opi-
nion” is quite vague; we adopt this broad definition to ensure generality of the model. 
We frame the model in the context of Twitter to keep things concrete, although adap-
tation of our model to other social network settings is straightforward. We name our 
model as “subjectivity model” as it models the subjective information in the content 
generated by a user. Therefore, we give a formal definition of the subjectivity model 
under the context of Twitter as follows. 

4.1 Definition 

Let ( , )G V E=  denotes a social network on Twitter, where V  is a set of users, and 

E V V= ´  is a set of follow relationships between users. For each user u VÎ , there 
is a tweets collection uM  denoting his message history. We assume that there is a 

topic space T  containing all topics users in V  talk about, and a sentiment space 
S  to evaluate their opinions towards these topics. For the “subjectivity” of user 
u VÎ , we refer to both topics and opinions articulated in his tweets collection uM . 

 
Definition 2 (Subjectivity Model). The subjectivity model ( )P u  of user u , is the 

combination of topics { }t  the user talks about in topic space T  and his opinions 

tO  towards each topic distributed over sentiment space S . 

 ,( )  {( , ( ),{ ( ) | }) | }u u tP u t w t d s s S t T= Î Î  (1) 
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where: 

• with respect to user u , for each topic t TÎ , its weight ( )uw t  represents the 

distribution of the user’s interests on it, subject to 
| |

1
( ) 1

T

ut
w t

=
=å . 

• opinion of the user towards topic t  is modeled as a topic related sentiment distri-
bution over sentiment space S , ,{ ( ) | }t u tO d s s S= Î  , subject to 

| |

,1
( ) 1

S

u ts
d s

=
=å . 

Subjectivity model aims at obtaining the topic related refined sentiment for inves-
tigating user-level opinion mining, which can get a comprehensive understanding of 
the subjectivity for a user by modeling both his topics of interest and opinions to-
wards each topic. 

4.2 Establishment of Subjectivity Model 

According to the definition of subjectivity model, there are two distributions to model 
the subjectivity: the topic distribution and the opinion distribution for each topic. Both 
of them need to be inferred from historic content produced by users. 

For users set V  of a social network, we denote tweets set published by a user 
u VÎ  as { }u uM m= . uM  is concatenated to a document ud  to construct topic 

space { | 1, }iT t i K= =   with user-level LDA model. The topic model is built with 

parameter q  representing the distribution of each user over topics in the topic space 
T , and parameter b  representing the distribution of each topic over the vocabulary 
of all tweets. SentiStrength [25] is applied to each tweet m  in collection uM  and 

outputs sentiment strength ms  for tweet m . With statistical topic analysis and opi-

nion analysis for each user and tweet, we put forward a novel algorithm to concrete 
subjectivity model ( )P u  for user u  as algorithm 1. In the algorithm, we assume 

the sentiment of tweet m is related to every topic it talks about in mZ  for simplicity. 

 
Algorithm 1. Establishment of subjectivity model. 
Input: The users set of asocial network V ; 

The tweets set published by each user u , uM ; 

Output: The subjectivity model for each user u , ( )P u ; 

Topic analysis with a user-level LDA, getting a topic model ( , | , )uP M Vq b ; 

for all tweet um MÎ  do 

Sentiment analysis, outputting sentiment of m , ms ; 

end for 
for user u VÎ  do 

the topic distribution is the corresponding component of parameter q , uq ; 

the topics u  tweets about are { | ( | ) 0, }u uZ t p t t Tq= > Î ; 
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end for 
for um MÎ  do 

topics of m  can be identified by the topic model: 

 { | ( | , , ) 0, }m uZ t p t Z t Tq b= > Î                 (2) 

end for 
for each topic ut ZÎ  do 

for sentiment value s SÎ  do 
count the number of tweets that talk about topic t  with sentiment value s : 

 N (s )
u m m

s mm M s s t Z
I

Î  =  Î
=å

                    
(3) 

end for 
calculating opinion towards topic t :  

 | [0, ]s
t

ss S

N
O s S

N
Î

ì üï ïï ïï ï= Îí ýï ïï ïï ïî þå
                      

(4) 

end for 
establishing subjectivity model of user u : 

 ( )  {( , ( | ), ) | , }s
u u

ss S

N
P u t p t t Z s S

N
q

Î

ì üï ïï ïï ï= Î Îí ýï ïï ïï ïî þå
            

(5) 

return ( )P u . 

4.3 Application of Subjectivity Model 

The learned subjectivity model can be used to help with many applications such as 
opinion mining and behavior prediction (retweet, follow, etc.). Here we demonstrate 
one application on, i.e., how the learned model can help improve the performance of 
user opinion prediction. Our strategy is based on the premises that users usually tend 
to express their opinions consistently. In other words, positive and negative opinions 
are not randomly expressed by people. E.g., a user who supports a candidate in an 
election will tend to post positive tweets on a regular basis. Technically, social theo-
ries say that the user exhibits a varying degree of bias, which is his subjectivity [19]. 

We formulate the opinion prediction of a user as a triplet in the form of 
, ,author m t< > , where author is the user who post tweet m, which talks about topic 

t . The goal is to predict the polarity { , }p positive negative=  of tweet m  toward 

topic t . For such a problem, the dominant approach relies on extracting textual pat-
terns from the tweet m  and exploiting these patterns to predict its polarity. 

However subjectivity model of a user provides information that is more robust to a 
single tweet short of context, as it is more consistent than typical textual information. 
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Thus, we propose an alternative approach to improve the performance of opinion 
mining of a single tweet based on subjectivity model of its author. Specifically, for 
tweet m , subjectivity model of its author ( )P author  can be concreted according to 

algorithm 1. Let ms  denote its sentiment value calculated with some sentiment clas-

sifier such as SentiStrength. The topic tweet m talks about can be identified with equ-
ation 2 in algorithm 1: 

 ˆˆ arg max( ( | , , ) | )ut P t Z tq b=  (6) 

Thus opinion distribution of the user author can be identified from his subjectivity 
model ( )P author : ˆ,author tO , which is a distribution over sentiment value space S . 

We can get a normalized sentiment value of the user on topic t̂ : 

 ˆm i ii T
s d v

Î
= *å  (7) 

where iv  denotes the sentiment value and id  denotes the corresponding dimension 

of the sentiment distribution. Now we can predict the polarity p  by smoothing the 

sentiment of tweet m  with the normalized sentiment value of its author: 

 

ˆ | |
1;

2 2
ˆ | |

;
2 2

.

m m

m m

s s S
positive if

s s S
p negative if

neutral otherwise

ì +ïï > +ïïïïï +ï= <íïïïïïïïïî

 (8) 

5 Experiment 

5.1 Dataset and Settings 

We use an off-the-shelf dataset [20], which is crawled from Twitter through its open 
API. The details about the dataset can be summarized as Table 1. 

Table 1. Twitter Dataset Statistics 

Total users 139,180  Friends per user 14.8
Total edges 4,175,405 Followers per user 14.9
Total tweets 76,409,820 Tweets per user 549

 
It is time-consuming to establish subjectivity model with the 139,180 users directly 

for the computational complexity of LDA. However, the principle of homophily [21], 
or “birds of a feather flock together” [22] suggests that users that are “connected” 
closely may tend to talk about similar topics and hold similar opinions [23]. On  
Twitter, the connections a user creates may correspond to approval or a desire to pay 
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attention, or suggestive of the possibility of common topics and opinions. Therefore 
we adopt the community structure of social network to divide the 139,180 users into 
different community and establish subjectivity model for a user in his community 
local network. The communities are found with the packages igraph1. There are 106 
communities in the global network, and 73 communities consist of users less than 15, 
for which topics can’t be found effectively with LDA, so we filter out users in these 
communities. At the same time, we also filter out 15,756 users who are inactive with 
tweets less than 5, only tweet themselves with words less than 3, or only publish  
content with url links. In the final dataset, there are 122,329 users distributed in 33 
communities. The subjectivity model for each user is established within his own 
community as algorithm 1. 

Besides our model, we also conduct a set of experiments comparing with other top-
ic-sentiment model including JST and TSM. The symmetry Dirichlet priors of topic 
models were set to 50/T and 0.01 respectively. The asymmetry sentiment prior empir-
ically was set to (0.01, 1.8) for JST. All results were averaged over 5 runs with 2000 
Gibbs sampling iterations. 

5.2 Case Study 

In order to qualitatively evaluate the effectiveness of our method, we give a vivid 
example of a user’s subjectivity model, who has published 533 tweets. All his tweets 
are illustrated as Figure 3(a) in a word-cloud figure. 

 

(a) Word Cloud.                        (b) Subjectivity Model. 

Fig. 3. Example of an user. In the subjectivity model, left sub-graph denotes interests distribu-
tion on topic 2, 32 and 83: (wu (2) = 0.08,wu (32) = 0.48,wu (83) = 0.44). The right sub-
graph denotes opinions towards topics: O2 = (du,2 (4) = 0.5,du,2 (5) = 0.5), O32 = (du,32 (4) = 
1.0), O83 = (du,83 (4) =0.5,du,83 (5) = 0.5). 

Figure 3(b) is the visualized subjectivity model of the user in a [0, 100] topic space 
and a [0, 8] sentiment space, which is established according to our method. It is ob-
vious that the user is interested in three topics (topic 2: “#Obamacare”, topic 32: 

                                                           
1  http://igraph.org/ 
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“#libya” and topic 83:“#occupywallst”), and the left part of Figure 3(b) denotes the 
weights of his topics of interest. The right part denotes the opinions of the user to-
wards three topics, in which he is neutral to topic “#libya” with 100% distribution on 
sentiment strength value 4, positive to topic “#Obamacare” and “#occupywallst” with 
50% on value 4 and 50% on value 5. From the example, it is demonstrated that our 
model can give a detail description for the subjectivity of users in that it can model 
not only the interest distribution but also opinion coverage over a fine-grained  
sentiment. 

5.3 Opinion Prediction Performance 

To directly evaluate the effectiveness of our model quantitatively, we compare our 
model with other two generative topic-sentiment model (TSM and JST) with the 
number of topic is set to 50, 100, 150 and 200 iteratively. Short of labeled training 
data, we only compare our method with three state-of-the-art unsupervised sentiment 
analysis methods in the performance of opinion prediction. 

• OF: OpinionFinder is a publicly available software package for sentiment analysis 
that can be applied to determine sentence-level subjectivity, i.e. to identify the 
emotional polarity (positive or negative) of sentences [24]. 

• S140: Sentiment140 can automatically classifying the sentiment of tweets using 
distant supervision with training data consisted of Twitter messages with emoti-
cons. 

• STR: SentiStrength package has been built especially to cope with sentiment anal-
ysis in short informal text of social media. It combines lexicon-based approaches 
with sophisticated linguistic rules adapted to social media [25]. 

We randomly select 1,000 target users from our dataset with at least 80 tweets, and 
select one random tweet for each user from his tweets collection to form a set of 1,000 
tweets for evaluation. In order to identify topic of each tweet easily, the tweets with 
hashtag are prior to be selected. All 1,000 tweets in the test set are manually labeled 
with sentiment polarity as the golden standard. Accuracy is used as our performance 
measurement, and the result is list in Table 2. 

Table 2. Accuracy performance. A significant improvement over OF with* 

Method 50 100 150 200 
OF 65.85%    
S140 70.45%*    
STR 69.98%*    
TSM 63.46% 72.94%* 67.83% 66.65% 
JST 61.25% 68.57%* 75.88%* 67.03% 
SUB 71.53%* 81.05%* 78.32%* 74.54%* 

 
As can be observed from the result table that:  
Firstly, the performance of OpinioFinder is the lowest with 65.85% accuracy, and 

we think the reason lying in that it is designed for the review and not adapts to tweets 
with informal language usage;  
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Secondly, other two unsupervised sentiment methods (Sentiment140: 70.45% and 
SentiStrength: 69.98%) outperform OpinioFinder significantly. 

Thirdly, overall, the two generative models outperform OpinionFinder significantly, 
which demonstrates the importance of relating sentiment to the topics of users. Their 
performances are a little better than Sentiment140 and SentiStrength, but not significantly. 

Finally, our method (SUB) outperforms all three unsupervised sentiment methods 
significantly with all four topic settings, and improves the performance of Senti-
Strength significantly by combining subjectivity model of users with content of tweet. 
Compared with two generative models, our model outperforms TSM significantly, 
and gets a little better performance than JST. We think it is because sentiment analy-
sis technique of our model is more suitable for the Twitter language, for it can extract 
subtle sentiment imbedded in special language characteristics such as repeated letters 
and emoticons. 

6 Conclusion 

In this paper, we define and investigate a novel opinion integration problem for social 
media users. We propose a subjectivity model to solve this problem in a three-stage 
framework and design an algorithm to establish the subjectivity model from historical 
tweets of users. With this model, we can automatically generate an integrated opinion 
summary that consists of both topics of interest distribution and topic related opinion 
distribution for a user. The proposed model is demonstrated effective in the application of 
opinion prediction. Experiments on Twitter data show that the proposed model can effec-
tively describe topic related opinions with two probabilistic distributions and clearly 
outperforms generative models in the opinion prediction task. In the future, we will apply 
our model in several social network analysis applications to testify its effectiveness. 
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