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IFIP – The International Federation for Information Processing

IFIP was founded in 1960 under the auspices of UNESCO, following the First
World Computer Congress held in Paris the previous year. An umbrella organi-
zation for societies working in information processing, IFIP’s aim is two-fold:
to support information processing within its member countries and to encourage
technology transfer to developing nations. As its mission statement clearly states,

IFIP’s mission is to be the leading, truly international, apolitical
organization which encourages and assists in the development, ex-
ploitation and application of information technology for the benefit
of all people.

IFIP is a non-profitmaking organization, run almost solely by 2500 volunteers. It
operates through a number of technical committees, which organize events and
publications. IFIP’s events range from an international congress to local seminars,
but the most important are:

• The IFIP World Computer Congress, held every second year;
• Open conferences;
• Working conferences.

The flagship event is the IFIP World Computer Congress, at which both invited
and contributed papers are presented. Contributed papers are rigorously refereed
and the rejection rate is high.

As with the Congress, participation in the open conferences is open to all and
papers may be invited or submitted. Again, submitted papers are stringently ref-
ereed.

The working conferences are structured differently. They are usually run by a
working group and attendance is small and by invitation only. Their purpose is
to create an atmosphere conducive to innovation and development. Refereeing is
also rigorous and papers are subjected to extensive group discussion.

Publications arising from IFIP events vary. The papers presented at the IFIP
World Computer Congress and at open conferences are published as conference
proceedings, while the results of the working conferences are often published as
collections of selected and edited papers.

Any national society whose primary activity is about information processing may
apply to become a full member of IFIP, although full membership is restricted to
one society per country. Full members are entitled to vote at the annual General
Assembly, National societies preferring a less committed involvement may apply
for associate or corresponding membership. Associate members enjoy the same
benefits as full members, but without voting rights. Corresponding members are
not represented in IFIP bodies. Affiliated membership is open to non-national
societies, and individual and honorary membership schemes are also offered.
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Preface

Since its inception in 1998, the I3E Conference has brought together researchers
and practitioners of all aspects of the e-world. The I3E conference focuses on e-
business, e-services, and e-society. The I3E conference is truly multi disciplinary
covering areas from computer science to information systems and service science.
The 2014 I3E conference was the 13th consecutive I3E conference and the second
time the conference was organized in China.

The theme of the 2014 I3E conference was “Digital Services and Information
Intelligence.” Services contribute more than 60% of GDP globally (OECD) and
have become a major source of economic growth. The economic role of services
will continue to grow in developing economies such as China, India, and Brazil.
As pointed out by Vargo and Lusch (2004; 2008), “All economies are service
economies.” The shift of consumers and enterprise personnel from users to co-
creators of value calls for a re-evaluation of the existing design and development
approaches, methodologies, and tools to create and distribute services. The sec-
ond component of the conference theme, “Information Intelligence,” points out
the importance of developing processes and approaches to effectively manage
big data and the associated analytics to turn data into intelligence, and to iden-
tify ways to measure the benefits derived from using and analyzing big data at
individual, organizational, and societal levels.

As a result, digital services and informational intelligence constitute an um-
brella that covers the increasing prevalence of integrating Internet, enterprise
applications, user experience, networking, and mobile service demands to cre-
ate new and enhanced services. The global trend of focusing on service-related
activities in all industries pushes the frontier of service innovation. Creating dig-
ital services that can make a global impact calls for an understanding of the
economic, technical, and social aspects of service development and innovation.

Making a successful conference requires resources and commitment. We would
like to thank the authors for their submissions. We also wish to thank the review-
ers for ensuring the academic standard of the conference. We wish to extend our
thanks to Hainan Normal University for hosting the conference and the keynote
speakers, Professor Craig Standing, Professor Jari Salo, Professor Helge Hoivik,
and Mr. Yao Chen, for their contributions to the conference. Finally, we would
like to thank everyone involved in organizing the conference.

The conference received financial support from the National Science Foun-
dation of China, the International Federation for Information Processing (IFIP),



VI Preface

and the Finnish Foundation of Economic Education (Liikesivistysrahasto). This
generous support played an important role in making the 2014 I3E a successful,
internationally renowned scientific venue.

We hope you enjoy reading the conference proceedings.

September 2014 Xianfeng Zhang
Hongxiu Li

Matti Mäntymäki
Jari Salo
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Matti Mäntymäki University of Turku, Finland

Program Committee Co-chairs

Hongxiu Li University of Turku, Finland
Matti Mäntymäki University of Turku, Finland
Jari Salo University of Oulu, Finland
Xianfeng Zhang Hainan Normal University, China

General Secretaries

Xianfeng Zhang Hainan Normal University, China
Hongxiu Li University of Turku, Finland

Honorary Local Organizing Chair

Changri Han Hainan Normal University, China

Local Organizing Chairs

Shengquan Ma Hainan Normal University, China
Chun Shi Hainan Normal University, China
Bin Wen Hainan Normal University, China

Financial Chair

Haiyan Fu Hainan Normal University, China



VIII Organization

Publications Chair

Yuping Zhou Hainan Normal University, China

Technical Support Chair

Jianping Feng Hainan Normal University

Contact Coordinator

Haixia Long Hainan Normal University, China

Organizing Committee

Caixia Chen Hainan Normal University, China
Xiaowen Liu Hainan Normal University, China
Yan Lv Hainan Normal University, China
Xiao Shen Hainan Normal University, China
Xiangjun Wang Hainan Normal University, China
Yu Zhang Hainan Normal University, China
Junyu Zhang Hainan Normal University, China

I3E 2014 Keynote Speakers

Jari Salo University of Oulu, Finland
Craig Standing Edith Cowan University, Australia
Helge Hoivik Oslo and Akershus University College, Norway
Yao Chen Hainan Tourism Development Commission,

China

I3E 2014 Program Committee

Esma Aimeur University of Montreal, Canada
Joao Paulo Almeida Federal University of Esṕırito Santo, Brazil
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and S.M. Samiul Islam

The Overall Design of Digital Medical System under the Network
Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

Yuping Zhou, Yicheng Zhou, and Min Yu

Improving Physical Activity and Health with Information
Technology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

Eija Koskivaara

A Novel Regional Cloud Digital Library Network Based on Mobile Ad
Hoc Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

Zhiming Zhang and Wei Zhang

Process Design of Digital Platform for China’s Industrial Investment
Fund . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204

Xuan Yang, Jin Chen, and Yanbo J. Wang

Data Mining Challenges in the Management of Aviation Safety . . . . . . . . 213
Olli Sjöblom
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Customer is King? A Framework to Shift from  
Cost- to Value-Based Pricing in Software as a Service:  

The Case of Business Intelligence Software 

Aaron W. Baur*, Antony C. Genova, Julian Bühler, and Markus Bick 

Department of Business Information Systems, 
ESCP Europe Business School Berlin, Germany 

{abaur,agenova,jbuehler,mbick}@escpeurope.eu 

Abstract. With a shift from the purchase of a product to the delivery of a 
service, cloud computing has revolutionized the software industry. Its cost 
structure has changed with the introduction of Software as a Service (SaaS), 
resulting in decreasing variable costs and necessary amendments to the software 
vendors’ pricing models. In order to justify the gap between the software’s price 
and the incremental cost of adding a new customer, it is essential for the vendor 
to focus on the added value for the client. This shift from cost- to value-based 
pricing models has so far not been thoroughly studied. Through literature 
review and expert interviews, a conceptual model for customer-centric SaaS 
pricing, especially Business Intelligence & Business Analytics tools, has been 
developed. The model has then been initially validated by discussions with the 
top five software players in this realm and builds a strong basis for further 
theoretical inquiry and practical application. 

Keywords: Software, Pricing, Business Intelligence, Cloud Computing, SaaS, 
E-Business Models. 

1 Introduction 

One distinct iconoclasm of Jason Maynard, analyst at Credit Suisse, precisely 
describes the revolution that has happened in the software industry in the last several 
years: “Traditional software is dead” [1]. Cloud computing, virtualization and 
Software as a Service (SaaS) switch the delivery of software from physical 
distribution and installation on local hardware to a provision over the internet. While 
a complete virtualization is unlikely, the future of computing will lay in a level state: 
A harmony between the different extremes of pure on-premise and pure over-the-
cloud delivery [2].  

SaaS delivery ignited the gradual estrangement from perpetual licenses, with a 
traditional focus on a large sales force, up-front payments, physical product delivery 
and a frequent and tedious updating process. Now, vendors can update their products 
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‘on-the fly’, receive a steady stream of revenue, and focus on a closer client 
relationship and greater penetration within the client’s organizations [3]. 

 These technological and business model changes also largely influence how 
vendors can set and communicate their pricing policy. Due to the decreased variable 
costs of vendors, there is a gap between the software’s price and the incremental costs 
of adding a new customer. This misalignment is perceived as unfair and therefore 
criticized by customers, as studies show [4]. Customers are highly sensitive to the 
pricing techniques used by vendors, and ironically, it is through the pricing strategies 
themselves that the company can avoid the customer to focus only on the price as a 
choice parameter [5]. That’s why understanding the client is a key characteristic, as 
the pricing should be designed upon the variables that the buyer will use in measuring 
value realization [6]. This is what the customer is willing to pay based on the actual 
benefit. The result should be a win-win scenario, where customers see the value of the 
software reflected in their business processes and the vendors benefit from recurring 
payments [3]. 

Consequently, choosing the right pricing model is of great importance for software 
vendors as to attract and retain customers and keep competitors at bay. In order to 
justify such a ‘cost-price gap’ and to focus on the added value for the customer, 
pricing models are now increasingly taking into consideration a customer-centric 
mind set, by associating price perceptions to product configurations [7]. 

Analyzing the real value the software represents for the customer needs to be in the 
center of thought. Hence, the price of the software must be aligned to the customer’s 
value realization, i.e. the shift from cost-based software pricing to a more dynamic value-
based software pricing [8]. In the latter case, the price is continuously adapted to the 
market and it is demand driven, based on a deep knowledge of the customers [9]. 

Numerous studies attempt to analyze pricing techniques in the SaaS age (e.g. 
[10,11,12]. However, there has not yet been an analysis of pricing techniques and 
their correlation with customer value realization specifically applied to Business 
Intelligence & Business Analytics (BI&BA) solutions for companies. BI&BA tools 
may be the keys to dealing with today’s data glut and customers pose huge 
expectations in the performance and quality of these software suites [13]. They are of 
pivotal importance in the management of a company, and it is the software for which 
the virtualization process has been among the most challenging due to the complexity 
of the tools [14]. Additionally, it is an area of the software industry with fierce 
competition and therefore necessitates a customer-centric approach; their pricing 
models thus present an ideal object of study. 

Hence, the focus of this paper is on the effects of this radical change on the 
software supplier’s business model and the resulting customer relationship. This 
serves to reduce the identified research gap of a missing application of value-based 
pricing on BI&BA tools. This paper studies the available literature in this field and, 
together with semi-structured interviews, develops a conceptual model of customer-
centric SaaS BI&BA pricing as a research result.  

The remainder of this paper is structured as follows: Chapter two presents the 
research methodology applied, while chapter three introduces common pricing 
concepts of software products in light of the shift from cost- to value- based pricing. 



 A Framework for Software Pricing in SaaS: The Case of BI Tools 3 

 

Chapter four shortly presents the BI&BA industry and the five biggest vendors. 
Results & implications of the research, i.e. findings in regard to software pricing 
concepts and a customer-centric framework are then presented in chapter five. 
Finally, we give a conclusion about a new value proposition applicable to the B2B 
software industry and sum up the paper in chapter six. 

2 Theoretical Background 

2.1 Pricing of Software Products 

As Patrick Heffron ([10], p. 3) puts it, “understanding software pricing is challenging 
even for the most savvy business people and seasoned technology veterans”. 
Therefore, we will give a short overview of software pricing determinants and 
dynamics in this chapter. 

In a holistic and general view, pricing depends on three important variables, 
namely costs, customer and competition, which in literature have been referred to as 
the Three Cs of Pricing [15]. First, the cost structure of software vendors has changed 
with the advent of SaaS [16]. In contrary to traditional economic theory, where prices 
were set on the measurement of “replications”, i.e. based on the incremental cost of 
each additional product [17], such a theory has been put into question within the 
software industry. Here, replication costs of each additional software license sold are 
practically inexistent [18]. For example, the hosting, management and recovery of 
systems (including a 99.9% availability) now take up a much higher percentage of 
costs than physical reproduction and distribution or customization to different 
hardware specifications of clients. Expenses are amortized once the number of users 
grows, which explains the initial difficulty of SaaS providers to achieve profitability 
[19]. Second, the customers’ perception of a price constitutes the top ceiling, above 
which the vendor should not price the product [20]. According [15], correctly judging 
this perception is especially challenging for companies in the high-tech and software 
business. Finally, the competition serves as a benchmark to compare the prices set 
according to the other two variables [21]. 

Within these Three Cs of Pricing, concepts can be structured in cost- and value-
based models. In cost-based pricing models, price is determined by the production 
and delivery costs of the service. Relevant examples include flat and user-based 
pricing [22], [11], usage-based pricing [23,24,25,26], and performance-based pricing 
[27], [22], [11]. 

On the other hand, value-based pricing models help software vendors to set the 
price according to the value received by the customers, and not primarily to their 
willingness to pay [28], [22]. Important and widely-used forms are penetration pricing 
[4], [22], skimming pricing [4], [23], [29], and hybrid pricing [22], [11]. 

What could be noticed, due to high complexity, software vendors in the past have 
often adopted the “intuitive” approach: They took their development costs as a basis 
and then subjectively assessed the product in the market and set the price accordingly, 
with no objective scientific rational [17]. This is especially true for “disruptive” 
offerings like new BI tools, since comparables are often missing [30]. Even if such a 
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method has been popular in the past, obviously it lacks effectiveness, and its 
outcomes are basically random [31].  

Therefore, new pricing models had to be introduced to be less random and to better 
justify the gap between the cost of an additional product and the price paid by the 
customer. For this purpose, vendors try to examine the pricing strategy from the 
customer’s perspective, and “assign a price that is monetary equivalent of the value 
the customer perceives in the product while meeting profit and return on investment 
goals” ([11], p.1). They are hence moving towards a customer-value-based approach 
which has the highest potential of appealing to the customers and effectively 
positioning the product in the market [19], [32]. 

Among interesting contributions to software pricing research that incorporate those 
ideas and approaches are the general software framework of [33], the modified cloud 
service version of [34] and the customer-value based pricing model of [11]. Another 
widely-known representative that sees this customer-value creation as the bottom of 
each software price setting is the strategic pricing pyramid of [30], which is based on 
a large scale antecedent study in different software settings (see Figure. 1). 
 

 

Fig. 1. Strategic Pricing Pyramid [30] 

Although the other drivers in this model, i.e. price structure, price & value 
communication, price policy and last not least the absolute and relative price level  
are important as well, the basis is represented by the value creation. Value creation, i.e. 
the satisfaction of the users’ needs, and in such a way building customer loyalty in the 
long-term and attracting new buyers, needs to serve as the core of price determination. 

2.2 Business Intelligence and Business Analytics 

As described previously, through gaining business advantage from data, these tools 
help manage information, leading executives to more informed decisions [35]. A wide 
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array of solutions is available, and new players are constantly entering the market 
[36]. However, BI solutions are expensive to implement and maintain, and require 
powerful infrastructure. Hence, cloud computing provides the necessary IT 
capabilities and business agility to cut costs and achieve much needed economies of 
scale. SaaS solutions provide a more flexible model that aligns better with client’s 
business objectives [37]. The possibility to have an on-demand BI solution allows 
companies to benefit from the services on a subscription basis, with no need for long 
capital requests. Even when resources would be available, BI via SaaS may still be 
preferable when time to market is an issue [38]. 

According to recent reports, IBM, SAP, Microstrategy, Oracle and Microsoft 
constitute the global top 5 BI software solution vendors [39,40,41].1 Therefore, these 
companies serve as the sample for our study. 

In terms of transparency of pricing, the vendors follow very diverse strategies. SAP 
as the global market share leader in BI&BA does not disclose price lists whatsoever. 
SAP’s rationale is that “… there are so many different solutions available, and they 
oftentimes are tailored scenarios for specific customer needs. It hasn’t really made 
sense to publish a software price list. We want to ensure each customer or prospective 
customer gets product pricing that is tailored to their specific use case” (Interview 
with SAP’s spokesman Evan Welsh, as reported by [42]. Oracle, in contrast, is well-
known for its transparency and happily publishes price lists, even though virtually no 
customer will ever pay these (high) prices. The other vendors fall somewhere between 
these extremes. Overall, many customers are resentful of their vendors’ licensing 
practices, and need more transparency about the pricing models in general, and not 
only concerning the exact price. Especially with these tools often being key to the 
enterprises' success rather than just assuming the role of a nice-to-have functionality. 
That is why enterprises should treat BI software and service issues not only from a 
technical point of view, but also from a business perspective. 

The final part of this paper is therefore going to address this problem, by 
suggesting a value-based pricing model that is dynamic and customizable, but at the 
same time transparent. 

3 Research Methodology 

In order to thoroughly analyze the pricing models applied in the BI&BA SaaS 
industry, a two-phase approach has been applied: An exploratory phase that includes a 
literature review, qualitative expert interviews and the design of the model; and a 
confirmatory phase to validate the model in a dialogue with representatives of the five 
most important BI software vendors. 

                                                           
1 http://www.ibm.com 
http://www.sap.com 

 http://www.microstrategy.com 
 http://www.oracle.com 
 http://www.microsoft.com 
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In the first phase, the available literature in the field of software pricing in BI and 
BA was identified and screened. For this purpose, both scientific and more practice- 
oriented sources have been used. In the former case, selected large-scale and reputable 
digital libraries in IT, engineering, business administration and related fields have 
been searched. In concrete terms, these sources are EBSCO Business Source 
Complete, the ACM Digital Library, Web of Science, IEEE Xplore, and 
ScienceDirect [43]. In the latter case, trade magazines, industry reports, IT/technology 
magazines, reviews, blogs, market research publications, and company websites have 
been harnessed. This was deemed necessary to also include the practitioner’s view of 
the topic and to stay on top of developments in the fast paced software market. Search 
terms were comprised of a variety of queries including software pricing, pricing 
models and value perception in conjunction with SaaS, Cloud, and others. Based on 
these literature findings, interviews were carried out to get further insights into the 
topic. In total, nine qualitative semi-structured expert interviews [44] have been 
conducted. Interviewees were senior software industry experts and analysts, both 
from consultancies and market research firms. The interviews lasted between 57 and 
92 minutes, with a median of 77 minutes. After an introduction to the topic, several 
blocks of questions regarding the changing technological environment, the diffusion 
of SaaS, customer perception and satisfaction, pricing variables in relation to 
customers’ values and importance of this value realization, among others, were asked. 
An interview guideline was followed that nevertheless left enough room for the 
interviewees to set their own emphases. The interviews were then transcribed and 
coded using MAXQDA 11 software.2 The literature and interview findings were then 
used to develop a novel conceptual software pricing model. 

In the second phase, this resulting model was then discussed, validated and refined 
with representatives of the leading five international BI&BA software solution 
providers. These representatives were contacted via email and phone and the 
discussions held with one executive at a time at the CeBIT 2014 in Hannover, 
Germany. The discussions gave a first confirmation of the validity of the model. 

4 Results and Implications 

After having analyzed the literature regarding pricing techniques applied to software 
products, having conducted interviews, drawn up a conceptual model and having 
discussed this issue with the five biggest BI software vendors, we now want to present 
our most important findings. 

Since software pricing has become increasingly complex (“constantly changing 
labyrinth of pricing”, [34], p. 127), one of the most important factors for a pricing 
model is simplicity (“the vision is that less is more”, [45], p. 7). The customers need 
to understand immediately how their value creation is represented in the software 
pricing (“Firstly, be boring. Secondly, license your software as your customers expect 
it be licensed – fit in with their business model”, [46], p. 58). It is therefore vital to 

                                                           
2 http://www.maxqda.com 
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attract the customer also on a mental level, acting as a sort of partner who embraces 
the client’s business model. 

Additionally, in order to achieve an effective value co-creation it is important to have 
a flexible model, which reflects the client’s need to iteratively address its potentially 
changing costs [47], [9]. In such a way, it is possible to lock in the customers offering 
mutually beneficial impacts, which must be clearly understood and perceived in the 
marketplace. The software vendor needs to leverage the SaaS cost efficiency to deliver 
the clients a stronger market positioning [47]. Since “users need clarity without surprise” 
[7], it will pay off to have an open, fair and transparent model. 

The ideas from literature have then been cross-checked in the interviews. The opinion 
of experts working in and with the sector, who are accustomed to the requirements of 
companies using BI software products, reaffirmed the findings in respect to the 
importance of customer value realization and perception in this software sector. 

While of course there has not been one unison answer to the question how 
should the ideal customer-centric pricing model look like?, the results underpin 
one common theme: the model has to be customizable and flexible, in order to 
better represent the needs of each client. This underlines the impression that clients 
are not that focused on the exact price, but on the adaptability of the pricing 
scheme to their business model. 

However, a dynamic concept that allows the client to reassess the price is not 
suitable for every vendor’s business model. The biggest vendors in the industry deal 
with large multinational clients who most of the times have had the same contract for 
many years and do not change it regularly. Hence, they might not wish to offer the 
client the possibility to reassess the price after one year, since that would potentially 
result in a loss in revenue. However, software vendors’ customer relationships are 
often perceived as weak, and the clients’ satisfaction rate is frequently influenced 
negatively by causes that do not involve the qualities of the product but the 
complementary service. Therefore, giving the clients the possibility to reassess the 
price and change the variables could be a way of facing customers’ dissatisfaction. 

The interviews also revealed that in the future, software vendors will tend to offer a 
more complete product, with different functions interfaced as a whole bundle. This 
would mean that the biggest actors in the market continue to buy smaller companies 
to increase their offering and beat the competition. Thus, it will become more difficult 
for small software vendors to survive and remain in the market. Here again, offering 
the client the possibility to reassess the price of the software after one year - and 
communicating on this flexibility - could be an effective way for new actors in the 
industry to gain loyal customers and survive in the market. 

What is interesting and somehow unexpected, is that there has neither been a clear 
preference for one particular pricing model, nor one specific technique of a value-
based pricing. Instead, software vendors should try to adapt their strategy to the 
client’s business model. A concern that was agreed upon, however, was that such 
flexibility, and the investigation of the client’s needs, business model and willingness 
to pay, require patience, time and personnel as well as financial resources. 

In light of the results of the literature and empirical research, a customer-centric 
framework to represent the effort of software vendors to support the value creation of 
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their clients has been designed. This serves as a conceptual model. Furthermore, it 
represents the role of pricing models in ensuring the clients’ loyalty, which is of 
pivotal importance in the SaaS business model. 

 

Fig. 2. Customer-centered value proposition of software pricing models [own visualization] 

The model develops around the customer, since it is the client who plays the most 
important role in a value-based pricing model. As a matter of fact, as it emerged in all 
the interviews, the vendor needs to truly understand the client’s needs and 
perceptions. 

The model is then divided into two phases, characterized by the two different 
colors in the figure. At first, the vendors need to attract the customers to their 
offerings, through a transparent display of the pricing model. This does not mean that 
the vendor has to publish the exact price of the offering online, but on the contrary 
share the process that leads to the price with the customer. This gives the client  
the opportunity to choose between pricing models based on different variables, so that 
the client is aware of the final result of his or her choices. However, as it emerged  
in the literature review (e.g. [34]), it is not realistic to suppose that the price derives 
only from the value realization of the client. Hence, the model depicts the different 
variables that lead to the price designation. These variables include primarily the 
client but also the competitors’ offering, the specific market information (including 
the geographical market, the different industries and sectors that the offering is 
targeting), and finally the vendor itself, through the cost structure of the product.  
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In this way, the conceptual model displays a more harmonized pricing framework, 
which does not focus on the client’s value only during the price designation phase, but 
also and most importantly in the subsequent stage. Finally, the first stage also includes 
communication, a keyword that previous pricing models have ignored completely. 
This empirical research has confirmed that communicating the pricing model is 
essential in value-based pricing models since the value realization often does not take 
place solely due to a lack of clients’ understanding. It is a concept that needs to be 
directly linked to pricing techniques. 

The second phase of the conceptual model illustrates the post-purchase stage, 
which is focused on two other key words, service and dynamism. 

The first concept is self-explanatory, since SaaS involve the offering of a service 
instead of a product. However, through the interviews and discussions with the top 
five BI vendors, it became apparent how important it is for the vendor to offer a full 
service. This full service is not only limited to the functioning of the software itself, 
but also encompasses guidance of the customer and a focus on relationship 
management. 

The client has chosen the software because of the value proposition of the vendor. 
However, the conceptual model also illustrates the follow-up of this proposition, with 
the value perception that is essential to reassess the price in collaboration with the 
vendor. As it repeatedly emerged in the interviews, the customers usually value the 
trial period as an essential tool to understand the product, and to decide whether it 
meets the needs of their businesses.  

Within the model, the same concept of a trial is included, but applied to the after-
purchase phase. Hence, the client has a period of time to see whether the variables he 
has chosen as a fundament for the price of the service are the ones that best depict his 
or her business and best represent the value realization. In this way, the clients can 
then reassess the price according to their business model needs, through a pricing 
concept that is dynamic and allows for alterations. In contrast with previous pricing 
models, the dynamism here concentrates on the client’s needs and not on the vendor’s 
strategy (as in the traditional value-based pricing models, namely penetration pricing 
and skimming pricing).  

The reassessment of the price aims to shift the client’s investigation from an ex-
ante to an ex-post stage. As a matter of fact, the vendor needs to keep a good 
relationship with the client, with a frequent exchange of information, and through this 
dialogue the vendor can save resources, time and money from investigating the 
client’s needs before reaching him. 

Finally, in the model, this leads to a loyalty loop, as in McKinsey’s consumer 
decision journey model [48]. Since the clients see their needs fulfilled, and the value 
exploited, they do not seek other software vendors and remain loyal to the service 
offered. This is important in light of recent research publications, which have been 
analyzed in the previous chapters. They revealed that customers in the majority of 
cases show a low level of client satisfaction, and are not pleased with the vendor 
relationship vendors [39,40,41]. 

Hence, it can be seen as crucial to switch to and constantly strive for a customer-
centered value proposition. 
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5 Conclusion 

After the software revolution and the introduction of Software as a Service (SaaS), the 
end customer has become essential in the definition of the overall strategy of a 
software vendor. Therefore, the client’s needs and expectations have to be reflected in 
the Business Intelligence & Business Analytics (BI&BA) software supplier’s pricing 
strategy even more. Our research aim therefore was to develop a customer-centric 
conceptual model for the pricing of SaaS BI&BA software. To reach this goal, a 
thorough literature study both in scientific and practice-oriented publications has been 
conducted, followed by a round of nine semi-structured expert interviews. With this 
data pool, a conceptual model that consolidates and compresses prior models has been 
developed. To validate this conceptual model, we discussed it with representatives of 
the five leading BI&BA software vendors. 

In the course of the study it became clear that each software pricing model has its 
own unique strengths and weaknesses; each customer achieves value in a different 
way. Therefore, taken together, the conceptual model developed here caters to these 
two aspects and is intended to show the need for flexibility and scalability on behalf 
of the software vendor, in order to meet the clients’ expectations.  

We think the contribution of this research is twofold: 
First, in the scientific community, there is very little pricing research in the 

particular but important case of Business Intelligence software. Here, the conceptual 
model can help stimulating the discussion immediately in order to ignite further 
necessary research. It may contribute to focus more on the value-perception and the 
interaction between customer and vendor, and less on technical issues, which have 
already been thoroughly researched. 

Second, the findings and the model can help practitioners in rethinking their pricing 
method. Higher market pressure and increased competition in this field of the software 
industry make customer satisfaction and loyalty ever more important. Thus, having a 
strategic and customer-centric look on the current pricing practice can lead to lower 
customer churn rates, higher customer satisfaction and more pricing flexibility. 

However, our study also contains a number of limitations: On the one hand, the 
research has been conducted without investigating the technical characteristics of the 
software products under examination. This would have allowed a deeper 
understanding of the cost structure, and hence the possible pricing techniques to 
apply. On the other hand, the findings have only been discussed with the five biggest 
BI&BA software vendors and small-and mid-sized companies have been ignored. As 
this particular share of the software market is very dynamic, partly due to constant 
start-up activity, a generalization of the findings may be problematic at this point of 
time of our research. 

Future research may address these shortcomings and should potentially also take 
into account the well-described vendor/client lock-in effects of SaaS applications 
which frequently occur. In addition, the conceptual model is just a starting-point to 
initiate more research in terms of putting the client center-stage when it comes to 
value delivery, value communication and value pricing in the software and BI&BA 
industry. 
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Abstract. Social media has experienced great changes in recent years. Various 
social media platforms emerge and develop significantly. Why users choose to 
use some particular social media becomes a major concern. Through adopting 
uses and gratifications theory, this study aims to explore gratifications sought 
from using two popular social media: Weibo and Weixin. Data was collected by 
eighteen in-depth interviews and content analysis was conducted for data 
analysis. Results show that, seven gratifications could be sought from using 
Weibo: information seeking, social interaction, entertainment, pass time, self-
expression, information sharing and social networking, while five gratifications 
from Weixin usage: private social networking, social interaction, convenient 
communication, high-quality information provided and information sharing. In 
addition, three general gratifications for usage of both Weibo and Weixin were 
identified: information sharing, social networking and social interaction. 
Implications of this study are also discussed. 

Keywords: instant messaging, social networking service, social media, 
gratification, uses and gratifications theory, motivation. 

1 Introduction 

The use of social media has become more widespread and continues to grow 
significantly in recent years. Social media is “a group of Internet-based applications 
that build on the ideological and technical foundations of Web2.0, and that allow the 
creation and exchange of user generated content” [1]. Social media enables users to 
create and share information, and to communicate with each other. Typical social 
media platforms include: instant messaging services like Weixin and QQ, social 
networking services like Renren and Facebook, microblog services like Weibo and 
Twitter.  

CNNIC statistical report mentioned that, as the No.1 Internet application, instant 
messaging had a continuously rising utilization ratio (from 82.9% in 2012 to 86.2% in 
2013), while microblog and other communication-type applications had a continuously 
declining utilization ratio (for microblog, from 54.7% in 2012 to 45.5% in 2013) [2]. 
                                                           
* Corresponding author. 
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Also, CNNIC research report finds that, there are quick changes for social applications. 
Social networking sites located in the first line previously; with the emergence of 
microblog (also “Weibo”) sites, number of users of social networking has dramatically 
dropped; however, the emergence and development of Weixin has brought about a 
complicated competition environment for microblog, as some functions of microblog 
have been substituted or transferred [3]. Then one question arises: why do users choose 
to use some particular social media? Specially, for Weibo and Weixin users, why do 
some users use Weibo, while some use Weixin, and some use both?  

The extant studies provide us a new perspective to consider the research questions. 
That is, when users choose to use Weibo, Weixin or both, they could seek for special 
gratifications to meet their requirements. So, what type of gratifications do users seek 
for when using Weibo and Weixin? To answer the question, based on the work of [4] 
and [5], we try to adopt uses and gratifications theory (U&G theory) as our theoretical 
background, and use in-depth interview as the method of data collection, so as to 
explore the general and specific gratifications sought from using Weibo and Weixin. 

The paper is structured as follows. First, uses and gratifications theory will be 
introduced as the theoretical background and related studies will be elaborated. 
Second, research methodology will be described, including research design and data 
collection. Then findings about gratifications from Weibo and Weixin will be showed 
in Section 4. And finally, results will be discussed; implications, limitations and 
future research will also be presented. 

2 U&G Theory and Related Studies 

2.1 U&G Theory 

U&G theory was first put forward by Katz " [6]. This theory explores users' usage 
motivation from the perspective of individuals, and puts forward that users are active 
and can meet their requirements to use some particular media with special 
motivations [6]. Furthermore, Katz considers users' media usage behavior as a chain 
of causation, i.e., "social factors + psychological factors - expectations for media - 
usage of media - gratifications sought" [6]. 

U&G theory has the following ideas: individuals are active media users, 
individuals use some media for particular aims, individuals meet their social and 
psychological gratifications through using some media, media should connect users’ 
gratifications with their usage of the media when spreading information [6]. The 
theory aims to understand users’ motivations to use media, to explain how users seek 
their gratifications through media usage, and to show relationships among users’ 
cognitive needs, motivations and their behavior.  

For usage of traditional media, contents that media spread and experience brought 
to users by media usage lead to users’ gratifications sought from media usage [7]. 
With the emergence and development of various new media, uses and gratifications 
theory is further improved, referring to, such as, interaction and verified gratifications. 
In addition, researchers adopt uses and gratifications theory to investigate different 
types of gratifications users seek from using different new media. 
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2.2 Related Studies 

Researchers have already made many efforts to explore reasons on why users use 
social media or related communication technologies. For example, Whiting and 
Willians [4] identified ten gratifications for using social media: social interaction, 
information seeking, pass time, entertainment, relaxation, communicatory utility, 
convenience utility, expression of opinion, information sharing, and surveillance/ 
knowledge about others. Ku et al. [5] compared gratifications from usage of three 
CMC technologies (SNS, IM, and e-mail); results revealed four general gratifications: 
relationship maintenance, information seeking, amusement, and style; and showed 
specific gratifications: sociability gratification sought from using instant messaging 
and social networking sites, gratification of kill time sought from using instant 
messaging. Through 77 surveys and 21 interviews, Quan-Haase and Young [8] found 
six gratifications users obtained from Facebook: pastime, affection, fashion, share 
problems, sociability, and social information; furthermore, differences were revealed 
that Facebook is more related to having fun and knowing about the social activities 
occurring in one’s social network, while instant messaging focused more on 
relationship maintenance and development. Raacke and Bonds-Raacke [9] showed 
that many college students used friend-networking sites to meet gratifications such as 
keeping in touch with friends, posting/looking at pictures. 

In addition, researchers have applied U&G theory to explain motivations for using 
various social media. Lo and Leung [10] revealed gratifications sought from IM 
usage: peer pressure/entertainment, relationship maintenance, free expression and 
sociability. Raacke and Bonds-Raacke [9] found gratifications for using social 
networking sites: keep in touch with old/current friends, post/look at pictures, make 
new friends, locate old friends, learn about events, post-social functions, feel 
connected, share information, academic purposes and dating. Pai and Arnot [11] also 
identified four gratifications for adopting social networking sites: belonging, 
hedonism, self-esteem, and reciprocity. The above-mentioned findings by [4] and [5] 
also adopted uses and gratifications for their investigations.  

3 Research Method and Data Collection 

3.1 Research Method 

Applying uses and gratifications theory, we try to explain the reasons why users 
choose different social media (Weibo and Weixin) although they provide some 
overlap functions. Three stages were adopted for the research design to achieve the 
research aim. 

First, literature review was conducted so as to acquire a preliminary list of 
gratifications for using Weibo and Weixin. On the basis of gratifications identified by 
[4] and [5], we further reviewed articles related to usage of different social media, and 
established a preliminary list of gratifications: relationship maintenance, information 
seeking, social interaction, entertainment, and killing time. 



 Weibo or Weixin? Gratifications for Using Different Social Media 17 

 

Second, we conducted in-depth interview to collect data to validate and modify the 
preliminary list of gratifications. In-depth interview is suitable because the aim of the 
current research is to explore why users choose to use a particular social media tool.  

After data collection, we adopted content analysis for analyzing the data. The 
researchers independently read and reviewed responses from interviewees, and 
extracted possible gratifications based on the preliminary list of gratifications. For 
those gratifications that did not appear on the list, we listed them as a new group. 
Also, we discussed the responses that we did not agree with each other. After data 
analysis, we got the final list of gratifications to answer the research questions. 

Table 1. Descriptive statistics for the sample (N = 2 + 18) 

No Gender Grade Major 
Experience of 
using Weibo 

Experience of 
using Weixin 

* Female Sophomore Lirary science 2 years 1 year 
* Male Sophomore Lirary science 3 years 2 years 

A Female Sophomore 
Information management 

& information system 
Less than 1 year

Less than 1 
year 

B Female Sophomore Library science 3 years 2 years 
C Male Sophomore Archives science 5 years 4 years 

D Male Sophomore 
Information management 

& information system 
2 years 2 years 

E Male Sophomore Library science 3 years 1 year 
F Female Sophomore Library science 4 years 3 years 

G Male Sophomore 
Information management 

& information system 
3 years 3 years 

H Female Sophomore Archives science 2 years 
Less than 1 

year 
I Female Sophomore Archives science 5 years 4 years 

J Female Junior 
Information management 

& information system 
5 years 4 years 

K Male Junior Library science 1 year 2 years 
L Male Junior Archives science 1 year 1 year 

M Female Junior 
Information management 

& information system 
2 years 

Less than 1 
year 

N Male Junior Library science 3 years 2 years 
O Male Junior Archives science 4 years 3 years 
P Female Junior Library science 3 years 3 years 

Q Male Junior 
Information management 

& information system 
1 year 1 year 

R Female Junior Archives science 4 years 3 years 
Note: The first two samples with * were invited for pre-interivews. 



18 C. Gan and W. Wang 

 

3.2 Data Collection 

The interviewees were university students in their second or third year from one 
university in south China. According to Lincoln and Guba [12], the number of 
interviewees for interviews should be at least 12. So we choose 18 students as 
samples. Two pre-interviews were conducted before the final interviews so as to 
check out the questions. All interviews were conducted Face - to - Face in one of the 
researcher’s office in one month, and each interview lasted for 45 – 60 minutes.  

Table 1 shows the descriptive statistics for interview samples. Among 18 
interviewees, 9 were female and 9 were male. For their study grades, 9 were 
sophomore and 9 were junior. All of them were from three majors: library science, 
archives science and information management & information system. For experience 
for using Weibo, 5 students had 3 years, 3 students had 1, 2, 4, and 5 years 
respectively, and only 1 student had less than 1 year. For experience for using Weixin, 
5 students had 3 years, 4 students had 2 years, and 3 students had less than 1 year, 1 
and 4 years respectively. 

4 Results 

4.1 Gratifications from Weibo 

Seven gratifications were identified with respect to the use of Weibo. They will be 
discussed as follows.  

(1) Information seeking. 83.33% (15) interviewees reported using Weibo to seek 
various information, such as information about social events and news, history events, 
work and studies. Interviewee C said that “Weibo can provide different types of 
information, I like topics such as ‘hot topics’, ‘hot post in 24-hour’ and ‘specially 
focused topics’, so as to quickly seek information on what happened.” Interviewee A 
further referred to use Weibo for “seeking information about studying aboard, such as 
introduction of universities and majors, daily study and life on some particular 
universities.” 

(2) Social interaction.72.22% (13) interviewees mentioned using Weibo for social 
interaction, i.e., interacting with various users ranging from acquaintances, new 
friends and even famous people. Interviewee J said that “Weibo can help me quickly 
know what happens on my friends and communicate with them; also, I can pay 
attention to those who share similar interests with me.” Also interviewee D mentioned 
that “I can keep in touch with others, talk anything with them, even we do not meet 
each other Face-to-Face. Weibo expands my social life online.” 

(3) Entertainment.72.22% (13) interviewees reported using Weibo for entertainment. 
Interviewee B mentioned that “Weibo brings me much fun. I can always find interesting 
videos or posts. I enjoy it.” And interviewee Q said that “I like playing games in Weibo 
platform, especially with friends.” 

(4) Pass time. 66.67% (12) interviewees used Weibo for passing time. Some 
responses from interviewees were “I read posts from Weibo when waiting for bus”, “I 
log in Weibo when class is boring”, “I use Weibo when I can’t sleep during night”.  
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(5) Self-expression. 55.56% (10) interviewees mentioned using Weibo for self-
expression that they can freely publish whatever they want to, even with one or two 
words, or just some expression. Interviewee R said that “I like to write down what I 
am thinking on things that I see or experience. Weibo provides various forms for me 
to do so, such as words, pictures, music or videos.” While interviewee G mentioned 
that “I like making comments to others’ posts I am interested in. It is a good place to 
express whatever you want to.” 

(6) Information sharing. 55.56% (10) used Weibo for sharing information. Some 
responses were “I would like to share my ideas through posts or comments”, “When I 
read some interesting posts, I will share them with others”, “Through sharing, I could 
make advertisement for myself.” 

(7) Social networking. 44.44% (8) reported using Weibo for social networking. 
Interviewee P mentioned that “I think Weibo is a good social networking tool. It not 
only makes us keep in touch with old friends, also give us opportunities to know 
others in the world.” Interviewee E further said that “I use Weibo to maintain my 
social networks through sharing, commenting, or playing together with my online 
friends.” 

4.2 Gratifications from Weixin 

With respect to Weixin, five gratifications were identified as follows.  
(1) Private social networking. This type of gratification was mentioned by 88.89% 

(16) interviewees. Some responses were “Compared to Weibo, Weixin is more 
private. Only my friends can read my posts”, “(Weixin) is a private social networking 
platform, not an open one like Weibo”, “I communicate with my real friends by 
Weixin, share ideas with them. So I can protect my privacy. I think this advantage is 
the most one that we choose to use Weixin”. 

(2) Social interaction. 77.78% (14) interviewees reported use Weixin for social 
interaction. Some responses were “I use Weixin to interact with my friends that I have 
already know in the real life”, “Weixin is convenient for me to communicate with my 
friends. Most of my friends and classmates use Weixin, and we interact with each 
other through it”. 

(3) Convenient communication. 66.67% (12) interviewees used Weixin due to 
convenient communication. Interviewee F said that “Weixin is convenient for us to 
communicate with each other. There are messages and voices. I like the real-time 
speaking function. It is just like you are talking with somebody using the mobile 
phone, but without any costs.” Interviewee M further mentioned that “It is indeed a 
convenient communication tool. It is mobile, so no matter where you are, you can use 
it to communicate with your friends. Expect for words, voices are more intuitive. 
Even your friends are not online when you talk with them, they can hear from you 
after logging in and replying to you quickly.” 

(4) High-quality information provided. 55.56% (10) interviewees mentioned the 
high-quality information provided by Weixin. Some responses were “There is not so 
much rubbish information. Only those I am interested in and focus on can be provided 
for me”, “It is not the same as using Weibo. Weibo always pushes information that I 
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do not like, such as advertisements. When I use Weixin, I only pay attention to that 
useful information. And other rubbish information will not come to me if I do not 
follow them”, “The information has high-quality, sometimes I think that I am reading 
a good prose. And there are no advertisements, less rubbish information”.  

(5) Information sharing. 50% (9) reported to use Weixin for information sharing. 
Some responses were “I use Weixin because I can share information with my friends: 
my current state, what I am doing at the moment, good articles that I ever read”, 
“When I read some interesting posts, I always share them with my friends. I just click 
the “share” button and it is done”. 

5 Discussion, Implications and Limitations 

5.1 Discussion 

Considering Weibo and Weixin as popular social media platforms, users choose to use 
them for meeting different requirements. For example, for Weibo usage, users seek for 
diversified information, perceive enjoyment. While for using Weixin, users keep close 
connections with friends, acquire more valued information. Gratifications sought from 
Weibo or Weixin further foster users’ regular and continuance usage. Thus, we attempt to 
adopt U&G theory to explore why users choose to use different social media (Weibo or 
Weixin), to explain what types of gratifications users can seek from using these social 
media. 

Our research indicates some major findings with respect to the choice of instant 
messaging services. Results show that users acquire various gratifications to varying 
degrees when using Weibo or Weixin [5]. For the usage of Weibo, users can receive 
gratifications of information seeking (83.33%), social interaction (72.22%), 
entertainment (72.22%); pass time (66.67%), self-expression (55.56%), information 
sharing (55.56%) and social networking (44.44%). With Weixin usage, gratifications 
of private social networking (88.89%), social interaction (77.78%), convenient 
communication (66.67%), high-quality information provided (55.56%) and 
information sharing (50%) are sought. In addition, results show the general 
gratifications for usage of both Weibo and Weixin: information sharing, social 
networking and social interaction. More details about the findings will be discussed 
below. 

For gratifications identified for Weibo and Weixin, results suggest that multiple 
gratifications can be sought from using Weibo and Weixin. With respect to Weibo, 
the results are partially consistent with the findings of [4-5]. However, our results also 
show that users use Weibo for social networking. For Weixin use, gratifications of 
social interaction, convenient communication and information sharing sought were 
partially accord with what [4] identified. In addition, private social networking and 
high-quality information provided are special gratifications that sough from Weixin.  

For general gratifications from both Weibo and Weixin, social interaction, 
information sharing and social networking were identified. As popular social media 
tools, Weibo and Weixin play important roles in fostering users to interact with 
others, to share information and to maintain their relationships [10] [14].  
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5.2 Implications 

This research has some implications for academia and practitioners in several ways. 
For academic, this research utilizes uses and gratifications theory to explain the usage 
of Weibo and Weixin. The findings could further strengthen the relevance and 
suitability of uses and gratifications theory in social media research. Also, results 
suggest specific gratifications for Weibo or Weixin, and general gratifications for 
both of Weibo and Weixin. For practitioners, this research provides a rich 
understanding of why users choose different social media. These findings could help 
them better understand users’ different preferences and choose suitable social medial 
platforms so as to meet users’ gratifications and effectively achieve their own 
marketing purposes. 

5.3 Limitations and Future Research 

The current study has several limitations that should be considered in the future 
research. First, the study only focuses on the specific sample of Chinese university 
students. Therefore, the results may not be generalizable to all social media users. 
Future research needs to explore other types of social media users, such as working 
staff. Second, this study conducts an exploratory research, and adopts interviews as 
the main method for data collection. Future research should consider quantitative 
research and collect data from more samples. 
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Abstract. A bibliometric analysis was conducted on social media research in 
journals under the subject category “Information Science & Library Science” of 
the Social Science Citation Index. 646 articles were retrieved using the term 
“social media” as a keyword to search parts of titles, abstracts or keywords of 
publications. The research performance and trends were analyzed with 
descriptors of types and languages, characteristics, countries, journals, 
authorships and author keywords. Results showed that, social media research 
steadily increased from the period of 2002 to 2013 and the annual publication 
output in 2012 and 2013 were almost half of the total. A total of 9,851 pages, 
29,433 cited references, 1,540 authors and 3,740 citations were identified in all 
646 articles, with the average per article of 15.25 pages, 45.46 cited references, 
2.38 authors and 5.79 citations. Analysis of countries and journals suggested an 
uneven distribution of publications on national and journal levels. The USA 
attained a leading position by contributing the largest share of articles. UK, 
Spain and China were the other three top productive countries in total 
publications. 73.53% of the total articles were published in 25 journals with 
impact factors ranging from 0 to 5. More than half (51.24%) journals had an 
impact factor between 1 and 3. Journal of Health Communication with 2.079 IF 
had published the most articles. The most commonly used author keywords 
appeared in the articles were “social media”, “social network”, “Internet”, 
“communication”, “Web 2.0”, “blog”, “Twitter”, “Facebook” and “virtual 
community”. 

Keywords: Social media, bibliometric, SSCI, research performance, trends. 

1 Introduction 

Social media develops rapidly over the past years, and plays an increasingly important 
role in a variety of fields, such as business, education and daily life for organizations 
or individuals. There is a growing consensus that social media is fundamentally 
changing the way individuals communicate, consume and collaborate [1]. Recent 
reports show that, 65% of Australians use social media [2], while 43.8% of Internet 
users use social media in China [3].Also, 73% of online American adults use a social 
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networking site of some kind [4]. In addition, reports reveals that, marketers place 
very high value on social media, a significant 86% of marketers indicate that social 
media is important for their business [5]. 

Social media research has experienced a considerable increase due to the 
mentioned popular use of social media technologies and their impacts. Great efforts 
have been made around the world to better understand and utilize social media.  
A number of reviews were published within the social media research fields (e.g.  
[1, 6-8]). However, there were no attempts to provide a more quantitative assessment 
of the current status and trends of this research thus far.  

Scientometrics that measuring the contribution of scientific publications within a 
given topic could represent current research trends and be used to identify focuses of 
future. It uses statistical and mathematical tools to map out data and patterns of 
bibliographical records pertaining to a network of scientific documents. Through 
bibliometric research of literature, the next research trend could be predicted [9]. 
Bibliometric studies that evaluate status and progresses of a specific topic based on 
publication records have a long research strand and have been applied to evaluate 
performance of publications in many areas.  

The purpose of the present research, through a comprehensive bibliometric 
analysis, is to analyze the status and trends of social media research from the 
perspective of Library and Information Science (LIS) until the year of 2013, so as to 
help researchers better understand the panorama of global social media research and 
predict dynamic direction of research. 

2 Research Methods 

The data used in this study was obtained from the database of SSCI published by 
Thomson Reuters Web of Science, Philadelphia, PA, USA. As a strictly selected 
abstract database, Web of Science has been long recognized as the most authoritative 
scientific and technical literature indexing tool that can provide the most important 
areas of science and technology research [10]. To retrieve papers dealing with social 
media research in LIS discipline, the term “social media” was used as a search query 
phrase to search the titles, abstracts and keywords of referenced publications under 
the category of “Information Science & Library Science”. A total of 768 publications 
were identified in the SSCI databases for the period 2002-2013. 

In addition, the impact factor (IF) of a journal was determined for each document 
as reported in the year 2012 by ISI’s Journal Citation Reports (JCR). Citation counts 
of all the papers obtained on March 10th, 2014 when the SSCI search process for this 
study was conducted. And publications originating from England, Scotland, North 
Ireland and Wales were grouped under the UK (United Kingdom) heading.  

We then performed a bibliometric analysis based on the following descriptors: 
types and languages of publications, characteristics of scientific output, publication 
distribution by countries, distribution of outputs in journals, authorships as well as 
frequencies of author keywords, so as to study the worldwide research activity on 
social media from the perspective of LIS in general and determine the research trends 
and performance. The statistical analysis was conducted by the combined use of 
BibExcel [11] and MS Excel. Also, for analysis of author keywords, following the 



 A Bibliometric Analysis of Social Media Research from the Perspective 25 

 

formation of the basic word list, all words devoid of meaning (i.e., “if”, “and”, “with”, 
etc.) were removed from the list, and the alternate forms of words were grouped 
together. 

3 Results and Discussion 

3.1 Types and Languages of Publications 

There were 768 papers on social media research under category of LIS in the ISI Web 
of Science database. 6 document types were identified. The most frequent document 
type was journal articles (646), comprising 84.11% of the total publication, followed 
by book review (50, 6.51%) and editorial material (43, 5.6%). Other less significant 
document types were review (27, 3.52%), proceedings paper (25, 3.26%) and news 
item (2, 0.26%), which accounted for 7.03% in total. 

Since original articles were the most-frequently used type, also following the 
conventions used in other bibliometric studies, journal articles were used for further 
analysis, while other types of publications were then removed. 

As for publishing language, English remains the dominant language, making up 
92.41% (597) of all the published articles. This result was consistent with the fact that 
English is the prevalent academic language as most journals indexed by SSCI are 
published in English. Other publication languages included Spanish (34), Hungarian 
(7), Portuguese (4), German (3) and French (1). 

3.2 Characteristics of Scientific Output 

The articles devoted to social media research from the perspective of LIS were 
summarized in Table 1, showing some basic characteristics of all 646 articles.  
The number of total pages (NP) for all 646 articles was 9,851, and the average page per 
article (NP/NA) was 15.25. Further, among the 646 articles, the maximum pages were 
52, and the minimum was 1. The article with 52 pages was “researchers and practitioners 
talk about users and each other: making user and audience studies matter”, written by 
Dervin B and Reinhard C D, and published in “Information Research - An international 
electronic journal”. Both of the two articles with 1 page were published in “Econtent” 
journal, written by Scott D M in 2007 and 2009, and titled with “social media debate” 
and “after thought armed with social media”, respectively. 

Table 1. Characteristics of articles outputs 

 NA NP NP/NA NR NR/NA NAU NAU/NA TC TC/NA 
Total 646 9,851 15.25 29,433 45.56 1,540 2.38 3,740 5.79 
Max / 52 / 160 / 17 / 139 / 
Min / 1 / 0 / 1 / 0 / 
Note: NA number of total articles, NP number of total pages, NP/NA average page per article, 
NR number of cited references, NR/NA average cited references per article, NAU number of 
total authors, NAU/NA average author per article, TC times cited, TC/NA times cited per 
article, Max The maximum, Min The minimum, / no data 
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The total number of cited references (NR) for all 646 articles was 29,433, and the 
average cited references per article (NR/NA) were 45.46. In addition, the maximum 
cited reference was 160, while the minimum was 0. The article with 160 cited 
references was titled “online social movements”, a review paper published in “Annual 
Review of Information Science and Technology” journal in 2011, written by Hara N 
and Huang B Y from Indiana University. Also, there were 15 articles with 0 cited 
references. The further analysis of these 15 articles revealed that their topics were 
intensively related to social media applications in different areas, such as business, 
marketing and library. Meanwhile, 8, 5, 1 and 1 article(s) were published in journals 
“Econtent”, “Online”, “Learned Publishing” and “Profesional de la Información”, 
respectively.  

For authors, there were 1,540 authors in total (NAU) for all 646 articles, and the 
number of average authors per article (NAU/NA) was 2.38, indicating the 
collaboration trend for current research. Moreover, the article with the most authors 
was written by 17 authors, of which 6 from Korea and 11 from Pakistan, and 
published in “Journal of Health Communication”. 

Additionally, there were 3,740 citations (TC) in the total of 646 publications for an 
average of 5.79 citations per article (TC/NA), indicating the high impact or visibility 
of social media research from LIS. The most frequently cited article was “acceptance 
of Internet-based learning medium: the role of extrinsic and intrinsic motivation”, 
written by Lee M K O, Cheung C M K and Chen Z from Hong Kong, China. This 
article was published in “Information & Management” journal, and empirically 
investigated extrinsic and intrinsic motivators affecting students’ intention to use an 
Internet -based learning medium. It has been cited 139 times since published in 2005. 
Meanwhile, among the most times cited articles, 129 (19.97%) articles were cited by 
2,970 (79.41%) times, following the Pareto principle. 

In addition, Figure 1 shows the publication years of all 646 articles. We could find 
that research on social media has risen yearly from 2003 to 2013 and aroused more 
and more attention in recent years. The annual number of publication output has 
grown rapidly from 16 in 2002 to 174 in 2013. Articles published in the year of 2012 
and 2013 accounted for almost half of the total publications (45.2%).  

 

Fig. 1. Publications of each year 
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Also, as shown in Fig. 1, the progression in the number of articles each year was 
further studied. There were significant correlations between the publication years and 
the number of articles published in those years. The growth pattern of the progression 
was simulated by one exponential function y = 6.849e0.256x, with coefficients of 
determination R2=0.927. 

3.3 Publication Distribution by Countries 

LIS scholars from 54 countries have contributed in social media research. Table 2 
presented the top 15 countries/territories that were most productive, suggesting a 
geographic inequality. Among 17 countries/territories ranked top 15, there were 9 
European countries, 5 Asian countries, 2 and 1 from North America and Africa, 
respectively. Moreover, USA ranked first with 297 (39.23%) publications, followed 
by UK (63, 8.32%) and Spain (49, 6.47%). China (38, 5.02%) ranked the fourth in 
total publications. 

Table 2. Top 15 countries/territories with most articles 

Country Articles Percentage% Country 

by region

Country Articles Percentage% Country 

by region 

USA 297 39.23% North 

America 

Finland 15 1.98% Europe 

UK 63 8.32% Europe Sweden 15 1.98% Europe 

Spain 49 6.47% Europe Singapore 14 1.85% Asia 

China 38 5.02% Asia Israel 13 1.72% Asia 

Canada 33 4.36% North 

America 

South 

Africa 

9 1.19% Africa 

South Korea 29 3.83% Asia Ireland 8 1.06% Europe 

Netherlands 24 3.17% Europe Italy 8 1.06% Europe 

Australia 23 3.04% Europe Taiwan 8 1.06% Asia 

Germany 21 2.77% Europe Total 667 88.11% / 

3.4 Distribution of Output in Journals 

All 646 articles were published in a wide range of 78 journals. Table 3 lists the top 16 
journals (25 journals in total) with the greatest number of published articles, 
comprising 73.53% of the total 646 articles. There was a high concentration of social 
media publications in these top journals, which follows the Zipf’s law and is 
consistent with observation in other fields. Journal of Health Communication ranked 
first with 55 published articles, followed by Journal of Computer-Mediated 
Communication with 50 published articles.  

Impact factor and journal rank of each journal are also shown in Table 3. Impact 
factors of all the 25 journals were ranged from 0 to 5 according to 2012 JCR Social 
Science Edition. The journal with the highest impact factor was MIS Quarterly (4.659, 
ranked 1st of 85 journals in LIS) with 8 published articles, followed by Scientometrics 
(2.133, ranked 7th) and Journal of Health Communication (2.079, ranked 8th). 
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Table 3. The top 16 journals with the greatest number of articles 

Journal P P% IF Journal rank 

Journal of Health Communication 55 8.51% 2.079 8/85 

Journal of Computer-Mediated Communication 50 7.74% 1.778 13/85 

Government Information Quarterly 39 6.04% 1.910 11/85 

Social Science Computer Review 37 5.73% 1.303 24/85 

Journal of the American Society for Information 
Science and Technology 

32 4.95% 2.005 10/85 

Profesional de la Información (Spanish) 29 4.49% 0.439 53/85 

Information Society 28 4.33% 1.114 30/85 

Information Systems Research 20 3.10% 2.010 9/85 

Aslib Proceedings 19 2.94% 0.432 54/85 

Telematics and Informatics 16 2.48% / / 

Journal of Documentation 15 2.32% 1.138 29/85 

Online Information Review 13 2.01% 0.939 37/85 

Information Research - An International 
Electronic Journal 

11 1.70% 0.520 49/85 

Library Hi Tech 11 1.70% 0.621 46/85 

Libri 10 1.55% 0.368 64/85 

Journal of Information Science 10 1.55% 1.238 26/85 

Scientometrics 10 1.55% 2.133 7/85 

Information & Management 10 1.55% 1.663 15/85 

Electronic Library 10 1.55% 0.667 44/85 

Ethics and Information Technology 9 1.39% 0.846 40/85 

International Journal of Information 
Management 

9 1.39% 1.843 12/85 

Journal of Knowledge Management 8 1.24% 1.474 20/85 

MIS Quarterly 8 1.24% 4.659 1/85 

Econtent 8 1.24% 0.127 79/85 

Journal of Management Information Systems 8 1.24% 1.262 25/85 

Note: P total publications, P% share in publications, IF impact factor 

 

Shares of articles in different ranges of impact factor were further analyzed (Table 
4). There were 9 journals with impact factor between 0 and 1, 10 journals between 1 
and 2, 4 journals between 2 and 3, and 1 journal between 4 and 5. In addition, journals 
with impact factor between 1 and 3 accounted for more than half (51.24%) of the total 
publications, which indicated that qualities of publications in social media research 
from LIS scholars were high.  
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Table 4. Shares of publications in different ranges of impact factor 

IF J P P% IF J P P% 
0<IF≦1 9 120 18.58 3<IF≦4 0 0 0 
1<IF≦2 10 214 33.13 4<IF≦5 1 8 1.24 
2<IF≦3 4 117 18.11 N/A 1 16 2.48 

Total 25 475 73.53  
Note: IF impact factor, J number of journals, P total publications, P% share in publications, 
N/A no data 

3.5 Patterns of Authorships 

There were 201 articles with single author, while 445 articles with multiple authors. 
Moreover, 1,448 authors appearing 1,540 times were identified for all the 646 articles. 
67 authors published at least 2 articles, and 1,381 author published one article.  
Table 5 lists frequency of times authors appeared of the total publications.  

Table 5. Frequency of times authors appeared 

T F F% T F F% T F F% 
9 1 0.07 4 3 0.21 2 54 3.73 
6 1 0.07 3 8 0.55 1 1381 95.37 

Total: 1448 

Note: T Times appeared, F frequency, F% share of frequency 
 

We also list the most productive authors published at least 4 articles in Table 6. 
The most productive author in social media research from LIS was Park H W (12 
articles) from Yeungnam University in South Korea, followed by Bonson E (6 
articles) from University of Huelva in Spain, Rice R E (5 articles) from University of 
California, Santa Barbara in USA and Thelwall M (5 articles) from University of 
Wolverhampton in UK.  

Table 6. The most productive authors 

Author name Articles Author name Articles Author name Articles 

Park HW 12 Flores F 4 Marcella R 4 

Bonson E 6 Yuan YC 4 Bertot JC 4 

Rice RE 5 Jaeger PT 4 
Total 52 

Thelwall M 5 Baxter G 4 

3.6 Frequencies of Author Keywords 

The technique of statistical analysis of keywords may reflect directions of research. 
Especially, authors’ keywords analysis could offer the information of research trends 
as viewed by researchers [9]. Examination of author keywords revealed that, 1,649 
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keywords were identified among the total 646 publications. Table 7 shows the 
frequency of different number of keywords appeared in different times. Among them, 
1,386 (84.05%) keywords appeared only once, and 147 (8.91%) appeared twice. 
These words maybe reflected a lack of continuity in research and a wide difference in 
research focuses [12]. 

Table 7. Frequency of keywords appeared in different times 

Times 

appeared 

Number 

of key-

words 

Frequency

% 

Times 

appeared

Number 

of key-

words 

Frequency

% 

Times 

appeared

Number 

of key-

words 

Frequency

% 

1 1,386 84.05 9 2 0.12 21 2 0.12 

2 147 8.91 10 3 0.18 22 1 0.06 

3 55 3.34 12 1 0.06 23 1 0.06 

4 18 1.09 13 2 0.12 35 1 0.06 

5 9 0.55 14 1 0.06 38 1 0.06 

6 6 0.36 15 1 0.06 45 1 0.06 

7 2 0.12 18 1 0.06 69 1 0.06 

8 5 0.30 19 1 0.06 142 1 0.06 

 
We also presented the top 15 most active author keywords in Table 8. Other than 

the term “social media” used for searching, the most frequently used keywords was 
“social network”, which is highly accorded with that fact that social network has 
attracted much attention from scholars. Also, “Internet” and “communication” were 
the other two most active words. This is consistent with the fact that social media is a 
type of new Internet application and is convenient for people to communicate with 
each other. In addition, “Web 2.0”, “blog”, “Twitter”, “Facebook” and “virtual 
community” were paid more attention to because they are typical applications of 
social media and used mostly according to the current statistic reports. Furthermore, 
social media is applied into different areas, as “library” (21), “political participation” 
(13) and “e-government” (12) were also appeared in the list. 

Table 8. Top 15 most active author keywords 

Author keyword Times Author keyword Times Author keyword Times 

social media 142 Facebook 21 political participation 13 

social network 69 library 21 e-government 12 

Internet 45 virtual community 19 Information retrieval 10 

communication 38 social interaction 18 knowledge management 10 

Web 2.0 35 social capital 15 innovation 10 

Blog 23 
social network 

analysis 
14 

Total 550 
Twitter 22 digital divide 13 
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4 Conclusion 

In this study, we provided a supplement evaluation on the global research status and 
trends in social media studies from the perspective of LIS, utilizing scientometrics 
approach by summarizing types and languages, characteristics, geographic 
distributions, journals, patterns of authorships and frequencies of author keywords. 
The findings of this study could help LIS researchers better understand the 
performance of social media research in the world, as well as direct for future 
research. 

The study showed that social media research in LIS started in 2002 and has a 
steady growth in the scientific outputs, following one exponential function in terms of 
increasing number of annual publications. Also, publications of the year of 2012 and 
2013 accounted for almost half of the total publications (45.2%), suggesting social 
media research has attracted increasing interests from LIS scholars in recent years.  

There were 768 papers related to social media research under category of LIS, of 
which 6 document types were identified and journal articles made up of the majority 
(84.11%). All 646 articles had a total of 9,851 pages, 29,433 cited references and 
1,540 authors. The average for one article was 15.25 pages, 45.46 cited references and 
2.38 authors. Meanwhile, all articles got 3,740 citations with an average of 5.79 
citations per article. And 129 (19.97%) articles were cited by 2970 (79.41%) times, 
which follows the Pareto principle. 

The research output distributed unevenly over 54 countries contributed in social 
media research. The USA attained a leading position by contributing the largest share 
of articles. UK, Spain and China were the other three top productive countries in total 
publications. 

All 646 articles were published in 78 journals, of which 73.53% were published in 
top 16 journals with impact factors ranging from 0 to 5, and followed the Zipf’s law. 
The journal with the most published articles was Journal of Health Communication 
with 2.079 IF, ranking 8th of 85 journals in LIS. Also, MIS Quarterly and 
Scientometrics were the top 2 journals with the highest IF among the top 16 journals. 
Also, more than half (51.24%) journals had an impact factor between 1 and 3. 

201 articles were written by single author and 445 articles by multiple authors. 
1,448 authors were identified with 1,540 times appeared, of which 67 authors 
published at least 2 articles and 1,381 author published one. The most productive 
author was Park H W (12 articles), Bonson E (6 articles), Rice R E (5 articles) and 
Thelwall M (5 articles). 

1,649 keywords were presented among the total 646 publications, of which 1,386 
(84.05%) and 147 (8.91%) keywords appeared only once and twice, respectively. The 
most commonly used author keywords appeared in the articles were “social media” 
and “social network”, indicating that topics related to social network have received 
clearly increasing interests. In addition, “Internet”, “communication”, “Web 2.0”, 
“blog”, “Twitter”, “Facebook” and “virtual community” were the most active author 
keywords, which reflected the current research focuses and might become the future 
research angles. 
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Abstract. The valence of online user-generated reviews is an increasing impor-
tant antecedents affecting tourist’s decision with the pervasion of Web 2.0 and 
information and communication technology. The purpose of this study is to ex-
plore the influence of electronic word-of-mouth (eWOM) on outbound tourists’ 
intention to visit a destination through a dual-process perspective. A research 
model was proposed based on the dual-route theory of elaboration likelihood 
model (ELM) and theory of planned behavior (TPB). The research model was 
empirically tested with the data collected among the Chinese outbound tourists. 
The research results indicate that, tourist’s attitude towards a destination was 
positively influenced by argument quality of eWOM, and intention to recom-
mend the destination before travel was positively influenced by attitude towards 
destination and source credibility of destination related eWOM. Outbound  
tourists’ intention to visit a destination was positively influenced by argument 
quality, attitude towards destination, and WOM intention. Several practical and 
theoretical implications are also discussed in the paper.   

Keywords: Electronic word-of-mouth (eWOM), travel decision, online travel 
information, visit decision, elaboration likelihood model, theory of planned  
behavior 

1 Introduction 

With the advancement of information and communication technology (ICT) and  
advent of Web 2.0 in recent years, tourists are enabled to communicate virtually and 
share travel experience, reviews online [1]. Increasing amounts of user-generated-
content (UGC) were spawned in the form of online travel experience or online  
reviews that pertain to personal experience with particular service or products which 
is also described as electronic word-of-mouth (eWOM) [2]. EWOM are available to a 
multitude of people via Internet and Web 2.0 platforms, which is likely to generate 
persuasive effects on target audiences, such as potential customers [3].  As an infor-
mation-intensive industry, tourism was deeply influenced by eWOM [4-7]. Electronic 
word-of-mouth have facilitated travel information searching behavior, and influenced 
tourists’ travel planning behavior [8, 9]. Tourists nowadays are increasingly using 
eWOM to inform themselves about travel-related services and products, for travel 
planning and travel related purchasing [10-12].  
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As eWOM has strongly affected tourism industry especially in tourist’s decision 
making process, a considerable amount of literature has been focused on eWOM in 
tourism [13-16]. These studies mainly focused on two streams: one stream focused on 
exploring the factors influencing eWOM generating motivation [2, 9, 17], while the 
other stream concentrated on the impacts of eWOM on target behavior [18, 19].  
Notwithstanding, our understanding about how eWOM influence tourists’ visit inten-
tion is still scant. What is the most effective information influencing tourists’ attitude 
towards destination, and furthermore their visit intention, and how? Thus, researches 
aiming at solving this puzzle are needed.  

A structural model based on well-tested theories was proposed in this research to 
explore the influence process of eWOM on outbound tourists’ intention to visit a des-
tination. Empirical data was collected among Chinese outbound tourists via structural 
questionnaire survey. This study contributes to the understanding of how destination 
related electronic word-of-mouth impact outbound tourists’ leisure travel destination 
decision-making with empirical evidence. Furthermore, the influence route before 
initial attitude formation toward a destination is also explored. 

The remainder of this article is structured as follows:  In section 2, theory of 
elaboration likelihood is introduced, and incorporated to the theory of planned  
behavior holding that behaviours are influenced by intentions, intentions by attitudes 
[20, 21]. Nine hypotheses are proposed. Research method is delineated in section 3, 
including data collection, descriptive analysis of the sample characters, and measure-
ment model. In section four, structural equation model is used to analyse data with 
AMOS22.0. In section five, we give implications for both academic and practice. At 
the end of the paper in section six, limitations of current research and future research 
suggestions were discussed. 

2 Research Model and Hypotheses 

2.1 Elaboration Likelihood Model  

Elaboration likelihood model (ELM) originates from social and consumer psychol-
ogy, which suggests that attitude changes in two distinct routes: central route and 
peripheral cue [22]. The basic idea of ELM suggests that the way individuals are  
persuaded varies according to the extent to which they are willing to engage in elabo-
ration of the persuasive issue. In the central route, individuals think more critically 
about issue-related arguments in an informational message and scrutinize the both 
pros and cons as related to those arguments prior to forming their target behavior [23]. 
In contrast, in peripheral route to attitude change, a relatively less cognitive effort is 
needed. A person may simply rely on cues related to target behavior, like prior users, 
prior related personal experience, and credibility. The central route is message-related 
argument oriented, while the peripheral route is process cues-oriented.  

‘Elaboration’ is defined as ‘the extent to which the individuals engage in informa-
tion contained in the communication, and mentally modify or process the issue’ [24]. 
The term ‘likelihood’ illustrates whether elaboration is likely or unlikely [24], and is 
used to describe individuals would add something of their own to a given information 
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in a concrete communication [22, 23]. In the context of current study, people in high 
likelihood of having an outbound travel are more likely to be persuaded by potential 
destination related electronic word-of-mouth through a central route, what’s more, 
they think more critically about the destination related-message of eWOM. On the 
contrary, people in a low likelihood would refer to peripheral cues, such as the credi-
bility of the information source. It is suggested that individuals’ degree of elaboration 
forms a spectrum of message-related thinking, which could vary from little to high 
extent. What’s more, the attitude change may happen at any extent of elaboration 
[23], that is, both central route and peripheral route can lead to attitude change, as 
shown in Figure 1. 

 

Fig. 1. Elaboration likelihood model 

In the context of tourism of this study, source credibility refers to the credibility of 
website or online community in which eWOM of travel destination is disseminated. 
Argument quality refers to the quality of content/message contained in the travel  
destination-related eWOM. Source credibility and argument quality of social media 
material are empirically tested to be related with attitude formation in the context such 
as outbound studying destination choice [25] and adoption of accommodation related 
online review [4]. Thus, we propose that argument quality and source credibility of 
destination-related eWOM have positive influence on tourists’ attitude towards the 
destination. Hypotheses 1 and 2 are: 

H1: Argument quality of destination-related eWOM will positively influence  
tourists’ attitude towards leisure travel destination. 

H2: Source credibility of destination-related eWOM will positively influence  
tourists’ attitude towards leisure travel destination. 

2.2 Incorporating Behavior Intention to ELM 

Intentions to perform different kinds of behaviors can be predicted from attitude towards 
the behavior in one of the most researched and reputational psychological theory—theory 
of planned behavior [20]. Several prior studies applied theory of planned behavior to 
explore the relationship between tourists’ attitude and behavior intention [26-28].  
Ajzen (1991) also assumes that a person’s likelihood behavior can be dictated to his/her 



36 P. Wang 

 

available resources. Therefore, we incorporate intention into the elaboration likelihood 
model. Concretely, the tourists’ behavior intention in our study is discussed with the 
terms of intention to visit a destination and WOM intention. Word-of-Mouth intention 
refers to tourist intention to recommend a destination to others according to their knowl-
edge gained from destination-related eWOM before their own travel.  

Argument quality describes the persuasive strength embedded in the eWOM re-
lated to a leisure travel destination. The dependent variables of intention imitated 
from the theory of planned behavior (TPB) are intention to visit an outbound leisure 
travel destination, and the intention to recommend the destination (WOM intention). 
Prior research has focused on predicting WOM adoption from information receiver’s 
perspective [29-31], few researches focused on exploring WOM intention from in-
formation sender’s perspective [32]. Thus, our research will address the intention to 
distribute WOM through information sender’s perspective based on ELM. Hypothe-
ses 3 to 6 are proposed based on the combination of elaboration likelihood model and 
theory of planned behavior. 

H3: The argument quality of eWOM regarding travel destination will positively  
influence potential tourist’s visit intention. 

H4: The argument quality of eWOM regarding travel destination will positively in-
fluence potential tourist’s WOM intention before actual travel behavior. 

H5: The source credibility of eWOM regarding travel destination will positively 
influence potential tourist’s WOM intention before actual travel behavior. 

H6: The source credibility of eWOM regarding travel destination will positively 
influence potential tourist’s visit intention. 

After information searching behavior, an initial destination image will come into 
formation in the mind of potential tourists [33]. We also propose that positive attitude 
will lead to word-of-mouth before practical travel experience, and strengthen visit 
intention.  

H7: Tourist’s attitude towards destination will positively influence visit intention. 
H8: Tourist’s attitude towards destination will positively influence WOM inten-

tion. 
H9: Tourist’s WOM intention will positively influence visit intention. 

Figure 2 presents the research model and hypotheses in our study: 

 
Fig. 2. Research model and hypotheses 
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3 Research Method 

3.1 Data Collection 

Prior to our formal survey in China, pilot studies for both English and Chinese ver-
sions of questionnaire have been done during May 5th to 15th 2014. Some English-
speaking experts and professionals in tourism were interviewed, including academic 
researchers in University of Turku and the Finnish Tourist Board, to test the logistics, 
validity, and construct of the questionnaire. The questionnaire was then translated into 
Chinese after that, and proofread by some bilinguals capable of Chinese and English 
to ensure the consistence of our questionnaire. The pilot survey of Chinese question-
naire was done among 15 Chinese people to make sure the language and logic of 
questionnaire in Chinese. The final version was achieved after all the interviews, pilot 
survey and discussion with experts. 

Our data were collected through online survey due to its advantage of faster, 
cheaper, and easier use for both participants and researchers compared to off-line 
survey. As our target group is those who are interested in Finland and most potential 
tourists to Finland in the near future, questionnaire was distributed through the official 
account of VisitFinland on Wechat and Weibo—two of the most popular social media 
in China. In this way, potential respondents will mostly be the followers of Visit-
Finland. As being the followers of official account of Finnish Tourist Board Weibo 
and Wechat, it’s true that they already paid attention to Finland as a travel destination.  
959 responses were collected in two weeks after our questionnaire distribution. For 
our study in this paper, only respondents who have never travelled to Finland, and 
were influenced by online travel experience or reviews during their destination deci-
sion process, were included. Our final samples for analysis consist of 195 respon-
dents.  

3.2 Sample Characteristics 

The demographic profile of our sample is presented in Table 1. More than 80% are 
between the age of 20 and 40 years old, and nearly a half of them are singles. Most 
(89.7%) of them received relatively high education from university with a bachelor 
degree or above. 79% of them have a monthly income of more than 5,000 Yuan, 
and more than 40 % of them earn more than 10,000 Yuan per mouth, which con-
firmed their likelihood of taking an outbound travel in recent three years. In addi-
tion, nearly 87% of the respondents have outbound travel experience in recent 
three years, and 60% of them have travelled abroad for at least three times in re-
cent three years. 

3.3 Measurement  

Five factors were included in our model: argument quality, source credibility, attitude 
towards destination, WOM intention, and visit intention. Each construct was meas-
ured with multiple items adapted from previous literatures to validate content.  
Necessary modifications have been done according to our current research context.  
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Table 1. Sample characteristics (N=195) 

Sample characteristic Category Frequency Percent % 

Gender 
Male 4 27.7 

Female 141 72.3 

Age 

Less than 20 6 3.1 

20-30 94 48.2 

31-40 76 39.0 

41-50 15 7.7 

51-60 4 2.1 

Education 

Under bachelor degree 22 11.3 

Bachelor degree 130 66.7 

Master degree 40 20.5 

Doctoral degree 3 1.5 

Family size 

Single 95 48.7 

Couple without children 44 22.6 

Couple without children at 
home 5 2.6 

Couple with children at home 48 24.6 

Other 3 1.5 

Income per mouth 

Less than 5,000 41 21.0 

5,001-10,000 69 35.4 

10,001-20,000 51 26.2 

20,001-30,000 20 10.3 

More than 30,000 14 7.2 

Outbound Travel 
Frequency 
(in recent three years) 

1 95 13.8 

2 44 17.9 

3 5 26.2 

4 48 8.2 

5 or more 3 33.8 

4 Data Analysis and Results 

The data were analysed using structural equation model with SPSS Amos 22.0. First, 
the reliability and validity of the scales used in our measurement model were tested. 
Model fit was also examined.  
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4.1 Reliability and Validity 

The validation of our measurement model was investigated in both convergent valid-
ity and discriminant validity. We investigated convergent validity by computing all 
factor loadings, composite reliabilities, Cronbach’s Alpha and the average variance 
extracted (AVE). As shown in Table 3, all the factor loadings exceeded the recom-
mended value of 0.70, composite reliabilities exceeded 0.8, and all AVEs exceeded 
0.5, which shows a good convergent validity was achieved [34]. All Cronbach’s Al-
pha values are higher than 0.7, which implies good reliability [35]. 

Table 2. Convergent validity: Factor loading, composite reliability, Cronbach’s Alpha and AVE 

Item 
Mean 
(N=195) 

Factor 
Loading 

Composite 
Reliability 

Cronbach’s 
Alpha 

AVE 

AQ1 4.09 0.8867 
0.8790 0.7952 0.7081 AQ2 3.73 0.8151 

AQ3 3.90 0.8208 
SC1 3.89 0.7844 

0.8855 0.8591 0.7211 SC2 3.84 0.8909 
SC3 3.99 0.8686 
ATT1 4.51 0.8828 

0.9143 0.8591 0.7809 ATT2 4.52 0.9361 
ATT3 4.58 0.8289 
WOM1 4.29 0.9356 

0.9381 0.9012 0.8349 WOM2 4.46 0.8730 
WOM3 4.27 0.9313 
INT1 4.23 0.9142 

0.9538 0.9273 0.8731 INT2 4.35 0.9539 
INT3 4.45 0.9346 

 
In addition, we compared the square root of the AVE and factor correlation coeffi-

cients to examine the discriminant validity of our constructs. As shown in Table 4 below, 
all factors’ latent variable correlations with other factors are smaller than the square root 
of its AVEs, which shows a good discriminant validity of our scales [34, 36]. 

Table 3. Discriminant validity: latent variable correlations and the square roots of AVEs 
(Square root of AVEs in the main diagonal) 

 AQ SC ATT WOM INT 
AQ 0.8415     
SC 0.5987 0.8492    
ATT 0.1750 0.1480 0.8837   
WOM 0.1281 0.1768 0.6563 0.9137  
INT 0.2400 0.1525 0.5903 0.6747 0.9344 
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4.2 Hypotheses Testing 

Before exploring the path coefficient, the goodness of model fit was tested in AMOS. 
The results of model fit were shown in Table 5. According to the rules of thumb,  
the values of GFI, NFI,CFI all proved a satisfactory structural model fit to the data 
[37]. 

Table 4. Goodness-of-fit measures for original model 

Chi-square Degrees of freedom GFI NFI CFI 

199.890 (.000) 81 0.891 0.853 0.937 
Notes: p-value in parentheses; GFI=goodness of fit; NFI=normal fit index; 

CFI=comparative fit index. 

 
Figure 3 graphically presents our path coefficient results and variance explained. 

Six out of nine hypotheses were supported in our results (see Table 6). The results 
indicate that: tourist’s attitude towards destination was positively influenced by  
argument quality (β=0.173, p<0.01); word-of-mouth intention was positively influ-
enced by attitude (β=0.720, p<0.001) and source credibility (β=0.104, p<0.01); visit 
intention was positively influenced by argument quality (β=0.192, p<0.01), attitude 
towards destination (β=0.149, p<0.05), and WOM intention(β=0.620, p<0.001). It is 
estimated that predictors in our model of visit intention can explain 58.5 percent of its 
variance, 52.7 percent of WOM intention, and 3.5 percent of attitude.  

 

 
Note: n.s.: not significant; ***p<0.001; **p<0.01; *p<0.05 

Fig. 3. Results of analysis 
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Table 5. Summary of hypotheses testing 

Hypothesis Result 
H1: Argument quality Attitude towards destination (+) Supported 
H2: Source credibility  Attitude towards destination (+) Not Supported 
H3: Argument quality Visit intention (+) Supported 
H4: Argument quality WOM intention (+) Not Supported 
H5: Source credibility  WOM intention (+) Supported 
H6: Source credibility  Visit intention (+) Not Supported 
H7: AttitudeVisit intention (+) Supported 
H8: Attitude WOM intention(+) Supported 
H9 WOM intention Visit intention (+) Supported 

5 Conclusions and Discussion 

5.1 Main Results 

The results of this study demonstrate a combination of dual process attitude change 
theory—elaboration likelihood model—with the theory of planned behavior. The 
empirical results indicate that tourist’s attitude towards travel destination is positively 
influenced by argument quality rather than source credibility of eWOM. However, 
argument quality of eWOM will only influence tourists’ own attitude and visit inten-
tion, but not their recommendation behavior. Additionally, it’s not argument quality 
but source credibility of eWOM that would lead to tourist’s recommendation intention 
even before their own travel experience. Contrarily, tourist’s visit intention is influ-
enced by eWOM through a central route of argument quality, but the influence of 
source credibility is not significant as implicated by our empirical results. Consistent 
with prior research results, visit intention and recommendation intention were posi-
tively influenced by attitude [38].  

5.2 Practical Implications 

This research contributed to tourism industry for giving implications on better under-
standing tourists’ decision making behavior. As an information intensive industry, 
nowadays increasing amount of new information and communication technology 
(ICT) has been penetrating into nearly every tourism sector [39]. As to tourism stake-
holders, especially for destination marketers, this study makes great value in their 
understanding of what types of information positively motivate potential tourist atti-
tude towards destination, and finally visit intention. 

Our empirical findings also indicated that during tourist’s destination decision 
making process, argument quality of online information sources is highly valued for 
the formation of positive initial image and attitude towards travel destination.  
It means that, in tourist’s destination decision making process, tourist will think criti-
cally about destination-related arguments and scrutinize the relative merits and rele-
vance of those arguments prior to forming a positive attitude to travel destination, and 
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further visit intention. In this case, eWOM will influence tourist’s destination decision 
through a central route.  

However, tourist’s recommendation behavior was influenced by source credibility 
and attitude towards destination rather than argument quality. It implies that individu-
als’ recommendation behavior is determined more by the credibility of the source 
they obtained, but requires less scrutinize of the information and content contained in 
the eWOM itself. Thus, eWOM will influence tourist’s recommendation behavior 
through a peripheral route, which is cues-oriented. 

5.3 Theoretical Implications 

This research also has theoretical implications in IS user behavior research. As illus-
trated, our research model synthesized the dual-process theory and the theory of 
planned behavior in social psychology literature by incorporating behavior intention 
into ELM. The model was empirically tested in the context of electronic word-of-
mouth in tourism. These two models complete each other. Theory of planned behav-
ior illustrates the relationship between attitude and intention, but does not explain the 
how the influence process before attitude formation. Elaboration likelihood model 
supplement TPB in the influence process before the very initial attitude change. The 
combination of these two models shows good model fitness with our data. Thus, our 
research contributes a predictive model of influence process of IS on user’s intention 
in the context of tourism. 

6 Limitation and Future Research 

Some limitations exist in this research. Exploring outbound tourist behavior is chal-
lenging, especially for an empirical research not only due to the difficulties in data 
collection, but also in the uncertainty influence of multi-culture values. Thus, data 
collection could conduct through wider channels in future study. In addition, the im-
pact of culture values should be taken into consideration in future research. 

We explored potential tourist’s visit intention through a general dual influence 
process perspective, which limits the explanation power of attitude in our model. 
Therefore, research in the future could decompose attributes of argument quality of 
eWOM to identify the decomposed attribute of argument quality. 
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Abstract. This research aims to study the role of trust towards the adoption of 
mobile services in China. This study examined users’ adoption of general 
mobile services by extending TAM with additional trust-related constructs. 
Based on the literature review from previous research, a research model with 10 
research hypotheses is proposed in the study. This research model is empirically 
evaluated using survey data collected from a sample of 373 subjects. Seven 
research hypotheses are positively significant supported, while three research 
hypotheses are rejected in this study. The results indicate that both perceived 
reputation and perceived structural assurance directly affects the consumers’ 
trust in mobile services. However, perceived environment risk does not have 
positive effect on consumers’ trust in mobile services. Another interesting 
finding is that consumers’ trust in mobile services does not have direct positive 
effect on users’ intention to use mobile services. 

Keywords: Mobile Services, Trust, Technology Acceptance Model, Technology 
Adoption. 

1 Introduction 

Along with the popularity of mobile devices and advances in wireless technology, 
mobile services have become more and more prevalent. Despite the rapid global 
diffusion of mobile devices, some mobile services have experienced much slower 
uptake from consumers [17]. A mobile service is a term used to describe software that 
runs on a mobile device. Mobile services are designed to educate, entertain, and assist 
users in their daily lives. 

While there has been an increasing availability of mobile services, limited attention 
has been given to user adoption of mobile services, particularly with newly developed 
advanced mobile services (e.g., advanced mobile services). Prevalence of mobile 
services depends not only on technology advancement, but also on user adoption. 
Most research about the adoption of mobile services was mainly based on the 
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technology acceptance model (TAM) (e.g.,[9, 19, 28, 38] [21]). Some previous 
research (e.g., [10, 18]) indicated that traditional adoption theories (e.g., TAM) failed 
to explain the adoption of mobile services. It is believed that current research has 
some limitations in explaining consumers’ trust in mobile services and their feelings 
attached to using them. Therefore, we believe that there is a need to include the trust 
element into the mobile services adoption research. The problem that we want to 
address in this research is to investigate the role of trust towards the adoption of 
mobile services in terms of a research model. 

Based on analysis of prior literature on technology diffusion and trust, a research 
model is developed to investigate the adoption of mobile services. To operationalize the 
research model, a measurement instrument is used to measure each of the constructs. The 
objective of this paper is to empirically examine how well the proposed research model is 
able to explain mobile services adoption. The research model is analyzed using Partial 
Least Squares (PLS) analysis. 

The remainder of this paper is organized as follows: the literature review is 
provided in Section 2. The research model and hypotheses are presented in Section 3. 
The method and process of our empirical study are described in Section 4. This is 
followed by a discussion of the findings and limitations of this study in Section 5. 
Section 6 concludes this research and suggests directions for future research. 

2 Literature Review 

The literature about technology adoption and trust is discussed in this section. 

2.1 Technology Adoption Research 

An important and long-standing research question in information systems research is 
how we can accurately explain user adoption of information systems [13]. Several 
models have been developed to test the users’ attitude and intention to adopt new 
technologies or information systems. These models include the Technology Acceptance 
Model (TAM) [11], Theory of Planned Behavior (TPB) [1], Innovation Diffusion 
Theory (IDT) [33], Unified Theory of Acceptance and Use of Technology (UTAUT) 
[35]. Among the different models that have been proposed, TAM, which is the 
extension of the Theory of Reasoned Action (TRA) [15], appears to be the most widely 
accepted model. TAM focus on the perceived usefulness (PU) and perceived ease of use 
(PEOU) of a system and has been tested in some domains of E-business and proved to 
be quite reliable to predict user acceptance of some new information technologies, such 
as intranet [26], electronic commerce [32], and online shopping [22]. 

However, TAM’s limitations relative to extensibility and explanation power have 
been noted [6]. Many researchers have suggested that TAM needs to be extended with 
additional variables to provide a stronger model [27]. Some researchers have also 
indicated that the major constructs of TAM cannot fully reflect the specific influences 
of technological and usage-context factors that may alter users’ acceptance [31]. 
Therefore, PU and PEOU may not fully explain people’s intention to adopt mobile 
services. We believe that TAM has limitations when investigating users’ adoption of 
mobile services, which is also confirmed by prior research work in [37]. Moreover, 
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although UTAUT unifies more factors and consolidates the functions of the 
technology acceptance model with the constructs of eight prominent models in IS 
adoption research, this increases the complexity, so that it is more complicated to test 
its applicability. While the acceptance and adoption of IT services has been one of the 
most prevailing IS research topics (e.g.,[12]), the pervasiveness of mobile services 
raises new questions in exploring the adoption of mobiles services, such as what are 
the key factors driving the adoption of mobile services, and how do usage context 
affect users’ adoption of mobile services.  

All the findings above motivate the development of a research model, which is 
described in next section. 

2.2 The Role of Trust in Mobile Services 

Trust is a crucial enabling factor in relations where there is uncertainty, 
interdependence, risk, and fear of opportunism [29]. For example, because of the 
absence of proven guarantees that the mobile services providers will not engage in 
harmful opportunistic behaviors, such as privacy violations and unauthorized use 
of credit card information, some users generally stay away from mobile services 
providers they do not trust. 

In the domain of mobile services, trust can be defined as a user’s belief or faith in the 
degree to which a specific service can be regarded to have no security and privacy threats 
[16]. In other words, trust means believing in mobile services now with an expectation 
that it will be risk free and you will be getting intangible benefits in certain ways at an 
unspecific time in the future. For mobile services providers, cultivating users’ trust is a 
time-consuming process. Trust is hard to gain, but easy to lose.  

Several factors can influence users’ trust in mobile services. First, many users are not 
familiar with mobile services and mobile technology. Second, unfamiliarity with mobile 
services providers may make users’ perception on the activities involved in mobile 
services as risky. For example, the lack of physical presentation of the service providers 
and the inability to feel and inspect the desired real products in a mobile transaction may 
make users feel vulnerable. Third, mobile services are also confronted with other 
challenges (e.g., privacy and security issues). Most users are concerned about the security 
of mobile services and mobile services providers’ ability to protect unauthorized access 
to personal information. As indicated in [25], security and privacy issues are critical to 
the success of consumers’ trust building in Internet shopping. We believe that this 
principle can apply to mobile services as well. Compared to traditional electronic 
services, users tend to perceive mobile services as riskier in nature and are more reluctant 
to adopt them. Fourth, corporate branding and reputation could be used to engender trust 
in mobile services. Last but not least, legislations and governmental policies on mobile 
services may also affect users’ trust in mobile services. 

2.3 Trust in Technology Adoption Research 

Trust is defined as the willingness of a party to be vulnerable to the actions of another 
party based on the expectation that the latter one will perform particular actions [29]. 
After having identified the concept of trust as a key success factor in e-commerce 
[30], it makes trust become a much concerned forefront direction in the area of 



 The Role of Trust towards the Adoption of Mobile Services in China 49 

acceptance research. Bélanger explored trust in e-government services [5] and Gefen 
et al. studied the role of trust in online shopping [23]. Further, Watzdorf et al. found 
that the impact of trust on intention to use is insignificant in mobile emergency 
applications [36]. Last but not least, Chandra illustrated that building sufficient trust 
in mobile payment system is imperative for its adoption [8]. The difference in results 
probably attributes to different samples and objects. In this research, we would like to 
further explore the importance of trust towards mobile services adoption in China.  

3 Research Model and Hypotheses  

This study examines the acceptance of general mobile services in China. The proposed 
research model (see Figure 1) is an extension of TAM. In addition to perceived ease of 
use and perceived usefulness, the model includes trust related elements as additional 
factors to study the relating to user adoption of mobile services. 

This study is based on a model [8] which focused on consumers’ adoption of Mobile 
payment. Chandra’s model is an extension of TAM model, and the model included the 
perceived usefulness (PU), perceived ease of use (PEOU), adoption intention of  
M-Payment system (AI). In addition to that the model indicated a positive influence of 
PU on AI and PEOU on PU, the influence of PEOU on AI is insignificant. In our 
research, we still want to confirm the influence of PEOU on AI as we change the 
research target into Chinese and research subject into mobile services, thus we formulate 
the following research hypotheses. 

H1a: The perceived usefulness has a positive impact on the intention to use mobile 
services. 

H1b: The perceived ease of use has a positive impact on the intention to use mobile 
services. 

H1c: The perceived ease of use has a positive impact on the perceived usefulness. 
As proposed in [8], the two dimensions of consumer trust are trust in mobile 

service provider and trust in technology facilitated by mobile service provider 
characteristics and mobile technology characteristics respectively. Perceived 
reputation (PR) of the mobile services provider is identified a major category of trust 
in mobile services provider. Perceived environment risk (PER) and perceived 
structural assurance (PSA) are identified another two categories of trust in technology 
facilitated. Then, we modulate these three variables to our research model.  

Perceived reputation (PR): The extent to which consumers believe in the mobile 
services provider’s competency, honesty, and benevolence [14].  

Perceived environment risk (PER): Security-related risks faced by consumers 
while using mobile services, including privacy risk, financial risk [2]. 

Perceived structural assurance (PSA): The institutional environment (here mobile 
technology including the mobile Internet and mobile platform) that all structures  
like guarantees, regulations, and promises are operational for safe, secure, and reliable 
services [39]. 

Hence, we formulate the following hypotheses.  

H2: Perceived reputation of the mobile services provider has a positive impact on 
the level of consumer trust in mobile services. 
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H3a: Perceived environment risk has a negative impact on the level of consumer 
trust in mobile services. 

H3b: Perceived structural assurance has a positive impact on the level of consumer 
trust in mobile services. 

H3c: Perceived structural assurance has a negative impact on the Perceived 
environment risk in mobile services. 

H4a: Consume trust in mobile services has a positive impact on the perceived 
usefulness of mobile services. 

H4b: Consume trust in mobile services has a positive impact on the perceived ease 
of use of mobile services. 

H4c: Consume trust in mobile services has a positive impact on the intention to use 
mobile services. 

 

Fig. 1. Research Model 

4 An Empirical Study with the Research Model 

In this research, the research model was examined through the use of general mobile 
services in China. 

4.1 Mobile Commerce in China 

According to the report from the Chinese Ministry of Information Industry, the 
number of mobile phone subscribers in China exceeded 1 billion in March 2012 as 
more Chinese people began to consider mobile phones as an everyday necessity. 
China has the largest mobile phone market in the world. However, the mainstream 
usage of mobile phones in China focuses on phone calls, SMS, instant messaging 
services, contact services, and purchasing ring tongs [20]. Social networking services 
on mobile devices are becoming more and more popular in young generation in 
China. However, not many researches are focused on the adoption of mobile services 
in China. Therefore, we believe that it is still worth to develop a research model to 
measure the adoption of mobile services in China. 
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4.2 Instrument Development 

The validated instrument items [2, 39] [11, 18] [12] from previous research were used 
as the foundation to create the instrument for this study. Developed from the 
literature, the measurement questionnaire consisted of 24 items. In order to ensure 
that the instrument better fit this empirical study, some minor words changes  
were made to ensure easy interpretation and comprehension of the questions. A seven 
point Likert scale, with 1 being the negative end of the scale (strongly disagree) and 7 
being the positive end of the scale (strongly agree), was used to examine participants’ 
responses to all items in this part.  

4.3 Samples 

The data for this study were collected through self-administered questionnaires by 
inhabitants of the biggest city in the central part of China. The survey was distributed 
in terms of paper-based questionnaires individually from January 1st 2014 to March 
15, 2014. 435 completed questionnaires were collected, among which 373 of them 
were valid questionnaires (i.e., valid respondent rate 85.7%). Among the participants, 
66.2%of the participants used Android mobile devices, and 22.3% of the participants 
used iPhones. 41% of the participants were male, and 59% were female. Moreover, 
52.1% of the participants were below 22 years old. 

4.4 Measurement Model 

To test the reliability and validity of each construct in the mobile service acceptance 
model, the Internal Consistency of Reliability (ICR) of each construct was tested with 
Cronbach’s Alpha coefficient. For the purposes of testing the research hypotheses, 
data were analyzed using the structural equation modeling (SEM).  

In this study, we examined goodness-of-fit of the measurement model by using six 
widely-used fit indices: the chi-square/degrees of freedom (x2/df), the goodness-of-fit 
index (GFI), the adjusted goodness-of-fit index (AGFI), the comparative fit index 
(CFI), the normed fit index (NFI), and the root mean square error of approximation 
(RMSEA). The fitness measures are shown in Table 1. 

Table 1 shows that all the fitness measures are within acceptable range. Therefore, 
we consider the measurement model is acceptable, and the measures indicate that the 
model fit the data.  

Convergent validity was assessed through composite reliability (CR) and the 
average variance extracted (AVE). Bagozzi and Yi [4] proposed the following three 
measurement criteria: factor loadings for all items should exceed 0.5, the CR should 
exceed 0.7, and the AVE of each construct should exceed 0.5. As shown in Table 2, 
all constructs are in acceptable ranges except the construct perceived environmental 
risk (PER). Further, the Cronbach’s Alpha values range from 0.732 to 0.887. All the 
constructs are above 0.700. Consequently, the scales are deemed acceptable to 
continue. As for discriminant validity, the variances extracted by the constructs are 
more than the squared correlations among variables. 
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Table 1. Fit indices for the measurement model 

Measures Recommended 
Criteria 

Measurement 
Model 

Suggested by 
Authors 

Chi-square/d.f. <3.0 3.266 Hayduk (1988) [24] 

GFI >0.9 0.844 Scott (1995) [34] 

AGFI >0.8 0.807 Scott (1995) [34] 

CFI >0.9 0.893 Bagozzi and Yi (1988)[3] 

NFI >0.9 0.853 Bentler (1990) [7] 

RMESA <0.08 0.078 Bagozzi and Yi (1988)[3] 

Table 2. Factor loadings, composite reliability, and AVE for each construct 

Construct Item Factor    
Loading  

Composite 
Reliability 

AVE  Cronbach’s  
Alpha  

PR PR1 0.78 0.905 0.761 0.843 
 PR2 0.85    
 PR3 0.77    

PER PER1 0.64 0.036 0.218 0.732 
 PER2 0.94    
 PER3 0.53    

PSA PSA1 0.82 0.901 0.752 0.832 
 PSA2 0.75    
 PSA3 0.80    

Trust (TU) TU1 0.84 0.912 0.725 0.868 
 TU2 0.87    
 TU3 0.88    
 TU4 0.53    

PU PU1 0.60 0.881 0.713 0.793 
 PU2 0.83    
 PU3 0.84    

PEOU PEOU1 0.75 0.917 0.689 0.887 
 PEOU2 0.75    
 PEOU3 0.76    
 PEOU4 0.80    
 PEOU5 0.83    

Intention to  
use (IU) 

IU1 0.80 0.871 0.694 0.770 
IU2 0.81    
IU3 0.60    
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Fig. 2. Mobile services Acceptance Research Model—Results 

Table 3. Test of hypotheses based on path coefficient 

Hypothesis  Path 

Coefficient 

Hypothesis 

Result 

H1a: The perceived usefulness has a positive impact on  
the intention to use mobile services. 

0.47*** Supported 

H1b: The perceived ease of use has a positive impact on 
the intention to use mobile services. 

0.44*** Supported 

H1c: The perceived ease of use has a positive impact on  
the perceived usefulness. 

0.63*** Supported 

H2: Perceived reputation of the mobile services provider 
has a positive impact on the level of consumer trust in 
mobile services. 

0.26*** Supported 

H3a: Perceived environment risk has a negative impact on 
the level of consumer trust in mobile services. 

0.01 Rejected 

H3b: Perceived structural assurance has a positive impact 
on the level of consumer trust in mobile services. 

0.73*** Supported 

H3c: Perceived structural assurance has a negative impact 
on the Perceived environment risk in mobile services. 

0.02 Rejected 

H4a: Consume trust in mobile services has a positive 
impact on the perceived usefulness of mobile services. 

0.14*** Supported 

H4b: Consume trust in mobile services has a positive 
impact on the perceived ease of use of mobile services. 

0.29*** Supported 

H4c: Consume trust in mobile services has a positive 
impact on the intention to use mobile services. 

0.09 Rejected 

*p<0.05; **p <0.01; *** p <0.01 
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4.5 Structural Model and Hypotheses Testing 

The structural model was tested using Amos 20.0. The results of the structural model 
are shown in Figure. 2. The R2 (R square) in Figure 2 denotes to coefficient of 
determination. It provides a measure of how well future outcomes are likely to be 
predicted by the model, the amount of variability of a given construct. In our analysis, 
the R2 coefficient of determination is a statistical measure of how well the regression 
coefficients approximate the real data point. The standardized path coefficients 
between constructs are presented, while the dotted lines stand for the non-significant 
paths. Table 3 presents the path coefficients, which are standardized regression 
coefficients. As a result, seven hypotheses were supported. 

5 Discussion 

In this research, we studied the acceptance of mobile services in China. And the role 
of trust played in this process was examined. This research was considered to be 
beneficial for academic research since it extends and enhances the understanding of 
adoption and mobile services in China. The findings demonstrated the appropriateness 
of the research model and hypotheses for measuring mobile services adoption. 

The positive impact of perceived reputation on trust was significant. Among the 
numerous services, providers with good reputation can decrease the perceived 
vulnerability of users and a good impression based on previous experience can 
encourage the users to make an attempt to new services from the providers. This 
result is consistent with previous technology adoption studies in online shopping [22, 
23]. For those providers with successful services before, they have more advantages 
in new services promotion than other market entrants.  

The other factor, which has a positive influence on trust, was perceived structure 
assurance, which refers to mobile Internet and operating platform technologies here. 
Due to a safety structure assurance, users believed that they would not suffer attack 
and potential loss from hackers, and they would be compensated if that happened [2].  

However, perceived environment risk does not have positive effect on consumers’ 
trust in mobile services. According to the descriptive results, perceived environment 
risk has an average value of 5.13 on a seven point Likert scale. But the influence of 
perceived environment risk on users’ trust was insignificant. The possible explanation 
might be that users are confidence with their qualified skills to avoid fraud services, 
and the mobile service has some schemes to protect users’ security and privacy  
issues. Trust has both positive influence on perceived ease of use and perceived 
usefulness significantly.  

Further, another interesting finding of this study was that trust did not have direct 
positive effect on the intention to use mobile services. This is contradictory with some 
previous research (e.g.,[1, 24]). As our research aimed to investigate users’ adoption 
of general mobile services in China, the results may vary from a specific mobile 
service to another mobile service. The research results also confirmed the positive 
influence of perceived usefulness and perceived ease of use on the intention to  
use mobile services. It revealed the importance of ease of use and usefulness of 
mobile services toward users’ adoption of mobile services. 
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However, we were also aware of some limitations. Firstly, we only tested the 
research model and research hypotheses with general mobile services in China. 
Therefore, the generalizability of the results to a specific mobile service remains to be 
determined. Secondly, the subjects in this study were mainly university students. This 
sample may not be fully representative of the entire population in China.  

6 Conclusion and Future Research 

This research was designed to study the role of trust towards the adoption of mobile 
services in China. To our best knowledge, only a few studies were concerned with 
identifying trust-related factors that affect the adoption of mobile services in China. 
This study examined users’ adoption with general mobile services by extending TAM 
with additional trust-related constructs. A research model with 10 research hypotheses 
was proposed in the study. Seven research hypotheses were positively significant 
supported, while three research hypotheses were rejected in this study. The results 
indicated that both perceived reputation and perceived structural assurance directly 
affects the consumers’ trust in mobile services. But, consumers’ trust in mobile 
services does not have direct positive effect on user’s intention to use mobile services. 

Continuing with this stream of research, we plan to examine the applicability of the 
research model with a specific mobile service, such as mobile information service or 
mobile payment. Future research is also needed to empirically verify the research 
model with larger samples across the world. Furthermore, some mediating factors 
(e.g., gender) may provide fresh insights and offer new directions for future research. 
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Abstract. IT service innovation is often dependent upon the relationship with 
outsourcing vendors. In such situations innovation is a result of knowledge  
accessing and utilization between outsourcing provider and user. As a manage-
ment thinking, the application of Lean principles can facilitate knowledge ac-
cessing and utilization to enable IT service innovation for the customer. Based 
on the knowledge-based view of the firm, we developed a conceptual frame-
work to describe how Lean can drive IT service innovation within IT outsourc-
ing relationships. This framework is used to analyze the use of Lean principles 
in an explorative case study of a service organization and its two IT outsourcing 
providers. The framework and the case study show that IT service innovation is 
an ongoing process. A clear strategic direction and learning environment are 
critical to achieve it. Applying Lean principles facilitates the learning behaviors 
and allows smooth communication on innovative ideas and in this way drive 
innovation. 

Keywords: Service Innovation, Lean, IT Service, IT Outsourcing, Knowledge-
based View. 

1 Introduction 

Along with the growth of the services sector, there is a need for methods to enhance 
innovation in services within a short time frame. While traditional product innovation 
emphasizes the design of tangible and relatively static products, services are often 
intangible and customers are involved in the service delivery process [1, 2]. Grönroos 
[3] identified three basic characteristics of services: 1) services are processed using a 
series of activities (a business process) rather than things, 2) services are to some 
extent produced and consumed simultaneously, and 3) the customer participates in the 
service delivery process. Consequently, an approach that can be used to enhance in-
novativeness in production and manufacturing environments might need to be adapted 
to the idiosyncratic nature of the services domain [4]. We adopt a multi-dimensional 
definition of service innovation from [5] (p. 494)  “A service innovation is a new 
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service experience or service solution that consists of one or several of the following 
dimensions: new service concept, new customer interaction, new value sys-
tem/business partners, new revenue model, new organizational or technological ser-
vice delivery system.”  

In recent years, Lean has become popular and sometimes even a strategic impera-
tive for organizations to improve their performance. Lean can be used by organiza-
tions to turn passive and defensive organizational cultures into proactive and open 
cultures that promotes organizational learning and innovation [6-8]. Although Lean 
has been around for decades, practitioners and scholars primarily applied and studied 
Lean primarily in manufacturing environments. Because of its apparent success, Lean 
has gradually expanded itself to other domains such as healthcare [9], government 
[10] and the service industries [11-13], including IT services [14, 15]. Despite its 
broad acceptance it is hardly been applied for innovation.  

Innovation in IT services is becoming an increasingly complex issue. On the one 
hand, IT enables innovation and the adoption of new IT technologies often need to be 
complemented by organizational change activities [16]. On the other hand, IT out-
sourcing is a common practice in the execution and operation of IT services. A key 
issue in service innovation is therefore the management of the outsourcing relation-
ships and knowledge sharing between organizations [17]. Prior innovation approaches 
(e.g. service blueprinting [1]) was used to help organizations improve their service 
offerings process in the design or implementation stages of services [18]. A service 
innovation approach that can address the management of IT outsourcing relationships 
and knowledge sharing between organizations for its use in IT service context has not 
yet been reported.  

In this paper, we propose a Lean IT service innovation framework based on the 
knowledge-based view (KBV) of the firm. The framework is then used to analyze an 
insurance company and the relationships with its two IT outsourcing suppliers. The 
analyses provide insights of the use of Lean for IT service innovation.  

2 Lean Driven Innovation 

Innovation concerns the generation of a new idea and the way to implement it into new 
product, process or service [19]. The earlier literature interprets innovation mainly 
from a product or process perspective [e.g. 20, 21]. While product innovation  
is about the introduction of new product aiming at satisfying new customer needs, 
process innovation is concerned with introducing new elements into an organization’s 
operations such as input materials, task specifications, work and information flow me-
chanisms, and equipment used to provide a product or service [22]. More recent litera-
ture also discusses innovations from administration or management perspectives. Ad-
ministrative innovation is the innovation that relates to strategies, structure, systems, or 
people in the organization [23]. Management innovation is defined as the invention and 
implementation of a management practice, process, structure, or technique that is new 
to the state of the art and is intended to further organizational goals [24].  

According to the nature of change, innovation can be classified as incremental or 
radical [19]. Incremental innovations improve existing products or processes within  
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the existing structures and strategies, while radical innovations give rise to revolutio-
nary changes in strategies and structures and even culture [23]. A radical innovation is 
likely to happen in a long time frame and many radical innovations take more than 
five years before starting to pay back [25]. 

Although innovation has been a subject of scientific research for over a half cen-
tury, only the last decade scientific literature started to report the connection between 
Lean and innovation. However, to date the number of publications is still very small. 
According to Hoppmann, Rebentisch, Dombrowski and Zahn [26 Exhibit 1], up to 
2011 only 27 publications can be found about Lean innovation or product develop-
ment (PD) and half of these publications fall into the PD domain. Existing literature 
regards Lean driven innovations as either incremental or radical innovations in differ-
ent forms. In the manufacturing industry Smeds [27] argued that the reorganization of 
manufacturing according to Lean principles can trigger a radical techno-
organizational change towards a Lean enterprise which includes a new structure, 
strategy and culture. Byrne, Lubowe and Blitz [28] reported on the effect of using 
Lean Six Sigma management to derive radical innovations. In the research and devel-
opment (R&D) domain, Schuh, Lenders and Hieber [29] revealed that the implemen-
tation of Lean thinking in innovation management facilitates incremental process and 
product innovations. Besides the manufacturing industry, applying Lean in supporting 
innovation was found in healthcare and pharmaceutical industry to achieve incremen-
tal process innovation [7, 30].  

3 Knowledge-Based View in IT Service Innovation 

Lean provides companies a way of working that enables them to introduce and exploit 
service innovations continuously. Based on KBV, we propose a Lean IT service inno-
vation framework which helps organizations to understand how Lean facilitates ser-
vice innovation in an IT outsourcing relationship. 

The KBV considers knowledge as the most strategically significant resource of a 
firm and the source of competitive advantage resides in the application of the know-
ledge rather than in the knowledge itself [31]. It is an outgrowth of the resource-based 
theory (RBT) of the firm which was initially proposed by Penrose [32]. The KBV 
postulates that organizations render their services offered by using their knowledge. 
This knowledge is embedded in and carried through multiple entities including orga-
nizational culture and identity, routines, policies, systems, documents, and individual 
employees [33]. The KBV is also able to analyze the efficiency characteristics of 
inter-organizational cooperation, including outsourcing [34]. The precondition for 
using the KBV in analyzing outsourcing relationships is that the major motivation for 
outsourcing is to gain access to knowledge which can be used to innovate.  

While accessing knowledge can be considered as the learning activities of the or-
ganizations in an IT outsourcing relationship, knowledge utilization are the organiza-
tional activities to transform knowledge assets into goods or services [35]. Knowledge 
utilization in the service process is the mechanism built within the IT outsourcing 
relationship that enables IT outsourcing suppliers and clients to share and offer the 
required expertise which can be used to internalize and facilitate internal innovation.  
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The KBV suggests that innovating IT outsourcing relationships need specific  
mechanisms to support efficient knowledge accessing and utilization. The evidence 
reported by existing literature and the theoretical body of knowledge on Lean indi-
cates that Lean is able to underpin the aforementioned two important components  
and results in different kinds of innovation outcomes.  Figure 1 shows a framework 
conceptualizing Lean IT service innovation from the perspective of the service organ-
ization. The framework describes how IT service innovations can be achieved in co-
operation with IT outsourcing suppliers. In this framework, knowledge accessing and 
utilization are underpinned by four Lean principles (numbered in the figure). Prin-
ciples are often used to guide decision-making [36]. Lean principles are widely used 
to guide the implementation of Lean thinking [37, 38]. The four Lean principles pre-
sented in Figure 1 are selected as they concern specific areas where IT outsourcing 
relationships should pay attention to in order to avoid waste and focus on creating 
value in the knowledge accessing and utilization. 

Strategic direction for IT service innovation
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Fig. 1. A conceptual framework of Lean IT service innovation 

In the framework, knowledge accessing is facilitated by the Lean principle “respect 
everyone” and “continuous improvement”. Respect everyone is about involving all 
people with different backgrounds, insights, skills and experiences that make a dis-
tinct contribution to reach the specified goals of an IT service innovation. Involve-
ment drives people to learn and to improve, unlocks creative potential, ultimately 
enhancing innovativeness. People are the driving force behind IT outsourcing rela-
tionships and have to be respected and nurtured to give them a sense of belonging. 
People should be provided with plenty of opportunities to hone their skills that are at 
the heart of both an organization’s competitiveness and the success of any IT out-
sourcing relationship. Similarly, continuous improvement concerns the continuous 
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effort of people to shift from reactive firefighting to proactive problem solving, and 
having the aim of relentlessly improving the execution and efficiency of processes in 
an ongoing manner. By focusing on continuous improvement, waste is gradually 
eliminated causing everyone in the IT outsourcing relationship to focus more on  
better customer services and innovation. 

Knowledge utilization is facilitated by the Lean principles “creating value for the 
customer” and “systematic thinking”. Creating value for the customer concerns eve-
ryone knowing what the customer desires and demands. This means people begin 
with the final result in mind and focus on doing the right things in order to reach this 
desired result. By clearly hearing the voice of the customer without noise, unclarities 
or ambiguities, the supplier knows what the customer considers to add value and what 
is considered waste, thereby allowing the IT outsourcing relationship to innovate. 
Systematic thinking focuses on viewing the interconnected processes that make up the 
entire value stream, while being aware of the cause-and-effect interdependencies that 
either add value or create waste. All parties involved in an IT outsourcing relationship 
should have a holistic view of the relationship in order to fully comprehend how  
specific activities for innovation within an IT outsourcing relationship relate to the 
greater whole, rather than existing in isolation. 

4 Case Study 

The case study focuses on a service organization having two relationships with IT-
outsourcing vendors. One of them provides a business process system and the other 
provides web-channel related outsourcing services. Both systems are key to the com-
petitive advantage. All the three companies have experience of applying Lean within 
their own organizations. Hence they possess knowledge and practical experience of 
Lean which can potentially be applied in their IT outsourcing relationships. For each 
outsourcing relationship, we conducted six semi-structured interviews at different 
organizational levels, ranging from top-level executives to operational employees. For 
each organizational level, interviews were conducted on site at the service organiza-
tion and supplier organization. All the interviews were conducted face-to-face to al-
low for a greater degree of interaction. A typical interview lasted approximately two 
hours in which one or two interviewees participated. Once all the interviews were 
conducted the findings were documented a case study report. The report was then 
provided to the interviewees and asked whether it contained any mistakes. The 
framework we introduced in the last section is used for describing the case. The rest 
of this section briefly presents the research finding of this case study. 

4.1 Strategic Direction for IT Service Innovation  

Company A is an insurance group of operating companies with different labels and 
brands in several European countries. Company A covers a broad range of insurance 
services and products, distributed to the market through a broad mixture of distribu-
tion channels. The company is a front-runner in experimenting and exploiting digital 
customer services and distribution channels. In the view of Company A, IT service 
innovation can be accomplished by adopting new technologies, by enabling new  
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customer-oriented services, utilizing a mix of service distribution channels and by 
improving the performance of business processes. Company A selected two IT out-
sourcing suppliers which have a long history of cooperation with Company A to  
acquire required technical expertise. Table 1 provides an overview of these IT out-
sourcing relationships. 

Table 1. An overview of the IT outsourcing relationships studied 

IT-
Outsourcing 

Supplier 

Outsourcing 
domain 

IT outsourcing content and motivation 

B 
Business 
process systems 

Co-development of an insurance ERP system
which can support multiple digital channels for
customer interaction 

C 
Service delivery 
channels 

Development of reusable website components for
every operating company of Company A to allow
them building up their own website quickly by
configuring components 

 
For a long time, Company A had separate IT departments in each operating com-

pany. The IT productivity was considered to be too low and the IT departments spent 
a significant amount of capital to build customized solutions. The strategy of Compa-
ny A was to centralize IT organization to integrate operations in order to simplify its 
IT landscape and use module-based and standard solutions to allow quick creation of 
new business processes and the deployment of new services. In the centralized IT 
environment, Company A decided to use the standard solution from Supplier B for 
core insurance and banking systems, next to the reusable, modular frontend compo-
nents from Supplier C. 

4.2 Business Process System Innovation 

In the co-development project between Company A and Supplier B, both companies 
were aiming to develop a standard solution for the insurance industry. Such a partner-
ship itself is already viewed as an innovative cooperation by some interviewees. 
Company A is the first insurance company adopting the insurance solution of Suppli-
er B together with other ERP components from Supplier B across the entire company. 
In this sense, Company A plays an important role for Supplier B to improve its insur-
ance solution. Looking from the other side, Supplier B can offer Company A not just 
the latest IT technology, but also knowledge and experience acquired from IT projects 
implemented at other market players in the insurance industry. In their collaboration, 
Company A is involved as of requirements engineering up until final validation of the 
solution that was built by Supplier B.  

Knowledge Accessing 
Both companies attach a great deal of weight to the professional development of their 
employees. Supplier B has plenty of internal training resources to allow its people to 
learn, including the development of soft skills referring to collaboration and cultural 
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aspects. Building together with Supplier B, Company A also has an internal training 
program on the products of Supplier B. In addition, consultants from Supplier B are 
co-located at Company A to facilitate the deployment of the solution and bring back 
the feedback from Company A to the development center of Supplier B. There is a lot 
of discussion between the two companies on identifying the opportunities of  
improvement and innovation. The use of Lean techniques such as Kaizen and A3 
thinking for problem solving on an outsourcing relationship level was being dis-
cussed. Both companies know that people need to adopt innovation and have to  
incorporate these in their daily behaviors to ensure continuous improvement.  
Management at a tactical level carefully balances the efforts on routine work/delivery 
and innovation. They promote proactive innovation in a modest but sustainable way 
so that it has fewer interruptions on the current processes and consequently less  
resistance. 

Knowledge Utilization 
The chief architect and people at the strategic level of Company A decide whether a 
business process is designed well enough and which processes are important enough 
to be placed on the roadmap for the system development. By sharing this roadmap 
with Supplier B, Company A shares a clear vision on the transformation. In the soft-
ware development, Company A is closely involved with Supplier B in the develop-
ment of the insurance solution. Occasionally, Company A’s experts and architects are 
invited to the development center of Supplier B for joint solution design sessions.  

People at the tactical level of Company A hold a plan-build-run meeting every two 
weeks with people from Supplier B. The meeting provides updates on all the issues 
that they previously decided to monitor. Issues they focus on are related to safeguard-
ing the service delivery or creating innovative ideas. On an operational level, there is 
a collaborative contract to support operational people of Company A with quick prob-
lem-solving and addressing any findings for improvement and innovation. 

However, despite that people have learned value stream mapping during trainings, 
we found that neither of the companies uses this technique in their outsourcing rela-
tionship. Some interviewees indicated to believe that both company have optimized 
procedures, but neither organization wants to change its internal processes for an  
optimized cross-organizational value stream. This implies that a higher level of open-
ness and a clear business model for value sharing are required to achieve common 
systematic thinking in IT outsourcing relationships to enable cross-organizational 
optimization.  

4.3 Service Delivery Channels Innovation 

In the outsourcing relationship for the development of website components, Supplier 
C provided software development outsourcing services to Company A through on-
shore and offshore teams. A parallel ‘software development factory’ structure was 
introduced to provide Company A with flexible and sufficient software development 
capacity. Two factories similar in size are working in parallel: one factory belongs to 
Supplier C, whereas the other factory belongs to Company A. In addition, a small 
team of software architects from Supplier C are working on-site at Company A.  
The two parallel factories are treated in an equal manner, meaning that for any  
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random order, a set of requirements of to-be developed software components will be 
sent to either one of these factories. A deliverable, being one or more software com-
ponents developed by either the factory of Company A or the factory of Supplier C, 
will be sent to a unified quality gate of Company A to be tested. 

Knowledge Accessing 
The strategic direction is to create a competitive but open and healthy learning envi-
ronment between the two parallel factories. This learning environment stimulates the 
people involved to improve their software development skills and to learn from their 
peers working for the other factory. 

The business strategy of Company A demands each operating company to have its 
own website as a service delivery channel to its customers. The best way to achieve 
this is to develop reusable components and build websites based on those components 
rather than to develop each website individually. As a consequence, Company A de-
cided that the reusable components have to be built on the Microsoft .NET frame-
work. A major challenge for Company A was that its software development personnel 
had to switch to this new development environment, and that people had to learn new 
technical skills. Within this outsourcing relationship, having a peer factory with 
strong software development skills at Supplier C results in competition between the 
factory of Company A and the factory of Supplier C. This results in a competitive 
culture in which both factories strive to outperform each other. As a consequence, 
people working in both development factories attempt to earn the respect and recogni-
tion of their peers for their craftsmanship, accompanied by a strong willingness to 
learn and to improve. 

Both organizations recognize the benefit of such a competitive environment. Every 
quarter both factories visit each other to facilitate learning. Each visit typically lasts 
several days, depending on the subjects and purposes, and provides sufficient time for 
communication and discussion. Subjects discussed include software engineering and 
project management. Having sufficient time during a visit allows people to work to-
gether on a certain issue in an in-depth manner. Examples of discussions are how the 
process of developing a software component can be broken down into an action plan 
in a team meeting, how the most difficult part of the component can be identified, and 
how to decide upon the most optimal priority of different tasks to be carried out dur-
ing development. Both organizations also provide or support various software-related 
technical trainings to employees. Occasionally, Supplier C invites people from Com-
pany A to attend its internal trainings on new and related technologies. Those train-
ings allow both factories to keep up with the latest technologies that are related to 
their current or future work. 

In this case study, we found that board level meetings often involve operational 
people. During such meetings, people discuss issues of continuous improvement and 
conduct Kaizen sessions. These Kaizen sessions involve managers from both factories 
and also the software architects from Supplier C working on-site at Company A. Is-
sues about continuous improvement are also discussed on a lower level. Those issues 
include, but are not limited to, how capacity forecasting can be improved, how 
people’s skills can be improved, or if their roles and positions should be adjusted.  
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Both factories also have their own daily start-up meeting. During the bilateral vis-
its, personnel join in the local daily start-up meetings and exchange ideas and expe-
riences. The parallel factories setting allows people to compare different ways of 
working in designing and analyzing a software component and the way of prioritizing 
the work in progress. This comparison results in fresh ideas for continuous improve-
ment and experiments and subsequently results in process innovations.  

Knowledge Utilization 
The knowledge utilization in this IT outsourcing relationship begins with functional 
requirements engineering. Functional requirements of websites originally come from 
the operating companies of Company A. The IT department at Company A translates 
those functional requirements into IT requirements and component-based system 
design solutions. During this process, software architects from Supplier C are often 
involved, sometimes leading the design. To evaluate those novel solutions, Microsoft 
is involved during the review process to ensure the technical feasibility of the solu-
tion. Eventually, these design solutions become orders for software components and 
are sent to one of the two factories. 

During the software component development stage, we found that both factories 
make use of internal value stream mapping. Activities were undertaken to create 
process maps, but did not cross the border of the factory. In other words, these activi-
ties were not performed from an end-to-end perspective, but limited to internal soft-
ware development processes. Nevertheless, analyzing segments of multiple value 
streams helped both factories to improve their way of working. The type of innova-
tions achieved mainly improve the efficiency of software development. Those  
improvements originate from the best practices of the two parallel factories. As the 
two factories remain independent in their daily operations, knowledge utilization  
rarely happened in this stage. 

5 Discussion and Conclusions 

The case study presented in this paper shows that the application of Lean principles 
facilitate knowledge accessing and utilization in both IT outsourcing relationships to a 
large extent. Not all the four principles were completely followed in the studied two 
outsourcing relationships. Systematic knowledge sharing is often found to be difficult 
to be achieved in IT outsourcing relationships, as the exchange is blocked by the 
boundary of organizations. This reduces the opportunities of innovations. Higher 
levels of openness are a requirement for both organizations to facilitate innovation.  
In addition, the case study shows that service innovations can have various forms. The 
co-development relationship between Company A and Supplier B can be considered 
as an innovation in itself where both companies established a strategic alignment to 
create a new ERP solution. The next step in the innovation process will be to develop 
this as a standard for the insurance industry. In the outsourcing relationship between 
Company A and Supplier C, we observed several process innovations resulting in the 
improvement of software development processes. 

IT service innovation is an ongoing process that provide the end-customer with a 
new service experience or solution. To achieve this, the service organization should 
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establish a clear strategic direction for IT service innovation. Based on this strategic 
direction and Lean thinking, the service organization can better involve its IT  
outsourcing suppliers in the efforts for knowledge accessing and utilization. Different 
learning environment (e.g. co-development or competition) can be established to faci-
litate the knowledge accessing and utilization for different domains. Lean principles 
are widely applicable in different contexts to amplify the effect of the learning  
environment and the efficiency of knowledge utilization. 

Traditionally Lean driven innovation focuses on manufacturing and production en-
vironment rather than service industries. IT service innovation often co-evolves with 
IT outsourcing activities and as such innovation is a result of knowledge accessing 
and utilization between the service organization and its outsourcing suppliers. With a 
Lean management system, IT service innovation should be viewed as an ongoing 
process in which innovations at different domains including business process system 
and service delivery channels are involved. The key principles of Lean driven IT ser-
vice innovation are 1) respect everyone 2) continuous improvement 3) create value 
for the customer and 4) systematic thinking. The explorative case study shows that the 
application of these Lean principles facilitate knowledge accessing and utilization. 
Applying these principles facilitate the learning behaviors of the people working in 
the IT outsourcing relationships. Based on a clear strategic direction of IT service 
innovation and applying Lean principles allowed smooth communication on innova-
tive ideas and drive innovations at different domains of the IT service process. Future 
research should focus on examining the applicability of those Lean principles to faci-
litate IT service innovation in different domains besides the insurance industry. 
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Abstract. Using a network to manage enterprise office affairs is an important 
means of improving efficiency of the office management and achieving 
standardization for the enterprise business. The major technology about using 
PHP and MySQL to develop an enterprise office management system was 
illustrated in this paper. The contents including the realization of functional 
modules were discussed, such as: The foreground web page module used by 
employees, business management module, design of the database tables and 
web management technology of administrator. The system has features of full-
featured, high-efficiency, advanced technology. The systems provide an 
important reference platform to help enterprise reduce management costs, 
improve internal management, and enhance competition in the market for 
comprehensive competitiveness. 

Keywords: PHP, enterprise, office management, system design. 

1 Introduction 

This system was the enterprise office management system, with full function and 
good maneuverability. The system was divided into the foreground use part and 
background management part. Its main function was to manage enterprise's daily 
affairs, office data management and maintenance. The foreground part was used by 
employees, therefore its interface design should mainly be user-friendly operation, 
beautiful interface, efficient and practical. Background management part was used by 
the system administrator. The system administrator will complete data management 
and updates in the system in the background. The system mainly used PHP and 
MySQL as a development tool, and Apache as a server. The network technology was 
applied in the enterprise management. It was easy for the employee and enterprise 
managers to operate or use. It provided the convenient, fast and practical software for 
the enterprise's daily management. 

                                                           
* Corresponding author. 
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PHP (Hypertext Preprocessor) is a server scripting language, which is designed 
specifically for the Web. PHP codes can be embedded in an HTML page, which were 
executed when the page was accessed in each time [1]. PHP has advantages in many 
aspects, such as: PHP is very fast, with high performance; PHP are open source 
software, with a very good development space and scalability, and it can also be 
effective to make horizontal extension for a large number of servers; PHP can be 
applied on all major operating systems, and its code can be run without any 
modification in different systems; PHP supports multiple databases, and it can be 
connected to any database providing ODBC driver; PHP is free, in which a lot of 
open source codes are available. If modifying or adding new features to the language, 
it can be free of charge, therefore the cost of using PHP is low [2]. The unique syntax 
of PHP is the mixture of C, Java, Perl and PHP own syntax [3]. 

MySQL is a relational database management system. The relational database is the 
most common type of database, because of its faster access, and more flexible for data 
expression. MySQL supports structured query language SQL, so data query is simple and 
quick. For medium-sized enterprises, MySQL function can be fully met. The advantages 
of MySQL are its small in size, fast, cross-platform, and open-source. It is especially the 
feature of the open-source that a lot of free resources can be obtained, which causes many 
small and medium sized websites to choose MySQL as a database support of website 
background, in order to reduce the overall cost of the website. MySQL is a true multi-
user, multi-threaded SQL database server. MySQL is small and exquisite database server 
software, which is ideal for small application system [4]. 

Apache server is an open source Web server of Apache Software Foundation. 
Apache has a good cross-platform and can run on almost any computer platform 
widely used. 

The system was developed with today's most popular PHP and MySQL softwares. 
Two functions of the foreground use and background management were considered in 
this system. The database of this system was built scientifically, and each module 
function was carefully designed. Furthermore, it was a full-featured office 
management system, with the nice interface and simple operation, in order to satisfy 
the demands of all aspects of daily office management. 

In the era of information, office collaboration in different place and office business 
in the business trip were often required for the modern enterprise. The network 
framework of this system was based on the application mode of a wide area network. 
Therefore, this system can achieve cross-regional business processing [5]. This was 
also another utility of the system. 

2 Study Background 

According to the survey, the current many enterprises exist many problems in the 
office management, such as low office efficiency, big proportion of artificial 
management, manpower and resource waste, some works still finished in manual, but 
can be done automatically, etc. Although some companies have bought the office 
software, the office automation becomes a "stopping, frozen", and office level is still 
in a backward state due to the backward software version, complicated interface not 
easy to operate, and poor maneuverability, etc. factors. It was the common desire of 
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the people, and was also the main target of this system design to develop an office 
software with the humanized interface, enterprise office management level 
improved, the office efficiency of internal enterprise improved. The choice of 
development tools was also considered carefully. At present, there are a lot  
of development systems based on Web technology, but the three main kinds of 
dynamic technology are PHP, JSP and ASP.NET, etc. [6], each technology has its 
own characteristics. 

PHP is a completely free, and the source code can be downloaded freely. It is  
a development tool favored by a lot of programmers. PHP is a simple, efficient 
and dynamic scripting language, with the advantages of cross-platform, powerful 
database support [7]. As the PHP is independent on the platform, it can run in a 
relatively high safety system platform [8]. Therefore, it has more advantages for 
system background construction. PHP (Professional Hypertext Preprocessor) 
technology and MySQL database have many advantages. Therefore, they are the 
best combination to develop the dynamic website. There are many software 
developed using them as a main tool. 

PHP outstanding characteristics are fast in performance, a powerful CGI script 
language, more efficient to use memory, which can take up less memory 
consumption. PHP has good portability, and Web back-end CGI programs written in 
PHP can be easily transplanted to different operating systems. 

3 System Overall Design 

The enterprise office management system is an office management system with a 
collection of network and computer technology and full functions. It is mainly composed 
of two parts of the foreground use and background management. The overall structure of 
the system was shown in Figure 1. The use function module block of the foreground 
included the notice information, file transfer, attendance, employee information, salary 
information, online communication and user registration and other parts. Background 
management function module included the section management, notice management, 
document management, salary management, online communication management, 
employee information management, system management, attendance management, user 
management, system management, and other parts. 

 

Fig. 1. Overall structure of enterprise office management system 
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3.1 Foreground Function Design of the System 

The notice information modules in the foreground function of the enterprise office 
management system can complete the notice query, notice release and news alerts, 
and other functions. The file transfer module can complete the file upload, file access 
and file deletion, etc. Functions. The employee information module can complete 
staff recruitment, information inquiry, staff training, and other functions. The business 
attendance module can complete the functions such as employee attendance, leave 
management and attendance report. The salary information module can complete  
the salary query, report and printing, etc. the online communication module can 
complete the user login and online communication, etc. The user registration module 
can complete the registration information, account setting and user logged off, etc. 
The foreground module of the system is the interface used by common users, and the 
access to the system was restricted. The foreground use function module of the 
enterprise office management system was shown in Figure 2. 

 

Fig. 2. The Function module of foreground use of enterprise office management system 

3.2 Background Function Design of the System 

The background function in the enterprise office management system included all 
data information management involved in foreground functions, such as documents, 
employees, salary, and etc. information management. In addition, the section 
information management and system management were included. The management to 
the section can include the query, add, delete and modify, etc. to section information. 
The management work of the system background should be done by the system 
administrator. The system administrator was conferred the management function of 
the system, therefore, his access right was bigger than that of normal users. The 
background management function module in the enterprise office management system 
was shown in Figure 3. 

4 Design of the System Data Tables 

The development and implementation of the enterprise office management system 
involves the analysis and design to the database and database tables, including the 
design of the data entities, attributes, entity relation, etc. Two kinds of operation 
permissions users were designed in this system: common users and administrators. 
According to the permission categories, the operating range for different users was 
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limited [9]. System mainly involves the table structure design, the establishment of 
the link between tables, the establishment of the records in the table, etc. in the 
relational model. There were 31 table files involved in the database of the system. The 
structure of each table file table was carefully designed. On the premise of minimum 
redundancy guaranteed, links between tables were established scientifically to 
improve the efficiency of system running time, and take up less storage space. The 
table structure of employee basic information table (employee), department 
information table(dept), the announcement information table(notice), staff attendance 
sheet(sign), users of the system table(sysuser) and file information table (file) were 
given here, as shown in table 1 to table 6. The other table files involved in the system 
will not be illustrated here. 

 

Fig. 3. Background management function module of enterprise office management system 

Table 1. Staff basic information table (employee) 

Field name Data type Length Whether primary key Description 

emplid varchar 6 Yes Working ID 
name varchar 16 No Name 
sex varchar 6 No Gender 
age int 4 No Age 
birthday datetime 8 No Date of birth 
Birthplace varchar 20 No Native place 
nation varchar 16 No nationality 
maristatus varchar 4 No Marital status 

eduback varchar 20 No 
Education 
background 

degree varchar 12 No Degree 

eduschool varchar 30 No 
School of 
graduation 

title varchar 10 No 
title of a technical 
post 

position varchar 20 No Duty 
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Table 1. (Continued) 

Field name Data type Length Whether primary key Description 

wage money 8 No Basic salary 
dept varchar 30 No Section 
tel varchar 20 No Phone 

address varchar 80 No Address 

email varchar 50 No E-mail 

onlinesta varchar 4 No Online status 

image Text 20 No Photo path 

Table 2. Sector information table (dep) 

Field 
name 

Data 
types 

Length 
primary key 
or not 

Description 

deptid varchar 4 yes Sector ID 

deptname varchar 30 No Sector name 

memo Text 50 No Sector description 

Table 3. Notice information table (notice) 

Field name Data types Length 
primary key 
or not 

Description 

noticeid varchar 6 yes Notice ID 

noticetitle varchar 40 No Notice title 

noticetime datetime 8 No Notice time 

noticeperson varchar 20 No Notice peopole 

noticecontent Text 50 No Notice contents 

Table 4. Attendance table (sign) 

Field name Data types Length 
primary key 
or not 

Description 

signid varchar 6 yes ID 

datetime datetime 8 No Date and time 

employee
Name 

varchar 20 No Employee Name 

late varchar 4 No Late or not 

quit varchar 4 No Leave early or not 
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Table 5. System user table (sysuser) 

Field name Data types Length 
primary 
key or not 

Description 

userid varchar 6 yes ID 

username varchar 20 No User name 

userpwd varchar 20 No User password 

logintime datetime 8 No Login Time 

system varchar 4 No 
System 
Administrator 
or not 

sign varchar 4 No Online Logo 

 

Table 6. File information table (file) 

Field name Data type Length 
Whether 
primary key 

Discription 

fileID int 4 yes File ID 

fileName varchar 30 no File name 

fileSender varchar 20 no Delivery man 

filereceiver varchar 20 no Recipient 

fileTitle varchar 50 no File header 

fileTime datetime 8 no Delivery time 

fileContent Text 30 no File discription 

path varchar 100 no File path 

recsta varchar 10 no Receiving state 

 

The relation among the data tables in the system database was more complex, and 
more table files were involved, such that the employee information management 
involves the operation and run of many table. Its link establishment must be accurate 
to reduce the redundancy of database. Only when created, stored procedure was 
compiled. Afterwards, recompiling was not needed whenever executing the stored 
procedure. Therefore, the efficiency of database access can be improved when using 
the stored procedure [10]. 
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5 Introduction to the System Realization Technology 

In the PHP programm, there was a common.inc.php file, in which some constants, 
configuration files, path of the session, host information, database information, global 
function, etc. were stored to ensure important information needed for the program at 
runtime [11]. In the development system, constants were defined and “$magic_quotes 
= get_magic_quotes_gpc ()” was used in order to increase the readability of the code 
and ease use. The automatic escape function was shut down, and self-defining 
functions escape was used. The database encoding and references to the parameters 
configuration page were completed by the program, therefore, the modularization of 
the program was realized, which is easy for maintenance and modification in the 
future. 

The development of this system also involves image processing, encoding and 
decoding, compressed file processing, XML parsing, identity authentication of HTTP, 
POP3, SNMP, database processing, network interface application, security coding 
mechanism, and other functions. Using PHP + MySQL technology can solve these 
above problems well. API function supplied in MySQL in PHP can be used to operate 
the database. The database management, maintenance, and data retrieval and other 
various operations can be completed through the MySQL function library. 

Much more module designs were involved in the system development, of which 
each module had personalized design in the design process. Such as: the main 
function of the background page design in the employee information management 
was to achieve the management and maintenance to the enterprise staff information, 
therefore, ordinary users can query, but can't modify. Only admin can modify 
operations. Next example: file transfer management page design was to save files 
uploaded and downloaded to the server. The path of transferring files in the server 
was saved to the database for the receiver to download again. All employees had 
permission to upload and download files. Online communication design was a 
complex link, because it was a web page on which the enterprise employee can 
transfer information online, make real-time communication, with more services 
demanded in the Web service, stronger required to the interactivity and instantaneity 
[12]. The attendance management page design was an important means for the 
enterprise to manage staff. It included signing in, signing out, taking a vacation, 
attendance statistics, etc. functions, which were used to compare and appraise staff. 
They were main indicators for the enterprise to evaluate staff performance. The 
design of the user password Settings page involves two levels of ordinary users and 
administrators super users. The user password settings page was for enterprise 
employees to reset the password, in order to ensure the safety of employees account. 
All employees in the enterprise can reset personal password, but the admin user had 
permissions to modify any employee’s passwords. Employee salary management is an 
important part of the function, therefore, not only the real-time update should be 
considered, but also the security and confidentiality of data should be considered. 

In short, a variety of different design technology, from hardware to software, was 
involved in the development and design process of the whole system, therefore, not 
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only the development of the system should be completed well, but also the later 
system maintenance work should be considered. 

6 Discussion and Implication 

Today's advanced PHP + MySQL development tools were adopted in a PHP-based 
enterprise office management system. The system provided more comprehensive 
management functions, which enables the administrator and ordinary users to operate 
and manage conveniently. It is a relatively ideal office management platform of  
the enterprise. The system improves the work efficiency of the office management, 
reduces the waste of resources, and gets rid of the nuisance manual operation. The 
deficiency is that the system running speed will be slow down while the video 
function of online communication was used, and user's personalized printing function 
remains to be perfect. These will be further improved in the follow-up development 
process of the system. 
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Abstract. Despite considerable efforts have been devoted to study consumer 
loyalty, there is a lack of knowledge concerning how online service loyalty is  
or can be established in a competitive e-service market, in which several major 
service providers coexist to compete for customers. In this study, we attempt to 
explore the industry environment of Chinese social networking service (SNS), 
and examine the association between consumer satisfaction and switching costs 
in building service loyalty. From a resource-based view, unique service 
resources of SNS (critical mass and supplemental entertainment) are examined 
regarding their potentials in enhancing consumer satisfaction, habit and 
switching costs. The results show that habit and the interaction effect of 
satisfaction and switching cost are the key determinants of SNS loyalty. Critical 
mass and supplemental entertainment directly or indirectly affect habit and 
switching costs. This study attempts to bring the thought of competitive 
environment into e-service loyalty research while new insights for e-service 
loyalty building in different market environments are discussed. 

Keywords: Social networking, service loyalty, habit, critical mass, switching 
cost, satisfaction, supplemental entertainment, SNS. 

1 Introduction 

“Even though the results of customer-satisfaction surveys are an important indicator 
of the health of the business, relying solely on them can be fatal [17, p. 4].” 

Today’s enterprises are continually looking for ways to enhance customer loyalty 
mainly through improving consumer satisfaction. Loyal customers are vital to the 
long-run profitability of any business as acquiring a new customer may cost as much 
as five times more than retaining an extant customer [23]. Consequently, it is not 
astonishing that building customer loyalty has been acknowledged as an integral part 
of doing business or the ‘business back-bone’ [14]. In currently increasingly service-
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based economies [11], a growing interest has been dedicated to consumer loyalty 
building in an e-service or Internet environment. 

A considerable number of studies on e-service loyalty (e-loyalty) have been 
conducted in recent years, most of which suggest that consumer loyalty, as a result of 
consumer satisfaction, is mainly gained through improving service quality. However, 
previous works have claimed that the effect of satisfaction on consumer loyalty varies 
greatly under the condition of different levels of switching costs in, i.e. various 
human-mediated physical service environments [18]. There is lack of relevant 
knowledge and researches in the contexts of e-service community. For instance, little 
knowledge is available concerning how e-loyalty is altered along with the evolution 
of business environment, in particular when the market becomes highly competitive 
with several competent service providers.  

In addition, website design tools are under rapid development with the advances in 
information and communication technology (ICT), which has made it an easy task to 
develop or even ‘duplicate’ new website functionality or applications. As a result, it 
becomes more difficulty today for e-service providers to gain advantages in 
competition simply relying on a well-working service website, in particular when 
competitors start to ‘learn’ fast from each other. In an Internet environment, where 
competition may be only one click away [36], a rising concern is how to make their 
service distinguishing, i.e. through offering unique resources.  

From a resource-based view, the study sought to investigate the interdependencies 
between unique e-service resource, habit, consumer satisfaction and switching costs 
in building consumer loyalty in a highly competitive service market—the social 
networking service (SNS) market in China. In this market, several competent SNS 
suppliers coexist to compete for consumers while offering similar web functionalities 
and presentation. Two unique resources underlying SNS—critical mass and 
supplemental entertainment, are discussed and examined regarding their roles in 
facilitating consumer habit, satisfaction and switching costs. 

2 Theoretical Background 

2.1 Determinants of E-Loyalty: Service Quality and Satisfaction 

Customer loyalty has long been a hot research topic for both business and marketing. 
The last several decades have witnessed a paradigm shift from tangible products (i.e. 
brand loyalty) to human-mediated service (i.e. hotel and restaurant) and to recent 
computer-mediated service (or e-service) in this field, along with the advance of 
information technologies. According to various researches on customer loyalty, the 
framework of service quality—satisfaction—consumer loyalty or its extension has 
been widely employed in tangible products and human-mediated service contexts [6, 
14]. Apparently, e-service loyalty has been mainly assumed to be a result of 
satisfaction, which is enhanced by a diversity of service quality. 

Despite the widespread emphasis of satisfaction on e-loyalty establishment, recent 
research on switching behavior of e-service seems to offer a different picture. “New 
IT choices are only a click away on the Internet, and switching to a competing IT is 
almost as easy as downloading and installing it, or completing an online registration 
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form to sign up for a different service” [5]. As a result, it becomes increasingly easier 
for online consumers to switch to other service providers who offer similar 
services[36]. In certain e-service market (i.e. online gaming industry), it seems to be 
especially difficult to build customer loyalty, while satisfied consumers may easily 
switch to other service providers [c.f. 25]. A recent study on massively multiplayer 
online role playing games (MMORPGs) found that high attractiveness of alternatives 
and low switching cost significantly motivate game players’ switching intention [16]. 
Steenkamp and Baumgartner (1992) noted that switching behaviors may occur among 
satisfied customers due to their attempt to try something novel or different for fun or 
thrill [30]. Customers may be satisfied with their choices, but may still switch to 
alternatives owing to a desire for novelty or complexity in brand consumption or 
curiosity, or getting bored, fed up, on repetitively doing the same thing [12, 15, 28]. 
Balabanis et al. (2006) found that satisfaction is a significant predictor of e-loyalty 
only for those consumers who have a low level of satisfaction [3]. Bhattacherjee et al. 
(2012) reported that satisfaction with prior e-service provider only has a small and 
marginal negative influence on switching behavior [5]. 

2.2 Business Environment and Consumer Categories 

The inconsistence in previous research findings between e-service loyalty and 
switching behavior may be interpreted from the perspective of business environment. 
By an investigation of a diversity of tangible products and physical services, a study 
of Jones and Sasser (1995) noted that a consumer’s perceived satisfaction affects 
loyalty in a different way in different industry settings [18], as shown in Figure 1. An 
consumer may be loyal to a specific service with a low degree of satisfaction, but also 
betray a service provider in spite of a high degree of satisfaction [c.f. 17]. As a result, 
based on the interaction patterns between satisfaction and loyalty, Jones & Sasser 
(1995, p. 11) suggested that “consumers behave in one of four basic ways: as 
loyalists, as defectors, as mercenaries, or as hostages”, as shown in Table 1. 

 

Fig. 1. How the competitive environment affects the satisfaction-loyalty relationship (Source: 
adapted from [18, 22]) 
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In a highly competitive and low differentiation market, consumers are more likely 
to be low loyal whilst having a high level of satisfaction, therefore being mercenary. 
Based on the work of Jones & Sasser (1995), more mercenary consumers will appear 
in e-service markets as a result of increased competition and decreased differentiation 
[18]. For instance, Hsiao & Yang (2011) noted that a critical issue in online retailing 
research is how to identify, attract, and retain customers since online shoppers are 
typically regarded as less loyal [17]. 

Table 1. Individual customer satisfaction, loyalty, and behavior (adapted from: Jones & 
Sasser, 1995) 

 Satisfaction Loyalty Behavior 
Loyalist High High Staying and supportive 
Defector Low to medium Low to medium Leaving or having left and unhayppy 
Mercenary High Low to medium Coming and going; low commitment 
Hostage  Low to medium High unable to switch; trapped 

2.3 A Resource-based View of E-Loyal Building 

From a resource-based view, a firm’s performance is founded on a collection of physical 
and intangible resources (assets or capabilities) that enable it to compete with other firms 
[34]. Different industry may feature different sorts of resources. For instance, Barney 
(1991, p. 101) defined resources as “all assets, capabilities, organizational processes, firm 
attributes, information, knowledge, etc. controlled by a firm that enable the firm to 
conceive of and implement strategies that improve is efficiency and effectiveness”[4]. A 
good firm resource should be valuable, heterogeneous, immobile, and non-substitutable, 
and therefore lead to sustainable competitive advantage of the firm [24]. Previous works 
suggest that unique service resources may contribute to important dimensions of service 
quality, which further enhances consumer satisfaction and therefore loyalty. These 
resources may be external in nature, such as good location and transportation 
convenience of a hotel[20, 32], or internal, such as personal friendship to customer, 
routes availability in online flight booking service [c.f. 7]. Since the method of a 
resource-based view has been widely applied to investigate physical brand and tangible 
service, this method should be applicable to e-service contexts. In other words, e-service 
providers should seek to explore and develop unique service resources in order to  
make their services distinguishing and to achieve competitive advantages. It is noted that, 
pertaining to different natures of e-service categories, previous studies have identified a 
number of unique service characteristics that affect service acceptance [19, 29], many of 
which can be regarded as a sort of e-service resources. 

2.4 Highly Competitive E-Service Market: New Challenges to Loyalty Research 

Of various Internet services in China, Tencent QQ (QQ), a free instant messaging 
computer program, is obviously one of the most successful applications. In September 
2011, the active QQ user accounts for QQ IM amounted to 711.7 million while its 
peak concurrent users reached 145.4 million (Tencent, 2011). Note the fact that there 
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were 513 million Internet users in China in 2011 [10]1. Whilst QQ is initially 
developed for instant communication, the company seeks to integrate a diversity of 
value-added services to the QQ and develops it to be a customized “one stop for all” 
application. An increasing amount of Internet services have been integrated to the 
simple interface of QQ (like MSN). As a result, through simply clicking on icons in 
its interface, QQ users can access a diversity of various Internet services, such as 
email, online music, games, web TV, online shopping, Internet disk, SNS and many 
others. One stop for all application strategy offers QQ unique advantages compared to 
other service providers, as there is no more need for users to make additional 
registration and to remember additional account and password information towards a 
new service supplier. In addition, friends list of instant messaging service can be 
easily migrated to SNS, which saves QQ users’ lots of efforts to establish a new 
network for SNS. Also as an integrated function, new updates from SNS (i.e. 
comments, new posts) will be presented to users through the simple interface of QQ. 
Considering various inherent advantages of SNS at QQ, it seems that it should be easy 
to convert loyal QQ instant messaging users to be loyal SNS users alike.  

However, as one of the earliest SNS providers, market share of QQ’s SNS (or 
Qzone) has been eaten away by more recent entrants to the industry. Many users shift 
to other SNS providers despite their loyalty to QQ IM and give up various benefits 
offered. They are willing to use other SNS services, even if they have to spend 
additional efforts to open the browser, to fill in account and password information and 
to search people for reconstructing their new network. Currently, there are 190 
million active SNS users for Qzone, 96 million for Renren.com and 40.1 million for 
Kaixin001.com [31]. The SNS market in China is dominated by several suppliers that 
provide similar services. After several years of development and competition, SNS 
suppliers share considerable similarities in their website presentation and 
functionalities despite limited differences. In this regard, it would be interesting to 
scrutinize what are unique service features (or resources) to distinguish a SNS 
supplier from a user’s perspective.  

3 Research Framework and Hypotheses Development 

To evaluate SNS service loyalty, a research framework is proposed. Five 
hypothesized determinants of loyalty are included, which are habit, satisfaction, 
switching costs, supplementary entertainments and critical mass. 

Satisfaction can be defined as a personal’s feeling of pleasure or disappointment 
resulting from comparing a service’s perceived performance (or outcome) in relation 
to his or her expectations [21]. Previous literature provides unambiguous supports for 
the positive influence of satisfaction on customer loyalty. Consistent with previous 
studies, it is expected that the same influence works in SNS alike. Hence, we 
hypothesized: 

H1: Satisfaction positively relates to consumer loyalty. 

In service loyalty research, switching costs measure a consumer’s perceived 
difficulty in switching to a new service supplier, which represents anything that 
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makes it more difficult or costly for consumer to change providers [8]. Switching 
costs are not only economic in nature, but also can be emotional or psychological, 
such as interpersonal relationships and special treatment [8, 36]. Many studies suggest 
switching costs exert a direct influence on service loyalty, arguing that if consumers 
encounter a high switching costs, they are more likely to stay with the service supplier 
[2, 8, 35, 36]. Therefore, we hypothesized: 

H2: Switching costs positively relate to consumer loyalty. 

Jones and Sasser (1995) pointed out that the degree of switching costs differ a lot 
in different service sectors, which may alter the effects of satisfaction on service 
loyalty [18]. Balabanis et al. (2006) classified satisfaction to be high, moderate and 
low levels, and hypothesized that influence of perceived switching barriers on e-store 
loyalty is greater when satisfaction is low [3]. Yang and Peterson (2004) divided  
e-service users to be two subgroups of unsatisfied and satisfied users, and reported a 
significant interaction effects of switching costs and satisfaction on customer loyalty 
in satisfied user group [36]. Lee et al. (2001) studied mobile phone service loyalty and 
reported a positive interaction effect of switching costs and satisfaction on loyalty 
[22]. Jones & Sasser (1995) suggested that, in a high competitive and low 
differentiation market, people become mercenary and have a low commitment. 
Therefore, it is important to build switching costs to retain customers [18]. Therefore, 
we hypothesized: 

H3: Interaction effects between satisfaction and switching costs positively relate to 
consumer loyalty. 

Habit can be defined as the “learned sequences of acts that become automatic 
responses to specific situations, which may be functional in obtaining certain goals or 
end states” [33]. The concept and function of habit has been broadly investigated 
across a diversity of disciplines, like social psychology, health sciences, 
marketing/consumer behavior, IT user behavior and organizational behavior [9]. 
Frequently performed behaviors tend to become habitual and hence automatic over 
time [26]. Habitual behavior is difficult to resist and substantial conscious efforts are 
needed for individuals in order to alter their habits. Therefore, altering habit in order 
to switch to another service provide may exert to be a sort of switching cost. 
Furthermore, consumers may express their loyalty to an e-service provider simply as a 
result of habit. In other words, they are ‘lazy’ to make a change or feel difficult to 
change their habit of being ‘loyal’ to existent service provider. Accordingly, the 
following hypothesis is made: 

H4a: Habit positively relates to switching cost.  
H4b: Habit positively relates to loyalty. 

From a resource-based view, unique resources or capability of a company means 
the unique service attributes help to discriminate a service provider from others to 
enhance competitiveness. Unique resources can be internal, accumulated with times 
and co-created with customers, i.e. hotel stuff’s personal relationship or friendship to 
customers [7]. Concerning SNS, supplementary entertainments can be regarded as a 
sort of internal resources. Specifically, it refers to the entertainments/games offered 
by SNS; these entertainments/games are not specifically designed for information 
sharing or communication purpose, but to offer entertainment that a user can play to 
compete with peers even when peers are offline. The strategy of providing 
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supplementary entertainments has been dominantly applied by today’s SNS providers. 
Taking ‘Happy Farm’ social game for instance, it is one of the most popular social 
networking games in China. At the height of its popularity, there were 23 million 
daily active users who log in to the game at least every 24 hours2. As a value-added 
element for SNS, a provision of supplementary entertainments potentially brings 
about more pleasure to SNS user, making consumers more likely to feel satisfied. 
Therefore, it is proposed: 

H5a: Supplementary entertainments positively relate to satisfaction. 

Furthermore, frequently interacting with the supplementary entertainments may 
contribute to a motivator of forming habitual behavior to access SNS. In other words, 
supplementary entertainments may contribute to the establishment of habitual use of 
SNS. Therefore, it is proposed: 

H5b: Supplementary entertainments positively relate to habit. 

External resources refer to the service attributes, which are not generated by the 
service provider, but contribute to be an important aspect of service, such as the 
transportation convenience to a hotel customer. Concerning SNS, critical mass is 
proposed to affect consumer service experience as a kind of external resources.  
It refers to an important segment of population that chooses to take part in the SNS  
[1, 25]. Critical mass makes major contributions to the collective action as well as to 
later subscribers [1, 25]. A new network by its nature requires a group of subscribers 
if it is to startup; the network becomes mature to move beyond that point in its 
development where a critical mass has initially assembled [1]. As a result, new 
subscribers to a mature SNS can join one after another instead of as a group [1]. For 
instance, a user subscribes to a SNS, for that his/her friends are there already; as a 
result, s/he subscribes to the SNS by join the already existed circle of his/her friends 
with no need to establish a new network by his/her own efforts. Hence, users may 
decide to be loyal to a specific SNS so that they can connect to the people who are 
important to them, such as friends and relatives. The possibility to communicate with 
important others inside the network should be an important purpose of using SNS, 
which enhance their satisfaction to the service. Furthermore, when users have lots of 
friends using the SNS, it is more likely for them to communicate with their friends via 
SNS and therefore make the SNS use to be habitual. Therefore, we proposed: 

H6a: Critical mass positively relates to habit. 
H6b: Critical mass positively relates to switching costs. 

4 Research Methodology 

4.1 Survey and Questionnaires 

As there are many SNS operators in China, Qzone, the biggest social networking 
service provider in China, is selected as the subject for survey. A five-point Likert-
scale ranging from disagree (1) to agree (5) was used to measure each item of the 
model. The questionnaire survey was conducted online. We provided a hyperlink to 
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the survey web page and posted it to different forums, while the respondents would be 
directed to the online version of the questionnaire by clicking on the hyperlink. 
Finally, 228 complete samples were collected, seven of which have no prior use 
experience and were therefore omitted from the analysis. The final samples consist of 
99 males (44.8%) and 122 females (55.2%). Most respondents are under 25 years old 
(n = 175) and have used computers for over 3 years (n = 194). 73.3 percent (n = 162) 
of participants have an experience of using Qzone for over 3 years while 44 
respondents (19.9%) has 1-3 years use experience. Only 15 participants (6.8%) have a 
use experience of less than 1 year. 

4.2 Reliability and Validity of Measurement 

Partial Least Squares (PLS) path modeling technologies were utilized to analyze the 
data using SmartPLS 2.0. Convergent validity indicates the degrees to which the 
items of a scale that are assumed to be theoretically associated are also related in 
reality. As shown in Table 3 and 4, all values of Cronbach’s alpha, factor loadings 
and CR are over their thresholds of 0.5 and 0.7 respectively. 

Discriminant validity refers to whether the items of a scale reflect the construct  
in question or reflect another related construct. It can be verified if the variances of  
the average variance extracted for each construct are higher than any squared 
correlation between this construct and any other construct, the discriminant validity is 
supported [13].  

Table 2. Reliability and convergent validity statistics 

Construct  α CR Minim. factor loading 
Satisfaction 0.941 0.957 0.907 
Switching costs 0.871 0.912 0.817 
Supplementary entertainments 0.820 0.917 0.917 
Critical mass 0.883 0.944 0.944 
Habit 0.969 0.980 0.961 
Loyalty  0.923 0.951 0.904 

Table 3. Discriminant validity 
(The bold diagonals are the AVEs of the individual constructs; off diagonal values are the 

squared correlations between constructs) 

Construct Mean Sa Sc Se Cm Ha Lo 

Satisfaction (Sa) 3.26 0.850      
Switching costs (Sc) 2.60 0.149 0.722     
Supplementary entertainments (Se) 3.19 0.247 0.199 0.847    
Critical mass (Cm) 3.45 0.168 0.127 0.098 0.895   
Habit (Ha) 2.96 0.565 0.596 0.383 0.561 0.942   
Loyalty (Lo) 2.45 0.304 0.544 0.165 0.202 0.750 0.868 
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4.3 Data Analysis and Model Assessment 

Figure 2 depicts the results of model testing. As shown in the Figure, both satisfaction 
and switching cost alone have no significant effect on loyalty. Instead, the interaction 
effect of satisfaction and switching cost has significant influence on loyalty. 
Furthermore, habit exerts a substantial and strong influence on both loyalty and 
switching cost. Critical mass exerts a significant influence on habit, but not  
on switching cost. Supplementary entertainments significantly affect both habit and 
satisfaction. Critical mass and supplemental materials have indirect influences on 
switching cost, which are mediated by habit. The model interprets 35.6 percent of 
variance of switching cost, 36.3 percent of habit, 24.9 percent of satisfaction and 72 
percent of loyalty.  

 

 
 
 
 

 
 

 

Fig. 2. Results 

5 Discussion and Implications 

Figure 2 shows that, in this competitive SNS market, consumers tend to be 
mercenary, whereas a high satisfaction of SNS users doesn’t guarantee a high loyalty 
toward service provider. In addition, satisfaction alone cannot bring about loyalty as 
well. Consistent with the work of Jones & Sasser (1995), we propose that consumer 
satisfaction may not be such a reliable indicator of loyalty for e-service market, in 
particular when the market becomes more competitive with less differentiation. 
Consumers behave differently in response to different industry environments. In other 
words, the change of industry environment itself may effectively alter the way that 
consumers choose to be loyal to a company, i.e. mercenary versus hostage consumers. 
The results show a strong interaction effect between satisfaction and switching costs 
on SNS loyalty. In other words, it is really difficult to establish user loyalty in SNS: 
only when consumers are satisfied with service provider and are feeling difficulty to 
switch, they become loyal. This also suggests that satisfaction is a necessary condition 
of service loyalty. Satisfied consumers can be either loyal or not loyal to service 
provider based on the level of switching cost, but dissatisfied consumers definitely 
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exert no loyalty. Habit has in particular strong and direct influence on SNS loyalty. 
This implies that, in Chinese SNS market, consumer loyalty is more like a sort of 
habitual behavior. In other words, there is a high risk of consumer switch, if they are 
strongly motivated to change their habit, e.g. by their peers (critical mass).  

Furthermore, critical mass and supplementary entertainments are found to be 
important resources that significantly enhance consumer habit, satisfaction and 
switching costs on SNS. This indicates that, if a SNS maintained an individual’s 
network by hosting the people who are important to him/her, the user is less likely to 
switch because it will cause a loss of connections to those important people. Also the 
time and efforts spent on supplementary entertainment, such as social networking 
games, appears to be valuable to the consumers. They feel more satisfied if they 
engage in supplementary entertainment, in particular when they play together with 
their friends. 

6 Conclusion 

In this study, we sought to introduce a resource-based view into the field of e-service 
research, and to interpret how unique service resources help establish both satisfaction 
and switching costs. Whilst the resource-based view has been dominantly utilized to 
study the competitiveness of different companies and organization, this approach is 
novel to the field of e-service research. Based on the research findings of this study, 
we argued that it is important to recruit and develop unique service capabilities in 
order to make the e-service distinguishing and to achieve competitiveness.    

While previous works have examined the influence of industry settings in affecting 
satisfaction—loyalty relationship mainly concerning human-mediated service 
industries [18], our study investigates the loyalty building in a competitive e-service 
market with several competent suppliers. The results of this study illustrate that, in 
Chinese SNS market, despite of a high satisfaction, consumer loyalty cannot be 
established without a proper level of switching costs. In Internet environment, the 
choice of websites is already huge and increasing. Therefore, it is essential for 
websites to focus more on increasing switching costs than eliminating alternatives. In 
this regard, our results facilitates a more complete understanding on e-service loyalty 
building in context and seeks to raise the research interests in unique service resources 
for developing distinguishing e-service. Previous studies show that switching costs 
vary in different industry settings while the effects of satisfaction on customer 
retention will be deteriorated in case of high switching costs [22]. Simply considering 
e-service loyalty from the view of satisfaction, important information might be 
underexplored, in particular if industry environment and switching costs become a 
matter of importance. There is a dearth of relevant wisdom in the e-service field 
concerning some new and emerging business phenomena, such as the predicament 
faced by Qzone.  
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Abstract. Cloud computing initiatives support multinational corporations in 
optimizing resource utilisation and at the same time provide ubiquitous capacity 
to satisfy expectations of users within it. However, research carried out in the 
early 1990s demonstrated consequences when there were mismatches between 
business and IT strategies. The advent of utility computing through cloud based 
resource development seems to have altered both the perception of IT resources 
as well as the expectations of their use. In this paper by using a resource based 
view of cloud computing we examine the nature of unique capacity 
development in multinational organisations. Evidence for the research was 
gathered through interviews conducted in two well-known multinational 
companies in the oil and natural gas and the car manufacturing sectors 
respectively. The lessons drawn in this research is likely to be beneficial for 
organizations implementing Cloud based solutions. 

Keywords: IS strategy, Business strategy, IS assets, Cloud Computing, 
Resource sharing. 

1 Introduction 

Although cloud computing is a term associated with a new innovative development in 
the world of computing yet the idea of sharing resources originated in the 1960s and 
70s [1]. At the same time the contexts of the two developments couldn’t be more 
different. While computing used to be a scarce resource in the 1960s and 1970s it is 
not so now with the advent of PCs for end users as well as the ubiquitous enabling 
role played by the Internet. Cloud computing and time sharing are connected to the 
notion that computing resources can be used as a utility that is distributed as a service 
like electricity and water. Evidently, cloud computing characterises a fundamentally 
different way of invention, development, deployment, scaling, updating, paying for 
information and communication services [2]. Many organisations that are considering 
moving onto the cloud are initially challenged by the notion of billing at point of  
use and subsequently by the whole changes to decision making that this sort of 
service orientation creates. Adoption of core technologies like cloud can also have 
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influence on organisational adaptations as reported in the context of management 
innovations [3]. Mitra [4] found duality of impact to be a key feature of technology 
adaptation processes within British local government. As surplus capacity and re-use 
or sharing of resources becomes the prevalent obtaining reality, the sharing features of 
cloud computing will be increasingly an attractive arrangement of choice. 

In the quest to estimate cloud use effectiveness it seems obvious that the resource 
based view (RBV) of the firm would be a credible analytical approach. RBV is based 
on the notion that organisations succeed in gaining competitive advantage by using its 
assets as well as sustained competitive advantage is gained by using its existing 
capabilities. According to Wade and Hulland [5], Information system resources of 
firms may be visualised through a couple of categories that include IS assets 
(technology based) and IS capabilities (systems based). IS assets have an inherent 
disadvantage in that they can be easily copied by competitors and therefore is fragile 
with regard to sustainability of competitive advantage [cf. 6, 7]. An important  
issue for this paper is the fact that there is growing evidence to show that competitive 
advantage often depends on the firm’s superior deployment capabilities[8, 9]. It is 
clear that certain key criticisms of the RBV [10] have stemmed from the static 
assumptions of the nature of resource, value and sustainable competitive advantage, 
for the purposes of this paper we’d like to presume both dynamic settings and unique 
capabilities enable organisations to develop sustainable competitive advantages. 

Multinational companies constantly seek to develop unique inimitable capacity 
so that they can create competitive advantage over their competitors, despite the 
fact that initiatives for changes are difficult to implement due to resistance.. MNCs 
that succeed in implementing change by overcoming such resistance usually are 
supported by leadership that has foresight, is able to handle risk at the same time 
become considerably unique in the way their business systems operate[11]. Such 
an orientation as for instance in the study conducted within Nestlé by Mitra and 
Neale [11] is in contrast to findings which showed that co-ordinating IS plans with 
business plans impedes effective IS planning[12]. Despite many successful IS 
implementations yet instances of IS failure has lingered that has enabled the issue 
of alignment to be pre-eminent in the context of large MNCs. Just like Mitra [4] 
identified maturity to be a key parameter in Geographic Information Systems 
implementation within British local government similarly, Luftman [13] 
categorises alignment to be dependent on six categories of maturity. It would be 
interesting to see if Hayward’s Rigs and Nihon Motors are able to look more 
closely at how cloud computing can support individual processes [14] rather than 
how it can support an entire strategy. 

2 Nature of Cloud Based Resource Capabilities 

In a context where overwhelming evidence shows [15, 11] that IS capacity 
development leads to inimitable resource advantages, it is clear that both Hayward’s 
Rigs and Nihon Motors did not doubt the possibility of developing cloud based 
capacities. At the same time maturity of using competencies can make a difference to 
the way organisations eventually acquire competitive advantages. In the study [4] on 
British local government based implementations of geographic information systems, 
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Mitra found that levels of maturity in IS use usually leads to a couple of distinctly 
different formats in which organisations develop IS capacity. According to Mitra [4] 
adoption and adaptation of IS may be manifestly linked to maturity levels of the 
organisation’s implementations of specific IS. Indeed organisations that strive to 
adapt also seek alignment between businesses and IS strategies for acquiring 
competitive advantages. Successful alignment of business and IS objectives is a 
‘process of continuous adaptation and change’[16]. In this study, adoption of cloud 
computing was never in question. However, Hayward’s Rigs and Nihon Motors went 
through varied adaptations of cloud use to garner specific capacities.  

Following Armbrust et al [17], cloud computing in this paper would refer to both 
the applications delivered as services over the Internet and the hardware and systems 
software within data centres that provide those services. Alignment of business 
strategy and information systems strategy has been a longstanding research pivot 
around which various organisations and their ISs have been explored. It must be 
borne in mind that the notion of introducing cloud computing is probably somewhat 
different in contrast to traditional systems. Whilst Bharadwaj [15] implies that IT 
capability is a rent generating resource that is not easily imitated or substituted in 
large companies yet, Armbrust et al [17] have clarified that pay as you go as used in 
cloud computing is clearly tied to usage. Renting usually involves paying a negotiated 
amount over a fixed period of time irrespective of use. Pay as you go involves 
metering usage and charging based on actual usage, independently of the time period 
over which the usage occurs. With the advent of cloud computing, this is perhaps a 
key difference that has come about in the estimation of IT resources. Dwelling on 
scale and simplicity as the new dimensions that cloud brings to the context of 
multinational companies, Grossman [19] concurs, that pay as you go to use cloud 
capacity is a facet that has hitherto remained unknown. In the context of MNCs as 
operations scale to international contexts using multiple proprietary providers could 
lead to challenges in application of security policy [20]. Reductions in budgets and 
higher space requirements as computing becomes more web based, there is a 
compulsion that is driving large organisations to rethink their current capacity 
provisioning [21]. Cloud obviously provides a veritable option that is increasingly 
being taken seriously by large organisations.  

3 Methodology Adopted 

Data were collected in two multinational companies that have significant operations 
within the UK. The first is a British multinational that is well known in the oil and 
natural gas sector. The second is a Japanese car manufacturer that has significant UK 
based manufacturing capacities. Prevalent non-disclosure conditions do not permit us 
to use either the names of the organisations or the staff who have been interviewed for 
the study. For the purposes of this paper the companies will be referred to using 
pseudonyms as Hayward’s Rigs (HR) and Nihon Motors (NM) respectively. Both 
companies have assets and personnel spread across various local and global locations 
that need to seamlessly interact for efficient delivery of business. It is clear that 
further to their experiences, both companies have realised that merely transferring all 
of their data across to cloud based repositories is unlikely to work [22]. There were 
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also documents that were used to enrich the analysis that is referred to in this paper. 
Whilst both companies have been considering using some cloud services ever since 
2007 yet faced with various local and global challenges both companies had 
embarked around 2010 to seriously integrate cloud computing into their operational 
needs.  

A case study approach [23] was used to collate evidence on HR and NM. 
 

Table 1. Antecedents of cloud use 

Dimension Hayward’s Rigs Nihon Motors 
Industry 
expectations 

Increased demand from 
business managers to deploy 
functionality quickly. HR 
executives, like many of their 
counterparts in other 
organisations, are  
increasingly “tech savvy”; that 
is to say they are becoming 
more alert to the possibilities 
that developments in 
technology offer and are keen to 
utilise these technologies to  
improve organisation 
performance. Cloud services are 
attractive because they allow 
organisations to seize 
opportunities quickly and 
“strike whilst the iron is hot”. 

Although Nihon Motors 
began exploring cloud based 
solutions ever since 2008 yet 
the need for websites to load 
swiftly and address customer 
expectations was a key driver. 
Personnel within Nihon 
Motors viewed reliance on 
cloud services would provide a 
use and dispose advantage as 
their envisaged web services 
could be located in external 
clouds that needn’t be 
integrated with the rest of the 
company’s operations.  

Process 
standardisation 

Moving to cloud-based solutions 
encourages the adoption of 
standard configurations and 
discourages the tendency towards 
excessive customisation of 
services for individual users. It 
focuses attention on the costs of 
providing customised solutions 
and encourages organisational 
members to examine practices 
and procedures that they 
previously took as givens. 

In a business where there is 
always a possibility of 
disruptions to the supply chain 
(as, for example, the 
earthquake in Japan 
highlighted) or the need for 
parts recall (as, for example, in 
the recent recalls of cars by 
Toyota due to airbag faults) 
providing customers and 
collaborators with up-to-date 
information is critical. Cloud 
technologies have the 
potential to provide more 
flexible, efficient and 
effective communication 
channels. 
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Table 1. (Continued) 

Dimension Hayward’s Rigs Nihon Motors 
Scalability In the oil and gas industry, as 

the recent Gulf of Mexico 
incident vividly demonstrated, 
it is important to be able to 
scale up capacity at very short 
notice to deal with unforeseen 
events. In addition one-off 
activities, for example HR’s 
involvement with the Olympic 
games or its ‘commitment 
to America’ advertising 
campaign, require temporary 
increases in information and 
communications capacity. 
Evidence suggests that 
flexibility is achieved more 
easily and cost-effectively 
through the Cloud. 

Host providers have far bigger 
Internet pipelines than individual 
firms and flexible charging 
mechanisms make this provision 
particularly attractive to firms 
facing intermittent surges in 
activity. To quote, “We could 
have put in a much bigger pipe to 
the Internet but that would have 
been a big pipe that was only 
used one percent of the time and 
was unlikely to be cost effective.” 
 

Investment 
optimisation/ 
Green 
credentials 

Maintaining “evergreen” in-
house capability and capacity 
requires on-going capital 
investment that is often 
difficult to justify from a 
business perspective. Capital 
expenditures on upgrades to 
back office and IT systems 
add value in indirect ways 
and, in a climate of resource 
constraint, are often difficult 
to defend. Moving to the 
Cloud alters the structure of 
costs - in particular it reduces 
the need to commit large 
amounts of capital to 
continuous upgrade and 
renewal of infrastructure and 
systems. 

The car industry places 
importance on green factors 
within its procurement processes. 
For NM, in particular, it is 
important that it produces its cars 
in as environmentally friendly a 
way as possible. Whilst the main 
emphasis within the company is 
on ‘greening’ it’s manufacturing 
plant, NM as a whole strives to 
be greener where ever it can and 
this includes its provision of 
computing services. Cloud 
computing delivers environmental 
benefits to NM in a number of 
ways. First, the economies of 
scale available to specialist cloud 
service providers implies that it is 
in these vendors’ interest to 
incorporate sophisticated, eco-
friendly features into the design 
and operation and their data 
centres. 
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Table 1. (Continued) 

Dimension Hayward’s Rigs Nihon Motors 
Focus on core 
capacities 

As the pace of development 
in information and 
communication technology 
speeds up so it becomes 
more difficult for IT 
departments to keep up with 
latest developments in all 
fields. Attempting to 
maintain leading edge 
knowledge in areas that 
support rather than constitute 
the core business can be a 
distraction to managers’ 
attention. Handing over 
responsibility for non-core 
activities to specialists is 
likely to produce better 
results. 

Whilst it is possible to develop 
equivalent capacity and capability 
in-house, the experience NM 
gained through its tendering 
processes suggests that specialist 
providers offer much cheaper 
solutions because of they can 
exploit economies of scale, scope 
and learning through the re-use of 
knowledge. Further, cloud 
vendors offer enhanced search 
capabilities that can be bought 
off-the-shelf. This enables firms 
like NM to improve the 
performance of web-sites from 
the end-users perspective quickly 
and relatively cheaply. 

4 Scenario at Hayward’s Rigs 

4.1 Moving Email Services to the Cloud 

One of the key decision parameters for HR was the extent to which the email services 
it was seeking to procure needed to be customised to HR’s specific organisational 
context. On the one hand the company sought to get the economic and commercial 
benefits associated with standardised Cloud offers, but on the other hand, recognise 
that the nature and complexity of its business required some significant elements of 
custom-build. As one of our respondents explained, “it became a conversation about 
where we wanted to get Cloud economics and Cloud commercials but actually the 
reality was that it always looked like more of a custom-built environment.”  

Following a number of detailed rounds of discussion and negotiation, the contract 
was eventually awarded to T Systems, the corporate customer division of Deutsche 
Telekom in July 2012. Under the terms of the contract T Systems will provide a 
secure private cloud which will enable HR’s 830,000 plus employees around the 
world to access email services from a range of mobile and computer devices. The 
contract is for a five-year period and is based on a “pay-per-use” model. 

4.2 HR’s Exploration of Moving an Information Management Platform to the 
Cloud 

HR’s exploration of this option has followed a similar path to that of email services in 
terms of the procurement process. It issued a request for information (RFI) to test the 
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market and to identify potential suppliers and entered into discussion with some of the 
dominant players like Amazon Web Services (AWS). 

These large providers of public Cloud services have presented HR with a new and 
rather unexpected set of challenges. Providers like AWS provide a standardised 
service that takes little account of the size or nature of the purchasing organisation. As 
one of our respondents explained: 

“ you can forget trying to have a conversation with Amazon in the way we used to 
with Hewlett Packard (HP) where they (HP) will take on certain service levels and 
undertake to do special things for you as a customer. No chance [with Amazon]. HR 
as an organisation has as much firepower with Amazon as I have as an individual 
customer. It makes no difference whatsoever to them so you need a different set of 
levers to manage your risk exposure around that and that leads you actually to a 
different … architecture and a completely different dynamic.”  

As this quote demonstrates the balance of power between provider and purchaser is 
currently very different from that which large multinationals have come to expect. 
HR, like most other global organisations, is used to having a degree of bargaining 
strength in its negotiation with suppliers but the dynamics of public Cloud services 
are unusual. A few large players dominate segments of the newly emerging Cloud 
industry and these first movers have been able to exploit the economies of scale and 
experience to bring costs down, tipping the balance of advantage in their favour.  

4.3 Strategic Implementation at HR 

Moves to Cloud-based provision can seem to be relatively inconsequential from  
the end-users perspectives but from a broader organisational perspective, they can 
have far-reaching and unexpected effects. HR managers, for example, have found that 
the exploration of Cloud-based solutions has required them to rethink many of their 
existing practices and processes. Executives involved in the decision-making process 
report that there is a potential impact on everything from legal frameworks, through 
billing and charging for IT services to the way performance is measured.  

From the end-users point of view a change in the provision of email services or an 
information management platform can go almost unnoticed but the adoption of cloud 
services means that “every decision has a new complexion to it”. For example in 
terms of legal contracts, HR’s legal teams are used to negotiating specific clauses  
in contracts but in a “multi-tenant” environment that doesn’t make sense and Amazon, 
for example, requires its customers to adopt standard terms and conditions. The 
adoption of standard terms and conditions has knock-on implications for the way risks 
are managed. For instance if AWS went down, how would disaster recovery be 
managed in this new environment? Similarly, the fact that charges for cloud services 
are consumption-based means that the way IT services are billed for internally, needs 
to be altered to reflect this and incentives need to be in place to create economies on 
the ”consumption” of chargeable services. As a respondent put it: 

“it’s like a prism – take the example of how we charge for IT internally – here we 
have a specific way of charging the business for services which is not hour by 
hour/consumption based, it is pretty much year by year consumption. So you can have 
a situation where, by the very nature of the Cloud, you can peak, move in, see lots of 
different things and your internal charging models encourage that level of use and 
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variability but that isn’t an advantage anymore, that’s a problem. So it’s how you 
begin to start to chip away at a series of financial mechanisms of governance that 
might have been in place for twenty years and … there are lots of dead bodies in stuff 
like that. You have to work your way through (myriads of issues like this) to begin to 
leverage the advantage that this other thing (the Cloud) gives.” 

The same sentiment is expressed in the following comments and illustrates how 
difficult it is to implement changes that on the surface can appear quite modest but 
have wide-scale implications. 

“When you are trying to create a business case for this (Cloud), You’re having to 
force fit a new world model into an old world model so you try to explain the new 
world model in old world terms and those things are not natural bedfellows. So even 
trying to – apples for apples- make financial comparisons can be difficult.” 

“It took me a long time to actually get to grips with the change. You can 
intellectually understand it quite quickly but to sort of emotionally buy what you are 
being told and really begin to deeply understand how to might actually do that 
[implement a transition to Cloud provision] takes a bit more time.” 

4.4 Cloud Led Competitive Advantage at HR 

Cloud solutions, for example, allow HR to do the things it has always done more 
speedily. For instance a successful national marketing campaign could be scaled up 
globally very rapidly or ERP systems could be deployed in ways that achieve further 
cost savings but the “commodified” nature of the cloud means that adoption of cloud 
solutions is unlikely to be allowed to encroach into areas of core expertise. HR’s has 
distinctive capabilities in finding new oil and gas reserves, in geo-space analysis and 
in many other areas that are supported by high-performance computing environments. 
Strategically it is important that HR retains and develops its knowledge of crucial 
technologies. Cloud-based computing will allow HR to cut costs, be quicker to market 
and stay at the leading edge of support technologies so it is perceived to be an 
important tool that HR needs to deploy but not something that will allows HR to 
differentiate itself from competitors. In other words from HR’s perspective the ability 
to deploy cloud computing solutions is a very important threshold capability but not a 
distinctive one. 

5 Scenario at Nihon Motors 

5.1 First Move to the Cloud 

Having made the decision, in principle, to move to a cloud-based solution for its web-
sites, NM selected its provider through a traditional tendering process. It approached 
around five vendors who were known leaders in the web-hosting marketplace and  
put out a Request for Information (RFI). The RFIs paved the way for formal tenders 
that were evaluated using NM’s usual internal protocols and scoring systems. The 
contract was awarded to a vendor who had the advantage of being located in the 
Thames Valley close to NM’s own offices and the stand-by site was in London’s 
Docklands. 
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5.2 NM’s Subsequent Cloud Ventures 

NM’s next major cloud venture accompanied its launch of its sporty, hybrid car, the 
BS-Y. The marketing team responsible for the launch was keen to utilize the power of 
social media and came up with the concept of Mode Art. Mode Art was described as a 
web-site and Facebook application which turned the user’s life into art. User 
information was pulled from Facebook and then merged into a unique art composition 
based on one of the NM BS-Y’s driving modes, namely Sport, Urban or Economy. 
The resulting artwork could be shared on Facebook, sent to friends or downloaded on 
to a mobile phone and was designed to act as a catalyst for viral marketing. The 
challenge for IT was to provide sufficient capacity for storing and processing users’ 
images, particular given there was considerable uncertainty about possible uptake. 

The ICT team supporting this launch decided to buy cloud-based storage capacity 
from Amazon, paying for it by gigabyte per month depending on utilization. This 
enabled the company to put storage capacity in place in a matter of days and also had 
the advantage of allowing the company to specify where its data was to be stored, 
hence avoiding some of the legal issues concerning data protection that can be very 
complex when data is stored off-shore. Purchasing data storage from Amazon was, 
however, a commodity transaction and, at the time, Amazon was not geared to 
corporate customers as our respondent’s experience vividly illustrated: 

“Amazon weren’t geared to corporate buying. It actually ended up with me paying 
[for data storage] on my own corporate credit card. This was the only way we could 
do it because they weren’t in a position to corporate purchase orders or to invoice the 
company.” 

Whilst NM as the purchaser had to accept Amazon’s standard terms and conditions 
and had to navigate a payment system designed for individuals rather than corporates, 
the big benefit was in terms of price. As it turned out the take-up for this campaign 
was much lower than expected but the low sunk costs meant that the failure of this 
particular marketing experiment contained as the following quote illustrates: 

“… it does illustrate one of the great benefits of the Cloud in that this particular 
marketing campaign was not successful in terms of attracting people… But the great 
advantage was that I was paying something like 5 pence per month for the storage we 
got from Amazon whereas if we tried to provision it internally, we would have put, I 
don’t know maybe a hundred gigs of storage or so behind it and we would have had to 
pay for it, provision it etc. --- you would probably have been talking at least five to 
ten thousand pounds of infrastructure. … The flexibility of Cloud storage and Cloud 
computing can give you some substantial cost advantages.”  

Whilst in NM’s case its marketing teams had always been urged to take a creative 
approach to new product launches and were encouraged to take calculated risks, the 
changes in the cost structure associated with cloud-based web provision mitigates 
against downside risks and facilitates experimentation. 

The choice between private and public cloud solutions required NM to engage with 
some difficult trade-offs. On the one hand buying off –the-shelf public cloud services 
provided by firms like Amazon offered significant cost savings and flexible capacity 
but it also meant that NM still had to do a large amount of work in-house because 
they were “just buying the infrastructure rather than the solution.” On the other hand 
the specialist providers like Rackspace offered high-end services and “get web-sites 



100 A. Mitra, N. O’Regan, and X. Ruan 

up and running quickly with little effort [on the buyer’s part]” but highly customized 
solutions are expensive. In the end NM went for a middle of the road solution that 
involved some degree of customization.  

“The company that runs the IT helpdesk for NM (Europe) has its systems based in 
India. That involved getting data protection agreements signed with all the NM 
companies in Europe to say we approve employee data being held in systems in India. 
It’s just a headache.”  

In terms of cost savings, the move to a quasi-public cloud was estimated by our 
respondent to 

“result in a 30% reduction in annual operating costs and … to deliver a better 
solution. … They call it the virtual team but if you look at the people that they 
[Phoenix] have supporting the web-site added to the people we had internally 
supporting the web-site there is definitely a higher level of support.” 

5.3 Strategic Implementation at NM 

One of the concerns commonly expressed about moves to cloud-based solutions is 
that there may be resistance to these kinds of developments from in-house IT staff, in 
part because the move to the cloud has the potential to reduce employment 
opportunities. This does not appear to have been an issue at NM because there were 
more than enough new projects continuously coming on stream to fully deploy the 
existing staff’s time and expertise. In addition, many of the capabilities required did 
not exist in-house.  

“Computing is an area where there are always new technologies and new projects 
and you’ve got to decide where you are going to put your people. If you look at  
the skills required we have never had those in-house. Yes, we ran virtual servers in-
house but running virtual servers between two sites that requires a level of N-ware 
expertise that NM never really had in-house and would struggle to afford having in-
house. We get 24/7 monitoring from the provider but if that was provisioned in-house 
we’d have to put our people on to shift systems which we can’t do and we want the 
system to be scalable on demand so that the website automatically adds capacity if 
there are peaks in usage.” 

5.4 Cloud Led Competitive Advantage at NM 

Our respondent drew parallels between cloud computing technologies and 
outsourcing. In just the same way as it is not sensible for a firm to outsource activities 
that were the basis of its competitive advantage so it is not prudent for a firm to move 
computing activities to the Cloud if those activities formed part of the organisation’s 
distinctive capabilities. To quote our respondent: 

“The only way Cloud computing helps in delivering competitive advantage is in a 
secondary way. Cloud computing can give you cost and speed market advantages so 
if part of your competitive advantage is getting to market quickly then Cloud 
computing can help. But, if you view computing in its own right as your competitive 
advantage then you don’t outsource it because, by definition, you’re using public 
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things that people can easily copy, easily reproduce and so it very quickly doesn’t 
become your competitive advantage anymore.”  

Looking to the future, however, it is likely that Cloud computing solutions will 
take on increasing significance for the car industry. There is a trend towards cars 
becoming network nodes in their own right – that is to say more information and 
communication technology being incorporated into vehicles so that cars are 
permanently online from the manufacturer’s perspective. Whilst all car producers 
would like to gain an advantage by exploiting the opportunities that ‘always online’ 
cars potentially offer, it seems unlikely that a single car manufacturer could afford to 
invest the sums of money necessary to build unique systems and distinctive 
advantages. 

“We’d very much like to have a competitive advantage but, realistically,  
we probably can’t because the cost of provisioning an ‘always online’ car and having 
the nationwide networks to do that is well outside the scope of a single car producer. 
We will probably have to collaborate with mobile network providers. We’re going to 
be using other people to help us and we will need to tap into publicly available 
services so that is never going to be our competitive advantage. Our competitive 
advantage will have to be closer to home, for example by designing the interfaces, 
helping people to use the features of the car and so on.” 

The fact that Cloud solutions are ubiquitous and easily replicable means that 
careful consideration does need to be given to which activities are transferred to the 
Cloud. In the case of CRM and data mining, for example, our respondent was of the 
opinion that the interrogation of customer data is best done in-house. 

“[Interrogating customer data] and data mining is difficult is some ways. You are 
handling large volumes of data and, yes, that could be a candidate for the Cloud but 
then you look at the tools you need to handle those large volumes and to what extent 
are they Cloud-based? You can’t shift large data over the network or the Internet.  
It needs to be closer to home. Lots of the data-mining people are now doing in-
memory computing, holding databases in memory [to undertake their analysis]. If 
you’re not careful you will erode your performance advantage by hosting remotely.” 

NM sees its core capabilities as located in its design of cars and in its 
manufacturing capabilities so it needs its computing capacity next to the production 
line. Whilst cloud solutions and external hosting are helping the company to improve 
the efficiency and effectiveness of its overall operation, its production-related 
computing activities are likely to remain firmly in-house. 

6 Conclusion  

It is clear that the motivations and expectations of both companies vary somewhat. At 
the same time both realise that there are specific advantages that they could garner by 
using cloud solutions. For instance, HR realises that they’d be able to cut costs, be 
quicker to market and stay at the leading edge of support technologies. However, HR 
doesn’t consider cloud to be able to provide it with a capability that would allow it to 
differentiate itself from competitors. In contrast to the oil and natural gas sector, the 
car industry is quite heavily customer orientated. In such a context as was evident 
through the facebook exercise initiated by NM for its BS-Y model there are serious 
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limitations on what can be achieved in-house. Further as hybrid cars become more 
network reliant, cloud based capacity may become an imperative. Probably the most 
fascinating outcome of the research for this study is embedded in the challenges being 
experienced by both MNCs in implementing cloud solutions. Both HR and NM have 
reported that decision making is getting affected as provisioning of computing 
resources becomes more commodified. Here the duality dimensions of influence as 
found by Mitra [4] seems to become gradually evident as the companies move 
towards fully cloud orientated organisations.   
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Abstract. Most of the algorithms for speech enhancement are designed to 
improve the speech listening comfort. However the frequency spectrum 
character is destroyed seriously after the speech enhancement. To achieve better 
speech listening comfort with less frequency spectral damages, we present an 
improved signal subspace algorithm for speech enhancement. Compared with 
the traditional signal space method, the improved algorithm can decrease the 
Mel-frequency Cepstral Coefficients (MFCC) distance, an evaluation measure 
which means less frequency spectral damages to the voice and keep the voices’ 
intelligence at the same time. Besides, the method can enlarge the distance of 
the easily confused voices, which means the improvement of the voice 
recognition ratio. Thus we get the purpose of the speech enhancement. The 
improved algorithm is used in a speech recognition program and has a good 
performance. 

Keywords: Speech enhancement, signal subspace method, wiener filtering, 
prior SNR, Mel-frequency Cepstral Coefficients. 

1 Introduction 

Speech enhancement and voice recognition have been widely used in recent years. In 
some occasions, the noisy environment will destroy the frequency spectrum character 
and lead to an erroneous recognition. Thus the speech enhancement algorithm needs 
to reduce the noise and keep integrality of the frequency spectrum character at the 
same time. Ephraim (1995) proposed the signal subspace approach to minimize the 
speech distortion and keep the residual noise below a preset threshold [1]. Hu (2003) 
proposed a generalized subspace approach for speech enhancement in both white 
noise and colored noise environment, and derived a time-domain estimator constraint 
and a spectral domain constraint[2]. The well-known decision-directed technique for 
speech enhancement limits the musical noise well[3], but the estimated priori signal-
to-noise ratio (SNR) is biased since it depends on the speech spectrum estimation of 
the previous frame which degrades the noise reduction performance. Plapous (2004) 
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proposed a two-step noise reduction (TSNR) technique to solve this problem while 
maintaining the effect of the decision-directed approach [4]. Plapous (2005) also 
proposed a harmonic regeneration noise reduction method (HRNR) for solving the 
harmonic distortion in enhanced speech by regenerating the degraded harmonics of  
the distorted signal in an efficient way [5]. Objective and subjective measures prove 
the improvement than TRNR approach. However, the TSNR method destroyed the 
frequency spectrum character of the speech more seriously than TRNR. So TSNR is 
the algorithm we need in this paper. 

The key of TRNR is to estimate the SNR, while a deviation of SNR in signal 
subspace approach significantly affects the speech performance. To solve the 
problem, we present an improved signal subspace algorithm that combines the signal 
subspace approach and TRNR that can get a better performance in speech 
enhancement. 

Mel-frequency Cepstral Coefficients (MFCC) is one of the best approaches for 
voice recognition[6][7]. We propose the distance of the Mel-frequency Cepstral 
Coefficients as a measure to evaluate the effect of speech enhancement methods. The 
less the distance means the less damage to the frequency of the voices and better 
effect of the speech enhancement. The evaluation measure is based on the spectral 
features so as to evaluate the result of the speech enhancement from the perspective of 
speech recognition. The experiments verify that the new algorithm has a better 
performance than the others. 

2 Speech Enhancment Approaches 

In this section, we briefly review the signal subspace approach and TSNR algorithm. 
Then we discuss the shortcoming of each algorithm. 

A. Signal Subspcace Approach 

The signal subspace approach is based on the theory of projecting the signal onto two 
subspaces: the signal-plus-noise subspace and the noise subspace. Thus we can 
remove the noise part through the decomposition of the signal. The decomposition 
can be either the singular value decomposition (EVD) or the eigenvalue 
decomposition (SVD), and in fact the two-decomposition method can be mutual 
transformed.  

A linear clean signal x can be described as: 

 x̂ = Hy  (1) 

Where y is the noisy signal and H is a K K× matrix whose rank is M , and 

M K< . Thus the error of the signal can be obtained by: 

 
ˆ

x d= +
ε = x - x = Hy - x = (H - I)x + Hd

ε ε
 (2) 
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Where xε represents the speech distortion and dε  represents the residual noise. 

So the time-domain constrained optimization is given by making: 

 2min x
H
ε  (3) 

Subject to: 

 2 21
dK

ασ≤ε   (4) 

Where 2σ  is a positive constant and 0 1α< <  for scaling. We can get the 
answer by constructing a Lagrange multiplier, and we can get the optimization of H  
in white noise environment: 
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Where 1( )μ −
Σ Σ= +G Λ Λ I . μ is the multiplier factor, xR is the covariance 

matrix of clean signal, and dR is the covariance matrix of noise. ΣΛ and U are the 

eigenvalue matrix and eigenvector matrix of Σ ,where 1= d x
−Σ R R .  

Searle in his book tells the theory that a matrix U which can simultaneously 

diagonalize xR and dR [8]. Thus we can get: 
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The matrix G is a diagonal matrix, thus the k th diagonal element kkg is given 

by: 
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The value of μ  affects the quality of the enhanced speech directly. According to 

Dendrinos’s theory, μ depends on the short time of SNR [9]: 
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Where： 
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The value of maxμ and minμ represent the maximum and minimum ofμ , and they 

are chosen experimentally. SNR can be given by: 
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Thus we can get the time-domain constrained optimization of the signal subspace 
approach. Form (10) we can find that the SNR in each frame is a value rather than a 
vector, which means that the transmission function we got based on SNR is not that 
accurate, so we need to find some other ways to get more accurate SNR. 

B. Two Step Noise Reduction approach 

In some speech enhancement algorithms based on the SNR, two parameters are 
needed: the posteriori SNR and the priori SNR, which are computed by: 
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and 
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Where ( ),Y p k , ( ),X p k  and ( ),N p k  represent the frequency spectral of the 

noisy speech, the clean speech and the noise. The directed-decision algorithm says that 
the posterior SNR can be given by[10]： 

( ) ( ) ( )
2ˆ| ( 1, ) |

S p,k 1 [ , 1]
ˆ ( ,

ˆ
)

ˆDD
pri post

n

X p k
NR P SNR p k

p kγ
β β−= + − −  (13) 

Where ( )S ˆ p,kDD
priNR represents the priori SNR got from the directed-decision 

algorithm, ˆ ( , )n p kγ represents the estimated noise as we can’t know the exact noise, 

and β is a constant to balance the result, usually, =0.97β . 
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According to the Weiner filtering theory, the transmission function 

( , )DDoptH p k is given by: 
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H p k

+
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The experiment demonstrates that the directed-decision algorithm can reduce the 
“music noise” well, however the SNR got from (13) has a frame delay compares with 
the speech, especially at the speech onset and offset moment, which will limit the 
noise reduction performance and bring in some new reverberation effect. 

The TSNR approach computes the SNR of the next frame using the transmission 
function got by directed-decision approach as: 
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Where 'β has the same effect as β , and we make ' 1β = because we can’t know 

the information in the 1p + th frame. The experiment suggests that the TSNR 

approach has a good performance on estimating the SNR. However, the TSNR has a 
large attenuation of the signal energy, which leads to a low sound of the voice signal. 
The low energy of the voice is disadvantage for the speech recognition. So even 
though the TSNR has a good performance in SNR and listening intelligence, it is not a 
good algorithm for speech recognition. 

3 The Improved Signal Subspace Algorithm 

In signal subspace approach, the SNR calculated in (10) is a value rather than a 
vector, which means that the SNR is not accurate. Thus we instead the (10) by (15), 
which is much more accurate than (10). Thus the whole process of the new algorithm 
is shown in Figure 1. 

The proposed algorithm can be formulated in the following ten steps. For each 
frame of the voice signal: 

Step 1: Compute the covariance matrix yR  of the noisy signal, and 

compute 1
d y
−= −Σ R R I . Then update the matrix of the noise dR . 

Step 2: Compute the decomposition of matrix Σ by ΣΣU = UΛ . 

Step 3: Sorting the eigenvalue of the matrix Σ  as ,1 ,2 ,Pλ λ λΣ Σ Σ≥ ≥ ≥ , and we 

can estimate the rank of the speech signal subspace as ,
1
max arg{ 0}k

k P
M λΣ≤ ≤

= > . 

Step 4: Get the frequency spectrum of the noisy speech signal by FFT, and estimate 
the frequency spectrum of the noise signal at the same time. 
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Step 5: Compute the posteriori SNR by (11), and then compute the priori SNR by 
(13). 

Step 6: Compute the TSNR SNR by (15). 
Step 7: Compute the multiplier factor μ by (8) and (9) using the TSNR SNR we 

get in the previous step. 

Step 8: Compute the diagonal elements kkg of the matrix G , and get the matrix 

G  by: 

 11 22{ , ,..., }MMG diag g g g=  (16) 

Step 9: Compute the optimization H by (5). 
Step 10: Estimate the enhanced speech signal by x̂ = Hy . 
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Fig. 1. The process of the new speech enhancement algorithm 
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To illustrate the better performance of the improved algorithm, we take the speech 
enhancement result of a 10s length voice which is polluted by the factory noise from 
database NOISEX.92 as the example. The SNR after speech enhancement improves 
about 2.5dB in heavy noise environment. Figure 2 shows the enhancement result in 
time and frequency field. 

   

Fig. 2. Speech enhancement result shown in time and frequency field 

Figure 2 shows that after the enhancement, the noise has been reduced pretty well. 
We can also get a comfort listening feeling after the enhancement. However the 
listening comfort and SNR cannot evaluate the performance of the algorithm in all 
directions. Thus we need some new evaluation measures to evaluate the algorithm. 

4 Performance Evaluation of the Improved Signal Subspece 
Algorithm by MFCC Distance 

After speech enhancement, we need to evaluate the performance of the algorithm. We 
propose MFCC distance as a new measure to evaluate the algorithm. The key of 
MFCC is transforming the speech signal from frequency into mel-frequency by: 

 10( ) 295*log (1 / 700)mel f f= +  (17) 

Where f represents the frequency, and the specific calculation process of MFCC is 

in Figure 3: 

preprocessing

 Log
Cepstrum 
Promotion

Difference DCT

Mel-filteringFFT Mod
Input signal

Output MFCC

 

Fig. 3. Process of MFCC 
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Figure 3 shows the process of getting the MFCC of the speech. The preprocessing 
includes Frame Blocking, Pre-emphasis and Hamming-windowing. Then get the 
frequency spectrum by FFT (Fast Fourier Transform Algorithm), and get the mode of 
the spectrum. Mel-filtering is as shown as below: 
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Where ( )mH k represents the coefficients of the Mel-filtering, k represents the 

frequency, and ( )f m represents the center frequency of the Mel-filtering, 

where 1,2,..., 20m = . 

And we can get the logarithm of the frequency spectrum by: 
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Where ( , )aX p k is the frequency spectrum through FFT of the signal, and 

( , )s p m  is the logarithm of the frequency spectrum in p th frame, the m th order 

of the Mel-filtering. 
The DCT means Discrete Cosine Transformation: 
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Where ( , )C p n is the MFCC coefficient, and L  is the MFCC order number, 

usually we make 12L = . 
Usually the MFCC coefficients value in the low frequency is more easily interfered 

by the channel than in the high part, while the high part has a too high influence on 
speech recognition, thus the center part of the coefficients is the most useful and 
important. Thus we need a Cepstrum Promotion for the signal to promote the center 
part of the coefficients by: 

 
( ) 1 sin
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Where ( )W n is the Cepstrum promotion transmission function, and ( , )mf p n  is 

the MFCC coefficients after Cepstrum Promotion. However the MFCC coefficients  
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now can only reflect the voice parameters of the current frame without the change of 
the front and rear frame. So we take the difference of the MFCC coefficients in the 
front and rear frame into account by: 

 

2( ( 2) ( 2))
( , )

3
( ( 1) ( 1))

3

mf n mf n
dmf p n

mf n mf n

+ − −=

+ + − −+
 (22) 

( , )dmf p n
 

represents the difference coefficients. Then we combine the MFCC 

coefficients ( , )mf p n and difference coefficients ( , )dmf p n as the whole MFCC 

coefficients of the speech. We calculate the distance of the coefficients between the 
noisy speech and the clean speech. The less the distance is, the better performance of 
the enhancement algorithm is. And if the distance between the easily confused speech 
signals gets larger after enhancement, it means the enhancement algorithm has a 
better performance. 

Table 1. Coefficients distance 

 
White Noise Factory Noise 

Average of both 
Noise 

DD approach 2.803 2.759 2.713 

TSNR 3.125 3.012 2.930 

Signal Subspace 2.860 2.658 2.780 

New algorithm 2.000 2.236 2.144 

 

Table 1 shows the MFCC distance between the noisy speech and the clean speech. 
The speech signal is a toy voice of 10s length, and the speech signal is chosen from 
NOISEX.92 database. We can see that the distance of the new algorithm is less than 
TSNR and signal subspace approach, which concludes that the new algorithm has a 
better performance than TSNR and signal subspace approach. 

Almost every speech enhancement algorithm will damage the frequency feature of 
the speech, then why do we still need enhancement algorithm? The reason is that 
some speeches’ feature polluted by noise are easily got confused.  Thus after the 
speech enhancement, the easily confused speech should be judged correctly. There are 
two German alphabets ‘e’ and ‘i’ which sound very similar, and are easily confused in 
severe noisy environment. After the enhancement, the misjudged signal can be judged 
correctly as seen in below: 

 
 

Noise kind 

algorithm 
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Table 2. The new algorithm for confused voice acting 

 
i e Distance difference 

Polluted  i 1.8651 1.9104 0.0453 

Polluted e 2.1306 2.1709 -0.0403 

Enhanced i 3.2937 3.3849 0.0912 

Enhanced e 3.9398 3.7787 0.1611 

From the table Ⅱwe can get the conclusion that after the enhancement, the 
distance difference of alphabet ‘i’ is enlarged from 0.0453 to 0.0912 which means that 
the new algorithm makes the signal easier to be identified.  Also, the distance 
difference of alphabet ‘e’ is -0.0403, which means that the alphabet ‘e’ can’t be 
identified correctly because of the noisy pollution. But after the enhancement, the 
distance becomes 0.1611, means that ‘e’ can be identified correctly, which 
demonstrates the role of the new method for speech recognition. 

5 The Application of the Algorithm 

In cooperation of our laboratory with a toy company, we are asked to design software 
which is used at the production line in the factory to recognize if the voices of the toys 
are right or not. The toys can sing many kinds of voices, and many of them are easily 
confused, such as the German alphabets ‘e’ and ‘i’ we test in the fourth part. The 
alphabets are more difficult to recognize in the noisy factory because of the loud 
noise. So we need some algorithms to remove the noise. We used MFCC algorithm 
for the voice recognition, but most of the speech enhancement algorithms would 
enlarge the MFCC distance, which will lead voice recognition to a failure. The 
algorithm can decrease the back noise, improve the feeling of our hearing and do not 
destroy the spectral features of the voice at the same time as far as possible, which is 
useful for the voice recognition. The use of our algorithm is shown in Figure 4: 

  

Fig. 4. The use of the algorithm 

Figure 4 shows the use of the improved algorithm. The left pat of the dotted line is 
the place where the algorithm is used in this paper. Because of the loud noise in the 
factory, the voices of the toys are polluted seriously, which will influence the 
recognition rate. We tried many algorithms include the traditional signal subspace 

Clean speech 

speech 



114 X. Dai, B.Yu, and X. Dai 

 

algorithm, but none of them can meet their demands of the recognition rate. So we 
tried many improvements until we found the algorithm we propose in this paper.  The 
improved algorithm meets the demand they want. As is shown in the fourth part, the 
improved algorithm can decrease the MFCC distance, keep the frequency correlation 
and voice intelligence at the same time. Also, the method can make the distance of the 
easily confused words and letters larger, which make it not that easy to be erroneously 
judged. After we use the improved algorithm the average recognition rate of the toys’ 
voices in the factory production line is from 73% to 91%, thus we get the purpose of 
the speech enhancement, and that is the value of the improved algorithm. 

However, the complexity of the algorithm in this paper becomes larger, which is a 
big drawback of the algorithm. In the following research, the main focus is to reduce the 
complexity of the algorithm, and continue to improve the speech recognition rate toys. 

6 Summary and Conclusions 

In this paper we propose a new algorithm for speech enhancement that combine the 
TSNR and signal subspace approach. And we propose MFCC coefficients distance to 
evaluate the performance of the speech enhancement algorithms. The experiments 
verify that the new algorithm has a better performance than the single. 
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Abstract. The relationship between the physical parameters of pulsating  
vacuum sterilizer and the piping system states is analyzed based on cluster 
analysis and interpolation approximation algorithm. The cluster analysis is per-
formed first, followed by the interpolation approximation of the cluster data. 
The algorithm provides a comprehensive sterilization efficacy evaluation, as 
well a feasible method to analyze the states of the system. 

Keywords: data mining, cluster analysis, the average quadratic interpolation. 

1 Introduction 

Pulsating vacuum sterilizer is mainly used in hospitals, chemical industry, food indus-
try, and scientific research. It is also widely used in the sterilization of the routine 
items in medicinal product testing, vaccination, and bioengineering industries. Having 
replaced the exhaust sterilizer, pulsating vacuum autoclaves are most widely used in 
hospitals. However, the solenoid valves, the check valves and other valves in the ex-
haust piping system are prone to failure and need repeated maintenance due to the 
complexity of the structure of the pulsating vacuum sterilizer piping system, The safe-
ty of the pulsating vacuum sterilizer also is a key problem.  

2 B-D Test 

B-D tests are performed to assess the residual air in the pulsating vacuum sterilizer 
and steam penetration (Figure 1); it is specially designed to test the air exhaust effect 
of the pulsating vacuum pressure steam sterilizer. The batch challenge test (Process 
Challenge Device, PCD) is used to determine whether the entire load steam steriliza-
tion cycle has achieved the sterilization conditions, often need to release early using 
the biological indicators or the fifth class of chemical sterilization indicator. The study 
of sterilization parameters is the prerequisite of a small probability of surviving mi-
crobes. 
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116 X. Fu, M. Lin, and X. Ma 

 

 

Fig. 1. B-D Test Program 

It is often difficult to detect the microbes using the current sterility test method.  
Therefore, it is necessary to verify the reliability of the method of sterilization. The 
values of F and F0 can be used as the indicators to verify the reliability of 
the parameters of sterilization process. 

Sterilization parameters are mainly:  

1) Value of  D   
At a certain temperature, the sterilization time required to kill 90% of the microorgan-
ism (or 10% residual):  

Microorganism death rate:  303.2/lg0lg ktNtN =−  

          )10lg100(lg/303.2 −== ktD  (2-1) 

D is the time required to reduce the number of microbes to the one-tenth of the 
original number, or to reduce to one logarithmic units or decrease (lg100 reduce to 
lg10). The value of D depends on the different types of sterilization methods and dif-
ferent types of microbes. 

2) Value of  Z 
Z is the value of temperature increment that is required to lower the value of Dlg , i.e. 

sterilization time required to reduce to one tenth of the original number of microbes, 
or the temperature increment required to kill 99% of the microbes in the same time. 
 1log2log/12 DDTTZ −−=  (2-1) 

3) Value of  F 
The time required at the sterilization temperature (T) to achieve the same sterilization 
effect as with the reference temperature (T0), under a certain value of Z. It is com-
monly used in dry heat sterilization with the unit of min. 

 ∑Δ= 10tF  (2-2) 

4) Value of  F0 
The time that is required to sterilize at a temperature (T) with Z =10 oC to achieve the 
same sterilization effect at 121 oC with Z = 10 oC. F0 value is limited to autoclaving 
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only. The biological F0 value is equivalent to the time needed to kill all the microbes 
at 121 oC during hot sterilization. F0 reflects the unity of sterilization temperature and 
time on the sterilizing effect. This value is more accurate and practical. A safety fac-
tor should be increased to ensure the sterilization effect, typically 50% more than the 
theoretical value in order to achieve the expected remaining number of microbes, i.e., 
the probability of contamination.  

        The value of physical F0 is defined as:  ∑ −Δ= ZTtF /121100
       

(2-3) 

The value of biological F0 is defined as:  ( )NtNCDF lg0lg1210 −×°=    (2-4) 

How to correctly and timely asses of the relationships between the operating condi-
tions, such as solenoid valves, check valves in the piping system and the physical 
parameters that are associated with the sterilization effectiveness will be able to pro-
vide a feasible analysis algorithm for the equipment states. This paper constructs the 
correlation algorithm between the sterilization parameters and the state of the piping 
system based on the cluster analysis and numerical interpolation approximation. 

3 Cluster Analysis  

The concept of data mining (DM, Data Mining) was first proposed at the ACM annual 
meeting in 1995. It is the process of extracting implicit, undiscovered, and potentially 
valuable information from the database. Data mining is the product that IT has 
reached to a certain stage of development. It requires large-scale databases, efficient 
computing power, and effective calculation algorithms. Data mining is the process of 
extracting a useful knowledge from the large amount of data that stored in the data-
base, data warehouse or other libraries. 

According to the large number of historical data, cluster analysis is performed to 
determine the distribution of device parameters under different operating conditions. 
In this paper, the improved K-Means clustering algorithm is used.  

The improved K-means clustering algorithm is discussed as the following: 
Method of selecting the initial cluster centers: 

(1).   Select the object that is the farthest from the mean point as the initial cluster 
centers first cluster (seed) O1; 

(2).   Select object O2 , which is the farthest from object O1, as the initial center of 
the second cluster; 

(3).   Calculate of the minimum distance between of the remaining unallocated 
objects and the selected the seeds, and find the maximum value among the 
minimum distances. The object corresponds to this maximum value is taken 
as the initial seed of the next cluster; 

(4).   Repeat the process K times to achieve K points. These K points are the ini-
tial the initial cluster seeds. 

In this paper, K=3 is selected. The reason is that the status of the devices is always 
one of the following: qualified, sub-qualified and disqualified.  The corresponding 
data will be presented in three different distributions. After digging out the three clus-
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tering results, the quadratic interpolation is performed with respect to sterilization 
temperature, sterilization time, etc., to determine the distribution of the three clusters 
of data which are representative of the state apparatus. Results of data mining are 
closely related to the types of the data selected.  The result of the analysis and the 
actual experiment may vary greatly if the sample data is not comprehensive. Then we 
need to select new sample data for data mining. 

4 Lagrange Interpolation 

Problem 1.1: Let )(xfy =  has the values of 10 , yy  at the different nodes 

of 10 , xx , construct a polynomial with the power of n, with 1≤n ： 

xaaxp 101 )( +=
                               

(4-1) 

so that it satisfies 111001 )(;)( yxpyxp == . This interpolation is a linear interpola-

tion, also known as Lagrange interpolation. 
Linear interpolation calculation is easy; it replaces the curve by a straight line. 

Therefore it generally requires small interpolation interval ],[ 10 xx , and changes over 

this interval should be stable, and otherwise the errors may be significant. To over-
come this drawback, we consider using a simple curve to approximate the complex 
curve. [2]  

Problem 1.2: Let )(xfy =  has the values of 210 ,, yyy  at the different nodes of 

210 ,, xxx , construct a polynomial with the power of n, with 2≤n ： 

 2
2102 )( xaxaaxp ++=     (4-2) 

So that it satisfies 222112002 )(;)(;)( yxpyxpyxp ===  

This interpolation problem is defined by parabolic interpolation, also known as La-
grange quadratic interpolation [3]. Its geometric meaning is to seek a parabolic curve 
of )(2 xp  to approximate )(xf  via the three nodes ),(),,(),,( 221100 yxyxyx that 

are on )(xf . 

5 The Construction of the Key Algorithm of Equipment Status 
Analysis by Piecewise Average Quadratic Interpolation Based 
on Cluster Analysis 

5.1 Improved K-Means Algorithm 

K-Means clustering algorithm refers to the grouping the collection of physical or 
abstract objects into different clusters according to the similarities the objects. 
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Input:  A database with N objects, the number of clusters K, with ( )1,0∈β  

Output: Clustering result, i.e., K clusters. 
Method: 
(1). Select K initial cluster seeds according to the initial cluster centers shown 

previously; 
(2). Repeat; 
(3). Assign each object the most similar class according to the principle of the 

most similarity within the class (the closest distance between the clusters and 
the cluster seeds); 

(4). Calculate the minimum similarity )1( −ktMinSim  between with the cluster 

seed )1( −ktO and the cluster data, with the threshold value of 

( ))1(11 −−∗− ktMinSimβ ; 

(5). Select the data with the similarity greater than the threshold in the cluster 

)1( −ktC  and the cluster seeds )1( −ktO , to get the set of )1( −ktCN ; 

(6). Calculate the mean value of )1( −ktCN , thus being the cluster seed; 

(7). Repeat until there is no further change between the two adjacent cluster 
seeds. 

5.2 Piecewise Average Quadratic Interpolation  

The piecewise average quadratic interpolation will be constructed in this paper. The 
procedure of building the average quadratic interpolation is shown as the following: 

(1)  Partition the interval [ ]ba,  as:  bxxxxa k =<<<<=Δ 210:  

(2)  Construct the Lagrange quadratic interpolation polynomial )(
2

xpi  over the 

interval of [ ]
11 ,, +− iii

xxx  ; 
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Likewise, construct the Lagrange quadratic interpolation polynomial )(2)1( xp i+  

over the interval [ ]
21,, ++ iii
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(3)   Construct the interpolation polynomial over every interval of  [ ]
1, +ii

xx  : 

 
2

)()(
)( 2)1(2

xpxp
xp

ii
i

++
=  (5-3) 

(4)   Stitch together all the )(xpi as )(xp , take )(xp  as the interpolation func-

tion of )(xf  over [ ]ba, , i.e.: 

 ],[)()( 1+∈= iii xxxxpxp  (5-4) 

6 Example of Relationship between the Sterilization Parameters 
and the Pipeline Equipment States 

The data of 1000 pot experiments are collected using the XG1-DWED0.8 pulsating 
vacuum sterilizer from Shandong Xinhua Medical Instrument Corporation. The data 
is show as Figure 2. It is shown that the clustering analysis of the equipment operating 
status with respect to the F0 value using the improved K-means algorithm. The values 
of F0 for the three clusters, qualified F0M, sub-qualified F0N, and disqualified F0L, are 
calculated by: 

( )NtNCDF lg0lg1210 −×°=                        (6-1) 

 

 

Fig. 2. The curve of sterilization temperature vs. sterilization time 

The Lagrange quadratic interpolation function can be constructed using multiple 
discrete data points according to equation (5-4).  The values of F0 for the three  
clusters are taken as: F0M for qualified state, F0N for sub-qualified state, and F0L dis-
qualified state. Different values of F0 correspond to different operating states. The 
interpolation curve of disqualified F0L according to the above algorithm is shown in  
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Figure 3. It shows the interpolation of F0L when the sterilization steam trap vale mal-
functions. The temperature drops below 132oC because of the malfunction.  
The interpolation curve reflects the equipment state very well. In the mean time, the 
interpolation function is able to eliminate the interferences of different operating 
states so that the accuracy of the analysis is improved. 

 

Fig. 3. The Interpolation Curve of F0L 

The working states of the sterilization device can be automatically informed ac-
cording to the clustering interpolation data curve, with pre-set threshold values of the 
piping system operating states. 

In this example, the equipment operating status is analyzed using the parametric 
statistical method using the collected data, and good results are achieved. The auto-
matic recording and the automatic notification before reaching the specified number 
of times are realized.  

7 Conclusion 

In summary, the operating states of the sterilization system and the status of the units 
can be analyzed using the algorithm proposed in this paper. Thus improve the quality 
of sterilization. It has ensured the supply of the sterile items in clinical and hospital 
operating rooms. It can also provide a practical algorithm to analyze system states for 
other equipments. 
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Abstract. Nowadays, User Generated Content (UGC) influences consumers 
profoundly in their decision-making. UGC is more credible than advertising as 
common users generate it. The influencing power traditionally held by 
enterprises has shift to consumers dramatically. Current research mostly focus on 
the changes in consumer behavior after adoption of UGC, ignoring the 
source---factors that influence customers to choose and adopt certain UGC 
information, especially those related to social media platform features, emotion 
and attitude. Based on Information Adoption Model (IAM), this study introduces 
two types of trust and platform feature related factors to construct a new 
theoretical model, to comprehensively interpret information adoption behavior in 
service industry, aiming to provide theoretical contributions by extending IAM 
and according theory in new research settings. 

Keywords: User Generated Content, User Created Content, UGC, UCC, 
information adoption, social media. 

1 Introduction 

Internet and Information Technology have led to technology fusion which triggers the 
explosive growth of various social media platforms as Blog, Micro-blog, social 
network, and etc. Social media is a group of internet-based applications that build on 
the ideological and technological foundations of Web 2.0, allowing the creation and 
exchange of User Generated Content (UGC), which takes the form of online review, 
online post, blog/micro-blog content and etc. The explosive growth of UGC has been 
one of the most important developments in the areas of media and information systems 
over the past decade for its significant impact on consumer behavior as well as 
enterprise marketing strategies. UGC is increasingly becoming a major source of 
information for many consumers in decision-making. More than 90% consumers are 
expected to seek suggestions and opinions from UGC (eMarketer 2010). Meanwhile 
UGC provides first-hand user data to companies for service innovation. Social media 
platforms have become the popular marketing channel.  
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Existing research and practices recognize UGC has higher persuasiveness over 
advertising in affecting consumer behavior. Consumer adoption of UGC represents 
how it changes their attitude toward products or services, and may help them make 
purchase decisions. Thus, UGC adoption is an effective signal of consumers’ future 
performance. While prior studies focus more on the result of UGC adoption such as 
impact on purchase decision, perceived value, loyalty and etc., ignoring the 
source—the factors that determine adoption or acceptance of the content, especially 
those related to social media platform feature, emotion and attitude. Some studies have 
also attempted to investigate the factors contributing to UGC adoption, most of which 
simply consider usefulness as the only antecedent of adoption behavior that may not be 
sufficient in the new era. Therefore, a thorough understanding of the determinants of 
users’ UGC adoption behavior is critical if firms are to maximize use of users’ power in 
their social marketing strategy. Therefore, there are both theoretical and managerial 
needs for a more in-depth understanding of precursors of UGC adoption.  

Based on Information Adoption Model and current research, this paper proposes a 
theoretical model of influencing factors of UGC adoption behavior by introducing new 
elements. The rest of the paper is structured as follows. First, a literature review of 
related theories and variables is provided. We then develop a new theoretical model 
with explanation of newly introduced constructs. The implications and conclusions are 
provided in the final session.  

2 Literature Review 

2.1 Social Media and UGC 

User Generated Content (UGC), also known as User Create Content (UCC) or 
Consumer Generated Content (CGC) has been defined by different scholars from 
different angles [1,2]. In general, UGC refers to any content created and uploaded to the 
Internet outside of professional routines and practices, which is the aggregation and 
leveraging of users’ contributions on the web [3], that can be seen as the sum of all 
ways in which people make use of social media [3]. While there is a lack of a formal 
definition, social media can be generally understood as a wide range of Internet-based 
applications that build on the ideological and technological foundations of Web 2.0 and 
that allow the creation and exchange of User Generated Content [3]. UGC represents 
the essence of social media. UGC is related to, but not identical with eWOM (electronic 
word of mouth). The difference lies in the originality of the content [4,5].  
Online reviews may be the dominant form of UGC and has attracted most research 
attention. 

There are abundant researches concentrating on the result of UGC adoption that is 
the impact on various marketing outcomes as purchase decision [6], sales [7], customer 
loyalty [8], knowledge sharing [9], trust, and etc. There are not sufficient studies on the 
source problem, such as what determine customers’ choose and adoption of certain 
UGC information when facing numerous information on social media platforms. The 
influencing factors especially those related with platform features remain unclear.  
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2.2 Information Adoption Behavior Research 

2.2.1 Information Adoption Model (IAM) 
The nature of UGC is information, so IAM (Information Adoption Model) rather than 
TAM (Technology Adoption Model) is selected as the theoretic basis of this study. In 
IAM, argument quality, also called information quality and source (UGC creator) 
credibility positively affect perceived usefulness, which further affects information 
adoption behavior. IAM is widely applied in the research of online community [11], 
social network, eWOM [11]. Perceived usefulness is the only predictor of information 
adoption in IAM. Current research has approved that perceived usefulness has 
significant impact on users’ self-evaluation system and behavior intention such as 
information adoption [12]. However, Cheung and Lee (2008) found that usefulness can 
only account for 46% of the variance of UGC adoption. Chen et al. (2011) got similar 
results. The authors proposed that some important variables may be missing. Oum and 
Han (2011) also indicated only usefulness is not enough to interpret and influence 
consumer behavior in new media context. Therefore, it’s necessary to explore other 
important precursors based on prior research and the features of social media and 
service industry. 
 

 
 
 
 
 

Fig. 1. IAM: Information Adoption Model, Sussman & Siegal 2003[10] 

2.2.2 Influencing Factors of Information Persuasiveness and Information  
Adoption 
According to Communication Theory, the persuasiveness of information and according 
adoption behavior are influenced by three categories of factors as information quality, 
information source and characteristics of recipient. Current research has covered all the 
three categories while ignoring factors related to social media features.  
(1) Argument quality (information quality) 
Argument quality, also information quality refers to the persuasive strength of 
arguments embedded in an informational message [13]. Abundant researches have 
been conducted with multi-dimensions [11]. Accuracy, relevance, currency, variety, 
completeness, understandability, dynamism, and personalization are the measures used 
in recent commerce studies [14]. 

A prominent feature of UGC information on social media platform is the 
diversification of information presentation, which reflects the complexity and all 
involved costs in UGC creation and publication. Thus, the diversification of 
information presentation will affect user’s perceived usefulness of information. Further 
study is needed to explore the impact of this information quality related factor. 

 
 

Argument quality  

Source credibility 

Perceived 
usefulness 

Information 
Adoption 
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(2) Source credibility (UGC creator) 
Source credibility is defined as the extent to which an information source is perceived 
to be believable, competent and trustworthy by information recipients, affecting the 
persuasiveness of information [15]. Expertise and trustworthiness of UGC creator are 
the key measures widely accepted in existing research [11].  

As for expertise, there is a debate. Only when recipient himself (herself) has enough 
expertise can he or she have the ability to evaluate creator’s expertise, which is a 
demanding task. Meanwhile, the anonymity and weak tie between information creator 
and recipient make it difficult to distinguish the identity of UGC creator. Many 
researches show that credibility, trust and information persuasiveness will increase 
when more personal information of the creator is disclosed [16]. While Lee et al.’s [17] 
research achieved the opposite conclusion. Therefore, self-disclosure can promote user 
interaction, while its effect on UGC adoption behavior remains unclear, which requires 
further analysis.  
(3) Characteristics of information recipient 
Information may exert different influences to different information recipients due to 
different perceptions and experiences of individuals, especially in service decision for 
its higher subjectivity and potential risk. So personal characteristics of information 
recipient is included as another category in current research, measured by knowledge 
structure, experience, attitude, involvement degree, personality, demographic 
variables, and etc. [10], among which involvement degree and expertise enjoy most 
attention. All the factors mentioned are related to recipient’s personal characteristics 
only. As social interaction is the prominent feature of social media, it’s necessary to 
explore new elements relating to social or interpersonal interaction.  

2.2.3 Platform Feature Related Factors 
This is the category ignored in current research. Due to the anonymity and weak tie 
connection of social media users, platforms are perceived as the major participants in 
UGC interaction, which indicates platform level factors are far more important. 
Existing website feature related researches mainly focus on technology aspects, such as 
rating system [18], layout and interface design [19], without consideration of social 
interaction related elements that can improve the attractiveness of websites. On the 
other hand, evidence shows that where social media content is posted is critical as 
different platforms are perceived differently in credibility and trustworthiness [20]. 
Therefore, platform features play a vital role in predicting users’ adoption behavior.  

2.2.4 Trust 
Numerous studies have indicated that trust is indispensable for predicting the activity of 
online consumers [21].The literature suggests that trust is essential when exchanging 
opinions in online communities. The higher the level of trust between individuals is, the 
higher the possibility of engaging in information seeking. Trust is considered a vital 
factor affecting online consumer activities, such as the acceptance of others’ advices. In 
the context of social media, trust can be regarded as users’ evaluation of information 
and its source, which help to promote the dissemination and adoption of UGC.  

 



 Study on Driving Forces of UGC Adoption Behavior in Service Industry 127 

While most of prior researches focus on interpersonal trust from a more cognitive 
aspect, there are no discussions on different mechanisms and impact of different types 
of trust classified by interaction subjects. And no consensus has been achieved as for 
the impact of dimensions of trust on user behavioral intention [22]. As mentioned 
before, social media platforms play an important role in UGC interaction. Therefore, 
user trust may stem both from UGC creator and from the platform. Hence, a thorough 
exploration of the classification of trust is necessary to fully uncover the different 
construction mechanism and impact of different types of trust.  

2.3 Summary 

In general, existing UGC adoption behavior researches mostly focus on the results, also 
are the marketing outcomes after adoption of UGC, with insufficient research on the 
source what influence users to choose and adopt certain information. And most of the 
closely related studies take usefulness as the only antecedent of adoption behavior, 
ignoring the typical emotional or attitudinal factors, which are important in service 
decision. Prior researches has covered three categories of influencing factors of 
information adoption behavior, without consideration of non-technological platform 
level elements that represent the social interaction feature of social media. As for the 
three categories of influencing factors, few researches have discussed the impact of 
diversification of UGC representation, and there exist no consensus on the impact of 
UGC creator’s self-disclosure degree. Therefore, it’s necessary to construct a new 
theoretical framework by introducing new elements, to comprehensively understand 
the driving forces of users’ UGC adoption behavior on social media platforms in 
service context.  

3 Research Model Development 

On the basis of an intensive review of the literature, we propose a theoretical model of 
the influencing factors of UGC adoption behavior as shown in Fig.2, followed with the 
explanation of newly introduced elements. 

3.1 Two Types of Trust 

As discussed in the literature review, trust is a crucial aspect to determine the intention 
to follow advice of others that helps to promote the dissemination and adoption of UGC 
on social media platforms. In UGC interaction, platform is perceived as the other party 
involved. Therefore, trust may stem both from information creator and from the social 
media platform, with distinct mechanisms and effects. According to the interaction 
subjects, two types of trust are introduced.  
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Fig. 2. Research model 

3.1.1 Interpersonal Trust 
As shown in the literature review, most of prior researches on trust concentrate on 
interpersonal trust, the trust between UGC creator and recipient. The consumer will 
have the intention to accept the other party’s advice if they feel he or she honest, 
competent and benevolent. In online environments, some cues i.e. the perceived 
credibility of information creator lead to the emergence of interpersonal trust, which 
will further the interaction to influence consumer behavior and purchase intention [23]. 
That is, interpersonal trust can increase the persuasiveness of information, thus 
influence online consumers’ attitude and behavior [6], as UGC adoption behavior.  

3.1.2 User-Platform Trust 
As face-to-face interaction is replaced by screen to face interaction, platforms are the 
intuitive party perceived by users. In practice, interaction platform is trusted as a whole 
since it’s hard for consumers to evaluate source credibility [24]. The same information 
shown on different platforms receives different degrees of trustworthiness, indicating 
there is a type of trust related to platform feature. The researches of Senecal and Nantel 
(2004) and Burgess et al. (2009) support this argument with empirical study in online 
travel community, while only focusing on the host of the website not social interaction 
related classification. Therefore, interpersonal trust and user-platform trust are distinct 
concepts with different developing mechanisms and impact, which is of great value to 
study thoroughly and separately.  

3.2 Platform Features 

Social media are characterized by social interaction, user integration, personalization 
and exchange of content, among which the last three aspects are implied in the 
construction of the research model. Here we concentrate on platform level elements 
related to social interaction, which are indispensable to induce trust and information 
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adoption behavior, as discussed above. In the context of social media, the desired 
platform features with attractiveness can be understood as a shared aggregated positive 
valence of users [24], which covers rational and affective aspects of usage scenarios, 
From the attitudinal level, it would affect individual perceptions and attitudes as trust. 
From the action-based level, it would also positively affect user behavior as 
information adoption.  

According to the literature review and successive analysis, three dimensions are 
included. ①Interaction orientation. Interaction is a crucial element of social media and 
the corresponding properties offered can be summarized as interaction orientation, 
which covers users’ need for interactive content and the corresponding expectations 
regarding the provider of these offers [24]. Such an interaction-related strategy is 
referred to as interaction orientation. ②Interaction configuration, which refers to the 
perceived structure of interaction process on a certain platform [25]. Companies 
continuously process integrated data from user interaction to serve as the orientation 
and configuration basis of added value.③Entertainment. The attractive platform 
features should include both hedonic and/or cognitive aspects. Most of the services like 
travel purchases belong to the category of hedonic goods, in the decision process of 
which involved requirements for socio-emotional benefits and experiences such as 
fantasy, fun and pleasure. Hence perceived entertainment is a crucial element that can 
affect user decision, especially of greater importance in service decisions [26]. Langlois 
et al. (2000) indicated attractive platform features can affect users’ self-perception i.e. 
trust and usefulness. Therefore, there exist correlations between different dimensions 
of platform feature and the proposed mediators.  

3.2.1 Diversification of Information Representation 
The presentation of UGC information on social media platforms takes various forms as 
text, images, audios, videos and etc., which is defined as the diversification of 
information presentation. Since it reflects the complexity and all involved costs in UGC 
creation and publication, the diversification of information presentation will affect 
user’s perceived usefulness of information. So this construct is especially included to 
present the measurement of information quality.  

3.2.2 Self-Disclosure Degree 
Self-disclosure refers to any personal information one shares with others, which can 
promote user interaction. As discussed before, high expertise is required for UGC 
recipients to accurately access the creator’s credibility, which is always a problem. 
Thus self-disclosure of personal information becomes a vital indicator of credibility of 
the creator. While some researches all recognized its correlations with both cognitive 
and attitudinal elements as perceived usefulness and interpersonal trust, there is no 
consensus on whether more or less personal information disclosed by UGC creator can 
positively affect source credibility, trust and information persuasiveness [16]. 
Therefore, the construct of self-disclosure degree is introduced to further test how it 
affects perceived usefulness and trust.  
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4 Conclusion 

With the prosperity of UGC and social media, the power of persuasiveness shits from 
companies to users. Both academia and industries recognize the significant impacts of 
UGC on consumer behavior and business marketing strategies. Most prior studies focus 
on the results rather than the source--driving forces of UGC adoption behavior, which 
requires more in-depth research especially when confronted with over-loaded 
information on social media platforms. Based on an intensive review of the literature 
and understanding of research context, this paper proposes a theoretical model by 
extending Information Adoption Model (IAM) with new elements as follows: the 
attitudinal elements two types of trust as the mediators, platform feature related 
elements with three dimensions as antecedents, diversification of information 
representation and creator’s self-disclosure degree as the measurements of information 
quality and source credibility respectively. The theoretical contribution of this study 
lies in the extension of information adoption theory in the research context of social 
media platform and service industry, which hopefully could provide some lights to the 
emerging research in UGC behavior field.  
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Abstract. Quantum-behaved particle swarm optimization (QPSO) algorithm is 
a global convergence guaranteed algorithms, which outperforms original PSO 
in search ability but has fewer parameters to control. But QPSO algorithm is to 
be easily trapped into local optima as a result of the rapid decline in diversity. 
So this paper describes diversity-controlled into QPSO (QPSO-DC) to enhance 
the diversity of particle swarm, and then improve the search ability of QPSO. 
The experiment results on benchmark functions show that QPSO-DC has 
stronger global search ability than QPSO and standard PSO. 

Keywords: global convergence, quantum-behaved particle swarm optimization, 
diversity-controlled, benchmark function. 

1 Introduction 

Particle swarm optimization (PSO) is a kind of stochastic optimization algorithms 
proposed by Kennedy and Eberhart [1] that can be easily implemented and is compu-
tationally inexpensive. The core of PSO is based on an analogy of the social behavior 
of flocks of birds when they search for food.  PSO has been proved to be an efficient 
approach for many continuous global optimization problems. However, as demon-
strated by F. Van Den Bergh [2], PSO is not a global convergence guaranteed  
algorithm because the particle is restricted to a finite sampling space for each of the 
iterations. This restriction weakens the global search ability of the algorithm and may 
lead to premature convergence in many cases. 

Several authors developed strategies to improve on PSO. Clerc [3] suggested a PSO 
variant in which the velocity to the best point found by the swarm is replaced by the 
velocity to the current best point of the swarm, although he does not test this variant. 
Clerc [4] and Zhang et al. [5] dynamically change the size of the swarm according to 
the performance of the algorithm. Eberhart and Shi [6], He et al. [7] adopted strategies 
based on dynamically modifying the value of the PSO parameter called inertia weight. 
Various other solutions have been proposed for preventing premature convergence: 

                                                           
* Corresponding author. 



 Quantum-Behaved Particle Swarm Optimization Based on Diversity-Controlled 133 

 

objective functions that change over time [8]; noisy evaluation of the function objec-
tive [9]; repulsion to keep particles away from the optimum [10]; dispersion between 
particles that are too close to one another [11]; reduction of the attraction of the swarm 
center to prevent the particles clustering too tightly in one region of the search space 
[12]; hybrids with other meta-heuristic such as genetic algorithms [13]; or ant colony 
optimization [14]; an up-to-date overview of the PSO [15]. 

Recently, a new variant of PSO, called Quantum-behaved Particle Swarm Optimi-
zation (QPSO) [16, 17], which is inspired by quantum mechanics and particle swarm 
optimization model. QPSO has only the position vector without velocity, so it is simp-
ler than standard particle swarm optimization algorithm. Furthermore, several bench-
mark test functions show that QPSO performs better than standard particle swarm 
optimization algorithm. Although the QPSO algorithm is a promising algorithm for 
the optimization problems, like other evolutionary algorithm, QPSO also confronts 
the problem of premature convergence, and decrease the diversity in the latter period 
of the search. Therefore a lot of revised QPSO algorithms have been proposed since 
the QPSO had emerged. In Sun et al. [18], the mechanism of probability distribution 
was proposed to make the swarm more efficient in global search. Simulated Anneal-
ing is further adopted to effectively employ both the ability to jump out of the local 
minima in Simulated Annealing and the capability of searching the global optimum in 
QPSO algorithm [19]. Mutation operator with Gaussian probability distribution was 
introduced to enhance the performance of QPSO in Coelho [20]. Immune operator 
based on the immune memory and vaccination was introduced into QPSO to increase 
the convergent speed by using the characteristic of the problem to guide the search 
process [21]. 

In this paper, QPSO with diversity-controlled is introduced. This strategy is to pre-
vent the diversity of particle swarm declining in the search of later stage. 

The rest of the paper is organized as follows. In Section 2, the principle of the PSO 
is introduced. The concept of QPSO is presented in Section 3 and the QPSO with 
diversity-controlled is proposed in Section 4. Section 5 gives the numerical results on 
some benchmark functions and discussion. Some concluding remarks and future work 
are presented in the last section. 

2 PSO Algorithm  

In the original PSO with M individuals, each individual is treated as an infinitesimal 
particle in the D-dimensional space, with the position vector and velocity vector of 
particle i,  ))(,),(),(()( 21 tXtXtXtX iDiii =  and ))(,),(),(()( 21 tVtVtVtV iDiii = . The 
particle moves according to the following equations: 

))()(())()(()()1( 2211 tXtPrctXtPrctVtV ijgjijijijij −⋅⋅+−⋅⋅+=+                  (1) 
)1()()1( ++=+ tVtXtX ijijij                            (2) 

for DjMi ,2,1;,2,1 == . The parameters 1c  and 2c  are called the acceleration 

coefficients. Vector ),,,( 21 iDiii PPPP =  known as the personal best position, is the best 
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previous position (the position giving the best fitness value so far) of particle i, vector 
),,,( 21 gDggg PPPP =  is the position of the best particle among all the particles and is 

known as the global best position. The parameters 1r  and 2r  are two random num-
bers distributed uniformly in (0, 1), that is )1,0(~, 21 Urr . Generally, the value of 

Vij is restricted in the interval ],[ maxmax VV− . 
Many revised versions of PSO algorithm are proposed to improve the performance 

since its origin in 1995. Two most important improvements are the version with an 
Inertia Weight [22], and a Constriction Factor [23]. In the inertia-weighted PSO the 
velocity is updated by using 

))(())()(()()1( 2211 tXPrctXtPrctVwtV ijgjijijijij −⋅⋅+−⋅+⋅=+                 (3) 

while in the Constriction Factor model the velocity is calculated by using 

))](())()(()([)1( 2221 tXPrctXtPrctVKtV ijgjijijijij −⋅⋅+−⋅⋅+⋅=+                (4) 

where 
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            (5) 
The inertia-weighted PSO was introduced by Shi and Eberhart [6] and is known as the 
Standard PSO. 

3 QPSO Algorithm 

Trajectory analyses in Clerc and Kennedy [24] demonstrated the fact that conver-
gence of PSO algorithm may be achieved if each particle converges to its local attrac-
tor ),,( 21 iDiii pppp =  with coordinates 

),())()(()( 22112211 rcrctPrctPrctp gjijij ++=  or )()1()()( tPtPtp gjijij ⋅−+⋅= ϕϕ     (6)
 

where )( 221111 rcrcrc +=ϕ . It can be seen that the local attractor is a stochastic attractor 

of particle i that lies in a hyper-rectangle with 
iP  and 

gP  being two ends of its 

diagonal. We introduce the concepts of QPSO as follows. 
Assume that each individual particle move in the search space with a δ potential 

on each dimension, of which the center is the point ijp . For simplicity, we consider a 

particle in one-dimensional space, with point p the center of potential. Solving 
Schrödinger equation of one-dimensional δ  potential well, we can get the probabili-
ty distribution function LxpexD −−= 2)( . Using Monte Carlo method, we obtain 

)1ln(
2

u
L

px ±=
     

)1,0(~ Uu                        (7) 

The above is the fundamental iterative equation of QPSO. 
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In Sun et al. (2004b) a global point called Mainstream Thought or Mean Best Posi-
tion of the population is introduced into PSO. The mean best position, denoted as C, 
is defined as the mean of the personal best positions among all particles. That is 
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where M is the population size and 
iP  is the personal best position of particle i. 

Then the value of L is evaluated by )()(2 tXtCL ijj −⋅= α and the position are 

updated by  

)/1ln()()()()1( utXtCtptX ijjijij ⋅−⋅±=+ α                    (9)
 

where parameterα is called Contraction-Expansion (CE) Coefficient, which can be 
tuned to control the convergence speed of the algorithms. Generally, we always call 
the PSO with equation (9) Quantum-behaved Particle Swarm Optimization (QPSO), 
where parameter α  must be set as 782.1<α  to guarantee convergence of the 
particle [16]. In most cases, α decrease linearly from 0α  to 

1α  ( 0α <
1α ). 

We outline the procedure of the QPSO algorithm as follows: 
Procedure of the QPSO algorithm: 
Step1: Initialize the population; 
Step2: Computer the personal position and global best position; 
Step3: Computer the mean best position C; 
Step4: Properly select the value of α ; 
Step 5: Update the particle position according to Eq. (9); 
Step6: While the termination condition is not met, return to step (2); 
Step7: Output the results. 

4 QPSO with Diversity-Controlled 

QPSO is a promising optimization problem solver that outperforms PSO in many real 
application areas. First of all, the introduced exponential distribution of positions 
makes QPSO global convergent. The QPSO algorithm in the initial stage of search, as 
the particle swarm initialization, its diversity is relatively high. In the subsequent 
search process, due to the gradual convergence of the particle, the diversity of the 
population continues to decline. As the result, the ability of local search ability is 
continuously enhanced, and the global convergence ability is continuously weakened. 
In early and middle search, reducing the diversity of particle swarm optimization for 
contraction efficiency improvement is necessary, however, to late stage of search, 
because the particles are gathered in a relatively small range, particles swarm diversi-
ty is very low, the global search ability becomes very weak, the ability for a large 
range of search has been very small, this algorithm will occur the phenomenon of 
premature. 

To overcome this shortcoming, we introduce diversity-controlled into QPSO. 
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The population diversity of the QPSO-DC is denoted as diversity (pbest) and is 
measured by average Euclidean distance from the particle’s personal best position to 
the mean best position, namely 

              (10) 

where M is the population of the particle, ︱A︳is the length of longest the diagonal 
in the search pace, and D is the dimension of the problem. Hence, we may guide the 
search of the particles with the diversity measures when the algorithm is running. 

In the QPSO-DC algorithm, only low bound dlow is set for diversity (pbest) to pre-
vent the diversity from constantly decreasing. The procedure of the algorithm is as 
follows. After initialization, the algorithm is running in convergence mode. In process 
of convergence, the convergence mode is realized by Contraction-Expansion (CE) 
Coefficient.  On the course of evolution, if the diversity measure diversity (pbest) of 
the swarm drops to below the low bound dlow, the mean best position is reinitialized. 

5 Experiment Results and Discussion 

To test the performance of the QPSO with diversity-controlled, seven widely known 
benchmark functions listed in Table 1 are tested for comparison with Standard PSO 
(SPSO), QPSO. These functions are all minimization problems with minimum objec-
tive function values zeros. The initial range of the population listed in Table 2 is 
asymmetry as used in Shi and Eberhart [25]. Table 2 also lists maxV  for SPSO. The 
fitness value is set as function value and the neighborhood of a particle is the whole 
population. 

As in Angeline [22], for each function, three different dimension sizes are tested. 
They are dimension sizes: 10, 20 and 30. The maximum number of generations is set 
as 1000, 1500, and 2000 corresponding to the dimensions 10, 20, and 30 for first six 
functions, respectively. The maximum generation for the last function is 2000.In or-
der to investigate whether the QPSO-RS algorithm well or not, different population 
sizes are used for each function with different dimension. They are population sizes of 
20, 40, and 80.For SPSO, the acceleration coefficients are set to be c1=c2=2 and the 
inertia weight is decreasing linearly from 0.9 to 0.4 as in Shi and Eberhart [25]. In 
experiments for QPSO, the value of CE Coefficient varies from 1.0 to 0.5 linearly 
over the running of the algorithm as in [18], while in QPSO-DC, the value of CE 
Coefficient is listed in Table 3 and Table 4. From the Table 3 and Table 4, we also 
obtain the CE COFFICIENT of QPSO-DC decreases from 0.8 to 0.5 linearly.  We 
had 50 trial runs for every instance and recorded mean best fitness and standard dev-
iation 

The mean values and standard deviations of best fitness values for 50 runs of each 
function are recorded in Table 5 to Table 11. 
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Table 1. Expression of the five tested benchmark functions 
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Table 2. The initial range of population for all the tested algorithms and Vmax for SPSO 

 Initial Range Vmax 

1f  
(50, 100) 100 

2f
 

(15, 30) 100 

3f
 

(2.56, 5.12) 10 

4f
 

(300, 600) 600 

5f
 

(15,30) 30 

6f
 

(250,500) 500 

7f
 

(30, 100) 100 

Table 3. Parameter value of QPSO-dc 

CE 
Coefficient 

Sphere function Rosenbrock function Rastrigrin function 
fitness St. Dev. fitness St. Dev. fitness St. Dev. 

(1.0,0.5) 1.0050e-013 2.8029e-013 63.6787 112.2467 96.4876 11.2102 
(0.9,0.5) 2.1644e-017 3.3232e-017 53.2366 75.9345 94.8874 11.2350 
(0.8,0.5) 4.9846e-026 1.7413e-025 39.2303 37.6453 89.7231 9.9548 
(0.7,0.5) 9.7934e-022 3.6896e-021 73.4979 100.0602 83.4991 11.6756 
(1.0,0.4) 4.6673e-012 2.4765e-011 48.4907 46.6895 81.5502 13.5262 
(0.9,0.4) 1.9889e-014 7.9829e-014 78.9340 124.4234 80.8902 12.1062 
(0.8,0.4) 6.0362e-015 3.4761e-014 72.1817 102.6235 74.1639 10.4042 
(0.7,0.4) 1.6104e-018 4.5714e-018 102.6623 155.5243 70.7840 15.0399 
(1.0,0.3) 1.7248e-010 4.4884e-010 59.0231 74.3503 64.9413 19.3783 
(0.9,0.3) 1.0957e-011 6.1253e-011 76.6616 103.9478 59.4859 17.9470 
(0.8,0.3) 6.2854e-014 1.2280e-013 80.0582 91.4265 56.3751 17.4575 
(0.7,0.3) 2.4054e-013 9.3876e-013 106.6513 133.7599 48.8128 20.5664 
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Table 4. Table 3 (continue) 

CE 
Coefficient 

Griewank func-
tion Ackley function 

Schwefel 
function 

Shaffer’s f6 func-
tion 

fitnessSt. Dev. fitness St. Dev. fitness St. Dev. fitness St. Dev. 

(1.0,0.5) 0.0219 0.0254 3.0209e-013 
4.3354e-

013 
5.0840e+003 238.6654 7.7802e-004 0.0027 

(0.9,0.5) 0.0165 0.0171 3.2649e-014 
8.3201e-

014 
4.9791e+003 218.1045 5.8366e-004 0.0023 

(0.8,0.5) 0.0078 0.0096 1.0978e-014 
9.2924e-

015 
3.9491e+003 682.3425 7.8734e-004 0.0027 

(0.7,0.5) 0.0141 0.0183 3.9826e-014 
5.6935e-

014 
4.4273e+003 347.6864 0.0019 0.0039 

(1.0,0.4) 0.0131 0.0170 3.7380e-011 
1.3192e-

010 
5.0548e+003 251.4751 5.8369e-004 0.0023 

(0.9,0.4) 0.0182 0.0191 1.5916e-012 
3.8720e-

012 
5.0319e+003 238.8422 7.9738e-004 0.0027 

(0.8,0.4) 0.0096 0.0106 8.0437e-013 
1.2495e-

012 
4.8485e+003 267.2251 0.0016 0.0036 

(0.7,0.4) 0.0130 0.0175 0.0231 0.1634 4.3537e+003 513.4628 0.0027 0.0044 

(1.0,0.3) 0.0139 0.0143 3.9977e-010 
7.1079e-

010 
4.9716e+003 262.9720 1.0843e-007 

2.0595e-
007 

(0.9,0.3) 0.0129 0.0207 8.3162e-011 
1.1640e-

010 
4.9157e+003 242.6659 7.9009e-004 0.0027 

(0.8,0.3) 0.0148 0.0141 1.4957e-010 
3.6527e-

010 
4.7433e+003 334.3465 0.0017 0.0038 

(0.7,0.3) 0.0142 0.0123 0.0231 0.1634 4.8584e+003 273.0154 0.0027 0.0044 

Table 5. Numerical results on Sphere function 

Dim. Gmax 
SPSO QPSO QPSO-DC 

fitness St. Dev. fitness St. Dev. fitness St. Dev. 

 10 1000 4.6119e-021 1.0352e-020 3.1979e-043 2.2057e-042 5.2719e-045 1.5684e-045 

20 20 1500 9.0266e-012 3.5473e-011 1.9197e-024 7.1551e-024 2.5427e-026 4.2876e-026 

 30 2000 3.9672e-008 7.0434e-008 7.3736e-015 2.1796e-014 3.2486e-016 5.3971e-016 

 10 1000 1.3178e-024 3.7737e-024 2.7600e-076 1.8954e-075 8.4527e-074 2.3460e-074 

40 20 1500 2.3057e-015 6.6821e-015 3.9152e-044 1.8438e-043 5.4381e-045 8.5426e-045 

 30 2000 1.1286e-010 2.2994e-010 2.6424e-031 6.3855e-031 2.5419e-032 1.3645e-032 

 10 1000 1.6097e-028 7.1089e-028 2.5607e-103 6.4847e-103 1.9824e-104 2.5681e-104 

80 20 1500 6.3876e-018 1.4821e-017 1.4113e-068 7.4451e-068 1.5873e-068 4.3876e-068 

 30 2000 3.2771e-013 7.5971e-013 6.5764e-050 3.6048e-049 2.0254e-050 1.2574e-050 

Table 6. Numerical results on Rosenbrock function 

M Dim. Gmax 
SPSO QPSO QPSO-DC 

fitness St. Dev. fitness St. Dev. fitness St. Dev. 

 10 1000 51.0633 153.7913 9.5657 16.6365 7.5341 0.8634 

20 20 1500 100.2386 140.9822 82.4294 138.2429 32.8419 28.3476 

 30 2000 160.4400 214.0316 98.7948 122.5744 69.3102 54.3791 

 10 1000 24.9641 49.5707 8.9983 17.8202 4.9810 3.2094 
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Table 6. (Continued) 

40 20 1500 59.8256 95.9586 40.7449 41.1751 15.3429 12.3076 

 30 2000 124.1786 269.7275 43.5582 38.0533 35.2487 24.8619 

 10 1000 19.0259 41.6069 6.8312 0.3355 4.1086 3.5476 

80 20 1500 40.2289 46.8491 33.5287 31.6415 15.6271 0.0367 

 30 2000 56.8773 57.8794 44.5946 31.6739 22.3706 0.1648 

Table 7. Numerical results on Rastrigrin function 

M Dim. Gmax 
SPSO QPSO QPSO-DC 

fitness St. Dev. fitness St. Dev. fitness St. Dev. 
 10 1000 5.8310 2.5023 4.0032 2.1409 2.6871 1.9684 

20 20 1500 23.3922 6.9939 15.0648 6.0725 13.5970 12.3458 
 30 2000 51.1831 12.5231 28.3027 12.5612 22.3694 4.2061 
 10 1000 3.7812 1.4767 2.6452 1.5397 1.8541 2.1380 

40 20 1500 18.5002 5.5980 11.3109 3.5995 12.3471 7.2684 
 30 2000 39.5259 10.3430 18.9279 4.8342 14.3796 6.9173 
 10 1000 2.3890 1.1020 2.2617 1.4811 1.0367 1.3574 

80 20 1500 12.8594 3.6767 8.4121 2.5798 6.3247 4.6873 
 30 2000 30.2140 7.0279 14.8574 5.0408 13.6975 5.3671 

Table 8. Numerical results on Griewank function 

M Dim. Gmax 
SPSO QPSO QPSO-DC 

fitness St. Dev. fitness St. Dev. fitness St. Dev. 
 10 1000 0.0920 0.0469 0.0739 0.0559 0.0657 0.0502 

20 20 1500 0.0288 0.0285 0.0190 0.0208 0.0262 0.0227 
 30 2000 0.0150 0.0145 0.0075 0.0114 0.0082 0.0235 
 10 1000 0.0873 0.0430 0.0487 0.0241 0.0587 0.0822 

40 20 1500 0.0353 0.0300 0.0206 0.0197 0.0135 0.0431 
 30 2000 0.0116 0.0186 0.0079 0.0092 0.0020 0.0123 
 10 1000 0.0658 0.0266 0.0416 0.0323 0.0424 0.0682 

80 20 1500 0.0304 0.0248 0.0137 0.0135 0.0050 0.0103 
 30 2000 0.0161 0.0174 0.0071 0.0109 1.0570e-006 5.3089e-006 

Table 9. Numerical results on Ackley function 

M Dim. Gmax 
SPSO QPSO QPSO-DC 

fitness St. Dev. fitness St. Dev. fitness St. Dev. 

 10 1000 2.0489e-011 3.0775e-011 6.8985e-012
1.2600e-

011 
2.7356e-015 5.0243e-016 

20 20 1500 0.0285 0.2013 1.5270e-008
2.1060e-

008 
9.7700e-015 5.8751e-015 

 30 2000 0.2044 0.4899 4.3113e-007
4.4188e-

007 
7.1797e-013 1.5299e-012 

 10 1000 2.4460e-013 5.2901e-013 2.5935e-015
5.0243e-

016 
2.6645e-015 0 

40 20 1500 2.6078e-008 4.0653e-008 6.3491e-013
1.3305e-

012 
3.5882e-015 1.5742e-015 

 30 2000 3.7506e-006 6.4828e-006 5.5577e-011
8.6059e-

011 
6.5015e-015 1.8772e-015 
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Table 9. (Continued) 

 10 1000 5.5778e-015 7.4138e-015 2.4514e-015
8.5229e-

016 
2.2382e-015 1.1662e-015 

80 20 1500 5.2979e-010 7.2683e-010 5.8620e-015
1.6446e-

015 
2.7356e-015 5.0243e-016 

 30 2000 1.6353e-007 2.1300e-007 6.7253e-014
4.4759e-

014 
5.4357e-015 1.4866e-015 

Table 10. Numerical results on Schwefel function 

M Dim. Gmax 
SPSO QPSO QPSO-DC 

fitness St. Dev. fitness St. Dev. fitness St. Dev. 
 10 1000 630.6798 169.9164 1.0784e+003 342.1967 740.4763 293.0045 

20 20 1500 2.0827e+003 327.0313 4.0026e+003 679.1461 3.4182e+003 1.0382e+003 
 30 2000 4.1097e+003 481.8801 6.5075e+003 589.9931 6.8196e+003 1.1614e+003 
 10 1000 494.0236 169.5594 1.4359e+003 246.9290 876.2897 382.1407 

40 20 1500 1.8516e+003 273.8690 4.5580e+003 242.8220 3.9461e+003 816.6767 
 30 2000 3.4042e+003 384.3150 7.3380e+003 288.9463 7.3466e+003 879.8090 
 10 1000 426.0796 130.5357 1.6060e+003 132.0009 979.6775 363.0876 

80 20 1500 1.5466e+003 270.5587 4.6407e+003 225.9431 4.1601e+003 518.4552 
 30 2000 3.0325e+003 419.8580 8.0583e+003 226.3796 7.3655e+003 852.6205 

Table 11. Numerical results on Shaffer’s f6 function 

M Dim. Gmax 
SPSO QPSO QPSO-DC 

fitness St. Dev. fitness St. Dev. fitness St. Dev. 

20 2 2000 3.8965e-004 0.0019 0.0016 0.0036 1.3764e-007 7.3542e-007 

40 2 2000 1.9432e-004 0.0014 5.8308e-004 0.0023 1.2681e-008 3.6984e-008 

80 2 2000 0.0000 0.0000 7.5695e-009 2.5080e-008 5.9540e-009 8.0367e-009 

 
The results show that both QPSO, QPSO-DC are superior to SPSO except on 

Schwefel and Shaffer’s f6 function. On Shpere Function the QPSO works better than 
QPSO-DC when the warm size is 40 and dimension is 10, and when the warm size is 
80 and dimension is 20. Expect for the above two instance, the best result is QPSO-
DC. The Rosenbrock function is a mono-modal function, but its optimal solution lies 
in a narrow area that the particles are always apt to escape. The experiment results on 
Rosenbrock function show that the QPSO-DC outperforms the QPSO. Rastrigrin 
function and Griewank function are both multi-modal and usually tested for compar-
ing the global search ability of the algorithm. On Rastrigrin function, it is also shown 
that the QPSO-DC generated best results than QPSO. On Griewank function, QPSO-
DC has better performance than QPSO algorithm. On Ackley function, QPSO-DC has 
best performance when the dimension is 10, except for above functions, the QPSO-
DC has minimal value. On the Schwefel function, SPSO is best performance in any 
situation. On Shaffer’s function, it has sub-optima 0.0097. The QPSO-DC shows its 
stronger ability to escape the local minima 0.0097 than the QPSO, and even than 
SPSO. Generally speaking, the QPSO-DC has better global search ability than SPSO 
and QPSO. 
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Figure 1 shows the convergence process of the three algorithms on the first four 
benchmark functions with dimension 30 and swarm size 40 averaged on 50 trail runs. 
It is shown that, although QPSO-DC converge more slowly than the QPSO during the 
early stage of search, it may catch up with QPSO at later stage and could generate 
better solutions at the end of search.  

 

 

 

Fig. 1. Convergence process of the three algorithm on the first four benchmark functions with 
dimension 30 and swarm size 40 averaged on 50 trail runs 

From the results above in the tables and figures, it can be concluded that the 
QPSO-DC has better global search ability than SPSO, QPSO. 
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of Hainan Green Tangerine Peel 
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Abstract. K-means is a classic, the division of the clustering algorithm, apply to 
the classification of the globular data. According to the initial clustering center, 
this paper comprehensive consideration the characteristics of various Hierarchic-
al cluster algorithms and choose the appropriate Hierarchical cluster algorithm to 
improve K-means, and combined with Hainan Green Tangerine Peel cluster 
analysis of data which is compared experiments. The results indicate that the im-
proved algorithm have increasing the distance between classes with each others, 
get a stable of cluster results and better implementation data mining. Finally to 
summary the two algorithms and the further research direction. 

Keywords: clustering, Modified K-means algorithm, initial clustering center, 
average link. 

1 Introduction 

The K-means is a classic clustering algorithm which is a data exploration technique 
that allows samples with similar characteristics to be clustered together in order to 
facilitate their further processing and usually has applications in identification of 
patterns hidden in data. Although this algorithm has high flexibility and efficiency, in 
some case, it has not a good performance for random initialization centre. Owing to 
trial and error to achieve good representation it spend more memory and CPU time. 

To address this issue, some scholar suggested improving algorithm based on other 
clustering algorithm that has better performance with speed, efficiency and clustering 
results than previous traditional clustering algorithms when solve some specified 
problems. 

In this paper, a modified K-means algorithm based on two stages strategy is 
introduced. Modified K-means employed a hierarchical clustering algorithm- average 
linkage technology- to initialize the centre for the second stage and then uses the 
traditional K-means for further classification. 

2 Related Research 

In the traditional K-means, process depends on a near-optimal solution. For the first 
iteration, the algorithm is initialized randomly. Then, the clustering centers from the 
                                                           
* Corresponding author. 
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last iteration are used to initialize in subsequent iterations till there is no change in the 
average value. In worse case, a group unavailable initial clustering center lead to the 
K-means stops to a local minimum, that it to say, their true distribution in the problem 
domain will not be reflected by the distribution of objects in the result [1]. 

Hierarchy clustering is famous because of easy to read, but it not flexible enough 
due to cannot be operated with samples reversibly. Initially, all genes are considered 
as individual clusters followed by sequential merging of the two closest clusters in 
each subsequent step based on their distance, the final step has only one clustering left 
with all the genes in it [2]. So, this paper argues that, hierarchical clustering is suitable 
for used to preliminary classification. In lots of representative algorithm, there are 
three different technology; single linkage, average linkage and complete linkage. 

The single linkage technology uses the distance of samples with most similar in 
different groups. Sometimes, a clustering distribution is non-homogeneous that has a 
bad impact on the performance of the algorithm. The complete linkage technology, 
also called furthest neighbor, uses the distance of samples with most dissimilar in two 
groups and as a complete vision, they have a better performance. However, this tech-
nology is susceptible to noise, and unable to get satisfactory results due to few sam-
ples which away from the center of group. The third technology is the average linkage 
technology that uses the average distance between all pairs in different clustering. 
This algorithm considers the structure of dataset, the most similarity group tend to be 
merged. 

                   1 1

1
( , ) ( , )

sr nn

ri sj
i jr s

d r s dist x x
n n = =

= ∑∑                   (1) 

where r and s are group, there are rn  samples in group r, and sn  samples in group s. 

Therefore, employed average linkage technology in subset of dataset for achieve ini-
tial clustering center to the second stage is available. 

3 Algorithm Design 

The modified K-means algorithm works in two stages: The first stage makes prelimi-
nary classification with the average linkage technology. The second stage uses the 
clustering centers from the first stage as initial clustering center and employed the 
traditional K-means algorithm on the further classification. 
K is the expected number of clusters, in practice, it is empirically chosen by the user 
depending on characteristics of the dataset [3]. 

Algorithm process is as follows: 

The First Stage: 
Step 1: Choose appropriate function calculate distance metric used for similarity of 
samples. The details of function choosing are explained in later. 
Step 2: The similarity samples xi and xj are merged, the first clustering named D1, 
D1= {xi, xj}. 
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Step 3: Another sample xp is added to the D1 if the average distance between xp and 
samples that in the D1 less than Threshold, and then D1= {xi, xj, xp}.Else, xp is taken 
out and a new clustering is made with it. 
Step 4: Step 3 are repeated till the number of cluster is equal to k. 

The Second Stage: 
Step 1: clustering centers from the first stage are initialized. 
Step 2: Samples in dataset are assigned to the cluster that the most similar initial cen-
ters are. 
Step 3: Recalculated clustering average value as centers for the sequential iterative. 
Step 4: Step 2 and Step 3 are repeated till there is no change in clusters. 
In the first stage, some function are common used for computes the distance metric 
that defined dissimilarity between samples, such as Euclidean, Hamming distance and 
so on. The Hamming distance between two samples is the percentage of coordinates 
that differ. 
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where xi and xj are two samples in sets { | 1,2, }jX x j n= = , [ ]vα  is the α -th
 

attribute, and each samples have m attributes and they are discrete.  

Clustering Performance Criterion Function 
Clustering is aimed to divide a set of samples 1 2{ , , , }nX x x x=  into K  disjointed 
subsets X1; X2; …; XK so that points in the same subset share common properties 
while points which belong to different subsets do not share these properties. We 
evaluate the clustering performance using error sum of squares criterion function, it is 
defined as: 

                        1 i

K

i
i p X

ESS p m
= ∈

= −∑∑
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where average vector 1
1,2, ,

i

i
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Algorithm steps are as follows: 

input: 1 2{ , , , }nX x x x=             samples sets 

     K                      numbers of clustering 
output: 1 2{ , , }KS X X X=           the results of clustering 

the dissimilarity function:  hamming distance 

criterion function: error sum of squares criterion function ESS 

initial state: 

0d =                            %initial threshold 

1 2{{ },{ }, { }}nS x x x=                 %each sample is a group 
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1step : compute similarity of samples, and obtained adjacent matrix C . 

2step : examine every samples in X, and emerge the most similar ix  and jx , the 

get new group: 1 { , }i jD x x= .  

3step ：calculate average distance of sample px  outside of group 1D
 
and samples in 

1D  

if  average d≤   

then  

1 { , , }i j pD x x x=  

else  

2 { }pD x=  

1d d= +                           

until the number of clustering is equal to K. 

4step ：obtain the centriod of K group { | 1,2, }iW i Kμ= = .            

5step ：update centriod, recalculated clustering average value as centriod for the 

sequential iterative. 
6step ： 5step are repeated until the criterion function - error sum of squares criterion 

function is constriction. 

The first stage is important to the whole process of avoid some worse case which 
dependent on random initialization of the traditional K-means. While the average 
linkage technology is completed, lots of samples are in true distribution in the prob-
lem domain and reduce the number of iterative in the second stage.  

Two parameters are compared during the testing: clustering quality and stability. 

4 Comparison for Green Peel Cluster Analysis of Hainan Island 

The performance of the modified K-means algorithm is compared with traditional  
K-means algorithms using our dataset that comes from the experiment of Green 
Tanger-ine Peel clustering Analysis of Hainan. We select 100 leaves evenly with 
DNA molecular markers method at five regions (group) in Hainan Island: ShiMeiWan 
(SMW), SanYa (SY), BaWangLing (BWL), JianFengLing (JFL), and WenChang 
(WC).  

The dataset has 100 arrays, 206 columns (each sample has 206 characteristics) and 
15 times are run for each test. All data as follow are the average value. 

Two algorithms are run with Inter(R) Core(TM) 2Duo CPU T6500@2.1GHz. and 
2.0GB RAM. The operation system is Vista32 and the software is written in 
MATLAB7.0.  

The centroid of the cluster in the second stage of modified K-means is obtained by 
average linkage technology, and traditional K-means randomly chooses K points to be 
the initial centroids, we use hamming distance to calculate the dissimilarity. 
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4.1 Evaluation of Clustering Quality 

The goal of clustering is to minimize the intra-cluster distances and to maximize the 
inter-cluster distances [3]. In order to evaluate the quality of the results of the two 
algorithms, the distance between centers in two clusters are used to intra-cluster dis-
tances while distances between a clustering center and the objects belonging to it are 
inter-cluster distances. We clustered dataset and get the results of 2-10 numbers clus-
tering. 

Table 1. The intra-cluster distances of cluster used in two algorithms 

cluster 2 3 4 5 6 7 8 9 10 

K-means 0.500 0.599 0.621 0.565 0.606 0.624 0.635 0.635 0.633 

AK-means 0.602 0.603 0.605 0.593 0.601 0.609 0.615 0.620 0.633 
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Fig. 1. The “o” is on behalf the average intercluster distances of the K-means algorithm, and 
the “*” is represent the corresponding of the modified K-means 

On the whole, the performance of modified K-means are superior to the traditional 
K-means algorithm (the average inter-cluster distances are smaller). 

4.2 Stability of the Clustering  

For compare the stability which is important that reflects the similarity between 
different runs using the same program of each algorithm, we need a statistic. In the K-
means algorithm, based on iterative till there is no change in each cluster, at the same 
time, the value of the total amount of distortion wills no change more. The distortion  
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of a cluster which describes the dispersion degree in the distribution of the samples is 
defined as the sum of the squared Hamming distances between its centre and the 
objects belonging to it. 

                               ( )2

1

iESS ESS
S

m

−
=

−
∑                               (4) 

Standard deviation of distortion in test using the same program could distribution 
the range of distortion. If vary of standard deviation of distortion are wildly, the 
clustering results are unstable, and vice versa. For comparison, we have run 12 times 
for each and recorded the result. 

Table 2. Comparison of standard deviation of distortion to complete analysis of two clustering 
algorithms 

cluster 2 3 4 5 6 7 8 9 10 

K-means 2.499 1.929 2.334 1.606 1.255 0.654 0.358 0.178 0 

AK-means 0 0 0 0 0 0 0 0 0 

 
The table 2 shows, as we can see, the first stage of the modified K-means benefited 

from the average link technique performs (the standard deviation of distortion =0) 
better than the corresponding (which is>0). Namely, the stability of cluster is 
improved. 

Significantly, the modified K-means clustering algorithm is better than the 
traditional K-means in time taken, clustering quality, and stability of algorithm. 

5 Summary 

The modified algorithm employed a hierarchical clustering algorithm- average lin-
kage technology- to initialize the centre avoid a bad clustering results in finally by 
samples which are in the edge of the group as center in the first iterative in the tradi-
tional K-means algorithm. At the same time, thanks to reducing the influence by 
noise, the modified algorithm having improve the Evaluation of clustering quality in a 
certain degree. Besides, random selection of the initial clustering center lead to the 
algorithm stops in a local minimum and achieve different results in many tests and 
modified K-means is an available strategy in this solution.  

However, as the K-means, the modified K-means control the border of clustering 
with diameter of semi-sphere, if the clustering is not spherical, two algorithms will 
not work very well. 

Acknowledgements. This work is supported by NSF of China (70940007 and 
71461008). 
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Abstract. IT is seen as the means to develop healthcare and social welfare ser-
vices for citizens and to improve the quality of medical and social welfare data. 
This is deemed to require better IT cooperation between organizations. My  
research investigates the formation of voluntary inter-organizational IT gover-
nance in healthcare and social welfare IT engaging over 100 organizations. At-
tention is placed especially on the perceived benefits of IT governance. Results 
suggest that concrete benefits are necessary for the formation of inter-
organizational IT governance arrangements. The anticipated benefits of patient 
data improvement and short-term benefits were evaluated more important than 
the expected long-term improvements of healthcare and social welfare reforms. 

Keywords: Healthcare IT, Social welfare IT, IT Governance. 

1 Introduction 

Healthcare and social welfare professionals, national governments and international 
organizations consider questions such as: How to arrange and provide healthcare and 
social welfare services for citizens? How to improve the integration and quality of 
patient / customer data? How to govern and manage information technology (IT) and 
patient / customer data as a part of healthcare and social welfare services? 

Societal developments, especially the aging of population, make it necessary to 
consider reforms to national healthcare and social welfare systems [18]. Data mining, 
analysis, visualization etc. techniques offer huge potentials to improve healthcare and 
social welfare services [17]. At the same time the fragmentation and poor quality of 
data and data storages as well as lack of message and data model standards hamper 
electronic data transfer and the deployment of these potentials [11]. IT-enabled ser-
vices are seen as one key element both for reforms and for data quality improvements, 
at the same time as healthcare and social welfare IT faces several “make ends meet” 
type challenges that limit the potential of IT [26]. 

According to an UN 2012 estimate [20], persons older than 60 years accounted for 
11 per cent of the world’s population. During the next four decades, the proportion of 
older population is projected to increase to 22 per cent [20]. Within the European 
Union (EU), including the country of this study, the demographic changes with longer 
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life expectancies and lower birth rates have dramatic effects. In EU, dependency ratio 
is estimated to drop from 1:4 to 1:2, cost of (health and social) care to increase with 4-
8 % of GDP and work force to shrink with 20 million by 2025 [26]. Increasing de-
mand for healthcare and social welfare services is deemed to require coordinated 
activities and better information sharing between social welfare, basic healthcare and 
specialized medical care services. The same is true for all groups with disabilities and 
special needs [12]. IT is seen to support reforms in two ways. Automation of routines, 
integration of information systems (IS), and the usage of data storages and electronic 
data transfer are expected to produce better services. Interoperability, standards and 
cooperation between organizations are needed for this. Secondly, new IT-based ser-
vices are called for so that citizens are able to take more responsibility for their well-
being and for living more healthily, are empowered to active aging with new types of 
work arrangements and longer participation to the activities of a society [26]. Ease of 
use and new health and social care models are necessary for this. Economic growth, 
markets and novel business models are needed to support needed innovations [26]. 

At the moment, fragmentation and inconsistency of healthcare and social welfare 
data appears to be more the norm than the exception [12], [17]. For example, out of the 
194 member states of World Health Organization (WHO) only 34 members were able 
to provide reliable health data in 2012 [12]. A major reason for this is the way, how 
healthcare and social welfare service providers run their patient/customer ISs and data-
bases [12]. They register medical measurements, events, radiographs, prescriptions, 
case summaries, etc., social welfare service actions, decisions etc., and other data into 
their unique databases. Data sharing remains challenging, even when organizations 
have purchased the same IS from the same vendor. Organization-specific implementa-
tions result in differences in data models, in data coding schemes and in data handling 
practices, which then prevent electronic data sharing [17]. Data structures and messag-
es need to be standardized together with the related identification and authentication 
services and data transfer interfaces. Also data collection and processing practices need 
to be standardized to the extent of producing consistent data. 

Organizational silos and limited coordination contribute to the existence of  “mak-
ing end needs” type challenges of healthcare and social welfare IT. Resources are 
insufficient as organizations develop similar IT solutions independently. Possibilities 
to recruit highly skilled specialists and to purchase rare IT assets or skills are limited 
due to financial, availability, size etc. constrains. The power of one organization is 
little in negotiations with IT service vendors as compared to pooled purchases and 
negotiation power. The absence of established inter-organizational (IT) cooperation 
and governance arrangements limits cooperation to experience exchange instead of 
resource sharing and joint IT service development and operations.  

The usage of IT to reform national healthcare and social welfare systems, to im-
prove data quality and interoperability, and to solve the “making ends meet” chal-
lenges of IT resourcing lead to the same conclusion. Better inter-organizational IT 
cooperation and governance is needed. IT governance bodies should define clear ob-
jectives for IT cooperation, direct cooperation by agreeing accountabilities for plans, 
activities etc., and monitor cooperation by reviewing outcomes. National governments 
typically emphasize reforms’ long-term benefits and impacts on data quality. Local 
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professionals probably focus more on short-term service and data interoperability 
benefits and IT professionals may also wish to solve IT-specific challenges.  

The current IT governance research addresses IT governance mainly within one 
organization [21], [23] with a few case studies as the exceptions. These case studies 
describe inter-organizational IT governance between related business units or partners 
in domestic [4, 5] or in global company [7] contexts. My research examines the for-
mation of voluntary inter-organizational IT governance engaging a large number of 
independent healthcare and social welfare organizations. Research has also examined 
the benefits of IT governance limitedly. Financial metrics such as cost, revenue and 
return on assets have been investigated [23]. My study draws on the resource based 
view (RBV), transaction cost economics (TCE) and social network theories to com-
plement the theoretical basis. They address alliances (=inter-organizational gover-
nance) as a form of governance [6], [26], [28], have been used in prior IS research 
[e.g. [19], [24] and have rich metrics for the benefits of inter-organizational gover-
nance.  

To summarize, with this research I investigate the formation of voluntary inter-
organizational IT governance between legally independent organizations. Special 
attention is paid to IT cooperation benefits during the formation of an IT governance 
arrangement. The two research questions are: What is the significance of IT coopera-
tion benefits for the formation of inter-organizational IT governance? Secondly, how 
important are short-term benefits in healthcare and social welfare patient / customer 
data and in “making ends meet IT” as compared to long-term service improvements?  

Section 2 explains how the objectives of this research were achieved and the re-
search questions answered by theoretically discussing IT and health information go-
vernance, RBV, TCE and social network theory. Section 3 describes how that was 
done through a case study with a related expert survey. Results from the empirical 
case study and the survey are shown in Section 4.  Finally, in Section 5, the theoreti-
cal and empirical findings of this study are discussed and conclusions are drawn.     

2 Theoretical Background  

This study follows the social network theory definition of inter-organizational (IT) 
governance [14]: “Network governance involves a select, persistent, and structured 
set of autonomous firms engaged in creating products or services based on implicit 
and open-ended contracts to adapt to environmental contingencies and to coordinate 
and safeguard exchanges. These contracts are socially—not legally—binding.” The 
case I investigated has all characteristics of the definition although “firms” are 
nonprofit public sector organizations. The establishment of (IT) governance is one 
phase in its lifecycle, also called the formation of an alliance [6]. Literature is 
reviewed to understand, why do organizations decide to form alliances, such as 
formal IT governance arrangements? What benefits do participating organizations 
expect from that? Since IT governance research on inter-organizational governance is 
scarce, constructs from RBV, TCE and social network theory are reviewed to answer 
these questions.  
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IT Governance and Health Information Governance research: As explained above, 
prior studies have examined mainly intra-organizational IT governance. However, [4] 
and [7] investigated IT governance arrangements within single-organization multi-
unit and [5] within value network contexts. Value networks included single buyer – 
multi-vendor (contractual) and single service organizer – multi-partner (consensual) 
arrangements. The mentioned articles suggest that the formation of both intra-
organizational and inter-organizational IT governance follow rather similar practices. 
De Haes et al. [7] explain how IT governance structures, processes and cooperation 
mechanisms could be extended from intra-organizational to inter-organizational 
settings. The generic purpose of IT governance is to “enable both business and IT to 
execute their responsibilities in support of business and in the creation of business 
value from IT investments”. [7] It is noteworthy that IT governance benefits are 
classified into business (e.g. healthcare and social welfare services and better patient / 
customer data) and into IT performance benefits. Business and IT performance 
benefits are also built in into IT governacne best practice methods, especially COBIT.  

The benefit proposition is that “IT governance effectiveness is positively asso-
ciated with organizational performance” [16]. Mohamed et al. [16] note that the bene-
fits of IT governance consist of financial, customer, learning and growth, and of  
internal and business process benefits (=the 4 dimensions of the balanced scorecard). 
Weill et al. investigated the business performance impacts of alternative IT gover-
nance arrangements with three types of measures; cost-efficient use of IT, business 
profitability and revenue growth [23]. Huang et al. [13] classified the IT performance 
impacts of IT governance into the efficiency of IT use, the breath of current IT use 
and the breath of potential IT use. Bradley et al [2] studied IT governance outcomes 
in US hospitals by dividing them into social risk management, technical risk man-
agement, market responsiveness, external relationship management and operational 
IT effectiveness. In summary, the current IT governance literature considers rather 
thinly, why organizations cooperate and what are the benefits of inter-organizational 
IT governance. 

The definitions of health information governance [17], [11] differ slightly from 
those used in IT governance research and show how elusive the IT governance con-
cept is. Definitions emphasize “standardizing the management, policy design and risk 
management associated with information”.  Hovenga [12] investigated the versatile 
beneficial impacts of health information governance on one nation’s (Australia) 
healthcare system. Potential benefits include improved evaluating and comparing of 
health outcomes from transitioning to digital environment, and better sustainability of 
heath systems. Other potential benefits are: improved leadership and governance (na-
tional strategic policy framework, health process management and strategic health 
policy frameworks); financing of healthcare (health insurance versus funding, termi-
nology and coding systems etc.); health workforce (planning of roles, occupational 
categories, workforce registration, licensing etc.); medical products, devices and tech-
nologies (device and technology types, medical device regulations, medical device 
nomenclature, etc.); health service delivery types and regulations (harmonization of 
service delivery data, accessing healthcare services, planning and managing resources 
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and health service delivery, epidemiology issues etc.); and information and research 
(for leaders and governors, other key decision makers, professionals, researchers etc.) 

RBV, TCE and Social Network Theory research: RBV, TCE and social network 
theory [25] regard single organizations (vertical governance in TCE), markets (market 
governance in TCE) and networks / alliances (hierarchical or relational governance in 
TCE) as alternative governance models. (Strategic) alliances are voluntary coopera-
tive inter-organizational agreements that aim to produce competitive advantages for 
alliance partners [6]. Within the context of this research, voluntary inter-
organizational IT governance is seen as an arrangement to agree how to govern (the 
management of) IT as an alliance with the motive to provide better healthcare / social 
welfare services for citizens through the means of IT and digital data deployment. 

Barney [1] introduced the work of Penrose into IS research. RBV sees each organi-
zation unique [1], [24], as an equivalent to the broad set of tangible and intangible 
resources that it owns (semi-)permanently [9], [24]. Intangible resources include IT 
and information, and the usage arrangements of resources. The resources of the or-
ganization as a whole, and especially imperfectly mobile, non-imitable and non-
substitutable resources determine the organization’s value creation potential. RBV 
proposes that inter-organizational cooperation happens, if cooperation provides win-
win value for the participants by pooling, aggregating, sharing and exchanging their 
valuable unique resources, and if such value cannot be better achieved in other ways.   

Barney proposed that four properties of (IT) resources make them unique, valua-
ble, rare, imperfectly imitable and non-substitutable [1]. Das et al. [6] treat mobility, 
imitability and substitutability as the basic unique properties of resources. Resources 
have also other attributes. They can be property based (human, intellectual or physi-
cal) or knowledge based (organizational, technological or managerial). Resources can 
be supplementary, complementary, surplus or wasteful. Melville et al. [15] classify IT 
resources into human and technical. According to Wiengarten et al. [24] IT resources 
are typically complementary to an organization’s business resources. They can be 
complementary to other assets, capabilities, organizational processes, firm attributes, 
information, knowledge, etc. controlled by the organization. IT resources can thus be 
complementary both to non-IT resources and to other IT resources. 

Wiengarten et al. [24] propose that IT resources provide value to an organization / 
alliance: “(1) When IT resources are aligned, integrated or coupled with organization-
al processes such as knowledge processes, or management processes, synergies and 
higher-order capabilities can be created. (2) Moreover, these higher-order capabilities 
may result in long-term performance improvement. (3) To develop these long-term 
performance enhancement capabilities, a firm may need to redesign its processes in 
terms of its employed resources (i.e. human resources and facilities).” Park et al. [19] 
classify the outcomes of resource properties as: (1) conserve resources, (2) share 
risks, (3) obtain information, (4) access complementary resources, (5) reduce product 
development costs, (6) improve technological capabilities and (7) enhance reliability. 

TCE introduced by Coase was developed further and operationalized by William-
son [25]. He introduced asset specificity, uncertainty and transaction frequency as the 
determinants by which firms (=organizations) choose to make, buy or ally while they 
execute transactions. Geyskens et al. [9] define relational governance (alliance) as: 
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“Governance modes characterized by the parties to a transaction jointly developing 
policies directed toward the achievement of certain goals.” The voluntary inter-
organizational IT governance arrangement investigated here is relational in its nature.  

Geyskens et al. [9] provide operationalized construct definitions and metrics for as-
set specificity, volume uncertainty, technological uncertainty and behavioral uncer-
tainty. The metrics of asset specificity include organization nature, (healthcare / social 
welfare) product and services, customer (patient) complexity, need of training to use 
assets etc. Volume uncertainty metrics contain expected volume fluctuation and un-
certainty of volume estimates, and the stability of industry (e.g. healthcare and social 
welfare) volumes, ability to predict trends, etc. Technology uncertainly is captured 
with such metrics as technology improvement and specification changes. The metrics 
of behavioral uncertainty include buyer expectations, (healthcare and social welfare 
IT services) seller competition, price quality in relation to seller competition and the 
importance on non-selling activities (e.g. support to IT services). Ability to codify 
transactions (for example, patient/customer data) and task complexity (for example, 
the design of enterprise architecture) are other metrics of asset specificity. Similarly, 
intention to conduct R&D (for example, the development of novel IT-enabled self-
diagnostic healthcare services to citizens) is another technology uncertainty metric.  

Geyskens et al. [9] divided the performance impacts (benefits) of TCE into cost in-
clusive and into cost exclusive categories. Levels and changes of revenues and costs, 
abnormal returns on assets (e.g. IT investments) are cost inclusive metrics. Levels and 
changes of activities are cost exclusive. Other metrics used so far include speed of 
development (e.g., time needed to execute healthcare and social welfare IT projects), 
and level and changes in quality (for example, in the quality of patient / customer 
data) [8]. Wang et al. [22] investigated the impacts of information visibility (assets 
specificity), inter-organizational supply chain flexibility (behavioral uncertainty) and 
integration (technological uncertainty) on supply chain performance. They used three 
measures for outcomes; fit of work practices between organizations, fit of work out-
comes between individuals and fit in routines between organizations [22, appendix]. 

The social network theory started to investigate the social embeddedness of institu-
tions with the so-called structural macro-level studies [10]. Markets are seen to con-
sist of social rather than economic structures [10], and to contain strong or weak ties 
between people and organizations [28]. Social network theory proposes that an organ-
ization perceives the world through a network with a structural rather than an individ-
ual lens. Such perception gives the organization a more complete, but not necessary 
only view to reality. A network, such as healthcare and social welfare IT cooperation, 
offers opportunities and constraints to participants, which then guide actions taken.  

Embeddedness of organizations is the key construct of social network theory. Em-
beddedness impacts actions that organizations take in their responses to markets. The 
longer and the tighter the relationships between organizations, the more embedded 
they are [28]. Zaheer et al. [28] discovered that organizations in tight networks are 
likely to take different actions than traditional un-networked organizations. Social 
capital and structural holes are other key constructs. Social capital describes the value 
of connections between organizations. Structural hole means the lack of a straight 
connection between two organizations. Social network governance uses social me-
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chanisms – cooperation mechanisms in traditional IT governance terminology - to 
guide actions and to solve network problems. Jones et al. [14] identified four social 
mechanisms; restrictions to access the network, collective sanctions, use of social 
memory and cultural processes. Restricted access and cultural processes are used to 
coordinate network operations. Collective sanctions and social memory are used to 
safeguard network operations. Brass et al. [3] classified networks on the basis of fol-
lowing characteristics: strategic alliance and collaboration, flow of information, affect 
or friendship, good and services work flow, influence or advice, and overlapping 
group memberships. Organizations form and join networks motivated by their needs, 
such as responding to market challenges (e.g. reforms) and need to development ser-
vices. 

Antecedents to collaborate vary at personal, inter-unit (internal units of an organi-
zation) and inter-organizational (between organizations) levels. Actor similarities, 
personalities, proximity and organizational structure, and environmental factors are 
personal level antecedents. Interpersonal ties, functional ties and organizational 
processes, and control mechanisms are inter-unit antecedents. Personal and inter-unit 
antecedents are valid also on inter-organizational level. Motives (new resources, un-
certainty reduction, bigger legitimacy, common goals), learning about an industry or 
about networking, relational trust, common norms and monitoring, equity between 
partners and context affecting all participating organizations constitute inter-
organizational antecedents to collaborate [3]. Networks transmit information to equa-
lize common knowledge and share innovations, mediate issues between organizations 
and individuals and share resources and power among network participants. 

3 Case and Expert Survey 

The researcher acted as a consultant during the formation of the investigated IT go-
vernance arrangement. Thus, reflective observation approach in a single case context 
is used. Guidelines for case studies [27] and for the building of research constructs are 
followed. For research, I have access to the full range of the case material. Volume-
wise workshop materials represent the largest proportion of empirical data. Workshop 
materials range from RACI charts to discussion notes; from agendas to thick pre-
reading documents; and from draft revisions of the Law on Arranging Social Welfare 
and Health Care Services to the drafts and final memorandums of the project. Empiri-
cal data includes also memos, emails, presentation slides, and answers to Q/A. 

The case covers the formation of voluntary inter-organizational IT governance for 
healthcare and social welfare IT in one of Finland’s five Special Catchment Areas. 
The arrangement engages over 100 organizations; 68 cities, towns or municipalities, 5 
healthcare districts, 9 hospitals including one university central hospital, 33 healthcare 
centers and 5 social welfare development districts. The idea was to use this case as the 
pilot for the other four areas and to provide input to law reform work. No IT gover-
nance arrangement had existed earlier between the organizations. The IT governance 
arrangement also consolidated the IT services of specialized medical care, basic 
health care and social welfare services for the first time. 
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The project group that accomplished the task during 9 months consisted of 17 per-
sons. They included the chief medical officer of one healthcare district, three health-
care district CIOs, the CIO of a major city, two enterprise architects, three specialist 
from social welfare development centers and the National Institute for Health and 
Welfare, one IT expert from another Special Catchment Area, two senior advisors 
from the Ministry of Social Affairs and Health, two senior advisors from the Associa-
tion of Local and Regional Authorities plus the researcher as a consultant. The pro-
posal of the project was accepted in February 2014 and its implementation started 
immediately. In March 2014, the Government of Finland decided to give the respon-
sibility for the arrangement of healthcare and social welfare services to five “Special 
Catchment Areas”. In June 2014, all political parties agreed the same. The proposal 
accepted in February is in compliance with these national level decisions.    

The definition of concrete IT cooperation benefits was one task accomplished by 
the project. Nine concrete benefits were defined. Need to improve patient / customer 
data interoperability and data quality was considered the most burning challenge in 
the current status. Four additional specific data related benefits were defined for this 
reason. The 13 statements are shown in appendix 1. Also the connections between 
each statement and the theoretical constructs reviewed in Section 2 are shown.  

A web-enabled self-administered survey was conducted to offer leading healthcare 
and social welfare experts an opportunity to evaluate the defined benefits and other 
aspects of the proposed IT governance arrangement prior its acceptance. This study 
uses only that part of the available data that concentrates on IT governance benefits. 
In addition to the IT governance benefit statements, the survey included demographic, 
situational and behavioral control variables also shown in Appendix 1. The survey 
items of IT cooperation benefits and the behavioral control variables were formulated 
into statements. Respondents were asked to evaluate each statement on a 7-point Li-
kert scale from totally disagree (=1) to totally agree (=7). 

An invitation to participate to the survey was emailed to 260 healthcare and social 
welfare experts throughout the country. After one reminder 68 responses (26 % re-
sponse rate) were received. Survey respondents had the following characteristics: 

• Slightly over half (37) of the 68 responses were from the geographic area of the case.  
• Seven respondents participated to the formation of the inter-organizational IT 

governance arrangement. Statistical comparisons to other respondents were not 
made. 

• Slightly over half (53) of the respondents worked in healthcare districts, 37 % in 
cities, towns or municipalities, and 10 % in other organizations.  

• 66 % were executives and managers and 34 % were experts. 
• 43 % were healthcare or social welfare managers or executives and 12 % specialists. 

CIOs and IT managers accounted for 23 % and IT specialists for 22 %.  
• Healthcare and social welfare executives and managers had worked in those 

positions on average for 15.9 years, experts for 12.7 years. Healthcare and social 
welfare CIOs and IT managers had worked in those positions on average for 7.2 
years and IT experts for 8.8 years. 
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The expectation drawn from the theoretical background was that expert evaluations 
would be high. On the other hand, no expectations were made regarding which bene-
fits would be evaluated most important. Due to the limited number of responses mul-
tivariate statistical methods, including structured equation models, could not be used. 
Statistical analysis on the differences in the means of survey items was done with the 
two-tailed Stu dent t-test. For statistical analyses responses to behavioral control va-
riables were classified into agree (values 5-7) and non-agree (values 1-3) classes.  

4 Results 

The need for IT cooperation by pooling, sharing and exchanging IT resources with 
envisioned concrete benefits was decisive for the willingness to participate to the 
formation of the IT governance arrangement. The project started with an effort to rely 
solely on IT governance knowledge. That approach proved insufficient in terms of 
participants’ and organizations’ commitment. One of the CIOs coined the problem: 
“Although I understand the governance matrix with RACI roles that we crafted…, 
that has been totally useless in my organization. Doctors do not understand from  
the matrix the benefits of IT cooperation. They ask me, why should we use time to 
consider inter-organizational IT governance when there are so many burning IT issues 
in our own organization.” Improved quality of patient / customer data was also  
regarded important. At the dissemination presentations of the drafted IT governance 
model one medical director stated: “Actually, I only want to know, when will I  
get reliable, consistent and holistic patient and medical data from all the data sources 
we have.”  

As expected the evaluations of IT governance benefits were very high on the scale 
from 1 (low value) to 7 (high value) as Table 1 shows. More specific results are: 

1. Patient / customer information benefits were considered more important than 
generic IT governance benefits.  

2. Making ends meet benefits were considered more important than the long-term 
improvements of reforms to healthcare and social welfare services. The back-
ground documents used in the project discuss the necessities to improve the na-
tional healthcare and social welfare systems. Those appear to remain abstract in 
comparison to concrete needs to improve services and related IT. Alternatively 
it is possible that the solving of concrete challenges is seen to preside reforms.    

3. None of the demographic, situational or behavioral control variables were  
related to variations in the means of IT governance benefits in statistically  
significant way (t-test). Thus, in this survey, IT governance benefits were eva-
luated similarly independent of geographic location, profession, professional 
status, length of experience, attitudes toward IT or attitudes toward the use of  
IT within respondent’s organization. Table 1 shows averages by professional 
orientation. 
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Table 1. Results of the expert survey 

Survey Item Mean Median
Proportion of 
strongly agree

Mean, Biz 
experts

Mean, IT 
experts 

Increase the interoperability of patient/customer information 
systems and data storages

6.3 6.5 86.8% 6.3 6.3

Ensure ability to participate to the national level development 
of healthcare and social welfare services 

5.8 6.0 72.1% 5.8 5.7

Ensure the availability of equal healthcare and social welfare 
services everywhere in the country

5.7 6.0 67.6% 5.8 5.5

Avoid the development of overlapping and difficult to integrate 
IT services

6.4 7.0 86.8% 6.4 6.4

Create enterprise architectures
6.1 6.0 79.4% 6.2 6.0

(Co-)source IT-services cost-efficiently and effectively
6.0 6.0 75.0% 6.2 5.7

Implement national level healthcare and social welfare IT 
services efficiently and effectively in the area

6.0 6.0 75.0% 6.2 5.9

Use IT resources and assets efficiently and effectively
5.7 6.0 70.6% 5.7 5.8

Ensure access to specialized capabilities and competencies 
everywhere in the area

5.8 6.0 69.1% 5.9 5.7

Tighter cooperation on national level
6.4 7.0 89.7% 6.4 6.3

Tighter cooperation on regional level (this Special Catchment 
Area)

6.3 6.5 85.3% 6.4 6.1

The creation of jointly agreed data models and sticking to them
6.3 7.0 85.3% 6.4 6.3

Tighter cooperation between healthcare and social welfare
6.3 7.0 79.4% 6.3 6.4

Generic IT Governance Benefits: Improved Healthcare and Social Welfare Services (Resulting from Reforms) -  - Inter-Organizational 
Well-Organized Cooperation in Healthcare and Social Welfare IT Is Needed in Order to …

Generic IT Governance Benefits: Bnefits from Better Usage of Resources ( Making Ends Meet) - Inter-Organizational Well-Organized 
Cooperation in Healthcare and Social Welfare IT Is Needed in Order to …

IT Governance Benefits from Improved Patient Data - The development of patient / customer information systems and data storages 
requires …

 

5 Discussion and Conclusions 

This research shows that IT governance knowledge alone was insufficient for the 
formation of inter-organizational IT governance arrangement in the investigated case. 
Results suggest that need to cooperate with concrete benefits is critical to the forma-
tion of inter-organizational IT governance. This is the answer to the first research 
question presented in section one. Improvements to patient / customer data were per-
ceived more important than long-term improvements to healthcare and social welfare 
services. The solving of making ends meet issues were also evaluated more important 
than long-term improvements to healthcare and social welfare services. Additional 
studies are necessary to verify these results, as this research is a single case study.  

This research opens up news venues for IT governance and health information 
governacne research, for which RBV, TCE and social network theories offer rich and 
theoretically proven basis. The mentioned research traditions address three govern-
ance arrangements, single organization, markets and alliances / networks. So far IT 
and health information governance research has investigated mainly single organiza-
tions. IT governance arrangements could be compared in various contexts such as IT 
or data outsourcing including cloud services, supplier-customer networks, value chain 
orchestration or virtual organizations. Health information governance is by nature 
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largely inter-organizational. Linking of inter-organizational governance research ap-
proaches to this context is another possible research direction.  

The advice to practitioners is to pay serious attention to concrete level IT govern-
ance benefits when inter-organizational IT governance arrangements are designed. In 
national reforms of healthcare and social welfare sectors, concrete advancements in 
the quality of patient / customer data have a key role. It is especially important to 
make the long-term improvement objectives of reforms operational and concrete in 
order to entice experts to take necessary development efforts. This probably requires 
that long-term healthcare and social welfare reform objectives, such as the empower-
ment to active aging, be turned into measurable short-term milestones.  

References 

1. Barney, J.B.: Firm Resources and Sustained Competitive Advantage. J. Manage. 17(1), 
99–120 (1991) 

2. Bradley, R.V., Byrd, T.A., Pridmore, J.L., Thrasher, E., Pratt, R.M., Mbarika, V.W.: An 
Empirical Examination of Antecedents and Consequences of IT Governance in US Hospit-
als. J. Inf. Technol. 27(3), 156–177 (2012) 

3. Brass, D.J., Galaskiewicz, J., Greve, H.R., Tsai, W.: Taking Stock of Networks and Organ-
izations: a Multilevel Perspective. Acad. Manage. J. 47(6), 795–817 (2004) 

4. Croteau, A.-M., Bergeron, F.: Interorganizational Governance of Information Technology. 
In: Proceedings of the 42nd Annual Hawaii International Conference on System Sciences 
(HICSS 2009), 8 pages. IEEE Press, New York (2009) 

5. Croteau, A.-M., Bergeron, F., Dubsky, J.: Contractual and Consensual Profiles for an Inte-
rorganizational Governance of Information Technology. International Business Research 
6(9), 30–43 (2013) 

6. Das, T.K., Teng, B.-S.: A Resource-Based Theory of Strategic Alliances. J. Man-
age. 26(1), 31–61 (2000) 

7. De Haes, S., Van Grembergen, W., Gemke, D., Thorp, J.: Inter-Organizational Governance 
of Information Technology: Learning from a Global Multi-Business-Unit Environment.  
International Journal of IT/Business Alignment and Governance 3(1), 27–46 (2013) 

8. Gereffi, G., Humphrey, J., Sturgeon, T.: The governance of global value chains. Rev. Int. 
Polit. Econ. 12(1), 78–104 (2005) 

9. Geyskens, I., Steenkamp, J.-B.E.M., Kumar, N.: Make, Buy, or Ally: A Transaction Cost 
Theory Meta-Analysis. Acad. Manage. J. 49(3), 519–543 (2006) 

10. Granovetter, M.S.: Economic Action and Social Structure: The Problem of Embeddedness. 
Am. J. Sociol. 91, 481–510 (1985) 

11. Hovenga, E.J.S.: National Healthcare Systems and the Need for Health Information Go-
vernance. In: Hovenga, E.J.S., Grain, H. (eds.) Health Information Governance in a Digital 
Environment. Studies in Health Technology and Informatics, vol. 193, pp. 3–23. IOS 
Press, Amsterdam (2013) 

12. Hovenga, E.J.S.: Impact of Data Governance on a Nation’s Healthcare System Building 
Blocks. In: Hovenga, E.J.S., Grain, H. (eds.) Health Information Governance in a Digital 
Environment. Studies in Health Technology and Informatics, vol. 193, pp. 24–66. IOS 
Press, Amsterdam (2013) 



162 T. Dahlberg 

 

13. Huang, R., Zmud, R.W., Price, L.R.: Influencing the Effectiveness of IT Governance  
Practices through Steering Committees and Communication Policies. Eur. J. Inform. 
Syst. 19(16), 288–302 (2010) 

14. Jones, C., Hesterly, W.S., Borgatti, S.P.: A General Theory of Network Governance:  
Exchange Conditions and Social Mechanisms. Acad. Manage. Rev. 22(4), 911–945 (1997) 

15. Melville, N., Kraemer, K., Gurbaxani, V.: Information Technology and Organizational 
Performance: An Integrative Model of IT Business Value. MIS Quart. 28(2), 283–322 
(2004) 

16. Mohamed, N., Singh, G.: A Conceptual Framework for Information Technology Gover-
nance Effectiveness in Private Organizations. Information Management & Computer Secu-
rity 20(2), 88–106 (2010) 

17. Nahar, J., Imam, T., Tickle, K.S.: Issues of Data Governance Associated with Data Mining 
in Medical Research: Experiences from an Empirical Study. In: Hovenga, E.J.S., Grain, H. 
(eds.) Health Information Governance in a Digital Environment. Studies in Health Tech-
nology and Informatics, vol. 193, pp. 332–361. IOS Press, Amsterdam (2013) 

18. Obi, T., Auffret, J.-P., Iwasaki, N.: Aging Society and ICT: Global Silver Innovation. IOS 
Press, Amsterdam (2013) 

19. Park, N.K., Mezias, J.M., Song, J.: A Resource-based View of Strategic Alliances and 
Firm Value in the Electronic Marketplace. J. Manage. 30(1), 7–27 (2004) 

20. United Nations: World Population Prospects: The 2012 Revision. United Nations, De-
partment of Economic and Social Affairs (2014) Downloadable open data excel spread-
sheet, 
http://esa.un.org/wpp/WPP2012_POP_F13_A_OLD_AGE_DEPENDENCY_R
ATIO_1564.XLS 

21. Van Grembergen, W., De Haes, S.: Implementing Information Technology Governance: 
Models, Practices and Cases. Idea Group Global, Hershey (2008) 

22. Wang, E.T.G., Wei, H.-L.: Interorganizational Governance Value Creation: Coordinating 
for Information Visibility and Flexibility in Supply Chains. Decision Sci. 38(4), 647–674 
(2007) 

23. Weill, P., Ross, J.: IT Governance: How Top Performers Manage IT Decision Rights for 
Superior Results. Harvard Business School Press, Boston (2004) 

24. Wiengarten, F., Humphreys, P., Cao, G., McHugh, M.: Exploring the Important Role of 
Organizational Factors in IT Business Value: Taking a Contingency Perspective on the 
Resource-Based View. Int J. Manag. Rev. 15(1), 30–46 (2013) 

25. Williamson, O.E.: The Economic Institutions of Capitalism. Free Press, New York (1985) 
26. Wintley-Jensen, P.: EU Activities on Aging. In: Obi, T., Auffret, J.-P., Iwasaki, N. (eds.) 

Aging Society and ICT: Global Silver Innovation, pp. 180–187. IOS Press, Amsterdam 
(2013) 

27. Yin, R.K.: Case Study Research, Design and Methods, 4th edn. SAGE publications,  
Thousand Oaks (2009) 

28. Zaheer, A., Gözübüyük, R., Milanov, H.: It’s the Connections: The Network Perspective in 
Interorganizational Research. Acad. Manage. Perspect 24(1), 62–77 (2010) 

 
 

 
 
 
 
 



 Perceived Significance of Improved Patient Data and Healthcare Services 163 

 

Appendix 1 

Operational definitions of IT governance benefits used also as survey items with their 
references to theoretical constructs reviewed as the theoretical basis of the research 

 
Construct SURVEY ITEM (Evaluate the following statements)

Construct in IT Governance 
Research - Benefits of IT 
Governance 

Construct in RBV - Properties 
of Resources and Their 
Outcomes

Construct in TCE - Properties 
of Transactions and Their 
Outcomes

Construct in Social Network 
Theory - Properties of Social 
Ties and Their Outcomes

REFERENCES

Inter-organizational well-organized cooperation in healthcare and 
social welfare IT is needed in order to

Avoid the development of overlapping and difficult to integrate IT 
services

Cooperation mechanism, IT 
governance matrix

Valuable, surplus, wasteful, 
conserve resources

Asset specificity-product and 
services

Good & service workflow, tight 
relations, control mechnanism

(2,13,16,21,23), 
[1,6,19], {25}, |3,28|

Increase the interoperability of patient/customer information systems 
and data storages Health information governance

Non-substitutable, mobile, 
complementary to non-IT, 
synergies 

Asset specifity-information 
visibility, technology uncertainty-
technology improvement

Tight relations, flow of 
information, motives-new 
resources & common goal

(2,11,12), [1,6,19,24], 
{25}, |3,28|

Create enterprise architectures Key IT decision areas

Non-substitutable, knowledge 
based-technological, higher-
order capabilities

Asset specificity-task
complexity, behavior 
uncertainty-inter-organizational 
flexibility

Cultural process, strategic 
alliance and collaboration, 
motives-new resources

(2,23), 
[1,6,15,19,24], 
{8,9,22}, |3,14,28|

(Co-)source IT-services cost-efficiently and effectively IT Unit Costs

Non-imitable, supplementary, 
complementary to IT, conserve 
resources

Asset specificity-product and 
services, behavior uncertainty-
seller competition 

Strategic alliance and 
collaboration, motives-bigger 
legitimacy, opportunity set

(2,23), [1,6,19,24], 
{9}, |3,14,28|

Implement national level healthcare and social welfare IT services 
efficiently and effectively Health information governance

Non-imitable, knowledge based-
technological, share risks

Asset specificity-task
complexity, technology 
uncertainty-specification 
changes

Social capital, structural holes, 
access the network, motives-
common goal

(2,11,12,13,16), 
[1,6,15,19], {9,25}, 
|3,10,14,28|

Ensure ability to participate to the national level development of 
healthcare and social welfare services 

Cooperation mechanisms, 
resource availability

Rare, property based-
intellectual, share information 

Asset specificity-task
complexity, technology 
uncertainty-specification 
changes

Social capital, structural holes, 
access the network, motives-
common goal

(2,5,16,21), [1,6,19], 
{9,25}, |3,10,14,28|

Use IT resources and assets efficiently and effectively IT Unit Costs, ROA

Non-imitable, supplementary to 
IT, access complementary 
resources 

Transaction frequency, behavior 
uncertainty-seller competition

Strategic alliance and 
collaboration, motives-bigger 
legitimacy, opportunity set

(2,13,16,23), 
[1,6,19,24], {9,25}, 
|3,14,28|

Ensure access to specialized capabilities and competencies everywhere 
in the area Resource availability

Rare, property&knowledge 
based, access complementary 
resources 

Asset specificity, transaction 
frequency, behavior uncertainty-
price&quality

Tight relations, actor 
similarities, functional ties, 
motives-new resources

(5,16), [1,6,15,19], 
{9,25}, |3,28|

Ensure availability of equal healthcare and social welfare services 
everywhere in the area

Valuable, supplementary to non-
it, long-term performance 

Asset specificity, behavior 
uncertaintly-inter-
organizational flexibility

Social capital, access the 
network, collective sanctions, 
motives-new resources

(2), [1,6,19,24], 
{9,25},  |3,14,28|

The development of patient / customer information systems and 
data storages requires

Tighter cooperation on national level
IT governance matrix, resource 
avaialability

Non-Substitutable, property 
based-intellectual, conserve 
resources 

Asset specificity-customer & 
task complexity, technology 
uncertainty-specs change

Social ties, tight relations, flow 
of information, functional ties

(2,5,23), [1,6,15,19], 
{8,9,25},  |3,10,14,28| 

Tighter cooperation on regional level (this area)

IT governacne matrix, 
cooperation mechanism, 
resource availability

Non-substitutable, property 
based-human, conserve 
resources 

Transaction frequency, 
technology uncertainty-
technology improvements 

Tight relations, access to social 
network, flow of information, 
functional ties, relational trust

(2,4,7), [1,6], {9,25}, 
|10,14,28|

The creation of jointly agreed data models with sticking to them
Decision making rights, health 
information governacne

Non-imitable, knowledge based-
managerial, enhance reliability

Asset specificity-information 
visibility, behavior uncertainty-
"buyer" expectations 

Tight relations, collective 
sanctions, control mechanisms, 
relational trust

(2,11,12,16,23), 
[1,6,19], {9,22,25}, 
|3,14,28|

Tighter cooperation between healthcare and social welfare
Past relations, business process 
costs

Non-substitutable, property 
based-intellectual, comple-
mentary to IT and non-IT

Asset specificity-task & 
customer complexity, behavior 
uncertaintly-"b." expectations

Social ties, cultural processes, 
motives-new resources, bigger 
legitimaticity, common goal

(2,5,23), [1,6,19], 
{9,25}, |3,14,28|

Type of organization (municipal, healthcare district)

Geographic area (the area of the research, other parts of the country)

Organizational status (H/S manager, H/S expert, IT manager, IT 
expert), where H/S = healthcare / social welfare

Experience in years in H/S managerial positions

Experience in years in H/S expert positions

Experience in years in IT managerial positions

Experience in years in IT expert positions

Involvement in the establishment of the inter-organizational IT 
governance arrangement  (=project group member)

As a whole the role of IT is generally regarded much too important for 
healthcare and social welfare services

As few as possible funds should be used to healthcare and social 
welfare IT services 

In the future IT will be much more important to the development and 
operation of healthcare and social welfare services

My organization is a highly competent deployer of IT for healthcare 
and social welfare services

In my organization IT governance accountabilities are allocated clearly 
between healthcare / social welfare and IT professionals

We have clear measurable objectives for healthcare / social welfare IT 
services

As a whole my organization applies IT so well to healthcare and social 
welfare services that it would be graded as A or A+ were it considered 
in terms of educational grading  
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References: list of references in (list) are IT governance literature references, in [list] are RBV literature references, in {list} are TCE literature references, and in |list| are social network theory literature references  
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Abstract. TAM and TAM derived theories have been very popular for 
investigating users’ e-learning adoption/post-adoption behavior. However, several 
philosophical holes as well as a number of limitations of TAM research have been 
pointed by several leading researchers in the recent years. In this paper, we discuss 
the philosophical holes and present our reflections and possible prescriptions about 
these holes while conducting research on e-learning adoption/post-adoption. We 
also discuss the limitations of TAM research and present prescriptions about how 
e-learning adoption research can be conducted by addressing these limitations. 

Keywords: e-learning, IS continuance model, technology acceptance model, 
theory of reasoned action. 

1 Introduction 

The Technology Acceptance Model (TAM) [13] was originally developed from Ajzen 
& Fisbein’s (1980) [2] Theory of Reasoned Actions (TRA). TAM can be viewed as 
an adaptation of the TRA to the IS discipline. It has been regarded as one of the most 
influential theories in the IS discipline. It has been widely applied for explaining IT 
users’ intention regarding IT use [32]. TAM researchers have developed a number of 
extensions to TAM. In addition, they have also contributed in developing the Unified 
Theory of Acceptance and Use of Technology (UTAUT) [55] and IS continuance 
model [8, 40] based on the TAM.  

TAM has been validated across time, population, and contexts [54]. It is a well-
established theory in IS research as well as used in other domain [32]. Venkatesh et 
al. (2007) [54] argued that TAM has become nearly a law-like model and it often 
serves as a basis for studies in other areas. TAM and its constructs have been used in 
areas outside the technology adoption such as information adoption [51], marketing 
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[12], and advertising [45]. In addition, TAM has been used as a basis for comparing 
SEM techniques—PLS vs. LISRELL [10]. 

TAM and its variants have also been used extensively in e-learning adoption 
research. For example, Sumak et al. (2011) [50] conducted a meta-analysis with the 
articles of e-learning adoption and found that 86% studies used TAM, 4% studies 
used UTAUT, 2% studies used Theory of Planned Behavior (TPB) [3], and 6% 
studies used other theoretical frameworks to explain users’ e-learning systems 
adoption. 

Despite its widespread use, TAM researchers have not carefully scrutinized the 
philosophical and epistemological foundations of the model [48]. In addition, the 
researchers have often ignored addressing the limitations of TAM in their adaptation 
of TAM to their research context. As such it has created two confusions among the 
scientists in the recent years. The first confusion is related to what extent TAM meets 
the criteria for scientific theories established for causal, positivistic explanations. The 
second confusion is related to how the researchers may address the TAM limitations 
in their research.  

Silva (2007) [48] strongly argued that TAM might not be falsifiable. He continued 
to argue that TAM research is not progressive as the TAM researchers do not question 
the fundamental foundation of TAM but provide alternative hypotheses when they 
face anomalies. We believe these arguments are valid due to the fact that very few 
previous studies have addressed these issues [32, 48]. This research gap motivates this 
paper. We address these issues in this paper by taking e-learning adoption research as 
an example. Consequently, we address the following two important TAM related 
issues in this paper. 

• First we present the philosophical holes of TAM research and discuss our 
reflections with these holes. We discuss possible prescriptions to these 
philosophical holes for e-learning adoption researchers. 

• Second, we present the limitations of TAM research and discuss possible 
prescriptions that could be applied by e-learning adoption researchers to 
address those limitations. 

2 Addressing Philosophical Holes 

There are two major philosophical critiques regarding TAM and its variants in the 
prior literature [48]. These critiques are identified based on the perspective of two 
prominent post-positivist philosophers of science: Karl Popper and Irme Lakatos. The 
first critique asks: Is TAM falsifiable? The second critique asks: Is TAM research 
progressive? In the next we discuss these questions and present our reflections in 
answering these questions based on the prior literature. 

2.1 Is TAM Falsifiable? 

In a particular model, all factors are represented at the same level of aggregation—
whereas the actual world is a complex interweaving of different structures at many 
levels. Such complex world cannot be fully captured with a theory like TAM. Indeed 
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TAM has been confirmed thousand times in the prior IS literature. Popper (1972) [43] 
in this regard states that there are no reasons to believe that a theory is scientific only 
because data—no matter how much of it there is—confirm it. He further states that 
the reason we find regularities in nature because of a mental habit that makes us jump 
to conclusions. He advises the scientists to keep their guard up and be suspicious of 
continuous confirmations. Popper (1972) [43] suggested the scientists to design 
experiments that aim to falsify the theory to the maximum effects. If they are 
successful in falsifying all or parts of their theories, they should go back to the 
drawing board and reformulate a new one. The alternative to this approach is to set up 
a theory and look for evidences for confirming the theory.  

According to Silva (2007) [48], many studies utilizing the TAM targeted 
confirming the theory instead of falsifying it. It can be hazardous because the world is 
sufficiently complex and some confirming evidences can be found, no matter how 
unlikely the theory may be. Following Popper (1972) [43], it can be argued that 
researchers also need to keep their eyes open and find types of computer adoption 
behavior that cannot be explained by TAM. However, as discussed in the following it 
is very difficult to find a computer adoption that cannot be explained by TAM in prior 
research. 

2.1.1 Can a Theory Account for all Type of Human Behavior? 
As discussed before TAM was developed from the TRA. According to Ajzen & 
Fishbein (1980) [2], TRA is very general, and designed for studying virtually any 
human behavior. If we accept that TRA can account for all types of human behavior, 
then it is not a scientific theory. Popper (1972) [43] calls such theory as pseudo-
science. The difference between a scientific theory and pseudo-science is that a 
scientific theory is falsifiable—meaning that the theory cannot explain all types of 
human behavior. Popper (1972) [43] notes the following. 

“Every good scientific theory is a prohibition: it forbids certain things to happen. 
The more a theory forbids, the better it is….” 

To evaluate whether TRA is scientific theory, a review of the previous 
psychological literature is necessary. Ogden (2003) [41] has performed such review 
among psychological literature. His review revealed that indeed TRA has been found 
weak in predicting certain behavior. However, he discovered that in such situation 
instead of rejecting the theory the researchers provided several explanations such as 
the model should be accepted but the variables were not operationalized properly, the 
model should be accepted but the sample characteristics may explain the results, etc.  

We observed similar things in e-learning adoption research as well when the 
researchers employed TAM and its variants. For example, Limayem & Cheung 
(2008) [49] used the IS continuance model (a TAM derived model) and habit to 
investigate e-learning system users’ continued use behavior. They found that their 
combined model explained only 23% variance of continued use. Instead of rejecting 
their theory, they described the following. 

“We therefore believe that other significant factors (such as socio-cultural and 
political impacts) may affect students’ decisions to continue using the IBLT. In Hong 
Kong, as in other Chinese communities, social factors have significant impact on 
usage behavior”  
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Based the above findings, we argue that the TRA and TAM are falsifiable although 
the way these have been used in many studies might make an illusion that no data can 
be collected to falsify the theory. In other word we may argue that this philosophical 
hole is less related to the TRA or TAM framework and more related to how it has 
been applied in different studies. The illusion becomes even stronger when we discuss 
the analytic nature of the relationships among beliefs, attitude, intentions and behavior 
in the next. 

2.1.2 Logical-Connection Argument 
TAM and its variants follow the tradition of beliefs-attitude-intention-behavior 
relation. According to Rosenberg (1995) [46], actions are composed of desires and 
beliefs and that both provide actions with their meaning. He illustrates this with an 
example of a person named Smith carrying an umbrella. The action of Smith carrying 
an umbrella—as a meaningful action—can be explained by Smith’s belief that it is 
going to rain and desire of not getting wet. Thus, the intention of carrying an umbrella 
can be stated in terms of Smith’s beliefs and desires. It implies that there cannot be 
actions without intentions.  

Silva (2007) [48] referring to Rosenberg’s example stated that Smith might carry 
an umbrella for different reasons than his belief in imminent rain and his desire to not 
get wet. He can carry an umbrella because it is part of his attire or because he wants to 
use it as a weapon. Following this, it is clear that carrying an umbrella will always 
linked to intentions, and identifying them will not predict the action—instead, they 
render an action its meaning. Hence, beliefs, intentions, and self-reported behavior 
measured in a cross-sectional survey are linked by definition. This is called the logical 
connection argument [4, 39].  

According to the logical connection argument, intentions cannot predict behavior 
as these are not linked contingently but analytically. The difference between these two 
types of connections is that a contingent entity depends on natural process to occur, 
while an analytic one does not depend on natural process [19]. An analytic truth is 
true by definition [41]. A chemical reaction can be regarded as contingent entity as it 
requires the conjunction of different natural factors. On the other hand stating that a 
rectangle has four sides is an analytical truth. Empirical science based on experiments 
and observation can deal only with contingent entities.  

Ogden (2003) [41] observed that the relationships in TRA are often analytical in 
nature. His review revealed that researchers often measure different constructs with 
similar statements. For example, he observes that researchers attempted to correlate 
perceived behavioral control with behavioral intentions, while both were measured 
using similar questions. Hence, finding a high correlation between these two 
constructs is not surprising. This makes the theory analytical. A good theory should 
avoid analytical truth, otherwise it will be tautological [41]. In such a case belief, 
attitude, and intention cannot be linked causally. Silva (2007) [48] states the problem 
of this in the following way.  

“The problem is that intentions, stated in terms of desires and beliefs, constitute 
only a re-description of the action they are thought to be predicting.” 

It implies that when beliefs, attitude, and intentions are linked analytically,  
the causal relationships between these cannot be tested empirically and cannot be 
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subjected to falsification. Hence, in such situation the causal links of TAM cannot be 
regarded as scientific according to Popper’s [43] classification.  

According to our critical evaluation, TAM’s relationships have not been analytical 
in prior literature. For example, Lee et al. (2003) [32] reported examples of many 
studies where TAM relationships were inconsistent. We argue that if the relationships 
are truly analytical, then such inconsistency should not be visible. But we accept that 
adoption researchers are required to be more careful in their research design, 
especially while operationalizing the constructs of their models to avoid analytical 
nature. For example, the original TAM was developed to predict users’ organizational 
IS use and cautious should be taken when operationalizing the constructs to the e-
learning context. We present two suggestions for the e-learning adoption researchers 
in relation to construct operationalization. 

First, researchers should avoid similar statements in measuring different constructs. 
In addition, they should present the questions in a random fashion. Second, 
researchers should consider using objective measures of both beliefs and behavior to 
test the theories like TAM. Neuroscience approaches [15] can be used to collect 
objective data. Both suggestions can avoid analytical nature of the constructs to some 
extent. 

2.2 Is TAM Research Progressive? 

The original TAM had only two beliefs: perceived usefulness and perceived ease of 
use to predict IS use. When TAM is applied to explain adoption of a mobile service, it 
can be thought that the users adopt mobile services due to its usefulness and ease of 
use. But let’s think about the adoption of an Enterprise Resource Planning (ERP) 
system in an organization. Although the system might be difficult to use and 
disruptive to employees’ work, they use it. The TAM researchers argued that such 
adoption could be explained by subjective norm—that is the influence of authorities. 
The original TAM model did not include subjective norm, but latter whenever 
researchers found that TAM may not be able to explain a particular adoption, they add 
more variables to it.  

This approach can be explained by the concept of research programme proposed by 
Lakatos (1970) [29]. A research programme is an organic unity, which contains both 
rigid and flexible components—essential, structural components as well as non-
essential components. The essential structural components are the hard-core and 
positive heuristic of the research programme. The hard core consists of a set of 
theoretical assumptions to which a community of scientists is committed. The 
committed scientists will defend the credibility of the hard core against any threats 
posed by others. Yet the research programme does contain or generate components, 
which could be given up or replaced without abandoning the hard core. Non-essential, 
replaceable components of the research programme are called protective belt of the 
research programme. The protective belt can be viewed as the auxiliary hypotheses in 
defense of the hard core.  

For TAM derived research programme the hard core is the basic TAM model with 
beliefs-attitude-intention relation. The protective belt is the additions of different 
researchers committed to the TAM derived research. New constructs have been added 
and auxiliary hypotheses have been offered to explain unexpected results without 
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questioning the hard core. For example, several TAM studies [17, 37] have noticed 
that perceived ease of use has not been consistently linked to adoption. These studies 
explained the anomalies by suggesting that the role of perceived ease of use depends 
on the task, which is an auxiliary hypothesis according to Silva (2007) [48]. Lee et al. 
(2003) [32] in their review found that about 24% prior studies did not find a 
significant relationship between perceived ease of use and behavioral intention. 
However, many of these studies did not challenge the TAM, instead provided 
auxiliary explanations. Silva (2003) [48] noted the following in relation to this. 

“In the light of Lakatos methodology of scientific research programmes, I argue 
that the complementary constructs and additional theoretical explanations were added 
by TAM researchers to protect the hard core. The additions can be considered 
auxiliary hypotheses that have been incorporated in the protective belt. In this sense, it 
is also worth mentioning that in my reading of TAM literature, I could not find papers 
that challenged the hard core.”         

Following Popper (1972) [43], such auxiliary hypotheses can be regarded as ad hoc 
and eventually a bad thing while following Lakatos (1970) [29], it can be argued that 
adjusting and developing protective belt is not necessarily a bad thing for a research 
programme. We argue that instead of asking whether a theory is falsifiable, the more 
important question is to ask whether the research programme is progressive or 
degenerative. A research programme is progressive if it is able to discover novel facts, 
develops new experimental techniques, and performs precise predictions. A research 
programme is degenerative if it is not able to produce novel facts by changing the 
protective belt. In such cases, the added hypotheses of the protective belt can be 
considered as ad hoc and not acceptable according to Lakatos (1970) [30].  

According to our critical evaluation, the TAM derived research program has been 
progressive. For example, TAM researchers have added several new constructs to the 
original TAM such as age, gender, prior experience, management support, and 
voluntariness to explore the boundary conditions for TAM [32, 48]. Researchers have 
discovered that the psychological motivation behind initial use and subsequent use is 
different and thus have put more importance on post-adoption behavior than adoption 
behavior [8, 26, 27]. In this regard, the IS continuance model has been developed 
from the Expectation-Confirmation Theory (ECT) [42] to study post-adoption 
behavior. In addition, leading IS researchers also pointed that there are still many 
unexplored research areas regarding IS adoption and use, such as testing the effect of 
IT artifact’s design characteristics on perceived ease of use, perceived usefulness and 
use [6, 7], investigating actual usage and its relation with objective performance 
measures [6, 32] and exploring organizational and societal adoption and use of IS [32] 
to name only a few. 

3 TAM Limitations and Possible Prescriptions 

There are a number of other limitations of TAM derived studies as described by 
leading IS researchers [5, 6, 18]. TAM researchers must need to address these 
limitations for progressing TAM research. In the following we discuss these 
limitations and provide possible prescriptions in order to overcome these limitations 
in an e-learning adoption study.  
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3.1 TAM Lacks Design and Implementation Constructs 

Benbasat & Barki (2007) [6] argued that TAM lacks investigating and understanding 
both design- and implementation-based antecedents of IT adoption and acceptance. 
The beliefs: perceived usefulness and perceived ease of use are regarded as black 
boxes with little research effort into investigating what makes a system useful or easy 
to use. As such TAM studies often lack actionable guidance for practitioners.  

Indeed, TAM 2 and TAM 3 investigated the possible determinants of perceived 
usefulness and perceived ease of use. However, it was assumed that these two beliefs 
would always mediate the effects of other beliefs on behavioral intention or actual 
behavior. Following these assumption researchers rarely tested the direct effect of 
other variables on behavioral intention or actual behavior. Benbasat (2010) [7] argued 
that to provide more practical implications for designers and managers, researchers 
must need to investigate the potential effects of design and implementation 
characteristics related variables of an IT artifact on the construct of interest such as 
attitude, behavioral intention and actual behavior.  

In fact prior research has found that there are variables other than perceived ease of 
use and perceived usefulness, which may have significant impact on behavioral 
intention [21]. Utilizing only two beliefs have made TAM parsimonious. However, 
parsimony is an Achilles’ heel for TAM. In practice, although TAM predicts 
behavioral intention using only two beliefs, but there could be more beliefs in a 
particular context.  

The problem related to lack of variables is even more severe for the context of e-
learning. TAM does not contain any specific variable related to e-learning. When 
researchers use TAM model to investigate e-learning system users’ adoption behavior 
they definitely need to use variables related to e-learning. However, very few prior 
studies have done so [22, 23, 24]. Most of the studies used TAM in such a format that 
does not contain any e-learning context specific variables.  

We believe that e-learning adoption researchers should consider potential design 
and implementation variables related to e-learning for employing TAM and its 
variants in their research. The researchers should keep in mind that e-learning systems 
are distinct from general IS at least to some extent. For example, Shee & Wang 
(2008) [47] argued that an e-learning system is a highly user-oriented system that 
focuses on the content and how it is presented. An e-learning system offers educators 
and learners “possibilities”, rather than “ready to use” resources. In this regard, while 
general IS elicits performance from individual users, e-learning is based on the 
cooperation between educators and students. There are many factors that may cause 
users’ dissatisfaction and rejection of e-learning system use such as lack of cues, lack 
of face-to-face contact, non-verbal communication, isolation, problems with 
hardware/software, and network connectivity [9]. Additionally, educators’ roles and 
teaching models also affect students’ learning outcome [11].  

Following these, we believe that e-learning adoption researchers using TAM 
should investigate the effect of such factors on perceived usefulness, perceived ease 
of use, attitude, behavioral intention, and actual behavior. Such research will bring 
valuable implications for both practitioners and researchers. 
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3.2 Limited Understanding of Behavior 

TAM and its variant theories uncritically accept the association between intention and 
actual behavior. Based on this, majority of prior research has investigated behavioral 
intention as the final dependent variable. The idea is that if behavioral intention is 
high, it will automatically improve use behavior. It is assumed that use behavior is 
driven by conscious intentions that result from a rational decision-making process 
involving beliefs, expectations, reflection on past experience, etc. and emotion such as 
satisfaction, frustrations, etc.  

However, behavioral intention may not predict behavior. For example, De Guinea 
& Markus (2009) [14] argued that emotion may also drive IS use directly. It is 
because: a) that the connection between emotion and behavior can occur without a 
person being consciously aware of the connection, and b) that the effect of emotion 
may not create a particular behavioral intention, but rather to derail a previously 
formed behavioral intention about IS use. It suggests that sudden intense emotions, 
such as frustration associated with a system crash or the pleasure aroused while using 
an IS, may be more important in its influence on behavior than intention which is 
driven by stable attitudes and expectations. In addition, it is often argued that 
frequently performed behavior becomes automatic or habitual, and it ultimately 
reduces the impact of intention on use [28, 49].  

The above argument raises one important issue – that is intention may not predict 
behavior as emotions and beliefs might have stronger influence on behavior. Hence, it 
becomes perhaps more important to investigate usage behavior rather than intention. 
However, very few prior studies have investigated usage behavior and its relation 
with intention [32, 16, 24].   

Indeed some studies measured behavior. However, most of these studies measured 
self-reported usage behavior instead of actual usage behavior. Self-reported usage is 
assumed to be a reasonable predictor of actual system usage in adoption studies [1, 
25]. However, several studies have cautioned in the use of self-reported usage instead 
of actual usage [31, 32, 44, 49, 52]. For example, Straub et al. (1995) [49] found that 
research based on self-reported usage shows distinctly different results from that of 
actual usage. In addition, self-reported usage was also found to be the major reason 
for common method bias [20].  

In addition, the self-reported usage itself has largely been viewed as a ‘black box’, 
and hence understanding the situation specific usage behaviors is limited [22, 53]. For 
example, e-learning services can be used in many situations such as at school, home, 
and even while moving. Thus, we suggest researchers open the usage ‘black box’ into 
situation specific actual behaviors in their future research.  

3.3 Missing Adoption/Usage Outcomes 

TAM assumes that more use is better. In other word more utilization of a technology 
increases performance. Following this prior studies have put highest importance in 
explaining users’ behavior with the target system. These studies investigated possible 
antecedents and determinants of system use behavior. As such these studies often 
ignored the outcome of system use. Many studies argued that more use might not 
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necessarily improve individuals’ or organizational performance. For example Islam 
(2013) [24] found that heavy usage of an e-learning system might not necessarily help 
students in their study to achieve better academic performance. However, only a few 
prior e-learning adoption studies verified the relation between use and learning 
outcomes. 

Indeed, few studies have gone beyond use to explore the factors associated with 
learning. McGill & Klobas (2009) [38] found that e-learning system utilization 
influences perceived impact on learning. Lee & Lee (2008) [33] revealed that a 
number of e-learning environment quality related variables affect satisfaction with e-
learning. In turn, satisfaction was found to influence academic achievement. Liaw 
(2008) [34] found high correlation between intention to use e-learning and e-learning 
effectiveness. These studies provide some empirical support about the possible 
relationships between e-learning system use and e-learning outcomes. However, these 
studies have been conducted with a variety of outcome variables that use different 
explanatory variables and this has led to models that offer only weak theoretical 
support. Thus, these studies fall short in explaining the relationship between the 
antecedents of adoption and use of e-learning systems and their use outcomes, and the 
relationship between e-learning system use and use outcomes.  

We suggest researchers develop complete nomological network taking into account 
e-learning system usage antecedents, usage, and performance outcomes in the future. 
Performance outcome variables could be related to both teaching and learning. 
Examples of teaching performance related variables are planning, managing, 
instructing, assessing, and collaborating. Example of learning performance related 
variables are perceived learning, and grade.  

4 Conclusion 

This paper conducted a scrutiny of TAM and its variants in relation to e-learning 
adoption research. We presented two types of critique of TAM: philosophical holes 
and limitations regarding missing variables. Based on our critical evaluation, TAM 
has served the IS researchers as a theoretical model that speaks to the unique nature of 
information systems. From philosophical perspective, first we asked the question: Is 
TAM falsifiable? We observed from prior literature that TAM is falsifiable, although 
the way the results have been reported in the prior literature might make an illusion 
that TAM is not falsifiable. Second, we asked the question: Is TAM research 
progressive? Again, from the prior literature, we observed that TAM research is 
progressive in a variety of contexts including e-learning. Overall, we found that 
philosophically there is no problem in applying TAM and its variants in studying e-
learning adoption. However, we think that TAM contains deceptively straight-forward 
constructs and measures. Thus, we believe that TAM should be revisited to ensure 
design, usage, and outcome constructs have been measured in the best possible way 
by e-learning adoption researchers. The researchers should develop sophisticated 
conceptualizations of e-learning outcomes as well as what system usage means in a 
specific research contexts.  
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Abstract. The wireless sensing network technology, communication technology, 
password technology, etc. were adopted to carry out the overall design to the digital 
medical system under the network environment, in order to realize the functions of 
the remote medical diagnosis, health care, locating and tracking, emergency calls 
and first aid. In this paper, the design method of the community and personal 
digital medical system was expounded and the overall design scheme of the digital 
medical system was provided, including the function module design such as the 
user terminal system, safety call system, electronic medical records system, 
hospital information management system, diagnosis expert system and emergency 
center control system. 

Keywords: digital medical treatment, network environment, system design. 

1 Introduction 

With the rapid development of network technology and the continuous improvement of 
people's living standard, people have a higher request to the life quality; therefore, 
people have a higher request to the daily health care service. The traditional medical 
model of the diagnosis and treatment such as face to face between doctors and patients 
cannot meet the requirements of people. People's demand for health care is growing 
rapidly and the emergency medical treatment is required higher and higher.  

Mobile digital hospital mainly involved in a number of sub-systems such as the 
hospital wireless clinical information systems, intelligent expert clinics, health tracking 
service system, remote medical monitoring system, community health telematics system, 
etc. It can create an all-round, new medical services platform for patients, in order to 
promote the establishment of new hospital service model. With the development of 
digital communications technology, the digital medical in the network environment will 
give people more and more help and services. Mobile digital hospital will become more 
and more common. 
                                                           
* Corresponding author. 
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Wireless sensor network is the one that is organized by the sensor nodes in the way 
of wireless communication, in particular application environment. The sensor nodes 
were mainly used to collect data, and then, the collected data were sent to the network 
via a wireless sensor network, and finally received by the particular application system. 
Wireless sensor network is a new mode of information access and information 
processing. 

It is very important to apply wireless sensor networks in the community and 
personal digital medical and to study out the digital medical system for the remote 
medical treatment, remote diagnosis, remote medical care, real-time nursing and 
emergency medical treatment. The system has advantages of the high reliability, high 
safety, high efficiency and humanization, etc. In this paper, the design of digital 
medical system under the network environment was introduced, including the system 
structure, system hardware platform, system software platform and its main function 
modules.  

2 Study Background 

A complete digital medical system should provide the personalized, digital medical 
service and health management platform for community residents. The platform 
system should include services such as the prevention, diagnosis, health care, medical 
care, first aid and interactive, etc. Therefore, it is necessary to comprehensively utilize 
the network technology, communication technology, control technology, and some 
medical equipment terminals to provide the medical service, health care service, 
medical care services, emergency services and health services for the residents. 

Through the digital medical service system, community residents will get fast and 
convenient medical services. Residents can get SMS health information remind, 
remote medical diagnosis, remote health care, emergency treatment, expert interaction, 
online consultation and other services through fixed network or wireless network 
technology. In 1906, Wilhelm Einthoven, the inventor of the electrocardiogram, 
successfully carried out the remote consultation experiment through telephone lines, 
and become the first of the telemedicine development. In 1967, a radiologist in the 
United States established the interactive telemedicine system, which was the first to 
realize the doctor-patient interaction of remote medical system [1]. In 2006, 306th 
hospital of the people's liberation army carried out the wireless clinical medical to 
patients through the hospital local area network, and the wireless PDA was applied to 
query and monitor for patients sick signs, have a prescription, issue orders, make the 
mobile medical successfully by using the local area network, which greatly improved 
the efficiency of the doctor's work [2]. In 2012, Huaxiang and others developed 
"hospital information management system", whose main function was to realize the 
computerized information management of the people-money-goods such as health 
information, financial information, and decision-making information. The C/S mode, 
prototype method, structured system analysis method and object oriented method, etc 
were used in the system. The SQL Server 2000 database development technology was 
used as the database [3]. Digital medical treatment is a new type of modern medical 
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mode, in which the modern information technology and computer technology are 
applied to the whole medical process. It is the management goal and development 
direction of the modern public health. A typical digital medical model is mainly 
composed of 3 big parts such as the digital medical equipment, hospital network & 
management information system, and remote medical service, of which the digital 
medical and surveillance equipments are the important foundation of digital medical 
[4]. According to the hospital digitization development experience at home and 
abroad, the development of the digital hospital can be divided into three stages: the 
management digital stage, medical digital stage and digital hospital stage featured as 
the regional medical [5, 6]. At present, the hospital digital development and 
construction has entered the third stage in the developed countries such as the United 
States, Japan and Germany. The construction of digital medical treatment in our 
country started late. At present, it is in the initial phase of the second stage. 

In conclusion, medical digital system developed by the network technology has 
been the trend of The Times in the rapid development today of the digital technology 
and network technology. 

3 System Research and Design 

3.1 Main Function of the System 

The main function of this system is: medical diagnosis, health care, diagnostic tracing 
and emergency medical treatment, etc. The security, real-time performance, flexibility 
and intelligent of the system in the development of the system should be considered. 
The system security includes the security of data transmission, information storage 
security and the security of the information access. The real-time performance refers 
to collecting a number of physiological data to users in time by using high precision 
medical sensors. The data collected will be transmitted to the medical diagnosis and 
emergency centers in time through a wireless network or mobile network. Medical 
system will analyze and process the data in time to get a result, which will be feed 
backed to the users in time. The flexibility can be obtained by using medical sensor 
with a wireless connection, which is easy to carry and remove. The positioning 
method can be selected flexibly according to customer's actual environment. The 
intelligent means that the system can analysis and process the physiological data 
collected by sensors to judge the optimization treatment scheme, and to provide 
efficient health services through scheduling the relevant units and personnel in the 
fastest time for the remote medical care and emergency medical first aid. 

3.2 System Frame Structure 

The frame structure of the system was divided in three levels: the business platform, 
support platform and foundation platform. (1) The business platform included the user 
terminal system, security call system, electronic medical records system, hospital 
information management system, diagnosis expert system and emergency dispatch 
control system. This layer was the application level to realize the information resource 
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digitalization, the business processing networking, management and decision 
scientization. (2) The support platform provided the system WEB server, data access, 
transaction processing, security management and other functions. This part provided 
the supporting environment of the application software system. It provided a variety 
of services and operational environment for the realization of the function of the 
application system, and guaranteed the information sharing among systems and 
among modules. (3) The foundation platform was composed of the mobile and 
internet platform, database, WEB services, and application services. It provided a 
support to the system hardware and software. The framework diagram of digital 
medical system was shown in Figure 1. 
 

 

Fig. 1. The framework diagram of digital medical system 

3.3 The Environment of the System Software and Hardware 

The hardware involved in this system was divided into two categories, of which the 
first was the one about the health care, such as: the pulse sensor, blood pressure 
sensor, oxygen sensor, temperature sensor, acceleration sensor, electrocardiogram 
equipment and electroencephalograph, etc. The second type was the one about the 
computer and network, such as: personal computers, laptops, IPTV, RFID equipment, 
intelligent mobile phones with the positioning function, PDA, and other equipment. 

The input, processing and output flows of an application were separated into the 
corresponding model layer, view layer and control layer in MVC (model-view-
control) design patterns according to the model M, view V and control C mode [7]. 
The application program in the design pattern was divided into the model, view and 
controller of three different parts, of which each part had its corresponding different 
functions. 
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The application System in community hospitals, medical diagnostic center, and the 
emergency center were all based on the J2EE platform, but the business logic 
encapsulated in the EJB containers in the business layer was different. There were 
J2ME, Windows, Symbian, Mac OS, Android OS, Web OS and OMS platform in the 
software environment 

3.4 The System Model 

Operations related to a system administrator in the background management terminal 
of the digital medical system were provided, including the system data update and 
editing, and the system administrator had the supreme authority over the use of the 
system. XDS document can be stored in a central database, and can also be stored 
separately in the local XDS document library of each medical institution. Regional 
digital medical information system provided the service interface for the client and 
the regional medical institutions front-end [8]. The regional medical institution front-
end was responsible for interfaces of the document extraction, document register, 
document distribution, collaboration information entering the business system in the 
business system of medical institutions. Regional information sharing platform 
centering on resident health records was established, and health data scattered in 
different institutions were integrated into a complete data information, so that the 
medical staff can access necessary information timely at any time, any place, in order 
to provide quality health services [9]. The specific model was shown in Figure 2.  
 

 

Fig. 2. The specific model of the system 
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3.5 Application System Framework 

An application system framework included the following five layers: client layer, 
presentation layer, mobile layer, business layer and EIS (enterprise information 
system) layer. 

Client layer: the Web was the main way of J2EE client layer in the system. In 
addition, there were ways such as the mobile Internet (WAP/HTTP), SMS 
(CMPP/SGIP), etc. 

Presentation layer: the presentation layer mainly included the JSP (Java Server 
Pages) pages and Java Servlet components of two parts, of which the JSP page 
programming design realized the view function in the MVC pattern, and the servlet 
components used in the background service program realized the control function in 
the MVC pattern. 

Mobile layer: this system realized the function of sending and receiving short 
message via SMS access modules in the mobile layer. Related physiological data, 
diagnostic results and suggestions, health care information, etc can be sent and 
received through SMS access modules. 

Business layer: EJB was used in the business layer of the system to encapsulate 
specific business and achieve the model function of the MVC pattern.  

EIS (enterprise information system) layer: in this system, ERP and CRM in EIS 
layer were the existing system of the community hospital, medical diagnostic center, 
and emergency center. 

In order to further improve the effectiveness of medical diagnosis, monitoring 
control window can be enabled and the current patient physiological information were 
examined in the current window [10] 

4 System Function Module 

The main function modules of this system included: remote medical diagnosis 
module, health care module, positioning and tracking module, emergency calls and 
emergency module. 

4.1 Remote Medical Diagnosis Module Function 

The users needing help can be diagnosed and cured in face to face by doctors and 
experts in the community hospitals and diagnostic center through IPTV, home 
computers and mobile terminal. The process was: the user used the dynamic identity to 
be authentication login and enter the system in the terminal (computer or mobile 
phone), submitted the consultation application to the hospital diagnosis center, then the 
application was checked, and the doctor and consultation specific time were arranged 
after the consultation application was received by the hospital diagnostic center. The 
hospital diagnosis center will send the consultation information to the applicant or the 
user by calling system. The confirmation message will be replied by the applicant to 
the hospital diagnosis center after the consultation arrangement information received. 
Users were diagnosed in the video by the doctor in the diagnostic center by using the 
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video system of a mobile phone or family IPTV. The doctor in the diagnostic center 
made diagnosis based on user’s various physical parameters, electronic medical 
records and the information obtained through the video. After diagnosis, the doctor 
filled out the diagnosis report and submitted it to the server. Then, the diagnostic center 
server sent the diagnosis result to the user. Medical common human physiological 
parameters were collected through different sensors selected based on different human 
physiological parameters characteristics [11]. 

Telemedicine systems can be divided into the acquisition of physiological 
parameters (completed by physiological parameters collection terminal), data 
transmission (completed by wireless communication network) and remote monitoring 
(completed by remote monitoring center server terminal) and other modules, 
according to their functions and processes [12]. The service system of the regional 
health information-sharing platform provided service interface for clients of regional 
health information sharing platform and front-end processor of regional medical 
institutions [13]. 

4.2 Health Care Function Module 

Patients collected the physiological data information with carried medical sensors, 
and then sent it to the medical diagnosis center. After the medical diagnostic center 
received the patient's physiological data, the patient's electronic medical record was 
accessed. Furthermore, both the physiological data information and electronic medical 
records were sent to the expert system. Based on the patient's electronic medical 
record information and patient's physiological data, expert system made a scientific 
judgment, and gave a guideline. If the treatment were needed, it would be sent to the 
information management module together with the doctor diagnosis information. 
After the doctor information management module received the diagnosis results from 
the expert system, the diagnosis and treatment doctor was recommended for the 
patient, and the recommendation information was sent to the transceiver module. 
Information transceiver module put forward the advice information to patients. After 
the treatment information was confirmed by patients, the treatment time and location 
were confirmed by the doctor information management module, and the detailed 
treatment information was sent to the medical center. After the medical center 
received the information, the detailed treatment information was sent to patients. At 
the same time, the electronic medical records of patients were updated. 

4.3 Positioning and Tracking Module Function 

When users or patients were within the community, the user's accurate location 
information can be obtained through their carried sensors. This localization method is 
mainly aimed at children, the elderly and disabled. When patients or monitored 
person did activities in community, the physiological data information was collected 
in real time through the carried sensors, and sent it to the diagnosis center. The 
diagnostic center will send its identity ID to the emergency medical center, based on 
the monitored person’s phone number and the RFID electronic tag. Based on the 



 The Overall Design of Digital Medical System under the Network Environment 183 

identity ID, the emergency center accessed its electronic medical records and related 
data in the electronic medical record system, and searched rapidly the right doctors 
and medical staff. At the same time, the information will be sent to the person’s 
family through the security call system. If necessary, the nearest ambulance and 
community hospitals will be notified to get the treatment for the patient in the fastest 
time. The above process requires that the same patient ID be identified with different 
code in different medical institutions. When the patient referral was happened 
between different medical institutions, referral or collaborative information need be 
exchanged to share medical documents. When sharing medical documents, the first is 
to accurately identify the patient ID, which needs a cross-reference system to link the 
patient identification code in different medical institutions through the index. When a 
system needs to be accessed, the patient identification code can be provided in the 
system [14]. 

4.4 Emergency Calls and Emergency Module Function 

When a user or patient had an emergency symptom or sudden emergency, the position 
information of the person can be obtained in the fastest time through positioning and 
tracking function. The emergency medical center distributed the ambulance or 
notified the nearest ambulance to rush to the scene. The medical first aid center 
accessed the person’s electronic medical record information from the electronic 
medical record system, and sent it to the hospital. At the same time, the injured family 
information was found, and the person’s accident and location information were sent 
to their relatives through the security call system. The emergency medical center 
forwarded the person’s real-time physiological data and electronic medical records 
information to the hospital, in order to facilitate making the most effective treatment 
plan. The emergency medical center determined whether need to inform the police 
according to the accident type information. If necessary, the nearest police will be 
informed. The emergency medical center found the injured insurance information, 
notified the insurance company to is prepared to compensate. Hospitals recorded the 
relevant medical procedures and information to the person’s electronic medical 
records in the whole course of the treatment. Then, the data in the electronic medical 
record system was updated.  

5 Discussion and Implication 

The wireless sensing network technology, communication technology, password 
technology and network technology were integrated in this study system to realize the 
remote medical treatment, health care, positioning and tracking, emergency calls and 
first aid, etc. In the paper, details about the system hardware and software platform, 
system structure and the framework of system function, etc. were illustrated 
separately in the paper. How to apply the computer technology, network technology 
and communication technology into the specific examples in the real life of people 
was elaborated through the general design of digital medical system under the 
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network environment. It fully embodies what roles the modern technology can play in 
today's life. The design of the system is feasible in theory, but in the actual operation 
and test process, there may be a few problems needed to be solved. It will be 
continuously developed and improved in the future. 

References 

1. Egan, G.F., Liu, I.Q.: Computers and Networks in Medical and Healthcare Systems. 
Computers in Biology and Medicine 25, 355–365 (1995) 

2. Li, G.: Design and implementation of mobile medical emergency self-help system based 
on the 3 G. Shanghai (2009) 

3. Hua, X.: Design and development of hospital information management system. Chengdu 
(2012) 

4. Cheng, N.: Digital medical. Digital life 3, 33 (2001) 
5. Li, H.: Digital hospital——hospital mode in the future. Medical and Health Care 

Equipment 12, 126–127 (2003) 
6. Li, L.: Digital hospital——The necessity of the hospital modernization developing. China 

Journal of Modern Medicine 21, 153–155 (2004) 
7. John, D.: Model-View-Cont roller (MVC) Architeture (2000),  

http://www.jdl.co.uk/bridfings/MVC.pdf 
8. Bai, J.: Intelligent Community Health China medical device information 2, 14–16 (2000) 
9. Liu, G.: The Design and Development of the Transmission Platform of Community 

Telemedicine System based on Web. Tianjin Medical University (May 2009) 
10. Wu, Q.: Remote Medical Monitoring System based on Wireless Sensor Networks. 

University of Electronic Science and Technology (February 2006) 
11. Yang, Y., Wang, L.: Architecture for body sensor networks. In: IEEE Proceedings of the 

Perspective in Pervasive Computing, vol. 03, pp. 23–28 (2005) 
12. Zhao, Z., Cui, L.: A Remote Health Care System Based on Wireless Sensor Networks. 

Information and Control (2), 265–269 (2006) 
13. Bai, J.: Intelligent Community Health Care System. China Medical Devices 

Information (2), 14–16 (2000) 
14. Li, Z., Gong, X., Yuan, C.: The Development Status and Problems of Community Health 

Service in China. Chinese Primary Health Care (11), 31–32 (2007) 



 

H. Li et al. (Eds.): I3E 2014, IFIP AICT 445, pp. 185–194, 2014. 
© IFIP International Federation for Information Processing 2014 

Improving Physical Activity and Health with Information 
Technology 

Eija Koskivaara 

Turku School of Economics, University of Turku, Finland 
eija.koskivaara@utu.fi 

Abstract. Physical inactivity and overweight/obesity kill 6 million people year-
ly [1]. Regular physical activity (PA) such as walking, cycling, or participating 
in sports has significant benefits for health and weight-loss maintenance. It  
reduces of the risk of diseases, e.g. diabetes, depression, or helps weight con-
trolling. This one year case study explores how daily monitoring of objective 
PA and weight effects on body mass index (BMI) -value when the target is to 
achieve globally accepted normal BMI-value. The study aims to learn by cost-
effective modelling how improvements in wellbeing and health on an individual 
level occur with the help of information technology gadgets. 

Keywords: physical inactivity, activity monitoring, improvements in health and 
wellbeing. 

1 Introduction 

World Health Organization (WHO) has reported physical inactivity as the fourth lead-
ing risk factor for global mortality causing an estimated 3.2 million deaths globally. 
Indeed the number of deaths per year increases to six million when also overweight 
and obesity are counted together with physical inactivity [1]. This is a tremendous 
figure - especially - as it is mostly related to our living habits. 

Regular physical activity (PA) such as walking, cycling, or participating in sports 
has significant benefits for health and weight-loss maintenance [2]. Although, the 
nature between objectively measured of physical activity and abdominal fat distribu-
tion has not been well characterized [3], previous studies have firmly shown that PA 
reduces of the risk of diseases and reduce mortality and extend life expectancy [4, 5]. 
But the challenge is: How do we change our way of living? How can we be more 
physical active in modern information society? Indeed, we need to find practical solu-
tions how this is possible to do with the help of ICT gadgets. 

To be more active is challenging as at the same time there are several new attrac-
tive leisure time thefts such as Angry Birds, Facebook, You Tube, Play Stations, 
Wiis, and virtual games on internet. As technology devices and services are penetrat-
ing the society into deeper levels, the need for studying their usefulness for physical 
activity and wellness becomes imperative. Modern technology and popularization of 
internet has brought a variety of applications aiming at promoting personal health and 
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wellness available for layman, such as pedometers, heart rate monitors, and multidi-
mensional accelometers. 

The PA is a well-studied field within healthcare research internationally. We have 
reviewed literature and found around two hundred research journals where technology 
have been used for improving the individual ability to get encouraged for achieving 
recommended levels of exercise and physical activity [6]. However, in most of these 
research articles the research design and sample is based on treatment of some dis-
ease. In order to increase the physical activity of population we need to understand 
how normal layman use information and communication technology (ICT) devices to 
support their physical activity and to improve their health and wellbeing. 

In this one year case study our focus is on exploring how daily monitoring of PA, 
physical exercise (PE) and weight (WE) effects on Body Mass Index (BMI) -value. 
The BMI is commonly used to classify underweight, overweight and obesity in adults. 
It is a simple index of weight-for-height. The BMI is defined as the weight in kilo-
grams divided by the square of the height in meters (kg/m2). The international classi-
fication of adult BMI for normal range is from 18.50 to 24.99. The wellbeing target of 
the current study is to achieved globally accepted normal BMI (body mass index) -
value. The assumption is that with the normal range BMI value the life time expec-
tancy is superior and quality of live is better than with overweight situations: i.e. 
health and wellbeing of an individual improves when BMI value of overweight/obese 
decreases. 

The primary contribution of the study presents how information and communica-
tions devices and the data they provide can be used to improve our everyday health. 
In our study model we use this data to support achieving normal BMI value. The suc-
cess of the model is judged based on achieved BMI target. 

The structure of the paper is organized as follows. Section two focuses on research 
background: 1) the use of information and communication technology (ICT) for 
health and well-being, and 2) global trends behind the study. In section three the re-
search design is described. The results are presented in section four. Conclusions and 
research limitations as well as the future research directions end the papers. 

2 Research Background 

2.1 ICT Used in or Proposed to Use for Improve Health 

ICT has been proposed to improve health in many ways and in different levels but 
there are communication and integration challenges. Analysis of big data on popula-
tion level is one approach. Electronic health records could improve population health 
by including better understanding of the level and distribution of disease, function, 
and well-being within populations [7]. When an individual get access to his or her 
own data electronic health records it can be called personal health record which 
enables patients to access their health information and improves care quality by sup-
porting self-care [8]. However, then personal health records need to be integrated with 
physicians' electronic health records systems and provide shared access both ways in 
addition to secure e-mail communication and educational modules [9]. 
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Delivering health related data via internet and establish kiosk and centers have 
worked very well in developing countries [10, 11]. However, delivering healthcare 
information totally freely, for example via You Tube, requires to design some kind of 
interventions to enable consumers to critically assimilate the information with more 
authoritative information sources to make effective healthcare decisions [12]. 

On the other hand, implementations of new information systems have faced diffi-
culties, especially when it changes dramatically the well-established business models 
in the field. For example, in Europe implementations of electronic prescriptions have 
taken more time than expected [13, 14]. 

On individual level there has been several approached on using technology to 
health conditions. A systematic literature review of mobile health technologies reveal 
that they have potential to be used as tools for the prevention and treatment of over-
weight and obesity, particularly with mobile phones and texting, which are already 
used daily by most of the population [15]. Based on another systematic review, there 
is an argument that despite the bold promise of mHealth to improve health care, much 
remains unknown about whether and how this will be fulfilled [16]. Electronic life-
style activity monitors are commercially popular and show promise for use in public 
health interventions and provide feedback via an app in computer or mobile [17]. 

Using the PA devices provides more precise data than a subjective self-assessment. 
The use and feasibility of physical activity promoting websites and applications have 
been studied with encouraging results [18,19]. However, little is known about how 
objective physical activity assessment on 24/7 basis effects health. In this study, we 
observe objective PA assessment together with self-reporting PE, WE, and measure 
the success, i.e. health effects, of the project with the change of the BMI value. The 
feasibility of high intensity PA value was confirmed with self-assessment dairy of 
physical exercise. The study aims to model a cost-effective way for improving well-
being and health on individual level without any communications or integrations to 
health professionals. 

2.2 Global Trends in World Health 

There are convincing evidence that a sedentary and unfit way of living increase the 
risk of numerous chronic diseases and conditions and even decreases longevity [21]. 
A physical inactivity has been one of the highest leading global risks for mortality in 
the world already for some time [21]. Physical activity is defined as any bodily 
movement produced by skeletal muscles that require energy expenditure. Physical 
inactivity causes an estimated 3.2 million deaths globally [1]. 

Overweight and obesity are defined as abnormal or excessive fat accumulation that 
presents a risk to health. A crude population measure of obesity is the body mass 
index (BMI), a person’s weight (in kilograms) divided by the square of his or her 
height (in meters). A person with a BMI of 30 or more is generally considered obese. 
A person with a BMI equal to or more than 25 is considered overweight. Obesity has 
reached epidemic proportions globally, with at least 2.8 million people dying each 
year as a result of being overweight or obese [1]. 
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The physical inactivity and obesity are modern rising risk factors and they can be 
found in everywhere, i.e. in high, middle and low income countries. Together they kill 
about 6 million persons per year. In order to avoid this, WHO has been launching 
“Global Strategy on Diet, Physical Activity and Health”. 

Being physically active is a major contributor for both physical and mental wellbe-
ing [22]. PA has many scientifically proven health enhancing effects and the PA is 
extremely effective in preventing and treating just lifestyle connected diseases. Stu-
dies also confirm that long term physical activity e.g. walking is associated with sig-
nificant better cognitive function and reduced risk of dementia [23, 24]. A major goal 
for public health is to identify evidence-based interventions to promote PA in popula-
tions [25]. This includes research on how ICT could be used to promote PA in our 
everyday life. 

Current global PA guidelines given by WHO for adults accumulate at least 150 
minutes of moderate-intensity aerobic physical activity throughout the week or at 
least 75 minutes of vigorous-intensity aerobic PA throughout the week or an equiva-
lent combination of moderate- and vigorous-intensity activity [26]. The duration of 
PA should be at least 10 minutes per time. And one should involve at least two or 
more muscle-strengthening activities per week. Globally, around 31% of adults were 
insufficiently PA in 2008 according to Global Health Observatory of WHO. The lack 
of PA has effect on public health as there is evidence that inactive individuals have 
higher risks for many lifestyle diseases such as coronary heart disease, high blood 
pressure, stroke, type 2 diabetes, metabolic syndrome, colon and breast cancer, and 
depression. These risks could be significantly reduced with preventive behaviors, 
such as improving nutrition and enhancing in regular PA [27]. 

In many countries the PA has been promoted by recommendations. The PA rec-
ommendations differ from country to country, although the recommendations for 
adults of WHO are probably most well-known. Many persons want to be more physi-
cally active, but achieving sustainable changes in lifestyles can be challenging and 
behavior determinants differ based on individuals and environments [28]. Despite 
many benefits of the PA, initiation and maintenance rates in the general population 
have been rather disappointing [29]. And based on the resent figures we still need 
methods and implementation of successful PA interventions. 

ICT-embedded health and wellness services have suggest empowering people to 
manage their health [30]. Indeed, research evidence suggests that individuals who 
exercise are more likely to maintain weight losses [31]. 

3 Monitoring of Physical Activity and Weight during the Study 

The ICT has penetrated into our lives to a level where it has started to show as an 
integrated part of our bodies and ways of living. It has reshaped our habits. However, 
information and communication technology along with effective decision making 
combining motivational and environmental factors, can definitely improve our health 
level. One of the major contributing parts of physical activity is technology tools and 
services, such as: pedometer, accelerometer, heart rate monitor, social networking, 
sport gaming and devices, computer based counseling system, global positioning 
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technology, mobile entertainment electronics. In this study, we are more interested in 
use and awareness of activity monitoring tool. 

Activity monitors provide a means to examine the intensity, frequency, and dura-
tion of PA. The knowledge of daily activity may motivate some of us to be more ac-
tive. The purpose of this study is to analyze and compare the change of PA per day by 
using Polar Active [32] activity monitor for one year study period. Polar Active was 
chosen for this study because of its features. For example, it measures activity 24/7, it 
divides activity to different zones, and it contains daily activity target feature. The 
technology for the target calculations was the most important feature for selecting 
Polar Active. Primary, Polar Active has been developed for Physical Education pur-
poses of students: The tacit educational aspect is, indeed, one of the issues in this 
study context: Are we able to change our living habits with the help of technology? 
Are we able to improve our wellbeing or health by using technology daily to support 
our change of living habits? 

Polar activity technology detects and filters activity intensity, and calculates it to 
MET (Metabolic Equivalent of Task, or simply metabolic equivalent, a physiological 
measure expressing the energy cost of physical activities) values. In Polar activity 
technology METs are used to accumulate time in the five different activity zones: 
very easy (1-2 MET), easy (2-3.5 MET), moderate (3.5-5 MET), vigorous (5-8 MET), 
and vigorous+ (>8 MET) (Table 1).  

Table 1. Activity zones, MET values, and zones that add up active time in Polar Active 

ZONE MET ACTIVE TIME 
Vigorous+  >8 x 
Vigorous  5-8 x 
Moderate  3.5-8 x 
Easy  2-3.5  
Very easy  1-2  

 
The calculation of active time (≥3.5 MET) has been patented by Polar. Active time is 

the sum of the times spent in the 3 upper zones. In this case study, we are interested in 
this MET over 3.5 values per day. Indeed, the data can be downloaded to appropriate 
Polar web service where the activity zones and also sleeping time will be visualized. In 
the web service, also sleeping time or more accurately time in bed can be calculated. 

In Polar activity monitors (Polar Active, FA20, AW200), one dimensional (1D) ac-
celeration is measured. When comparing 1D to 3D measurement in accelerometers in 
general, it has been shown that 3D does not significantly improve the prediction of 
energy expenditure compared to 1D [32]. In Polar devices, 1D also provides longer 
battery lifetime. 

The data is analyzed in 30 s epochs, and all epochs above 3.5 MET accumulate  
active time. Typical activity for moderate 3.5-5 MET zone is brisk walking. For vi-
gorous 5-8 MET zone typical is playing and games e.g. playground games and rope 
jumping. Basketball, football and soccer usually are 7-8 METs. Typical vigorous+ 
activity is running fast. Sedentary activities (e.g. screen time) accumulate very easy 
zone. All the features and calculations of the monitor apply to all age groups from 
children to adolescents to adults. 
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Activity is counted in METs that express energy expenditure and are multiples of 
resting metabolic rate (1 MET=BMR). Calories are expressed as total kilocalories 
summing the daily activity calories and the user’s basic metabolic rate through day 
and night. Steps are accumulated when activity is detected when cadence exceeds 70 
steps per minute. 

The acceleration based measurement does not measure accurately all activity mod-
es. For example cycling, indoor cycling, weight training (gym) and ’light’ aerobics do 
not give accurate METs, calories or steps. 

Plus the activity values given by Polar activity monitor, the daily physical activity 
or actually physical exercise (PE) was also traced by minutes with watch. They daily 
weight was measured with Omron Body Composition Monitor BF500 at the same 
time of day with the same clothing, i.e. every morning before breakfast. 

All the daily values were collected to the metadata file for further analyses from 
one year trim down case study of overweight middle-aged blue-collar woman. Data is 
gathered and analyzed based on daily PA (>3.5 MET, Polar Active) and physical 
exercise (PE) in minutes, and morning weight (kg). The PA and PE counselling was 
similar: avoid two successive days of non-PA/PE. The day was non-PA if the value 
was below 60 minutes. The trim down target was set to -1 kg/month. 

4 Results 

In 87 days PA was below one hour in two or more successive days (24 %). In 96 days 
there was no PE in two or more successive days (26 %). In 60 days both these values 
were below the target (16 %). In 115 days the morning weight was not measured be-
cause of work or holiday (32 %). The correlation between the change of weight and 
PA (-0.0343857) was higher than the correlation between the change of weight and 
PE (-0.01237). BMI-value decreased (29.0 -> 26.7), but is still 1.8 above normal val-
ue. Trim down project was 50 % successful (-6kg/12kg). Figure 1 shows daily PE and 
PA. Figure 2 shows change of weight during the study time. 

 

 

Fig. 1. Daily PE and PA 
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Fig. 2. Change in weight (kg/day) 

Monitoring daily PA, PE and morning weight do have positive effects on BMI trim 
down project. Daily feed-back such as PA value keeps trim down project going on. A 
moderate target as trim down one kilogram per month is challenging when it is based 
on only changes in PA. But we need simply models to increase PA and decrease BMI 
worldwide. 

5 Conclusions, Research Limitations and Future Research 
Directions 

Physical inactivity and obesity are leading global risks for mortality in the world. One 
of the major contributors for increasing the physical activity and decreasing obesity 
could be information and communication technology tools and services. This case 
study tried to develop an easy and implementable but effective ICT supported coun-
selling interaction program for PA supported weight controlling program. This is 
important both for society and individuals. We all need urgently new approaches and 
tools to reshape our habits or create new ones in a rapidly changing world. Actually, 
we need different kind of solutions for keeping our daily PA on recommended level. 
In some cases we need education and training to understand what the PA recommen-
dations are and how they are reached or how to use ICT tools to improve our health 
and fitness. 

For investigating and understanding this phenomenon we have created a Step-
Shape –project. This case study is one part of the project where we try to understand 
and learn the effects of IT use on health and fitness goals. This is a concreate, practic-
al context and individual depending knowledge and therefore case study approach 
suits for it by giving us a possibility to learn something new. 
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The study was successful in a way that at least partially health and wellbeing im-
provements were achieved. However we may always ask whether it was the commit-
ment to the program that provided improvements in the results, not the use of IT. But 
on the other hand we can also ask vice versa, whether it was the use of IT that pro-
vides improvements in the results, not the commitment for the projects. Therefore, we 
plan to continue the Step Shape project and this longitudinal case study and try to 
explore whether there are any sustainable changes in living habits. 

However, whether the results of this particular case study can be transferred to sim-
ilar situations are open. It is the reader, not the researcher, who determines what can 
apply to his or her context. 
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Abstract. At present the digital library has entered into the period of cloud 
computing. The cloud digital library is a kind of virtual library, which is built 
upon Internet, and uses the cloud computing technology to provide services for 
readers. For the status and developing trend of cloud digital libraries, a regional 
cloud digital library network based on the mobile ad hoc network is proposed, the 
network architecture is designed, and its performance is evaluated by network 
simulation software NS-2. The result shows that the performance of the network 
is good, and it is feasible. The research result in the paper is valuable for the study 
and application of cloud digital libraries. 

Keywords: cloud digital library, cloud computing, mobile Ad hoc network, 
region network architecture. 

1 Introduction 

The cloud computing technology is one of the most important technologies in 
information technology domain these years. In 2009, cloud computing was defined by 
National Institute of Standards and Technology (NIST) as a model in which networks 
were used to provide rapid and convenient services for a series of shared computer 
resources, nonetheless the administration cost in demand and suppliers' interaction cost 
are minimum 1. It leads the development of industry and society informatization, along 
with the popularity of Internet of things and mobile Internet; the permeation of cloud 
computing in various industries was becoming increasingly apparent 2. After 
experiencing the period of Internet, grid mesh and Web2.0 by sequence, digital library 
is entering into the period of "cloud computing". When using cloud computing, library 
services can reduce costs and improve efficiency greatly, according with the library’s 
development needs. The largest organization for library cooperation in the world, 
Online Computer Library Center (OCLC) has already used cloud computer technology 
to establish a cloud digital library named OCLC Worldcat to provide services for 
readers in different countries 3. China Academic Library & Information System 
(CALIS) is being constructed in the third stage, planning for building multilevel 
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sharing center using cloud computing technology and realizing the localized and low 
cost college digital libraries 4. 

During the past few years, some researchers have already investigated the theory and 
application of cloud digital library. Ref 5 surveys the advance on basic theory of cloud 
libraries, and points out the study on theory and application of cloud library includes 
five phases, i.e., consumers, resources, cloud services, cloud platform and cloud library 
administrators. Taking the cloud digital library in Shanxi University of Finance and 
Economics for example, ref 6 discusses the basic architecture and function of the cloud 
digital library, and explores the approaches and methods by which traditional libraries 
enter into the cloud digital libraries. Ref 7 proposes that the application of the cloud 
computing technology in libraries includes three developing phases, i.e., digital library, 
regional cloud library and total cloud library, and analyzes the transforming direction of 
traditional library and the challenges of the development of cloud libraries. Ref 8 
proposes a novel service-oriented and layered regional cloud library, designs the 
architecture, which includes consumer layer, access layer, application portal layer, 
application layer, supporting tool layer, basic technology layer and cloud resource 
layer. However, in the above references, the authors only discuss the theory and 
application of the cloud digital library, or design the system model, without further 
simulation of the performance of the system model. 

Based on the former work, the theory and application of the cloud digital library are 
further studied in the paper. Firstly, the concept and architecture of the cloud digital 
library is overviewed. Then, for the status and developing trend of cloud digital 
libraries, a regional cloud digital library network based on MANET is proposed, the 
network architecture is designed, and its performance is evaluated by network 
simulation software NS-2. The result shows that the performance of the network is 
good, and it is feasible. The research result in the paper is valuable for the study and 
application of cloud digital libraries. 

2 Overview of the Cloud Digital Library 

2.1 Concept of the Cloud Digital Library 

Cloud digital library can be defined as a virtualization library based on Internet and 
providing all kinds of services for readers using the cloud computing technology. In 
other words, cloud digital library is library facility and service constructed by the cloud 
computing technology. The cloud digital library integrates the digital resources in 
several libraries by a cluster of parallel computers in a large-scale library. Thus, the 
cloud digital library can search resources and process data rapidly and conveniently, 
and can be accessed by users on demand. In the traditional library, different libraries 
cannot share each resource due to the disparity of every system. Whereas the cloud 
digital library can expand information services, change the library service mode, meet 
the personalized need of users, and thus bring vast opportunity to its development 6. 

2.2 Advantages of the Cloud Digital Library 

The cloud digital library can not only avoid repeated construction to achieve full 
sharing of the resources, but also improve network performance and service efficiency 
greatly. Specifically, the advantages are as followed 9: 
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(1) Reduce construction cost and improve operating efficiency. On the basis of cloud 
computing, the general medium or small scale libraries will not need to spend a lot of 
money on expensive hardware. They only need to construct their own cloud computing 
or ask the providers to do the construction, and the software could be upgraded and 
maintained online by providers. At the same time, the backward devices in library 
could still be fully used, such as to do the simple I/0 interactive computing. Also, we are 
no longer to worry about problems like data loss, computer virus or server being down, 
for there are millions of severs in “cloud”. Therefore, if one sever goes wrong, the 
others could continue to work instantly, thus providing the most reliable and safest data 
storage center to the libraries. 

(2) Bring down investment on repeated construction and realize resource sharing. 
The library which apply cloud computing could co-construct the information commons 
to share the information and resources with each other. All the digital library resources 
in the world could be gathered into the storage server of “cloud”. The library 
administrator only needs to administrate, classify the resources and set out the 
matching visiting rules, and as long as following the rules, the users can obtain the 
digital resources from every corner of the world simply by entering the key word. The 
information resources could be fully shared in this case. 

(3) Offer customized and personalized service. The current digital library for users 
could neither allocate resources according to the users’ demands, nor provide 
individualized services. To provide resources according to the needs, and to charge per 
amount of usage are the outstanding merits of cloud computing. On the basis of cloud 
computing, the digital libraries will develop in a more personalized, liberalized and 
diversified direction. Every user could use the applications and digital resources 
gathered in the “cloud” to construct his personal digital library. 

2.3 Architecture of the Cloud Digital Library 

At present the architecture of cloud computing can be classified into three categories 
10: SaaS (Software as a Service), PaaS (Platform as a Service) and IaaS (Infrastructure 
as a Service). SaaS is a method of supplying complete applications for the Internet as a 
service, such as Google Docs, Gmail and Salesforce.com 11. To develop and deploy 
custom applications, PaaS provides a platform, such as Google App Engine 12 and 
Microsoft Windows Azure 13. IaaS is a way of providing storage and elastic computing 
resources on demand, such as Amazon’s Simple Storage Service (S3) 14, Elastic 
Compute Cloud (EC2) 15, and several open source implementations, for example, 
Eucalyptus 16 and OpenStack 17. 

The architecture of the cloud digital library is shown in figure 1. According to the 
status of libraries and the service provided by cloud computing, its architecture can be 
generally classified into five layers, i.e., application layer, platform layer, data layer, 
hardware virtualization layer and infrastructure layer. Every layer is consisted of the 
corresponding cloud computing service, and can provide the service that the digital 
library can provide. For example, SaaS is used to constitute the application software, 
such as Platform for Library Content Selection, Automated Management System; PaaS  
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Fig. 1. Architecture of regional cloud digital library 

is used to develop application service platform, and provides database services of the 
cloud digital library; Data as a Service (DaaS) is used to integrate the literatures in 
every library; Hardware as a Service (HaaS) is used to form the cluster of servers, 
owning the effective ability of flexible computing; IaaS is used to construct the storage 
and data center segment of the cloud digital library. Finally, the cloud digital library 
based on Internet is established. On the other hand, the portal website is created, and 
readers can enjoy the services provided by the cloud digital library 18. 

3 Regional Cloud Digital Library Network Based on MANET 

3.1 Concept of Regional Cloud Digital Library 

The construction and development of cloud digital libraries is a progressive process. 
The cloud digital library will develop gradually with the progress of the cloud 
computing-related technology and philosophy, and transit from the regional cloud 
digital library to the cloud digital library totally based on Internet gradually. At present, 
cloud computing technology is in the stage of preliminary research and application. 
Therefore, regional readers need-oriented networking services based on Internet are 
suitable to be carried on, and the regional cloud digital library can be constructed. 

The regional cloud digital library is based on a digital library whose construction and 
service are senior in a certain region. Through the synthetic integration of technology, 
resource and service, the efficient software, hardware and administration platform  
of digital resource in digital libraries are established to provide every service of cloud 
digital libraries for the users in the region. The main function of the regional cloud 
digital library includes: (1) to provide literature-related service for the users in the 
region; (2) to provide software and hardware platform of digital libraries for other 
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institutes in the region; (3) to provide literature, software and hardware platform, and 
administration integrated service for the users in the region 8. 

3.2 Architecture of Regional Cloud Digital Library Network Based on MANET 

The user network of the regional cloud digital library in the paper adopts Mobile Ad 
hoc Network (MANET). MANET is a kind of mobile wireless network, which is 
consisted of mobile nodes and does not rely on the network infrastructure. In MANET, 
nodes exchange data by their wireless sending and receiving equipments. When nodes 
are beyond their communication range, the multi-hop communication will be 
accomplished by the relay of other nodes. In the paper, MANET is used in the cloud 
digital library to making full use of advantages of flexibility and high efficiency. 

 

Fig. 2. Architecture of regional cloud digital library network based on MANET 

 
The architecture of the regional cloud digital library network based on MANET is 

shown in figure 2. It can be divided into five layers, i.e., consumer MANET layer, 
Internet or high-speed MAN layer, portal website access layer, virtualization DL 
interface layer, and running maintenance center layer. The basic workflow of the 
network is: (1) the service portal is formed through integration of relative resources by 
the regional cloud digital library, and the user in the region can access the portal 
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website through MANET using all kinds of network terminal; (2) Interface of 
virtualization DL adopts Service-Oriented-Architecture (SOA) and provides network 
service interface for portal website access layer; (3) the virtualization services of 
hardware, software and resources are realized through the virtualization technology of 
cloud computing by running maintenance center of the region cloud digital library, and 
the normal working of the network can be ensured. 

Because of the security threat in data storage, reliability of cloud platforms and 
sustainability of services, user authority management, and virtualization, et al, faced by 
cloud digital libraries 19, the network we proposed in the paper adopts the scheme of 
static data encryption to manage the core data in cloud storage areas, the encryption and 
digital signature technologies in data's storage and transmission process, and Privilege 
Management Infrastructure (PMI) to control the users' authority for resources to ensure 
the security the data and services in the network. 

3.3 Simulation and Analysis 

Since MANET for consumers is the bottom layer of the regional cloud digital library 
network based on MANET proposed in the paper, the performance of the network will 
be simulated and evaluated preliminarily by network simulation platform NS-2. The 
network model is setup in NS-2.34, and the parameters are that the number of users is 
10 to 50, every node moves with the speed of 10m/s, the size of simulation scenario is 
5000×5000m2, the duration of simulation is 10min, and the routing and MAC protocol 
are DSR and IEEE 802.11 respectively. The simulation parameters and values are 
shown concretely in table 1. 

Table 1. Simulation parameters and values 

Parameters Values Parameters Values 

Simulation area 
5000×5000m

2 
Channel type

Wireless 
Channel 

Communication range 300m 
MAC 

protocol 
IEEE 802.11 

Routing protocol DSR Queue type PriQueue 

Flow type CBR 
Simulation 

time 
600s 

Maximum moving speed 10m/s Queue length 50 

Antenna type 
Omni-Antenn

a 
Channel 

capacity 
100Mps 

Propagation 
TwoRay-Gro

und 
Data rate 50Mbps 

No. of users & Maximal No. of 
connection 

10 & 3, 20 & 6, 30 &9, 40 & 12, 50 & 15 

 
After simulation, the packets delivery rate, average end-to-end delay, and route costs 

of the network with the number of the users in MANET are calculated, which are  
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shown in figure 3 to 5. From figure 3 to 5, it can be found that every performance 
indicator of the network is good enough to meet the need of users to the cloud digital 
library. On the other hand, simulations show that with the increase of the number of 
users in MANET, the packets delivery rate decreases, the average end-to-end delay and 
route costs rise, which indicate the worsening of performance of the network. The 
reason is that when the number of users increases, the total traffic volume of the 
network increases, while the bandwidth of the network does not change. Therefore, the 
packet loss rate, end-to-end delay and route costs increase at the same time. 
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Fig. 3. Packets delivery rate of the network 
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Fig. 4. Average end-to-end delay of the network 
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Fig. 5. Route costs of the network 

4 Conclusion 

For the status and developing trend of cloud digital libraries, a regional cloud digital 
library network based on MANET is proposed, the network architecture is designed, 
and its performance is evaluated by network simulation software NS-2. The result 
shows that the performance of the network is good, and it is feasible. The research 
result in the paper is valuable for the study and application of cloud digital libraries. 
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Abstract. Nowadays, the Industrial Investment Fund is booming in China. 
Though it has achieved big success till now, there are still some key problems 
troubling the further development of Industrial Investment Fund. Two major 
challenges are the recognition of appropriate industries and also related 
companies. In order to solve such problem, we propose a design for the digital 
platform of Industrial Investment Fund. In the process of this platform, Web 
Text Extraction and Data Mining techniques are employed in order to help 
investors to make decisions in a Big Data Analysis manner. 

Keywords: Industrial Investment Fund, Digital Platform, Process Design, Data 
Mining, Web Text Extraction. 

1 Introduction 

In recent years, Industrial Investment Fund is booming in China. According to Interim 
Management Measures of China’s Industrial Investment Fund published by Chinese 
government, Industrial Investment Fund is defined as a collective investment system, 
which makes equity investment on the unlisted enterprises. The main investment 
approaches of China’s Industrial Investment Fund include venture capital investment, 
corporate restructuring investment, and basic facilities investment and so on. 

Having studied the literature related to Industrial Investment Fund, we find that the 
research is mainly focused on general operational mechanism, such as capital 
resource, organizational structure and withdrawal approaches of Industrial Investment 
Funds. However, there are few scholars talking about the specific problem which is of 
vital importance, that is, how to make investment decisions for Industrial Investment 
Fund. In order to fill this blank, we tried to propose a design for the digital platform of 
Industrial Investment Fund, which helps to recognize appropriate industries and 
related companies whom to invest. In the process of this platform, Web Text 
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Extraction and Data Mining techniques are applied in order to help investors to make 
decisions, in a Big Data Analysis manner. 

The rest of this paper is organized as follows. In section 2, we study the current 
situation of China’s Industrial Investment Fund. Section 3 describes some related 
work relevant to our study. In section 4, we propose our design of digital platform to 
identify appropriate industries and related companies for the Industrial Investment 
Fund. Finally discussions and open issues for further research are given in section 5. 

2 Current Situation of China’s Industrial Investment Fund 

Compared with other investment modes in the international market, China’s Industrial 
Investment Fund is quite similar to Private Equity Fund. However, Industrial 
Investment Fund has its own characteristics, which are listed as follows. 

Table 1. Characteristics of China’s Industrial Investment Fund 

Organizational Pattern 
Two major types: Sino-foreign Joint Venture Fund and Large 

Chinese Fund 

Financing 

Pattern 

Sponsor 
Generally some government departments, government policy 

banks or large state-owned enterprises 

Financing Size 
Increasing greatly, less than one billion RMB before year 2005, 

and usually more than ten billion RMB after 2005. 

Financing Channel Private 

Investment 

Pattern 

Investment 

Orientation 

Usually some growing enterprises in the industries, which are

booming or supported by the government. 

Investment Size 
Quite large, usually millions RMB for a single investment

project. 

Investment Period Long-term investment, nearly ten years. 

Investment Tools 

1. Equity investment 

2. Quasi-equity investment  

3. Investment on other funds 

Exit Pattern Usually through pre-IPO exit. 

 
Since Chinese State Development Planning Commission (SDPC) has started 

making researches upon Industrial Investment Fund in 1995, China’s Industrial 
Investment Fund has achieved great progress. According to the data published by 
Qingke Research Centre, till the end of 2012, there are nearly 560 Industrial 
Investment Funds in China, and the capital in this market reaches 30 billion US 
dollars. Since there are still many investors who would like to enter this market, the 
number mentioned above is estimated to keep growing. Taking 2013 market for 
example, there were 660 cases of investment in the market and the capital reaches 
24.48 billion US dollars, with an increase of 23.7%. 
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Fig. 1. Market Situation of 2013 China’s Private Equity Investment  
Source: Qingke Research Centre 

Moreover, in order to support the development of Industrial Investment Fund, not 
only the central government but also many local governments, have made a series of 
policies and regulations. Till now a legal environment, which contains basic 
regulations, subsidiary assurances and specific policies, has been established. 

3 Related Work 

3.1 Foreign Industrial Investment Fund 

In western countries, especially in the US, Industrial Investment Fund is considered as 
“Organized Private Equity Market”. As the US is one of the earliest countries which 
have started to develop Industrial Investment Fund and it has the most influential 
financial market in the world, a vast number of related researches are about 
American’s Industrial Investment Fund. 

Many scholars are interested in the information transmission mechanism  
of Industrial Investment Fund. Hobbert proposed a theoretical model for the Industrial 
Investment Fund [7]. In this paper, Hobbert further pointed out that as a financial 
intermediary, the most important feature of Industrial Investment Fund is that it can 
effectively reduce the information asymmetry, investment risk and agency cost 
between the investors and entrepreneurs. Trester thought that the agreement between 
the investors and entrepreneurs can be made only when the information is symmetry 
between both sides. However, once the agreement has been made, the information 
may gradually become asymmetry [12]. 

Besides, many scholars have contributed to the risk assessment of Industrial 
Investment Fund. Reid came up with the idea that the biggest risk Industrial 
Investment Fund confronted was principal-agent problem [11]. Cornelli and Yosha 
made more detailed illustration about this case. They found that in a multi-stage 
investment program, since entrepreneurs always hope to get continuous investment, 
they are inclined to manipulate the short-term projects performance so as to get a 
next-stage investment [4]. Based upon these achievements, Kut et al. furthered the 
study and found that the principal-agent problem was caused by asymmetric 
information between the investors and entrepreneurs [8]. In order to deal with this 
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challenge, Gompers pointed out that diversify investment portfolio is an effective 
approach to reduce adverse selection and moral risk [6].  

3.2 China’s Industrial Investment Fund 

Different from foreign scholars, Chinese researchers are more concerned on practical 
operation of Industrial Investment Fund in China. Related work contributed by 
Chinese scholars is mainly in two fields: 

1. Introduction about the operational mechanism of foreign Industrial Investment 
Fund. Ye and Li introduced organizational structure, operational process and 
management mechanism of both American and Japanese Industrial Investment 
Fund [13] [9]. Bao studied the partnership structure of foreign Industrial 
Investment Fund, and suggested it may also apply to Chinese market [2]. Cao 
compared operational pattern both at home and abroad, and suggested China need 
to develop different withdraw approaches for Industrial Investment Fund [5].  

2. Suggestions about development of Chinese Industrial Investment Fund. Ai 
suggested that Chinese government should establish more regulations on foreign 
capital investment in order to make the market more efficient [1]. However, Bian 
hold a different view, and believed that government should make more 
encouraging regulations to help Industrial Investment Funds grow up rather than 
restrict them [3].  

3.3 Our Contribution 

Having reviewed literature work related to Industrial Investment Fund both at home and 
abroad, we found that the research is mainly focusing on general operational mechanism 
field, such as capital resource, organizational structure and withdraw approaches of 
Industrial Investment Funds. However, there are few scholars talking about the specific 
problem which is of vital importance: how to make investment decisions. 

Through our investigation, we found that the major problem troubling Industrial 
Investment Fund investors is the recognitions of appropriate industries and related 
companies, which could be further illustrated as follows. 

First of all, different from other investment modes, Industrial Investment Fund has a 
comparatively longer investment period. In light of current practice of China’s Industrial 
Investment Fund, the investment period is approximately five to seven years. The longer 
investment period means the investors may face higher liquidity and credit risks. 

Secondly, for Industrial Investment Fund investors, the total amount of invested 
capital is usually quite large. Given the possibility of investment loss constant, 
investors may have to suffer larger loss amount once they fail. Specifically, different 
from Private Equity investors in western countries, Industrial Investment Fund in 
China is more similar to the “Government Investment Pattern” that is popular in 
Japan, in which the investment are made by the large financial groups dominated by 
the government. Similarly, in China most Industrial Investment Funds are strongly 
influenced by government departments or state-owned policy banks, so the loss of 
investment will not only affect their financial status but also decrease the total social 
welfare. 
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Last but by no means the least, the investment targets of Industrial Investment 
Fund are usually unlisted enterprises. Compared with listed companies, they have 
much fewer information available to the public, and investors may suffer from serious 
asymmetric information problem. 

Based upon the reasons above, we see that Industrial Investment Fund is facing 
great risk in defining the investment targets. An effective process is urgently needed 
to identify appropriate industries and related companies to invest in order to control 
the investment risk. 

 

Fig. 2. Process Design for the Industrial Investment Fund Platform 

4 Design of Digital Platform for Industrial Investment Fund 

Having identified the main challenges of Industrial Investment Fund, we believe one 
of the most effective ways to solve these problems is to establish a digital platform for 
the Industrial Investment Fund and make information symmetric for both investors 



 Process Design of Digital Platform for China’s Industrial Investment Fund 209 

 

and enterprises. There are two functions of this platform: firstly, it helps to match the 
information between two sides effectively, thus reducing the investment risk; 
secondly, it could help to allocate the resources, so that the capital could be invested 
to the right enterprises. Hence, the goal of this digital platform is to achieve a win-win 
situation between investors and enterprises. 

In order to achieve the functions mentioned above, the design of this platform 
could be divided into two stages: firstly, identify the specific industry (or industries) 
for the investment fund; secondly, identify the specific enterprises which have 
comparatively higher growth potential and lower risk. Our platform design is 
demonstrated as follows. 

4.1 Identification of Investment Industries 

Generally speaking, for Industry Investment Funds, there are strict restrictions on 
which industries to invest. So the first stage is to establish an effective investment 
industrial portfolio with limited choices.  

4.1.1 Description of Data Source 
When deciding which industries are worth investing, we believe two factors are of 
vital importance for consideration: one is the government’s policy concerning 
different industries; the other is industry index, which is widely accepted as the 
indicator of development status for an industry. 

First of all, investors should fully consider the influence that government policies 
have made on industries. Through our investigation, some source of government’s 
policy concerning Industrial Investment Funds is listed as follows. 

Table 2. Some Source of Chinese Government’s Policy Concerning Industrial Investment Fund 

 Regulation Name Publishing Institution Publishing 
Time 

Central 
Government's 
Regulations 

Interim Management Measures of China’s 
Industrial Investment Fund  

National Development and 
Reform Commission 

2012 

Interim Management Measures on Emerging 
Industry Venture Capital 

National Development and 
Reform Commission; Ministry 
of Finance  

2011 

Notice on the Implementation of the Venture 
Capital Enterprise Income Tax Preferential 
Policies 

Ministry of Finance; State 
Administration of Taxation 

2009 

Acquisition management practices of listed 
companies 

China Securities Regulatory 
Commission 

2008 

Notice of the tax policy to promote the 
development of the venture capital business  

State Administration of 
Taxation; Ministry of Finance 

2007 

Interim Management Measures on Venture 
Investment Management  

National Development and 
Reform Commission 

2005 

Local 
Government's 
Regulations 

Notice on Approaches to promote equity 
investment fund industry development  

Tianjin Local Government 2009 

Reply About agreed to support the construction 
of the Zhongguancun Science Park, National 
Innovation Demonstration Zone 

Beijing Local Government 2009 

Promotion on Equity Investment Enterprises in 
Pudong 

Shanghai Local Government 2009 

A number of provisions on the promotion of 
equity investment enterprise development fund 

Shenzhen Local Government 2010 
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Secondly, as the key factor which indicating the potential and current development 
of the industry, industry index should also be taken into account. Taking energy 
industry for example, a number of index indicators are listed as follows. 

Table 3. Some Source of Index Indicators for the Energy Industry 

Index Name Publishing Institution 
Publishing 
Frequency 

Power Industry Climate Index China Economic Information Network Quarterly 

Petrochemical industry sentiment index China Economic Information Network Quarterly 

Coal Price Index National Coal Industry Network Weekly 
Coal industry prosperity index China Economic Information Network Quarterly 

4.1.2 Technique Applied: Web Text Extraction 
Having identified the source of data we need when choosing the investment industry, 
another challenge is how to extract and analyze the information effectively. One tool 
that has been generally used is the search engine. Though it’s convenient and easy to 
use, its disadvantage is obvious. Firstly, people inference is needed during the whole 
searching process. Secondly, the aim of search engines is to cover the web as widely 
as possible, which may lead to irrelevant results returned by the search engine. 

One effective way to solve the problem mentioned above is web crawler. Web 
crawler is an automatic program, which downloads web pages from World Wide 
Web. Begin with one or several URL from initial page, web crawler continues to 
extract new URL from the current page, and put them into a queue until the system 
meets certain stop conditions.  

In our case, with the help with web crawlers, we could grab the government policy 
we simultaneously monitored. According to the information we got, a list of 
industries supported by the government may be summarized. Then, we capture the 
corresponding index of listed industries from the web site. Later, we rearrange the 
industry list, in a descending order, according to different industries’ index. Finally, 
we choose the top K industries in the list as candidate investment industries. 

4.2 Identification of Investment Companies 

4.2.1 Description of Data Source 
After we have chosen the industries to invest, the next stage is to identify the specific 
enterprises. Traditionally, investors’ decisions are based upon mainly two kinds of 
resources: materials offered by the enterprise, and investors’ on-site investigations. 
However, in the current “Big Data Society”, only these two kinds of sources can 
hardly provide a solid basis for decision, we have to take more information into 
account and make comprehensive analysis. The information may include (but not 
limited to): enterprises’ credit information from the central bank’s credit system, 
enterprises’ cash/deposit transaction information from the commercial banks, and 
comments or reputation of the enterprise captured from social networks.  

For central bank’s credit information, we need to reach an agreement with Chinese 
Central Bank, and get access to its credit system. So we can clearly see whether a 
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company is “will” and “able” to pay for the loans. For enterprises’ cash/deposit 
transaction information as well as their basic information, a company that is willing to 
be invested by our Industrial Investment Fund is supposed to submit its own 
information. For the reputation of companies, we could extract web texts concerning 
such comments - from the social networks through the Web Text Extraction technique 
mentioned above. 

4.2.2 Technique Applied: Logistic Regression 
Logistic Regression approach was first introduced in the 1970s; “it became available 
in statistical packages in the early 1980s” [10]. Logistic Regression is a type of 
regression analysis used for predicting the outcome of categorical dependent variables 
(i.e. “yes” vs. “no”, or “high” vs. “low”, etc.), based on independent variables 
(descriptive features). This technique attempts to model the probability of a 
“class/¬class” outcome using a linear function of the descriptive features, and then 
applying the log-odds of “class” (the logit of the probability) to fit the mentioned 
linear regression. 

In our case, a data table is generated according to the information we got. The 
credit information of different companies, whether defaulted or not, is considered as 
the class-label. While other sources of data are included as data attributes of 
companies. Setting companies’ past performance as training data, Logistic Regression 
model could offer us clues indicating what features may lead to a company’s default. 
By putting into present performance of companies into this model, we are able to 
predict whether a certain company can afford to pay the loans or not. 

5 Discussion 

Since Industrial Investment Fund has become increasing important in Chinese 
financial market, effective investment decision mechanism is more and more 
important for both theoretical and practical aspects.  

In this paper, we analyzed China’s Industrial Investment Fund by clarifying its 
definition, summarized its characteristics and evaluated its current development 
situation. We then figured out two major challenges that investors confronted: the 
recognitions of appropriate industries and related companies, and analyzing the 
reasons causing the problem. In order to solve it, we came up with a process design of 
digital platform for the Industrial Investment Fund, and applied Web Text Extraction 
and Logistic Regression Classification techniques during the whole process. 

In the current stage, we mainly focus on the theoretical design of the decision 
support process for the Industrial Investment Fund. Further research is suggested to 
make empirical verification of the study we proposed. 

Acknowledgments. This work is sponsored by Discipline Construction Fund of 
University of International Business and Economics. 
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Abstract. This paper introduces aviation safety data analysis as an important 
application area for data mining. Safety is a key strategic management concern 
for safety-critical industries and management needs new, more efficient tools 
and methods for more effective management routines. The aviation field is con-
fronted with increasing challenges to provide safe and fluent services. Air travel 
has grown steadily during the last decades with a direct impact on the air traffic 
control. At the same time, the competition has become tougher because of in-
creasing fuel prices and growing demand for air travel. 

Keywords: Management, Flight Safety, Strategic Management, Data Mining, 
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1 Introduction 

Organisational decision making, especially in safety-critical systems, such as nuclear 
power and air traffic, is a complicated task. For successful operations, an acceptable 
air safety record has been required from the airline [1]. Air traffic has generally been 
forecasted to grow 5 – 6 % annually over the next two decades [2], or even over the 
next 10 – 15 years, the global air travel will probably double [3]. Consequently, the 
number of accidents will respectively increase if nothing were done to improve it, 
which development would, clearly, be unacceptable. This is why new and efficient 
ways for improving air safety need to be explored [4]. The conventional safety tools 
and methods based on data collection have reached their peak performance because of 
their inability to create new knowledge. Usually, data accumulates faster than it can 
be processed [5]. For further improvements new methods and tools are urgently 
needed [6].  

2 Management in Safety-Related Context 

Any system can be recognised to consist of elements, or factors, or parts that make up 
the whole [7]. Managing the organisation is exercised largely through management 
processes, in which the means of managerial communication inter-links with the envi-
ronment. Johnsen (2002) defines the management process as “the interaction between 
people who want to attain mutual ends through mutual means.” [8]. The strategy of 



214 O. Sjöblom 

the corporation is according to Johnson et al. [9] to concern the organisation’s  
mission, vision and objectives, developing plans and policies to use resources for 
enhancing the performance of the organisation.  

Kettunen et al. [10] emphasise the managerial challenges in the safety-critical in-
dustries, which are typically related to finding a balance between diverging demands 
and expectations, like economy- and safety-related objects without forgetting the 
priorities-setting and maintaining focus on these components. The key action is a 
continuous balancing between taking risks and allocating resources for risk manage-
ment. A scale with theoretical ends can be displayed, where at one end there is a 
situation where risks do not exist because the resources allocated are infinite; at the 
other end no resources are allocated because the risks are ignored and thus they are 
(practically) infinite. The reality is found somewhere in between, but no fixed loca-
tion can be defined because all environments are somewhat unique and are also 
changing all the time. In daily operations perhaps existing hidden threats produce the 
need to maintain extra safety level naturally causing additional costs. 

In studying risk management, the concept of tension cannot be ignored. It refers to 
the challenges of balancing conflicting objectives or expectations, like safety and 
other goals. These might exist for various reasons, even in the situation in which the 
executives of the organisation have set a high safety level as the priority official goal 
[11].In case warning signals appear, responding to those should happen without delay 
allocating safety resources to the critical area.  

The safety decisions in an air traffic company follow the same pattern as other stra-
tegic decisions. Risk management should be carried out in parallel with safety man-
agement, referring to measures seeking to identify, assess and control risks on the 
organisational level having the goal to ensure the organisational and environmental 
safety. The executive management is responsible for recognising the safety signifi-
cance of the ways the organisation is operated and maintained [12]. Managing risk 
and safety has been problematic in air transport: very high levels of safety are too 
costly – high levels of risk are unacceptable. Therefore, safety reports have been col-
lected through decades to investigate and assess risks and to define risk standards, 
which are consistent with the value systems of the society [13, 14]. 

The value of safety cannot be estimated in any traditional way, because it has no 
determined price. Theoretically, limitless resources should be allocated to it, because 
one single failure may lead to significant losses in the form of missed business possi-
bilities and claims for covering the damage caused to a third party. Kaplanski and 
Haim [15] have presented some estimates for the accident costs. A very large disaster 
with hundreds of casualties will cause a loss of about $1 billion for an airline  
company. However, the observed market effect has been found to be about 60 times 
larger; Kaplanski and Haim (2010) have found the evidence of a significant negative 
effect with an average market loss of more than $60 billion per aviation disaster. 
However, budget constraints set limits in practise and therefore a certain risk has to be 
accepted by achieving a sufficient safety level. There is never a 0-level risk. In case 
sufficient resources could not be allocated to achieve the required level of safety,  
the whole air traffic business would be critical. When confronting such a situation, the 
operations are to be adjusted by diminishing or changing them to correspond with  
the allocable safety resources so that a sufficient safety level is maintained. 
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Estimating the significance and importance of different alternatives in managing 
risks also needs tools, the exact definition of which is important for making strategic 
decisions. After the executive management has set goals as the thresholds  
of achievement, there must be methods and models to measure to what degree the 
achievements have been realised. In the decision process, there is always question 
about evaluating different alternatives. Any matter having significance enough to be 
taken into account in the evaluation process should be considered for evaluation [16]. 
Rumsfeld [17] has defined (simply expressed) three categories for knowledge: first, 
we know what we do know; second, we know what we do not know; and, finally, we 
do not know what we do not know. The hidden dangers belong to the last group, so in 
case we know what we are searching for, we obviously have means to reach it, but 
otherwise we need tools for finding something we do not know we are looking for. 
Thus, a deeper understanding is required for developing better methods and refining 
rules and practices that will contribute to higher levels of safety. 

The unknown lethal factors brought into daylight could be eliminated; at least a 
significant part of them and a sufficient safety level could be reached with reduced 
investment allocation. For air traffic, there is theoretically no upper limit to allocate 
resources to safety in different forms. The relation between safety and cost efficiency 
could be illustrated explicitly comparing the costs between comprehensive mainte-
nance programs and maintenance-induced accidents, the benefits that outweigh the 
accident costs [18]. The process for allocating extra resources to special projects 
might become even more troublesome in case there are interdependencies among the 
projects [16]. 

3 Flight Safety 

According to the ICAO Safety Management manual [19], safety is defined as “a state 
in which the risk of harm to persons or property damage is reduced to, and main-
tained at or below, an acceptable level through a continuing process of hazard identi-
fication and risk management“. Safety is not a matter-of-course, but the result of a 
rather complicated, carefully structured and comprehensive management process 
approaching to all airline safety aspects, particularly those of flight operations. 

Air traffic is full of incidents and deviations that do not contain any hazard as such, 
but need to be reported and investigated to find out potential lethal trends. These un-
desirable, but very minor events are valuable investigation subjects for risk and safety 
specialists to build an understanding about their causes and to detect unsafe trends. 
Investigation also reveals whether countermeasures are warranted and how to reduce 
or eliminate potential accidents [20]. The appearance of similar recurring cases  
(a cluster, cf. Chapter 6) may indicate a hazardous trend that should be analysed very 
carefully to find out whether a real danger exists or not. The possibly existing lethal 
trends are trying to penetrate through the layers of defences, barriers and safeguards 
(cf. Figure 1) that, fortunately, usually stop them from proceeding. Because serious 
incidents and even accidents do happen, it can be presumed that after a certain amount 
of time they pass all the layers but the last one; then they will pass the last layer as 
well, which leads to accidents. 
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Finding trends from flight safety data, especially from narrative data has required sig-
nificant human involvement. Thus, the analysis process and its possible results rely on 
the skill, memory and experience of the safety officers [21]. Watson [22] found that with 
conventional techniques it might take years to find meaningful relationships. Before text 
mining systems (one sub-class of data mining) were developed, there were no tools for 
analysing textual data with computers. Data mining provides a worthy analysis method in 
order to illustrate the safety indicators and to reveal undesired trends.  

4 Safety Tools and Systems 

Accident analysis as well as flight and operations modelling and simulation enhance the 
understanding of risk, but this is usually reactive and produces knowledge about causal 
factors potentially at the human and/or financial cost. Risk modelling typically collects 
knowledge resulting from flight safety analysis, human experience and theoretical and 
empirical studies. The goal of aviation risk assessment is to be comprehensive, timely 
and proactive, and this is why the analysis methods should be enhanced [23]. 

In aviation, the quantitative assessment of risk is particularly challenging, because 
the deviation events are extremely rare and the causal factors are non-linearly related 
to the events which makes them difficult to quantify [23]. The eventuality for the 
incident or accident occurring may be markedly reduced in case the risks can be  
efficiently diagnosed [24]. Then the question is: how to find and identify deviations 
leading to incidents and those leading to accidents? Reason [25] has modelled the 
process for the occurrence of accidents in his Swiss Cheese model, which is presented 
in Figure 1. The hazards appear from the right-hand side. Normally, their progress  
is stopped by successive layers of defences, barriers and lifeguards. If the process 
goes through all of these ‘holes in the cheese slices’, formally called the limited  
windows of accident opportunities, an accident will happen. 

 

 

Fig. 1. The Swiss Cheese model (adapted from Reason 1997, 2000 [25, 26]) 

Losses 

Successive layers of defences, barriers and safeguards 

Hazards 

Holes due to
active failures 

Other holes due  
to latent conditions  
active failures
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Kettunen et al. [10] regard redundancy as a method in improving safety by the  
duplication and overlap of critical factors like systems, functions and/or personnel. In 
general, redundancy can augment safety as such, but may also have counter-
productive or unexpected effects, especially in case it is not managed properly. These 
unwanted effects can increase the complexity of the systems, which may hide indi-
vidual failures and make them latent, so that they remain unnoticed and uncorrected 
and may even accumulate over time. Under these circumstances, a rather rare event 
might act as a trigger for an avalanche of unexpected events, which may be difficult 
to handle [10]. For situations of this kind, the Reason’s Swiss Cheese model would 
work out excellently. 

5 Data Mining in Flight Safety 

Several different methods are recognised as data mining methods and a mining sys-
tem can use the combinations of several of these methods. Parsaye [27] describes data 
mining as searching in the data for the patterns of information to guide a decision 
support process. These, often called “the nuggets of knowledge”, are hidden in vast 
amounts of data and are practically undiscoverable with conventional techniques [22]. 
Using mining software, knowledge of data is combined by an analyst with advanced 
machine learning technologies to discover the relationships. In the discovery process 
to find hidden patterns, there are neither hypotheses nor any other predetermined 
model of the characteristics of the patterns. Obviously large databases, like those of 
aviation incidents and other deviations, contain a large number of patterns, so that the 
user of the discovery system can practically never ask the right question. The mining 
process acts as a decision support system that will not give straight answers to the 
questions; that is why skilled analytical and technical specialists are still required to 
interpret the created output [28]. The process contains several steps or phases  
(cf. Figure 2) that must be gone through to form knowledge from raw data. To be 
understandable the information must be presented with reports, graphs or in other 
suitable forms once found. 

 

Fig. 2. The Knowledge Discovery in a Database Process (adapted from Fayyad et al. 1996 [29]) 

With structured data, the explanation of a case usually tells the truth to a certain  
extent, but completed with narrative data it can be close to 100 %, at least theoreti-
cally. Mining combined with other methods will give significant contributions to  
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the decision processes. The idea to use text mining in the analysis of flight safety 
reports occurred along the need to analyse large amounts of narrative reports and 
when reports about successful text mining projects in the flight safety data analysis of 
English narratives were published [21, 30]. 

6 Testing Three Tools - Data Mining in Finnish 

The basic idea of cluster analysis is that all the texts within each cluster have a high 
similarity in content [31]. This method was chosen for this study because it is an es-
sential mining function in searching for similar documents, able to reveal a recurring 
hazard that might lead to an accident. It explores the data set and determines the struc-
ture of natural groupings without any preliminary assumptions. Another reason for its 
choice was the direct applicability to Reason’s Swiss Cheese model presented in  
Figure 1. A third reason was that English literature gives several examples about  
using clustering in mining flight safety reports. These results have proved its better 
performance compared with more traditional statistical methods [32]. 

The beginning was finding text mining tools for processing Finnish. Three differ-
ent systems seemed to be appropriate for benchmarking. The author was aware of one 
prototype (GILTA), one commercial product (TEMIS) with a Finnish module proto-
type, and one commercial system (PolyVista) with encouraging results mining Span-
ish, which seemed worth testing in Finnish. The Finnish Civil Aviation Authority 
granted the test data of 1240 cases (Target data on Figure 2), which created “a critical 
mass” for study. 

The pre-processing produced filtered data containing 10572 word tokens, numbers 
and special characters, call signs, headings, the temperature, etc. The amount could  
be reduced to 8294 when parentheses and other similar characters without relevance 
were removed. The next procedure was preparing the lists of stop words (those to be 
ignored because of having no information) and synonyms. No transformation was 
needed because the data was extracted from one database.  

The first round produced already promising results. Due to the Finnish module of 
TEMIS, no pre-processing was necessary. It created 26 clusters, their size varying 
between 108 and 21 reports. As the biggest cluster contained more than 100 clusters, 
the operator allowed the tool divide it into two sub-clusters with 58 and 50 docu-
ments. After the division, the biggest cluster included 78 reports. The similarity 
(range 5-1) of the five closest clusters varied from 3.41 to 2.07 %, which supports the 
assumption that the clusters are different from each other and thus this method in this 
data selection is reliable. Because the maximum degrees of explanation of the clus-
ters, about 18 %, are relatively high, they prove that the clusters are composed of 
relevant reports and the most explaining reports alone might well reveal a trend that 
should be examined more thoroughly. 

As Kloptchenko [33] says, interpreting the mining results is more art and common 
sense than science. The one single mining round of TEMIS made the direct compari-
son of the results challenging. Despite it, due to the high efficiency of the system with 
its in-built module for Finnish and because the mining results did not seem to require 
major changes, missing the second mining round was not considered a cause for  
losing significant information. 
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The smallest clusters began to produce some directly applicable information  
indicating that the sizes of the clusters play a significant role in the applicability of the 
results. This must, however, be scaled with the amount of production data. Addition-
ally, a couple of similar cases found do not automatically create a dangerous trend; 
the way they occur and the reasons causing them can only be estimated by a thorough 
examination and investigation by human analysts. The results of TEMIS ought to be 
examined differently from the two other systems due to its interface and way of pro-
ducing results which differ remarkably from the others. This, however, does not mean 
that these mining results would not be coherent with those of the other ones. 

GILTA (manaGIng Large Text mAsses) divided the data on both rounds into 100 
clusters (named classes) on the basis of the nine most significant words. Hence, on the 
first round 63 clusters contained less than 10 reports. These were easily analysable by 
a human analyst and could already be considered good mining results, proving clus-
tering to be a useful method for this type of data. Some of the bigger classes could  
be interpreted as being real clusters, but according to experience the sizes should be 
reduced to less than 20. The results that were produced in Excel-form made it possible 
to carry out a comprehensible analysis and comparison of them with the results found 
with other tools. The system left out four reports beyond defined clusters. 

PolyVista was originally built for using in English, but due to encouraging results 
with Spanish, its applicability for Finnish was tested, too. The system set score 100 
for the most content describing word of the cluster and correspondent values to the 
others. The scores of the ten most important words of each cluster were only avail-
able, not the reports. The reports of the clusters could be ‘guessed’ by comparing the 
scores with the most important words in GILTA changing their relative weights for 
comparison. The data was processed determining the number of clusters first to be 6 
and then raising it up to 20 in a second step. When there were 20 clusters, the smallest 
of them contained 10 reports and the biggest 232. In the case of 20 clusters, in eleven 
of them the scores of the three most important words were more than 50. In the last 
cluster containing 10 reports, the scores of the 10 most important words were 50 or 
more, which can be considered a good mining result. 

As one result of the first mining round, the need for tuning, especially the defini-
tion of stop words and synonyms was discovered. Some pure mistakes, like some 
common stop words and synonyms forgotten from the list, were noticed. A more sig-
nificant problem was the appearance of some frequently used “common” words (like 
‘plane’ with its synonyms ‘airplane’ and ‘aircraft’) skewing the results. Their role in 
the data was carefully analysed [34], using an application called NVivo to get a 
deeper analysis. NVivo itself has no mining characteristics, but is used in analysing 
qualitative information, especially meeting the requirements of deep levels of analy-
ses on different quantities of data, varying between a couple of sentences and thou-
sands of text rows. In this context, the most important feature was cross-examining 
the mining results applying its search engine and query functions. Almost one hun-
dred checking procedures were made with synonyms and stop words to prepare the 
data for the second round. After the careful estimation of the impact of possible 
changes, no major ones were made to keep the process unchanged but making the 
results more accurate. 

After the second mining round with GILTA and PolyVista was performed, the  
results were studied carefully using the professional skills of a flight safety inspector. 
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The coherent clusters were taken into more detailed inspection. The progress as the 
change of distribution can be recognised through the increased percentage of ‘sense 
making’1 clusters, as for GILTA, illustrated in Table 1 displaying the minor, but per-
ceptible change. First, the number of the relevant clusters increased from 9 to 11, and 
their average size diminished from 11.9 to 10.5 reports per cluster, shown in columns 
two and three. Further, the average weight of the nine most important words increased 
from 5.88 to 6.44 and the correspondent standard deviation diminished from 5.588 to 
5.065, as shown in the two next columns. All these changes indicate the movement 
towards the aimed more homogenous clusters.  

Table 1. Results illustration in GILTA rounds I and II 

Round Clusters Average size Average weight Correspondent Standard 
Deviation 

I 9 11.9 5.88 5.588 
II 11 10.5 6.44 5.065 

 
As already mentioned, the mining results of PolyVista must be analysed differ-

ently. Although comparing the weights of the most significant words is a cursory 
method, it was noticed to be relevant in this context. The results are illustrated in  
Table 2 showing an obvious progress between the two rounds. On the first round,  
40.0 % of the clusters seemed to belong to the ‘sense making’ clusters, on the second 
52.3 %. The size of the clusters did not seem to have any linear impact, but on both 
rounds those were found among the smallest ones. The average sizes changed from 
the first round being 37.9 compared with 62.5 of all clusters to the second, being then 
20.6 compared with 28.2. These numbers illustrate that more information is achieved 
from the results of round II. 

Table 2. Cluster distribution change between rounds 1 and 2 in PolyVista 

Criteria / Round # 1 2 
‘Sense making’ clusters of all content 40.0 % 52.3 % 
Average size of all clusters (reports) 
Average size of ‘sense making’ clusters 

62.5 
37.2 

28.2 
20.6 

 
Proceeding with the same test and putting the results in a graphic presentation in  

Excel, the increased homogeneity was seen also from the ‘centre of gravity’ moving 
from the beginning of the rows rightwards as well as from the top downwards, when 
the clusters were sorted by the weight of the most significant words. It means that the 
number of clusters having more significant words increased. This occurred with both 
systems, indicating a slight improvement using this method, too. 

Based on the professional skills and experience of the author, in case the safety 
personnel know what they are looking for, business intelligence (BI) methods could 
be applicable, allowing database queries using numerous keywords to search for 
known cases of a certain type or their combinations. BI could also be applied as a 
complementary method when mining is used to find something worth examining.  

                                                           
1 Clusters, from which information can be seen clearly as such. 
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7 Results and Discussion 

As already expressed before, the mining process does not give straight answers to the 
questions, but it acts as a support system for producing information for decision  
making. That is why experienced analytical and technical specialists are needed to 
interpret the created output. The testing process proved that data mining is neither  
an easy nor a fast method, but might be the only one for uncovering hidden informa-
tion. All the results support the premise that it could reveal important safety informa-
tion from fast accumulating, vast amounts of data, not accessible with other methods, 
to be used as an essential factor for strategic safety management. It is worth noticing 
that the test data was that contained no lethal trends, but in other case they could have 
been discovered and revealed using the method and tools as done in this study. An 
additional detail is worth noting - all the used tools left out almost the same reports as 
outliers. 

The research process confirmed that text mining is a challenging task, especially in 
small language groups, where tools for text mining are scarcer than for big languages 
such as English which is an “easy” language for search technologies. Narrative text 
mining is generally demanding due to the multiplicity of languages spoken in the 
world. Especially languages with small user groups, such as Finnish, have to wait for 
efficient tools being developed much longer than the major languages. The search 
technologies are challenged by inflected forms and compounds. In Finnish, for exam-
ple, the words may have thousands of inflected forms and in addition to that, they can 
be parts of compounds in almost countless combinations [35]. On average, every 
seventh word can be found in its basic form in fluent Finnish texts [36]. From the 
point of view of language processing, two significant results were achieved: first, 
Finnish texts were successfully mined with a tool originally to be used in an English 
environment. Secondly, the Finnish module for TEMIS was successfully production 
tested with real Finnish production data.  

The number of clusters proved to be significant in the process: the more clusters, 
the better results. Mining is an iterative process although it makes no sense to  
increase the amount of rounds too much. Although this study has offered data mining 
as one solution to growing challenges, it is to be noticed that it is only one among 
several methods. Its special characteristic simply expressed is the ability to find some-
thing that is not known but expected to exist. Data mining has been used successfully 
for several years by a couple of airlines and other actors in the aviation industry. The 
process chain, beginning from the collection of safety data and ending in revised 
regulations for improving flight safety, going through several mining rounds and 
analyses to produce issued aviation rules and instructions, is rather long and demand-
ing. Despite its complexity, it is worth going through, even for avoiding one single 
accident. 
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Abstract. Introducing the concept of function into inverse P-sets (inverse 
packet sets) and improving it, function inverse P-sets (function inverse packet 
sets) is obtained. Function inverse P-sets is the function set pair composed of 

function internal inverse P-set (function internal inverse packet set) FS and 

function outer inverse P-set (function outer inverse packet set) FS , or 

( , )F FS S is function inverse P-sets. Function inverse P-sets, which have 
dynamic characteristic and law characteristic (or function characteristic), can be 
reduced to finite general function sets S under certain condition. Inverse P-sets 
is obtained by introducing dynamic characteristic to finite general element set X 
(Cantor set X) and improving it. Inverse P-sets is the element set pair composed 
of internal inverse P-set FX (internal inverse packet set FX ) and outer inverse 

P-set FX (outer inverse packet set FX ), or ( , )F FX X is inverse P-sets which 
has dynamic characteristic. In this paper, the structure of function inverse P-sets 
and its reduction, the inverse P-information law fusion generated by function 
inverse P-sets, and the attribute characteristics and attribute theorems of inverse 
P-information law are proposed. Using these theoretical results, the hiding 
image and its applications generated by inverse P-information law fusion are 
given, which is one of the important applications of function inverse P-sets. 

Keywords: function inverse P-sets, inverse P-information law fusion, reduction 
theorem, attribute theorem, hiding information image, image camouflage, 
applications 

1 Introduction 

Shi (2008, 2009) indicated P-sets (packet sets), which has dynamic characteristic, are 
proposed by introducing dynamic characteristic to finite general element set X (Cantor 
set X) and improving it [1,2]. P-sets are a kind of mathematic structure using to 
research the information with dynamic characteristic. Function P-sets (function packet 
sets), which has dynamic characteristic and law (or function) characteristic, is put 
forward by introducing the concept of function to P-sets and improving it [3,4]. 
Function P-sets is a mathematic model used to research just the class of information 
law with dynamic characteristic. P-sets and function P-sets, are used in the theoretical 
and applicative research of dynamic information and dynamic information law 
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respectively [1-10], and they have the same logic characteristic as following: If X is 
finite general element set, or S is finite general function set, α is the attribute set of 
X, or α is the attribute set of S, then ix X∀ ∈ whose attribute satisfies conjunctive 

normal form, where ix has attribute 1
k
i iα=∧ (or is S∀ ∈  whose attribute satisfies 

conjunctive normal form , and is has attribute 1
k
i iα=∧ ). Shi (2012) introduced 

dynamic characteristic into finite general element set X and improving it at the same 
time, inverse P-sets, which has dynamic characteristic, is put forward [12]. Inverse P-
sets is the model to research the class of information with dynamic characteristic 
while it is a different class from that P-sets does, and inverse P-sets is also used in the 
theoretical and applicative research of a class of dynamic information. Shi (2013) 
introduced the concept of function to inverse P-sets and improving it at the same time, 
function inverse P-sets is proposed [13]. Function inverse P-sets, which have dynamic 
characteristic and law (or function) characteristic, is the mathematic model used to 
research the class of dynamic information law while it is a different class from 
function P-sets does. Inverse P-sets and function inverse P-sets have the same logical 
characteristic as following: If X is finite general element set, or S is finite general 
function set, α is the attribute set of X, or α is the attribute set of S, then 

ix X∀ ∈ whose attribute satisfies disjunctive normal form, where ix has attribute 

1
k
i iα=∨  (or is S∀ ∈  whose attribute satisfies disjunctive normal form , and is has 

attribute 1
k
i iα=∨ ). In this paper, the structure and characteristic of function inverse P-

sets, the inverse P-information law fusion of function inverse P-sets, the attribute 
characteristic and attribute theorems of inverse P-information law fusion, and the 
hiding information image generated by inverse P-sets and its applications are given. 

In order to make readers accept the concept, structure and characteristic of function 
inverse P-sets easily, the characteristic and structure of inverse P-sets [12] are simple 
introduced to Appendix, where readers can compare function inverse P-sets with 
inverse P-sets. In Appendix, the existence fact of inverse P-sets and P-sets [1, 2, 4, 7, 
8] and the proof are given respectively.  

2 Function Inverse P-sets and Its Structure 

Assumption. U(x) is the finite function universe, V(α) is the finite attribute universe, 
and 1 2( ) { ( ) , ( ) , , ( ) }nS x S x S x S x=  is the finite general function set on U(x), which 

is called function set for short. 1 2{ , , , }kα α α α=  is the finite attribute set on V(α), 

and S(x) and r(x) are both the function of x. U(x), V(α), S(x) and  r(x) are respectively 
written as U, V, S and r for short. 

Definition 1. Given function set 1 2{ }, , , qS s s s U= ⊂ , if 1 2{ ,,α α α=  

, }k Vα ⊂  is the attribute set of S, and then FS is called function internal inverse 

P-set (function internal inverse packet set) of S, moreover 

FS S S += ∪                                (1) 
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While S + is called the F -function supplementary set of S, moreover 

{ , , ( ) , }S r r U r S f r s S f F+ ′= ∈ ∈ = ∈ ∈
      

            (2) 

If FS has the attribute set Fα , which satisfies 

{ ( ) , }F f f Fα α α β α α′ ′= = ∈ ∈∪
      

            (3) 

Where , ,Vβ β α∈ ∈ and f F∈ can change β  into ( )f β α α′= ∈  in 

expression (3). 1 2{ }, , , rS s s s= , q r< , and ,q r N +∈  in expression (1). 

Definition 2. Given function set 1 2{ }, , , qS s s s U= ⊂ , if 1 2{ , ,,α α α=  

}k Vα ⊂  is the attribute set of S, then FS is called the function outer inverse P-set 

(function outer inverse packet set), moreover 

FS S S −= −                                (4) 

While S − is called the F - function deleting set of S, moreover 

{ , ( ) , }i i i iS s s S f s r S f F− = ∈ = ∈ ∈                     (5) 

If FS has the attribute set Fα , moreover 

{ ( ) , }F
i i if f Fα α β α β α= − = ∈ ∈                      (6) 

Where ,iα α∈ f F∈ can change iα into ( )i if α β α= ∈ in expression (6); and 
FS φ≠ , Fα φ≠  in expression (4) while 1 2{ }, , ,F

pS s s s= , p q< , and 

,p q N +∈ . 

Definition 3. The function set pair composed of FS and FS , is called function 
inverse P-sets (function inverse packet sets) generated by function set S, moreover 

( , )F FS S                                   (7) 

and finite function set S is called the ground set of function inverse P-sets ( , )F FS S . 

Using expression (3), we can get the following chain by adding attributes to α one 
after another, 

1 2 1
F F F F

n nα α α α−⊆ ⊆ ⊆ ⊆                        (8) 

and function inter inverse P-set can be gotten from expression (8), moreover 

1 2 1
F F F F

n nS S S S−⊆ ⊆ ⊆ ⊆                         (9) 

Using expression (6), we can get the following chain by deleting attributes from 
α one after another, 

1 2 1
F F F F
n nα α α α−⊆ ⊆ ⊆ ⊆                         (10) 
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and function outer inverse P-set can be gotten from expression (10), moreover 

1 2 1
F F F F

n nS S S S−⊆ ⊆ ⊆ ⊆                          (11) 

Definition 4 

{( , ) I, J}F F
i jS S i j∈ ∈                              (12) 

is called function inverse P-sets family generated by function set S, and expression 

(12) is the general form of function inverse P-sets, if ( , ) {( , ) I,F F F F
k i jS S S S iλ ∈ ∈

 
J}j∈ is function inverse P-sets. 

Using expressions (1) to (12), the following can be gotten. 

Theorem 1. (The first reduction theorem of function inverse P-sets) Function inverse 

P-sets ( , )F FS S and function set S can satisfy that 

( , )F F
F FS S Sφ= = =                             (13) 

Theorem 2. (The second reduction theorem of function inverse P-sets) Function 

inverse P-sets {( , ) I, J}F F
i jS S i j∈ ∈  and function set S can satisfy that 

{( , ) I, J}F F
i j F FS S i j Sφ= =∈ ∈ =                       (14) 

Using the expressions (1) to (16) in part 2, part 3 is given as following. 

3 Data Disassembly-Synthesis and the Generation of Inverse  
P-information Law Fusion 

In reference [15], the following is given. 

The Principle of Data Disassembly-Synthesis 
Given finite data set 1 2{ }, , , nY y y y= , there are finite sub data sets 

,1 ,2 ,{ }, , ,i i i i ny y y y= while iy is a disassembly of Y, and Y and iy  fulfill 1{ ,Y y=  

2 ,1 ,2 ,
1 1 1

} { , , , }, ,
m m m

n i i i n
i i i

y y y y y
= = =

= ∑ ∑ ∑ , then Y is a synthesis of iy . ,,k k iy y∀ ∈  R , 

R is real number set, k=1, 2,…,n, i=1,2,…,m. 
Using the principle of data disassembly-synthesis, the following can be gotten. 

Definition 5. w(x) is called the information law generated by function set 

1 2{ }, , , qS s s s= , moreover 

1 2
1 2 1 0

1 , 1

( )
nn

n ni
j n n

j i j j i
i j

x x
w x y a x a x a x a

x x
− −

− −
= =

≠

−
= = + + + +

−∑ ∏           (15) 
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If w(x) is generated by Lagrange interpolation depending on the data points 1 1( , ),x y  

2 2( , ), , ( , )n nx y x y  composed by the discrete data set  

1 2 ,1 ,2 ,1 1 1
{ } { , , , }, , , q q q

n i i i ni i i
y y y y y y y

= = =
= = ∑ ∑ ∑  of S, and ,1 ,2{ , ,i i iy y y=  

, }i ny is the discrete data set of is S∈ , i =1, 2,…, q. 

Definition 6. ( )Fw x is called the inter inverse P-information law fusion of w(x) 

generated by FS , moreover 

1 2
1 2 1 0( )F n n

n nw x b x b x b x b− −
− −= + + + +                    (16) 

If ( )Fw x  is generated by expression (16) depending on the data points 

1 1 2 2( , ) ( , ), , ( , ),f f f
n nx y x y x y  composed by the discrete data set 1 2{ , ,F f fy y y=  

,1 ,2 ,1 1 1
} { , , , }, r r rf

n i i i ni i i
y y y y

= = =
= ∑ ∑ ∑ of FS . 

Definition 7. ( )Fw x  is called the outer inverse P-information law fusion of w(x) 

generated by FS , moreover 

1 2
1 2 1 0( )F n n

n nw x c x c x c x c− −
− −= + + + +                    (17) 

If ( )Fw x  is generated by expression (17) depending on the data points 1 1( , ),fx y  

2 2( , ), , ( , )f f
n nx y x y composed by the discrete data set 1 2{ }, , ,F f f f

ny y y y= =  

,1 ,2 ,1 1 1
{ , , , }

p p p

i i i ni i i
y y y

= = =∑ ∑ ∑ of FS . 

Where p, q and r fulfill p q r< <  and , ,p q r N +∈  in definitions 5 to 7. 

Definition 8. The information law fusion pair composed of ( )Fw x  and ( )Fw x , is 

called the inverse P-information law fusion of w(x) generated by function inverse P-

sets ( , )F FS S , and is called the inverse P-information law fusion for short, moreover  

( ( ) , ( ) )F Fw x w x                              (18) 

Theorem 3. (The relation theorem between inter inverse P-information law fusion 
and information law) If there is a difference information law ( ) 0w xΔ ≠ , inter inverse 

P-information law fusion ( )Fw x and information law w(x) satisfy that 

( ) ( ) ( )Fw x w x w x− Δ =                          (19) 

Theorem 4. (The relation theorem between outer inverse P-information law fusion 
and information law) If there is a difference information law ( ) 0w x∇ ≠ , outer 

inverse P-information law fusion ( )Fw x  and information law w(x) satisfy that 

( ) ( ) ( )Fw x w x w x+∇ =                           (20) 
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Theorem 5. (The relation theorem between inverse P-information law fusion and 
information law) If there is a difference information law ( ( ), ( ))w x w xΔ ∇ , ( )w xΔ  

0≠ , ( ) 0w x∇ ≠ , inverse P-information law fusion ( ( ) , ( ) )F Fw x w x  and informa-tion 

law w(x) satisfy that 

( ( ) , ( ) ) ( ( ) ( ), ( ) ( ))F Fw x w x w x w x w x w x= + Δ −∇               (21) 

There are ( ) ( ) ( )Fw x w x w x= + Δ  and ( ) ( ) ( )Fw x w x w x= −∇ in expression (21). 

It should be pointed out that the generation of information law w(x) can use 
piecewise interpolation method, linear regression method and other methods, and the 
discussions are omitted. 

The Engineering Background and Engineering Significance of Law Fusion  

f(t) is a rectangular wave or rectangular function, and f(t) can be decomposed to 
several sinkωt, k=1,2,…,m; or there is another saying, f(t) = sinωt+ 
sin2ωt+…+sinλωt+ sinmωt. If f(t) and sinkωt are defined as laws, it is obvious that 
f(t) is gotten by the fusion of sinωt, sin2ωt, …, sinmωt. Another saying, law f(t)is 
gotten by the fusion of sinωt, sin2ωt, …, sinmωt. Conversely, sinωt, sin2ωt, …, 
sinmωt are the law fusion of f(t). In the general mathematics, Fourier's sine series of 

f(t) are
1

( ) sinnn
f t b n tω∞

=
= =∑  1 2sin sin 2 sinb t b t b tλω ω λω+ + + + , under 

certain conditions, where f(t) and bksinλωt are defined as laws. Apparently, law f(t) is 
the law fusion of 1 sinb tω +  2 sin 2 sinb t b tλω λω+ + . Sinωt is called as 

fundamental wave in electric engineering, and sin2ωt and sin3ωt,… , are called as 
"second harmonic” , “third harmonic”, and so on. 

4 The Reduction Theorem of Inverse P-information Law Fusion 

Theorem 6. (The reduction theorem of inter inverse P-information law fusion) If 
F φ= , inter inverse P-information law fusion ( )Fw x and information law w(x) fulfill 

( ) ( )F
Fw x w xφ= =                                (22) 

Theorem 7. (The reduction theorem of outer inverse P-information law fusion) If 

F φ= , outer inverse P-information law fusion ( )Fw x  and information law w(x) 

fulfill 

( ) ( )F
Fw x w xφ= =                              (23) 

Theorem 8. (The reduction theorem of inverse P-information law fusion) If 

F F φ= = , inverse P-information law fusion ( ( ) , ( ) )F Fw x w x  and information law 

w(x) fulfill 

( ( ) , ( ) ) ( )F F
F Fw x w x w xφ= = =                        (24) 
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Corollary 1. Inverse P-information law fusion families satisfy 

{( ( ) , ( ) ) | I, J} ( )F F
i j F Fw x w x i j w xφ= =∈ ∈ =                  (25) 

5 The Attribute Characteristic of Inverse P-information Law 
Fusion 

Theorem 9. (The attribute theorem of inter inverse P-information law fusion) 
( )Fw x is the inter inverse P-information law fusion of w(x) if and only if there is 

attribute set α φΔ ≠ , and the attribute set Fα of ( )Fw x  and the attribute setα of 

w(x) fulfill 

( )Fα α α φ− Δ =∪                            (26) 

Theorem 10. (The attribute theorem of outer inverse P-information law fusion) 

( )Fw x  is the outer inverse P-information law fusion of w(x) if and only if there is 

attribute set α φ∇ ≠ , and the attribute set Fα of ( )Fw x  and the attribute setα of 

w(x) fulfill 

( )Fα α α φ− −∇ =                             (27) 

Theorem 11. (The attribute theorem of inverse P-information law fusion) 

( ( ) , ( ) )F Fw x w x  is the inverse P-information law fusion of w(x) if and only if there is 

attribute sets α φΔ ≠ , α φ∇ ≠ , and the attribute sets ( , )F Fα α of ( ( ) ,Fw x  ( ) )Fw x  

and the attribute setα of w(x) fulfill 

( , ) (( ), ( ))F Fα α α α α α φ− Δ −∇ =∪                     (28) 

There are Fα α α φ− Δ =∪ and ( )Fα α α φ− −∇ =  in expression (28). 

Using the structure of function inverse P-set in part 2 and part 3 to 5, part 6 is 
given as following.  

6 The Hiding Information Image Generated by Inverse  
P-information Law Fusion and Its Application 

1. The Generation of Hiding Information Image and Its Structure  
Definition 9. 0 0( , ( ) , , ( ) )F Fa w x b w xO , which is called the information image with two 

boundary, is generated by function inverse P-sets 0 0( , )F FS S , while 0( )Fw x  and 

0( )Fw x are respectively called the lower-boundary and upper-boundary of 

0 0( , ( ) , , ( ) )F Fa w x b w xO . 
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Where a and b are the common points of 0( )Fw x  and 0( )Fw x , a b≠ ; ,a b R+∈ ; 

0( )Fw x  is the inter inverse P-information law fusion, and it is generated by 0
FS ; 

0( )Fw x  is the outer inverse P-information law fusion, and it is generated by 0
FS . 

Definition 10. * ( , ( ) , , ( ) )F F
ka w x b w x λO is called the hiding information image of 

0 0( , ( ) , , ( ) )F Fa w x b w xO , if its lower-boundary and upper-boundary respectively satisfy  

0( ) ( ) 0F F
kw x w x− ≥                             (29) 

0( ) ( ) 0F Fw x w x λ− ≤                             (30) 

Figure 1 shows 0 0( , ( ) , , ( ) )F Fa w x b w xO and *( , ( ) , , ( ) )F F
ka w x b w x λO  visually in the 

form of folder line.  

 

a b
0

0 0( , ( ) , , ( ) )F Fa w x b w xO * ( , ( ) , , ( ) )F F
k, a w x b w x λO

( )Fw x λ

( )F
kw x

0( )Fw x

0( )Fw x

 

Fig. 1. 0 0( , ( ) , , ( ) )F Fa w x b w xO is information law with two boundary, 0 0( , ( ) , , ( ) )F Fa w x b w xO is 

shown in real line; * ( , ( ) , , ( ) )F F
ka w x b w x λO is the hiding information image of 

0 0( , ( ) , , ( ) )F Fa w x b w xO , and *( , ( ) , , ( ) )F F
ka w x b w x λO is shown in broken line; a, b are common 

points, and a b≠ ; 0 0( , ( ) , , ( ) )F Fa w x b w xO  is shown in shade. 

Theorem 12. (The non-unique existence theorem of hiding information image) If 

0 0( , ( ) , , ( ) )F Fa w x b w xO is the information image with two boundary, then there are 

some *( , ( ) , , ( ) )F F
n ma w x b w xO , and any *( , ( ) , , ( ) )F F

ka w x b w x λO  in them is one of the 

hiding information images of 0 0( , ( ) , , ( ) )F Fa w x b w xO , (1,2, , )k n∈ , (1,2, , )mλ ∈ . 

The proof can be gotten by definitions 9 and 10, theorems 2 to 5, and corollaries 2 
to 4 , and it is omitted.  

2. The Application of Hiding Information Image in the Information Image 
Camouflage  

Definition 11. * ( , ( ) , , ( ) )F F
i ja w x b w xO  is called an information image camouflage of 

0 0( , ( ) , , ( ) )F Fa w x b w xO , if * ( , ( ) , ,F
ia w x bO  ( ) )F

jw x is a hiding information image of 

0 0( , ( ) , , ( ) )F Fa w x b w xO . 
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Using definitions 9 to 11, the following can be gotten.  

Stealth Camouflage Principle of Information Image  
Any hiding information image *( , ( ) , , ( ) )F F

p qa w x b w xO is the stealth camouflage of real 

information image 0 0( , ( ) , , ( ) )F Fa w x b w xO , and 0 0( , ( ) , , ( ) )F Fa w x b w xO is hidden in 
*( , ( ) , , ( ) )F F

p qa w x b w xO , or 

*
0 0( , ( ) , , ( ) ) ( , ( ) , , ( ) )F F F F

p qa w x b w x a w x b w x⊂O O                 (31) 

In expression (31),“ ⊂ ”expresses that 0 0( , ( ) , , ( ) )F Fa w x b w xO  is surrounding by 
*( , ( ) , , ( ) )F F

p qa w x b w xO , and (1,2, , )p n∈ , (1,2, , )q m∈ . 

The example in this part is from a sub-image of an important information image, 
which is a two-boundary image. In order to keep easy and not lose generality, the 

lower-boundary and upper-boundary of sub-image 0 0( , ( ) , , ( ) )F Fa w x b w xO and those of 

its hiding information images *( , ( ) , , ( ) )F F
ka w x b w x λO  are all expressed in folder line 

(here 0 0( ) , ( )F Fw x w x , ( )F
kw x and ( )Fw x λ are all the information law fusion in the form of 

folder line), which can not make misunderstanding. Table one shows the discrete data 

of 0( )Fw x  and 0( )Fw x , while Table two shows the discrete data of ( )F
kw x  and 

( )Fw x λ . The data in Table one come from the real measured value of the sub-image. 

Table 1. The discrete distribution of inter inverse P-information law fusion 0( )Fw x  and outer 

inverse P- information law fusion 0( )Fw x  

k 1 2 3 4 5 6 

o( )Fw x  1.20 1.35 0.94 1.55 1.63 1.38 

o( )Fw x  1.20 0.76 0.83 0.92 0.80 1.38 

Table 2. The discrete distribution of inter inverse P-information law fusion ( )F
kw x  and outer 

inverse P- information law fusion ( )Fw x λ   

k 1 2 3 4 5 6 

( )F
kw x  1.20 1.70 1.83 1.69 1.76 1.38 

( )Fw x λ  1.20 0.46 0.35 0.37 0.44 1.38 

 
It should be pointed out that the data in Table 2 is gotten depending on the 

principle of data disassembly-synthesis and the disassembly-synthesis rule given (the 
coefficient of data extension and contraction is the random number on (0,1)). The real 
values of the coefficient of data extension and contraction are omitted for some 
reason.  
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Basing on table one and two, it can be gotten that the stealth camouflages 
*( , ( ) , , ( ) )F F

ka w x b w x λO and 0 0( , ( ) , , ( ) )F Fa w x b w xO  of sub-image 0( , ( ) , ,Fa w x bO  

0( ) )Fw x  fulfill expression (31). It is difficult to finding out 0 0( , ( ) , , ( ) )F Fa w x b w xO  

from hiding information image *( , ( ) , , ( ) )F F
ka w x b w x λO , and it is difficult to steal 

0 0( , ( ) , , ( ) )F Fa w x b w xO  from *( , ( ) , , ( ) )F F
ka w x b w x λO , too. But it is easy for the image 

transmission to reduce *( , ( ) , ,F
ka w x bO  ( ) )Fw x λ  to 0 0( , ( ) , , ( ) )F Fa w x b w xO  by using 

the rule of data disassembly-synthesis. Figure 1 gives out 0 0( , ( ) , , ( ) )F Fa w x b w xO  

generated by table one and *( , ( ) , , ( ) )F F
ka w x b w x λO  generated by table two. In order to 

keep simple, the lower-boundary 0( )Fw x and upper-boundary 0( )Fw x of 

0 0( , ( ) , , ( ) )F Fa w x b w xO , and the lower-boundary ( )F
kw x and upper-boundary ( )Fw x λ of 

*( , ( ) , , ( ) )F F
ka w x b w x λO are all shown in the form of folder line. 

7 Discussion 

Function inverse P-sets are gotten by introducing dynamic characteristic into finite 
general function set S and improving it. In other words, introducing the concept of 
function into inverse P-sets and improving it, function inverse P-sets is gotten. 
Function inverse P-sets has dynamic characteristic and law characteristic, and it is a 
new model to research the characteristic and application of a class of dynamic 
information laws which is different from that of function P-sets does. Function 
inverse P-sets have the dynamic characteristic and law characteristic, which are 
contrary to that of function P-sets [3-4]. And function P-sets are also a new model to 
research the characteristic and applications of some one class of dynamic 
information laws, which is a different class from the one function inverse P-sets 
does. Function inverse P-sets and function P-sets are two separate dynamic models, 
which can’t be replaced by each other and can only be used separately. 

In order to understand the characteristic of function inverse P-sets and compare it 
with inverse P-sets, the structure of inverse P-sets in expressions (1*)-(14*) are given 
in appendix.  
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Appendix 

Inverse P-sets and Its Structure 

Given 1 2{ }, , , qX x x x U= ⊂ while 1 2{ , , }, k Vα α α α= ⊂ is the attribute set of X, 
FX  is called the inter inverse P-sets generated by X, and called FX is inter inverse 

P-sets for short, moreover  
FX X X += ∪                               (1*) 

X + is called F-element supplementary set of X, moreover 

{ , , ( ) , }X u u U u X f u x X f F+ ′= ∈ ∈ = ∈ ∈                 (2*) 

If FX has attribute set Fα , moreover 

{ , , ( ) , }F V f f Fα α α β β α β α α′ ′= ∈ ∈ = ∈ ∈∪              (3*) 
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Here in expression (1*), 1 2{ }, , ,F
rX x x x= , ,q r N +∈ , q r≤ . 

Given 1 2{ }, , , qX x x x U= ⊂ , 1 2{ , , }, k Vα α α α= ⊂ is the attribute set of X, 

and FX is the outer inverse P-sets of X, and FX is called outer inverse P-sets for 
short, moreover  

FX X X −= −                             (4*) 

X − is called the F -element deleting set of X, moreover 

{ , ( ) , }X x x X f x u X f F− = ∈ = ∈ ∈                     (5*) 

If FX has attribute set Fα , moreover 

{ , ( ) , }F
i i i if f Fα α β α α α β α= − ∈ = ∈ ∈                  (6*) 

Here in expression (4*), 1 2{ }, , ,F
pX x x x= , ,p q N +∈ , p q≤ , FX φ≠ , and in 

expression (6*), Fα φ≠ . 

The element set pair composed by inters inverse P-sets FX and outer inverse P-

sets FX , is called inverse P-sets generated by X, and called inverse P-sets for short, 
moreover  

( , )F FX X                                  (7*) 

and finite general element set X is called the ground set of inverse P-sets ( , )F FX X . 

By using expression (3*), the following can be gotten 

1 2 1
F F F F

n nα α α α−⊆ ⊆ ⊆ ⊆                         (8*) 

According to expression (8*), inter inverse P-sets FX fulfill 

1 2 1
F F F F

n nX X X X−⊆ ⊆ ⊆ ⊆                       (9*) 

By using expression (6*), the following can be gotten  

1 2 1
F F F F
n nα α α α−⊆ ⊆ ⊆ ⊆                       (10*) 

According to expression (10*), outer inverse P-sets FX fulfill 

1 2 1
F F F F
n nX X X X−⊆ ⊆ ⊆ ⊆                       (11*) 

By using expressions (9*) and (11*), the following can be gotten: 

{( , ) I, J}F F
i jX X i j∈ ∈                           (12*) 

Expression (12*) is called inverse P-sets family, and it is the general form of 
inverse P-sets.  

Using expressions (1*) to (12*), the following can be gotten: 
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Theorem 1*. If F F φ= = , then inverse P-sets ( , )F FX X and finite general element 

set X fulfill 

( , )F F
F FX X Xφ= = =                           (13*) 

Theorem 2*. If F F φ= = , then inverse P-sets {( , ) I, J}F F
i jX X i j∈ ∈  and finite 

general element set X fulfill 

{( , ) I, J}F F
i j F FX X i j Xφ= =∈ ∈ =                      (14*) 

Figure 2 shows inverse P-sets ( , )F FX X  directly. 

 

Fig. 2. U is finite element universe, X is the finite general element set on U, which has the 

attribute set α , and X can be shown in broken line. FX is inter inverse P-sets, it has the 

attribute set Fα , and FX can be shown in real line. FX  is outer inverse P-sets, it has the 

attribute set Fα , and FX  can be shown in real line. Inverse P-sets ( , )F FX X  is composed 

of FX and FX . 

The Existence Fact of Inverse P-sets and Its Proof  

A company can produce m kinds of productions which can be named 1 2, , , mx x x ; 

1 2, , , mx x x can compose to production universe U; 1 2, , , qx x x have the purchase 

contract (written as “Contract”) 1 2 , ,,α α  qα respectively; and if i jx x≠ , then 

i jα α≠ . If 1 2, , , qx x x are defined to element set 1 2{ }, , , qX x x x U= ⊂ , and 

“Contract” 1 2 , ,, qα α α are defined to the attribute sets of 1 2, , , qx x x  respectively, 

apparently, set 1 2{ , ,X x x=  }, qx has the attribute set 1 2{ , , }, qα α α α= where 

, , Nq m q m +< ∈ . If new attributes written as 1, ,,q q rα α α+ are adding to α , and 

α can be changed to Fα = 1 1 2{ , , } { , , }, ,q q r rα α α α α α α+ =∪ , then set 

1 2{ }, , , qX x x x= can be change to inter inverse P-sets 

1 2{ }, , ,F
q q rX X x x x+ += =∪  1 2{ }, , , rx x x . If 1 2 , ,,p p qα α α+ + are deleting from 

α , and α can be changed to Fα α= −  1 2 1 2{ , , } { ,, ,p p qα α α α α+ + =  , }pα , then 

FX

FX
X

U
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set 1 2{ }, , , qX x x x= can be changed to outer inverse P-sets 

1 2{ }, , ,F
p p qX X x x x+ += − =  1 2{ }, , , px x x ; p q<  r< , , , Np q r +∈ . By 

promoting this fact, we can get that if some new attributes are adding to α  while 
other attributes are deleting from α , then set X can be changed to set pair 

( , )F FX X , and ( , )F FX X is inverse P-sets. It is easy to get that in inverse P-sets, 

element ix and attribute iα satisfy (disjunctive normal form), and ix has the attribute 

set 1
k
i iα=∨ . 

The Existence Fact of P-sets and Its Proof  

1 2, 3 4 5, , ,x x x x x have the same attributes 1α = red and 2α = sweet apple. If 

1 2, 3 4 5, , ,x x x x x  are defined to element set 1 2, 3 4{ , , ,X x x x x=  5}x and both 1α and 2α are 

defined to the attributes of 1 2, 3 4 5, , ,x x x x x , it is apparent that set 

1 2, 3 4 5{ , , , }X x x x x x= has the attribute set 1 2{ , }α α α= . If the new attribute 3α = 

weight 150g are adding to α , and α can be changed to 3{ }Fα α α= =∪  1 2 3{ , , }α α α , 

then set X can be changed to inter P-sets 1{ ,FX X x= −  2, 4 3 5} { , }x x x x= . If 2α  is 

deleting from α  and α is changed to Fα α= −  2 1{ } { }α α= , then set X is changed to 

outer P-sets FX X= ∪ 6 7 8{ , }x x x  1 2 3 4 5 6 7 8{ , , , , , , }x x x x x x x x= . By promoting this 

fact, we can get that if some new attributes are adding to α  while other attributes are 

deleting from α , then set X can be changed to set pair ( , )F FX X , and ( , )F FX X is P-

sets [1,2]. It is easy to get that element ix and attribute iα satisfy conjunctive normal form 

in P-sets, and ix has the attribute set 1
k
i iα=∧ . 

From the upper facts and proofs, we can get that inverse P-sets and P-sets 
[1,2,5,8,9] are two dynamic mathematics models which has the oppose dynamic 
characteristic and logical relation from each other, inverse P-sets and P-sets are two 
separate model, and they can not be replaced by each other.  
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Abstract. With the wide penetration of Internet, online hotel reviews have 
become popular among travellers. Online hotel reviews also reflect customer 
satisfaction with hotel services. In this study we use online hotel reviews to 
classify the attributes of customer satisfaction with hotel services. The empirical 
data was collected via Daodao.com, the Chinese affiliated brand of online travel 
opinion website tripadvisor.com. Based on text mining and content analysis, we 
found that the following seven dimensions are important attributes generating 
customer satisfaction with hotels: hotel, location, service, room, value, food and 
dinging, and facility availabilities. Finally we concluded on the research 
findings and also highlight the research limitations and future research 
directions.  

Keywords: e-Service, e-Commerce, eWOM, Online reviews. 

1 Introduction 

The wide penetration of Internet applications in the hospitality and tourism field has 
greatly changed the way travelers retrieving tourism information, managing their trips, 
and booking flights or hotels. As Li and Liu (2014) indicated that individuals yield large 
amount of user generated contents (UGC) via Internet, and the UGCs spread to others via 
various online media, such as email, chat rooms, personal Web pages, bulletin boards, 
newsgroups, discussion forums, blogs, social networks, and virtual communities [1, 2, 3]. 
Consumers would like to rely on UGC to support their consuming decisions [1]. Since 
travelers can easily get access to the Internet, where they may freely express their 
subjective assessments, sentimental thoughts or even the emotional feelings towards the 
hotels, destinations, or the trip process, and share their travel experience with others, and 
the most important, individuals are also trying to use these travel-related UGC to support 
their travel decisions, such as hotels or destinations. According to Gretzel and Yoo 
(2008), three-quarters of travelers take online consumer reviews as the main information 
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source when planning their trips [4]. The study by Gretzel and Yoo (2007) confirms the 
vital role (77.9%) of online reviews in making decision “where to stay” [5]. The similar 
trends also show in China. According to the recent report released by China Internet 
Network Research Center in 2013, 69.5% of the travelers in China considered online 
travel-related reviews as the essential factor supporting their hotel booking decision [6]. 
Information asymmetry has been dramatically eliminated [7] by referring to the UGC, 
such as online reviews (also named as eWOM), based on travelers’ previous experience.  

This growing reliance on the Internet as the information source has inversely led to 
the prosperous development of different online opinion facilitated websites, and 
inspired travelers’ enthusiasm in sharing their experience. In the hospitality and 
tourism industry, the professional social network websites normally employ 
numerical rating (overall rating or rating components) and text comments with or 
without numerical ratings [8], such as tripadvisor.com, booking.com. The highlighted 
summary of the travel-related services performs like a powerful illustration of an 
Internet-mediated abstract system [9], or the reputation feedback system [10]. The 
popularity of online review makes the related websites gradually develop to be a 
popular intermediary in travel industry, or even a more trustful third party for 
individuals, when comparing to the traditional travel agents [11].  

The rating system in hospitality and tourism industry, composed of rich numerical 
ratings and text contents from experienced travelers, can not only offers other 
individuals reliable information to support their travel decision, but also delivers to 
travel service providers, i.e. hotels, valuable feedbacks about their service quality, and 
even as a good marketing channel [10]. Ye et al. (2009, 2011) found that the 
relationship between travelers’ hotel rating behavior and the room reservation 
performance is significant [12, 13]. A 10 percent increase in the travelers’ ratings, 
will boost online bookings by more than five percent. Some researchers worked on 
the components of user satisfaction in order to better understand the factors 
determining hotels’ service quality and user satisfaction. In practice, different online 
rating systems are also adopted to measure hotel’s service quality, such as 
Tripadvisor.com, Booking.com.  

Though online reviews have been argued to be important information source for 
both individuals and hotels, research on hotel customer satisfaction mainly focus on 
the attributes of service quality based on the perceptions from hotel customers, and 
little research has attempted to examine the attributes of hotel customer satisfaction 
from the perspective of online hotel review -- the real feedback of hotel customers. In 
addition, few studies have explored to explain the importance level of various 
attributes generating customer satisfaction based on online hotel reviews, which might 
shed light on how hotel can satisfy their customers and retain customers, as well as 
how to recruit customers as marketing channel for their products or services via the 
WOM simultaneously. Thus, it is meaningful to investigate the attributes of hotel 
customer satisfaction based on the online reviews from real hotel customers. 

The rest of this paper is organized as follows. A literature review on hotel customer 
satisfaction research is presented in the next section. Section three describes the 
research instrument development and the collection of the data. The results are 
presented in section four with a discussion on the findings as well. Section five 
presents the conclusions in this research and followed by the discussion on research 
limitations and future research directions. 
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2 Research Background  

2.1 Hotel Customer Satisfaction 

Customer satisfaction has been an important research topic in the marketing field, such as 
to explore customer loyalty, and purchasing intention. According to Oliver (1980), 
customer satisfaction refers to an attitude [14]. It is an evaluation formed by customers 
based on the expectations of what customers would receive from a product or service and 
on their perceptions on the performance of a product or service they actually received. 
Prior literature has attempted to identify the attributes which generate customer 
satisfaction as well as to identify the importance levels of different attributes in enabling 
user satisfaction [15]. Much of the literature researches on customer satisfaction from the 
lens of service quality [16]. The research on user satisfaction of hotels also follows the 
research tradition of customer satisfaction and investigates customer satisfaction based on 
service quality of hotels, mainly employing survey, interview and case study research 
methods [17,18]. The research stream mainly identifies the attributes of service quality. 
More details are presented in Table 1. Deng (2008) identified the importance level of 
different indicators in generating customer satisfaction based on the SERVQUAL scale 
[17], proposed by Parasuraman et al. (1985, 1988) [19,20]. Choi and Chu (2001) 
conducted empirical study in the context of hotels in Hongkong and found that staff 
service quality, room quality, value, general amenities, business service, IDD and 
security are important attributes in generating user satisfaction with hotels [18].  

Table 1. Research on hotel customer satisfaction from the lens of service quality 

Literature Scales  
Deng 2008 
[17] 
 
Case study, 
and survey 
 
 
 
Hotels in 
Taiwan 

Responsibility and empathy: Personal warm care given by staff, Have 
customers’ best interest at heart, Easy to get staff’s attention & help.  
Readiness to respond to customer’s requests, Knowledgeable to answer 
customers’ request, Courtesy and friendliness of staff, Individual attention 
for customer, Willingness to help customers, Understand the specific 
needs of customers, Provision of safe environment and equipment. 
Reliability and assurance: Provision of services as promised, 
Dependability in handling customers’ service problem, Reasonable price, 
Prompt reply to customers, Perform service right at the first time.  
Tangibility: The physical facilities are visually appealing, Multiple hot 
spring facilities, Availability of adequate fire & first aids facilities and 
instructions, Cleanness of hot spring facilities, Convenient hotel location. 

Choi & Chu 
2001 [18] 
 
 
Survey  
 
Hotels in 
Hongkong 

Staff service quality (efficiency in check-in/out, helpfulness of staff, 
politeness/friendliness of staff, neat appearance of staff, efficiency of 
staff), Room quality (cleanliness, comfort of bed/mattress/pillow, in-room 
temperature control and quietness of room) 
Value (room value for money, hotel food & beverage value for money, 
comfortable ambiance of the hotel and hotel being part of reputable chain). 
General amenities (availability of mini bar, variety of food and beverage 
facilities, quality of food and beverage facilities, reliability of wake-up 
call, efficiency of valet/laundry service, efficiency of room service and 
availability of information desk) 

 



 Classification of Customer Satisfaction Attributes 241 

 

Table 1. (Continued) 

Literature Scales  
 Business services (availability of secretarial service, availability of 

business-related meeting rooms, availability of business-related facilities). 
IDD (International direct dial) facilities  
Security (responsibility of security personnel, reliability of loud fire alarms 
and availability of safe box) 

Mey et al. 
2006 [21]; 
Survey; 
Malaysia  

Reliability (5 items), responsiveness (3 items), assurance (3 items), 
empathy (3 items), tangibles (11items) 

Shanka & 
Taylor 2008 
[15] 
Survey  
Hotels in 
Perth of AU  

Physical facilities: personal safe, safe deposit boxes, IDD, long bath, in-
house movies 
Service experienced: friendly front office staff, efficient check-in/check-
out, 24 hour reception 
Service provision: taxi booking, lobby ambience, tour bookings, on-site 
parking  

Ramanathan 
2012 [22]; 
Regression; 
Hotels in UK 

Physical-product management: cleanliness, room quality and family 
friendliness 
People and process management: customer service 
Marketing management: Value for money 

2.2 Research on Online Hotel Reviews 

Online travel reviews have become popular among travelers. Traveler would like to 
make comments on the travel services they have experienced and share travel 
experience with others. The popularity of online hotel reviews offers researchers the 
possibility to get access to online hotel reviews generated by hotel customers, and to 
get the real data reflecting travelers’ satisfaction, but not based on their perceptions 
about travel services as in the traditional research on user satisfaction.  

Recently, quite much research on hotel customer satisfaction has used online hotel 
reviews in their research to explore user satisfaction. Though these researches are also 
trying to identify the indicators of customer satisfaction, the same as the traditional 
research, its research context and research methods are different. Normally text 
mining and content analysis are employed in these researches. Chaves et al. (2012) 
conducted content analysis of online hotel reviews on the SME hotels, and found 
customer satisfaction with hotel services are mainly determined by the indicators 
related to room, staff, location and neighborhood of hotels [23]. Zhou et al. (2014) 
made analysis of the online hotel reviews in a city in China and found that physical 
setting, (including room, hotel, and food), value, location and staff are the most 
important attributes generating hotel user satisfaction [24]. More detailed research 
based on online hotel reviews is presented in Table 2. 
 
 
 
 



242 J. Dong, H. Li, and X. Zhang 

 

Table 2. Research on online hotel reviews 

Literature  Scales 
Chaves et al.  
(2012) [23] 
Content analysis 
SME hotels 
 

Room: cleanliness, size, silence and bed. Cleanliness, confort, scenery and
the Internet (positive), air-conditioner, bed and sound proofing (negative). 
Staff: friendliness and helpfulness. Knowledge and indication of sights
and landmarks, foreign language skills. Professionalism (negative). 
Location: near the city center, proximity to access points for public
transport, proximity to the beach (positive).  
Neighborhood: safe surroundings. 

Zhou et al.  
(2014) [24] 
 
Content analysis 
 
Hotels in  
Hangzhou city,  
China  
 

Physical setting –room:  Amenities in the room/bathroom; size and layout 
of the room; cleanliness of the room; welcoming extras 
Physical setting – hotel:  Availability of Wifi; public facilities (lounge, 
lobby, pool and fitting centre); dated level (old/new); noise level;
entertainment facilities 
Physical setting – food:  A variety of food (including western food); the 
quality of food; the dining environment; availability of special food
service (room service; vegetarian and gluten free options),  
Value:  Room price; food and beverage price, and other prices 
Location:  Close to attractions; close to city centre; close to the
airport/railway station; and accessibility 
Staff: Friendliness of the staff; language skills of the staff; efficiency of
the staff in solving problems 

Li et al. (2013)
[25] 
 
Content analysis 
 
Hotels in Beijing
city, China  

Logistics: Transportation convenience, convenience to tourist destination 
Facility: room, air conditioning, network, sound insulation, TV, parking  
Reception services: luggage, check in/out, morning call, lobby 
Food and beverage management: breakfast, lunch, dinner, room service 
Cleanliness and maintenance: Room cleaning, bathroom, bedding
replacement and bed 
Value: Value for money 

Magnini et al.  
(2011) [26];  
Content analysis 
Blogs 

Customer service, cleanliness, location, value, facility, guestroom size and
decor, renovation/newness, food, amenities, quietness 

Lu and  
Stepchenkova 
(2012) [27] 
 
Content analysis 
  
Online review of 
hotels in USA  
  

Ecology settings (grounds/surroundings, lodge amenities, ambiance, noise,
ecofriendliness, other guests) 
Room (room/bathroom decor and layout, room amenities, room/bathroom 
facilities, insect problem) 
Nature (nature-based activities, natural attractions, weather) 
Services (customer service, tour/tour guider service, extra service,
restaurant service, reservation service, management policy) 
Food quality  
Location (closeness to town, accessibility, closeness to attraction) 
Value for money (food/drink price, room rates, other price) 

Stringam and  
Gerdes (2010)  
[28] 
Content analysis 
Online review of 
hotels in USA 

Clean, staff, breakfast, bed, price, restaurant, pool, bathroom, airport, 
downtown, view, shopping, shower, dirt, coffee, towel, noise, smell, 
courteous, pillow, buffet, noisy, attractions, smoking, accommodating,
pay, expensive, mall, cheap, employee, eat, rate, decor, dine, sheet, valet,
Disney, toilet, clerk, refrigerator, stain, broken, bath, bus, affordable,
store, cost, shops, sink dinner 
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3 Research Methodology 

3.1 Data Collection 

The source selection of hotel review websites is crucial to the research. The 
platform should be capable of assembling larger population and generating higher 
external validity. Based on the rule, daodao.com was finally opted for the online 
hotel review/eWOM data source. Daodao.com is fully affiliated to the world’s 
largest travel site - Tripadvisor, which operates worldwide in 42 countries, and 
generates more than 150 million reviews and opinions covering over 4 million 
accommodations, restaurants and attractions. Since launched in 2009, 
Daodao.com has been providing valuable insights to Chinese travelers in trip 
planning, for example, over 3 million reviews in Chinese has been accumulated at 
the website of Daodao.com by February 2014. Currently Daodao is ranked as the 
top one tourism-related UGC website among the Chinese community. According 
to the iResearch statistics, the monthly visits of Daodao.com have reached 7.62 
million in August 2013.  

Only 4 and 5 star hotels are considered in this research.Sanya, a coastal city 
deemed as the oriental Hawaii in the far south part of China is selected. Sanya is the 
second largest city of Hainan which is an isolated island in the south sea, and is also 
the designated international tourism island by Chinese government in December 
2009. Sanya has been a popular leisure travele destination for its tropical attractions 
and the yearly wide low PM2.5, when comparing with other bigger tourism cities like 
Beijing or Xi’an. A number of 100 top star hotels located in Sanya are registered in 
daodao.com, consisting 49 five star hotels and 51 four star hotels. The 100 hotels 
generated a total volume of 24051 reviews, with online reviews on individual hotel 
ranging from 2 to 1744, and averaging in 240.  

All reviews are crawled from the website by using a spider program. The two-week 
data crawling process started from March 23, 2014, and ended in April 5, 2014. 
Numbers are also revised and re-crawled when there are new reviews during the two 
weeks.  

Taking in sight that the reviewers of Tripadvisor are from 42 countries and can 
write reviews in 25 languages, Daodao.com merged international reviews in the 
general opinion pool for each hotel. Correspondingly, there are numbers of reviews 
written in other languages, such as English, Russian, Japanese, and so on. This 
portion of opinions is not considered in the research so as to neatly focus on the 
context of Chinese eWOM. Daodao.com also cooperates with similar review or 
booking brands, through borrowing travelers’ opinions left in other branded websites 
like Expedia and Agoda. These segments are also deleted, since differed reviewing 
regulations in diversified platforms may deliver varied thinking. The online hotel 
reviews are finally purified to 19,659 items, with individual hotel reviews ranging 
from 1 to 1632. 
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3.2 Data Content Mining Procedure 

Due to the unique feature of Chinese language, one native Chinese software called 
ROST CM6.0 is chosen to conduct the research. ROST content miner is designed by a 
research group from Wuhan University in China, for the purpose of solving the 
problems that other non-Chinese originated content mining software met in parsing 
and merging Chinese words. ROST CM6.0 is capable of splitting, filtering, merging 
Chinese words, and researchers can also automatically count frequencies, cluster and 
classify the words, construct the sentiment networks or social networks, and display 
the co-occurrence matrix. It has been downloaded by researchers worldwide from 
more than 100 universities to deal with Chinese qualitative data in social sciences.  

The word parsing and initial word frequency counting is operated first, followed by 
the filtering stage. Though ROST CM6.0 has its own filtering dataset, the manually 
selected filtering lists are still needed for each individual research under its unique 
context. The full list of the parsed words is therefore carefully reviewed, while those 
words that either do not conforms to the common Chinese usage or contains no 
meanings under this research context are selected and added in the filtering database. 
When the filtering word list is done, the parsed word dataset is then re-input in the 
software to generate the new word frequency counts. 

3.3 Data Coding 

The filtered output displays a number of 1899 items of words with the frequency of 1 
or above. The highest frequency climbs up to 35089, whereas a list of 812 words 
counts less than 10. The number of words with frequencies up from 57 takes the top 
499 lists, and those ranging from 11 to 49 surmounts 588. Among the 1899 word lists, 
the word hotel ranks the highest, being mentioned by 35089 times. Room and service 
follow with the frequency of 18482 and 15111. Surroundings, amenities, 
convenience, breakfast, seashore, sandy beach and sea view are also the frequently 
used words in the top 10 lists.  

Though the review portraits are sketched out by referring to the 1899 word lists, it 
is still far from reaching the fundamental essence. The coding process is therefore 
continued so as to stress out the important word groups and accordingly pinpoint the 
key dimensions that travelers care. The top 500 words are picked out and reviewed 
carefully. Through aggregating the synonyms or similar words, the 500 vocabulary is 
then reduced to 100 groups. The frequency of the word groups range from 56 to 
37342, and average in 3300. The denomination related with hotel still ranks the first, 
including hotel, resort, villa and etc. Room, beach, service, location, facilities, 
environment, cleanness, swimming pool and price also enlist in top 10 lists. Generally 
speaking, the groups of words outlining the varied facets of each dimension still take 
the majority. Take service for instance, vocabulary pools specifically describing 
empathy, politeness, professionalism each take the frequency of 7670, 3735 and 2590.     

In order to reveal the diversified dimensions and explain their respective 
significance, attribute coding is conducted according to the scales proposed by prior 
literature. A small number of word lists are deleted, for either they are the general 
denomination, such as hotel name related lists (hotel, resort, villa and etc.), or the 
ambiguous words that cannot unveil the real context, like lovely, delicious, tasty. 
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4 Results and Discussions  

Based on the literature review and careful coding, the 100 word groups are 
categorized into seven attributes, each containing detailed indexes, as shown in  
Table 3. Among the seven attributes, hotel, location and room attracts the majority of 
the stress, respectively taking the percentage of 25.9%, 21.7% and 21.4%, which 
clearly reflect the travelers’ willingness to stay in a conveniently located and well 
equipped hotel, and to enjoy the comfort of the room fully supported by the well 
furnished amenities. Service and food are also frequently mentioned, sharing another 
proportion of 22.4% in altogether. This finding also conforms to the prior research 
finding of Li et al. (2013) that service and food are important attributes generating 
customer satisfaction with hotel [1]. Surprisingly, only no more than 5% of the review 
words have connections with the elements of hotel value. The finding reflects the true 
thoughts of travelers. Travellers consider more about quality of travel service, and 
less on the hotel value considering the popularity of Sanya as a leisure travel tourism 
destination and aiming for relaxation when traveling to Sanya. The denomination 
regarding the general facility availabilities, ambiguous in the underneath context of 
either hotel or in-rooms, for instance, facilities, equipments, deployments, hardware, 
equipped, and etc., also counts for 3.8%, though it cannot unveil much significant 
findings.  

In the attributes related to hotels, the index of beach and sea view far surmount the 
other indexes, standing over one third of review frequency in its category. This is 
crucial to hotels in the tropical cities like Sanya, which is also why most top star 
hotels locate nearby the sea to avail beautiful sea view in-rooms possible, and to run 
their own beach with seashore supports for enjoyment. Room rates of those hotels can 
even triple the price of the similar hotels which are not near the sea, since they follow 
the fashion and pinpoint the unique feature. The element of decoration turns to be the 
second important attribute related to hotels, sharing a percentage of 19.0%. This 
finding reveals that customers care very much about the hotel decoration. The 
decoration, furnishing, ornamentation of hotels can help customers to get the feeling 
of luxury, modern, fashionable, dated and etc. The public facilities and fitness and 
entertainment facilities are the two commonly mentioned indexes, individually 
standing for 12.5% and 15.5%. Lobbies, elevators, corridors, and facilities for 
children and elder people sketch out the public facilities travelers concern, whereas 
fitness and entertainment facilities mainly refer to fitness centers, sonar and message, 
bars and clubs, and swimming pools. In addition, reviewers also care about the chains 
or star ratings of the hotel (7.9%), revealing that endorsement based reputation can 
truly make some influence towards the travelers. Some reviewers also mentioned 
about the beautiful surroundings and ambience (7.5%) inside the hotel, such as 
gardens, fresh air, quietness and etc. The two non-significant yet indispensible 
elements, parking and in-hotel commuters and Internet facilities are also highlighted, 
though respectively with only 2%. 

The general denomination of room has been intensely remarked in the room 
attribute, constituting over one third of the proportion. Nonetheless, the detailed hints 
regarding room facilities still draw a panoramic view. Cleanness (24.5%) and comfort 
of the room (22.5%) are the two vital variables to measure the perceptions customers 
hold towards the room, standing more than half of the detailed descriptions. To well 
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explain the comfort of the room, noise & quietness (16.4%) and sleep quality (9.5%) 
are proposed multiple times to reflect the two influencing facets. Toilet & bathroom 
(13.9%), furniture & electronics (12.5%) sharing the portions of 26.4% altogether, 
primarily emphasize the internal facilities either in rooms or in the bathroom, which 
can provide the solid supports to customers. Interestingly, a great number of 
reviewers stress out the room size and layout (23.1%), particularly referring to size, 
stories, balcony, casement and floor windows, space, scenery, airiness, etc. A small 
number of reviews comment on beddings (3.5%), including pillows, beds, sheets, and 
mattress. Of course, well beddings can normally bring comfortable and tight sleep. 

Same as the prior literature, travelers discuss the hotel location in regard to its 
proximity to public transport, attractions and city centers, and its general 
environment. Surprisingly, travelers intently headline the surrounding environment of 
the hotel (51.2%), through adopting words like landscape, scenery, beautiful, tropical, 
greens, nature, and etc. Expectancy and conformity theory might help explain this 
finding. Travelers who choose the most famous tropical city of China mainly expect 
to experience the exotic views. Accessibility of the public transportation (22.3%) 
draw some heeds, while vicinity to the attractions (15.9%) follows. The proximity to 
city center (10.6%) is comparatively the least highlighted. This fits in the research 
context, since Sanya is more a tourism spot than a gigantic city with prosperous 
shopping malls.  

The word service in single has been mentioned for 15111 times, standing nearly 
38% of the service attribute, though there are many facets of service that have been 
highlighted. Friendliness and helpfulness (44%), and staff and professionalism (41%) 
are the two equally important index, stating either the consideration of the service 
people, i.e. warm, polite, greeting, kind, patient, attentive, smile, help and etc., or the 
professionalism that displays through efficient, speedy and timely service, and their 
neat appearance and nice manage. Front desk service and reception (11%) can also 
deeply impress the customers, which implies in the process of check-in/out, inquiry, 
complaint, room change, welcome etiquette, and etc. Pick-up service (4%) attracts the 
least concern, yet it is still vital for hotel. 

Dining and food is also frequently mentioned. The general description regarding 
food, foodstuff, eating, dining, feast etc. takes some proportion (18%), and portrait the 
overall profile. The two elements depicting dining and food are the dining place and 
the contents. Food and beverage takes the transcending advantage with the percentage 
of 87.4%, including the variety of food (western/oriental food, buffet, breakfast/lunch/ 
supper, seafood, cakes/fruits/ barbecue etc.), beverage (drinks, liquors, juice, coffee, 
etc.), and the quality of food (delicious, flavor, etc.). Breakfast attracts the highest 
remarks (36% out of the category), since most hotels put breakfast in the package 
bundle. The dining place (12.6%), namely Chinese/western restaurant and room 
service, also counts. Value is mainly reflected by means of perceived value (23.1%) 
and price (76.9%), with the former revealing the customers’ perception towards value 
(value for money, economic, cheap, worthy, etc.), and the latter being price of room, 
food, service, or the discounts and freebies. 
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Table 3. High Frequency Review Words Coding Profile 

Index Ratio Notes and Examples 
Hotel (25.9%)   
- beach & sea view 33.5 beach, seashore, sea view, sand, sea, etc. 

- decoration 19.0 
renovation, furnishing, ornamentation, luxury, modern, 
etc. 

- entertainment  
facilities 15.5 

fitness, sonar & message, bars & clubs, swimming 
pools, etc. 

- public facilities 12.5 lobbies, elevators, corridors, fountains, slides, toys, etc. 
- star ratings 7.9 star ratings, reputation, chain, brand, 1st class, etc. 
- ambience 7.5 natural ambience like gardens, fresh air, quietness, etc. 
- Internet facilities 2.1 computers, Internet, cable, Wi-Fi, etc. 
- parking & commuters 2.0 parking lot, in-hotel storage battery car, etc. 
Location (21.7%) 36.6/- general description, e.g. location, district, distance, etc. 

- environment 32.4/51.2 
landscape, scenery, beautiful, tropical, greens, nature, 
etc. 

- close to transportation 14.2/22.3 bus, airport, railway station, walking, taxi, etc. 

- close to attractions 10.1/15.9 
famous scenery spots and attractions, and place for 
diving, etc  

- close to city center 6.7/10.6 city center, shopping, supermarket, downtown, etc. 
Room (21.4%) 34.5/- general descriptions, e.g. room, guestroom, indoors, etc. 
- cleanness 16.0/24.5 cleanness, cleaning, disinfection, dust,rubbish, etc. 
- room size and layout 15.2/23.1 size, stories, balcony, windows, space, scenery, airiness, 

etc. 
- comfort 14.7/22.5 quietness, sound proofing, noise, comfort 
- toilet & bathroom 9.1/13.9 bathroom facilities, e.g. shower, bathtub, towel, slippers 

etc 
- furniture & 
electronics 

8.2/12.5 curtain, carpet, sofa & chairs, telephone, TV, cooler, etc. 

- bedding 2.3/3.5 bed, mattress, pillow etc 
Service (14.3%) 38/- the single word of service for general description 
- friendliness &  
helpfulness 

28/44 warm, polite, greeting, kind, patient, attentive, smile, 
and etc. 

- staff &  
professionalism 

26/41 efficient, speed, timely, manage, neat appearance, and 
etc 

- front service &  
reception 

7/11 check-in/out, inquiry, complaint, welcome etiquette, and 
etc. 

- pick-up service 2/4 pick-up service including shuttles, drivers, pick-up, and 
see-off 

Dining & Food (8.1%) 18.1/- general description, e.g. food, foodstuff, eating, etc. 

- foods & beverages 71.5/87.4 
variety, quality, and taste of food, drinks and liquors, 
etc. 

- restaurants 10.4/12.6 Chinese/western restaurant and room service 
Value (4.8%)   
- price 76.9 room/food charges, service fee, discounts, freebies, etc. 
- perceived value 23.1 value for money, economic, cheap, worthy, etc. 
Facility availabilities  
(3.8%) 

 facilities denomination ambiguous in the underneath 
context, such as facilities, equipments, deployments, 
hardware, equipped, and etc. 
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5 Conclusion 

This research attempts to identify the attributes generating customer satisfaction with 
hotels based on the online hotel reviews from hotel customers. Based on text mining 
and content analysis, we found that the following seven dimensions are important 
attributes generating customer satisfaction with hotels: hotel, location, room, service, 
food and dinging, value, and facilities. Hotel related attributes is the most important 
factors travelers care about and influence customer satisfaction strongly, followed by 
location, room, service, food and dining, value and facility availabilities. The research 
finding implies that physical settings of hotel (such as hotel, room), services and 
location play more important role in generating customer satisfaction, whereas dining 
and food, value and facility availabilities are not as so important as the role of them. 

The research findings also offer some practical guidelines to hotels on how to 
improve customer satisfaction. Providing good service and satisfying customers are 
always important for hotel. 

6 Limitations and Future Research  

The same as other research, this study involves some limitations that need to be 
acknowledged. First, this research was conducted in context of hotels in Sanya in 
China. This gives a possible avenue for future studies to research on hotels in 
different cities or different countries to see whether there is difference among varied 
cultural background of hotels. Second, to compare the findings of research on online 
hotel reviews and on traditional customer perceptions, such as survey, might also be 
interesting in this field. 
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Abstract. Promoting e-commerce in Southeast Asia and South Asia has lan-
guage barriers. There are many languages in the region that have a very limited 
number of speakers. And not many ordinary people use English for their com-
munication purposes. Online translation software does not include such lan-
guages like Burmese and Laos. Therefore, it is necessary to explore alternative 
methods for instant network communication. This paper explores the use of 
non-verbal graphic symbols for instant communication in the cross-border e-
commerce context by borrowing theories and methods from linguistics, 
psychology, semiotics, graphic design and computer science to enrich this 
approach. 

This paper designed and implemented three experiments: (1) the cognitive 
effect of non-verbal symbols and network graphical symbols experiment, (2) 
the cognitive efficiency experiment of non-verbal graphic symbols and a global 
language such as English and (3) a simulated communication experiment using 
graphical symbols. Experimental results show that designed non-verbal graphi-
cal symbols are recognizable can be used as media for simple communication 
purposes in e-commerce after some training. 

This study has the potential to contribute to cross-border e-commerce by less 
educated groups of small regional language speakers. It may also contribute to 
special purpose communications as well as providing an embodiment of the 
need to use graphic expressions.  

Keywords: Non-verbal graphic communication symbols, online instant com-
munication, cross-border e-commerce, e-Business. 

1 Introduction 

Current cross-border e-commerce websites provide three language solutions: (1) web 
pages are in different language; (2) translation software is available for instant web 
page translation;(3) human interpreters are used to offer synchronous or asynchronous 
translation services. The first method is used for news release in static web pages but 
not very applicable to interactive e-commerce activities. The second method has two 
main problems. First, software translation has limited accuracy of about 70%. Second, 
most of the translation software does not provide translation for languages with small 
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number of speakers such as Khmer, Laotian and Burmese and other ethnic minority 
languages. The third method is restrained by the high cost of human translators, the 
delay in response and the difficulty to maintain long-term high quality services. In 
addition to that, the Europe approach of using English as the communicative media 
does not apply in other cultures or regions. 

Given that e-commerce operates in a virtual environment, users’ level of education 
is unpredictable; the limitation of English as the communicative media for  
e-commerce and translation software does not support small languages, exploring 
alternative methods of communication has practical significance. 

So, our research question is: Can we conduct simple and preliminary communica-
tions using non-verbal graphic symbols in cross-border e-commerce?  

If it is any hint, the application of graphical symbols in Internet communications 
may have practical implications. 

On September 19, 1982 at 11:44 am, Carnegie Mellon university professor Scott 
Fahlman set the precedent in the BBS of the Internet by typing a string ": -)", emoti-
cons to express feelings. The emoticons spread quickly in the BBS, and developed. 
Later the Martian symbols appeared in online social networks to convey specific in-
formation. Examples are ‘Orz’ (bowing down in hieroglyphic method, like a man 
three letters fell to his knees on the ground) and ‘@ @’ (feeling dizzy). Along with 
the development of Web instant communications technology, in the instant communi-
cation network applications such as MSN, QQ and WeChat, people developed graphic 
emoticons to replace the character emoticons that are not easy to remember. After that 
animated graphic symbols were adopted thus adding business significance to these 
symbols (Fig. 1). Feng Cheng (2005) found that “in the SCMC (based synchronous 
computer - mediated communication) context, people used the non-verbal symbols for 
entertainment mentality and emotional needs hence giving these non-verbal symbols 
the inherent function of communicating entertainment and expression.”[1]. Since 
then, graphic symbols in addition to expressing emotions have gained added  
meanings. 

   

Fig. 1. Emoticons graphic symbols, animated graphic symbols and business graphic symbols 
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In addition to expressing emotions, graphic symbols have gained new uses. With 
the development of social media, people began to upload large numbers of pictures in 
forums such as Baidu Post Bar and via communication software to express richer 
meanings and meanings that are hard to convey in language. This then led to the de-
velopment of a visual language. 

There are also attempted complete narratives by using graphical symbols. For ex-
ample, a painter named Xu Bing (2012) depicted the life of a white collar worker in a 
day using graphic symbols in his book “To book: from point to point”[2]. Figure 2 is 
a paragraph from the book demonstrating Bing Xu’s words-graphic symbol transla-
tion system. This is an experiment using graphic symbols to convey meaning. 

 

Fig. 2. Bing Xu’s narrative in graphic symbols 

2 Conceptual Background 

No research paper has been documented studying the use of non-verbal graphic sym-
bols in business, especially in the context of the multi-lingual environment in South-
east Asia. But that does not exclude the following relevant studies. 

Nonverbal graphic symbols communication has become a way for people to com-
municate. Cheng (2005) argues that “computer-mediated communication (CMC) has 
become an important means of human communication.” “In online socializing com-
puter users have developed a set of nonverbal cues popular among netizens to com-
pensate for the lack of nonverbal cues in CMC context. Non-verbal communication in 
SCMS is classified into three types: graphic accents, electronic paralanguage and 
emoting. Graphic accents fall into two kinds: emotions and pictures. Emotions usually 
include keyboard symbols and ASCII codes to indicate users’ mood or states of mind. 
Pictures are content-rich picture icons or animated pictures originated from the Inter-
net. Electronic paralanguage is a set of innovative nonverbal cues created by commu-
nicators mainly through the strategic use of typography for emphasis or effect  
enhancement. Action description is also categorized as a method of nonverbal com-
munication. Action description (Emotion?) refers to the narrative descriptions of the 
user's current emotional or physical state in the third person”[1].  
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Studies show that nonverbal symbols can be directly felt, do not require a lot of 
thinking and analysis. It is also found that clear and systematic nonverbal symbols can 
improve cognitive efficiency and reliability. The most representative study was con-
ducted by Standing in 1973 [3]. In this study, 2500 slides were shown to the subjects 
in 10 seconds. Then the slides were shown again in pairs for the subjects to identify. 
The results showed that even if the new slides were shown only for 1 second, or when 
the original slides were mirrored, 85% - 95% of the slides were correctly identified.  

King (1971) did an experiment comparing the cognitive difference between non-
verbal graphical symbols and text. His founding was that people were able to match 
nonverbal graphic symbols more quickly than the text. Also, 65% of the subjects be-
lieved that it was easier to match the nonverbal graphic symbols than the text [4]. 
Based on another study regarding the correct recognition of texts and symbols, Walk-
er (1965) came to a similar conclusion that nonverbal graphic symbols have a higher 
recognition rate than texts [5]. Thus, Horton (1994) agreed that non-verbal graphic 
symbols were visually easier to recognize than texts and easier to remember too. 
Nonverbal graphic symbols have both verbal memory and visual memory, and texts 
have only verbal memory. Therefore, the human visual perception system has power-
ful cognitive and identifying ability for symbols. For well-designed graphical non-
verbal symbols, people's cognition is even more rapid and accurate [6]. 

As can be seen from the above studies in other fields, nonverbal graphic symbols 
have better cognitive recognition and higher cognitive efficiency. Thus we propose 
the following hypotheses. 

H1: In the context of e-commerce, people can effectively recognize graphic sym-
bols designed by following the rules of cognitive psychology and linguistics. 

H2: The cognitive effect of graphic symbols is acceptable relative to that of the 
verbal signs.  

H3: Preliminary communication in graphic symbols is possible after some training 
in them. 

In order to verify the above hypothesis, we have designed three experiments. 
E1. The cognitive effect experiment of non-verbal symbols and network graphic 

symbols, designed to assess whether the designed nonverbal graphic symbol system is 
reliable as a system and whether it is easy to recognize or easy to use.  

E2. The cognitive efficiency experiment of non-verbal symbols and such global 
language symbols as English. The experiment was designed to evaluate the cognitive 
effect of designed graphic symbols by means of a cognitive test of both designed 
nonverbal graphic symbols and linguistic symbols. 

E3. A simulated communication experiment using nonverbal graphic symbols. The 
purpose of this experiment was to test whether two-way communication using non-
verbal graphic symbols in the e-commerce context can be achieved after both parties 
of the communication were properly trained. 
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3 Methodology 

3.1 Experimental Material Preparation 

We prepared two sets of non-verbal material and a set of graphical symbols for Eng-
lish learning material, called material 1, material 2 and material 3. 

Material 1: picture collected from Internet, show as Table 1. These graphical sym-
bols have the same style, more commonly used. To avoid the influence of the color, 
all graphic symbols are processed into black and white figure. 

Material 2: icons designed the nonverbal graphic symbols as shown in table 2. It is 
designed based on some knowledge of cognitive psychology, cognitive linguistics and 
graphic design. 

Material 3: learning materials adopted ‘New Cambridge Business English (primary)’ 
in business consulting part of school textbooks. 

 

Table 1. Sample picture part of material 1 Table 2. Sample graphic symbol part of material 2 

 

 

 
 

  

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

  

 

 

 

 

 …… …… ……   …… …… ……  

3.2 Participants 

In this study, subjects with diverse gender, age, education, respectively, from Thail-
and, Laos, Vietnam, China, undergraduate, graduate students and exhibitors ASEAN 
Expo, A total of 94 people. Intelligence and vision of all the subjects are normal.  

3.3 Experimental Design 

Experiment 1 
For 94 subjects, due to the Likert scale questionnaire survey results has independent 
of features with personnel level, experience, and knowledge and so on, and therefore 
don’t need to consider when designing the experimental program the subject compo-
nents affect experimental results generated. 

Using questionnaire survey, the symbol design results are subjective evaluation. 
Experiment principle using Likert (1932) scale of psychology experiment method. It 
belongs to the one of the rating aggregation type scale that most commonly used. The 
scale consists of a set of statements consisting. Each group statement has five kinds of 
answers, such as "very", "less", "general", "more" and "very". Subjects are asked to 
express the views for each group of statements and icon related to the experiment, and 
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t and clearly the extent of its holdings attitudes [7]. In making Likert scale question-
naire, this paper adopted Gittins (1986) put forward to evaluate symbols of the six 
factors, namely, can associate, can be recognized, meaning clear, concise design, 
attractive and symbolic [8]. The researchers randomly selected 10 symbols from ma-
terial 1 and 2, and made the questionnaire. Each symbol is set up six factors scale, 
each scale are set five decision values. Table 3 is an example of the questionnaire. 

Table 3. The sample of questionnaire  

 can  

associate 
can be  

recognized  

meaning 

clear 
concise 

design 
attractive symbolic 

1-1 

money 

      

2-1       

Experiment 2 
24 invited participants were not with graphic symbols or English learning experience. 
Therefore, under the same conditions that reflects characteristics of two language 
systems in learning and cognitive efficiency. In order to make the experiment with a 
more intuitive contrast, this test used two different language systems, material 2 and 
material 3. Depending on the material, we grouped subjects. On the use of material 2 
symbol system team labeled A, using English language system team labeled B. Where 
group A and group B, each of 12 people. 

Experimental 2 consists of two processes: learning process and testing process. 
Learning process: By reading training to learn the designed Non-verbal graphic sym-
bols and common language (English), then let the subjects get some understanding 
about Non-verbal graphic symbols and common language. Based on the learning, 
through identification tests set out by the experiment, we can analysis level of these 
subjects reorganization between Non-verbal graphic symbols and international com-
mon language, and take the result as judgment to evaluate these symbols. Training 
and testing process should be alternately, as learning, testing, learning…. At the same 
time, each learning time specified in Table 4.This time lamination is determined by 
some subjects’ experimentation (Note: They don’t participate in formal experimental 
test). 

Table 4. Cumulative learning time of six experiments 

Cycle experiment 1st 2nd 3rd 4th 5th  6th 
Cumulative time 3min 3min 6min 6min 9min 9min 
 
This experiment adopts filling in the blanks type rules for identification test. I give 

some symbols to subjects, that subjects can describe and explain graphic symbols on 
the basis of learning symbol’s system. This test can reflect whether the graphic sym-
bol system is easy to understand recognize, remember and use. Developed a total of 
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12 sets of experimental test papers, numbered A-1, A-2, ..., A-6 (randomly selected 
from the material 2) and B-1, B-2, ..., B-6 (random selected from material 3). Each set 
of test papers total of ten symbols, need the subjects to answer symbolic representa-
tion of meaning after learning. Experiment 2 test papers are shown in Table 5 and 6. 

Table 5. Experiment 2 Test paper (Part) 

Sequence Num-
ber 

Graphic symbol Please give its characterization based on the 
significance of graphic symbols 

1 
 

 

2 
 

 

… …… …… 

Table 6. Test paper (Part) 

Sequence Num-
ber 

English word Please give its characterization based on the 
English word 

1 Money  
2 Weight  

… …… …… 

 
From cognitive experimental variables analysis, Experiment 2 mainly affected by 

"the length of training time" the independent variable. Therefore, in this experimental 
program designed to deal with the independent variables investigated. Working staff 
were asked to try to make rigorous, reducing experimental noise accidental errors. 

Experiment 3 
Experiment 3 is based on Experiment 2. The first group of members in experiment 2 
received training in non-verbal graphic symbols designed for this study so that they 
had some basic understanding of the graphs thus satisfying the requirement for re-
search participants. The experiment verify whether can use nonverbal symbols to two-
way communication on both sides under the e-commerce context. This experiment 
uses the symbols system of material 2 and English language of material 3. When de-
veloped, we retain a number of symbols that are not used in experiment 2 to be used 
in experiment 3. 

Members were in Experiment 2. Then these participants were divided into groups 
X and Y with group X organizing the symbols into graphs using provided conceptual 
ideas and group Y attempting to translate these organized graphs. The questionnaire is 
shown in Table 7. 

3.4 Procedures 

Experiment 1 
Grant questionnaire to subjects, and clarify the relevant matters needing attention 
when answer the questionnaire, ensure that all participants personnel seriously think 
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and evaluate symbols. After subjects answer the questionnaire, researchers receive 
questionnaire. 

Table 7. Sample volume 

 Experiment 3： Communication process simulation Ι (first cycle of group X) 
1. Basic information of group X members（Omission） 
2. Answer team Y symbol combinations 

Sequence Number Semantic 
1 The price can’t be any cheap. 
…… …… 
5 Free shipping 

Cutting line 
Experiment 3：Communication process simulation Ι (first cycle of group Y) 
1. Basic information of group Y members（Omission） 
2. Answer team X symbol combinations 

Sequence 
Number 

The result of graphic symbol made up 
by group X 

The result of graphic symbol Answered
by group Y 

1   
……  …… 

5   
 

 

   

Experiment 2 
Experiment 2 were arrangement of six "learning - recognition" cycle. For each learn-
ing cycle are made of different test papers. Each piece of paper is randomly drawn 
from the use of two language systems. The purpose of doing so is to investigate the 
extent of the subjects to understand and grasp the whole symbols system, which re-
flects on the cognitive performance in two sets of language system. 

Experiment 3 
(1) A and B teams in experiment 2 were regrouped (each team having the same num-
ber of participants) to simulate X and Y in figure 3. 

 

 

Fig. 3. Communication model using graphical symbols 
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(2) Following the simulation process of “X (understanding of reality) -> symbol ->Y 
(understanding of reality)”, experiment 3 gave the conceptual ideas of several new 
symbols which had not been used before (to be called the “source semantics”). After 
that, group X organized the symbols into communicative sentences in graphs. Then 
these organized graphs were given to group Y to translate into sentences (to be called 
“target semantic”). In each cycle of these experiments, symbols were first distributed 
to group X (or Y) to present in graphs. When the graphs were ready, they were given 
to group Y (or X) to translate. 
(3) Recycling semantics "source semantics" and "target semantic" test, carries on the 
comparison and evaluate the degree of similarity between them. 

4 Analyses and Results 

4.1 Measures 

Experiment 1 
In this paper, fuzzy comprehensive evaluation method (Fang Ke, etc., 2011) con-
ducted a questionnaire survey data processing and analysis. 

a. handling method 
Establishing factor set and evaluation set. The factors set are expressed as: 

U={U1, U2, U3, U4, U5, U6}                      (4.1) 

Which, U1: can associate, U2: can be recognized, U3: meaning clear, U4: concise 
design, U5: attractive, U6: symbolic. 

Evaluation sets vector as follows: 

V={v1, v2, …, v5}                          (4.2) 

This experiment evaluation set as shown in table 8. 

Table 8. Credibility evaluation set 

evaluation very  

significant v1 
more  

significant v2 
general  

significant v3 
generally not 

significant v4 
not very  

significant v5 

value 83 72 65 60 20 

Calculate fuzzy evaluation matrix. To statistics of the questionnaire survey, estab-
lish fuzzy relations from factors set to comment, calculating the membership of each. 

For a symbol evaluation factor Ui (i = 1, 2, .., 6), the evaluation statistic is obtained 
through the questionnaire (x1，x2，x3，x4，x5), the membership function is defined: 

Uij= xi/∑xj ( i=1, 2,..., 6; j=1, 2,...,5)                   (4.3) 

Can get fuzzy matrix: 

R=

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

…
…………

…
…

656261

252221

151211

uuu

uuu

uuu

                        (4.4) 
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Using the method of contrast sort, the factor of factors set and calculates the 
weight of each factor was sorted. Questionnaire, subjects were asked to sort the 6 
evaluation factors on importance, endowed the scores for sorting (i.e. ranked first 6 
points, second place five points... ranked sixth 0 points), calculate the total score for 
each factor Ui, and thus can get indexes weight vector: 

ω=(ω1, ω2,, ω3, ω4, ω5, ω6)                       (4.5) 

Among them, 

ωi =∑
=

6

1j

jik /∑∑
= =

6

1

6

1j i

jik                           (4.6) 

i =1,2,...,6, j=1,2,...,6 and ∑ωi=1. 

Experiment 2 
Using sememe analysis (Feng, 2010) score, while scoring hits by analysis of the se-
manteme of the subjects answer hit on all the proportion of the semanteme[9]. The 
answer on subjects sememe analysis conducted with the answer set semantics and 
comparison, hit 1 point, the semantic meaning of the answer appears non-prime minus 
-1 point (because it wrong), no negative points, the lowest score is 0 point. 

Experiment 3 
Using the same "plain meaning analysis" from experiment 2, an analysis was done of 
the recycled "source semantics" and "target semantic" to identify the similarity and 
difference of “source semantics” and “target semantics”. Below is the equation used  
for similarity calculation:  

W=[SS ∩ TS]/ [SS ∩ TS]                        (4.7) 

Which, SS= Source Semantic, TS= Target Semantic. 

4.2 Results 

Experiment 1 
The statistics and weight calculation results of questionnaire are shown in table 9. 

Table 9. Statistics and weights and calculation result of the questionnaire 

no efs Rank Occurrence Statistics kij tsf weight 
ωi s1 s2 s3 s4 s5 s6 

1 U1 8 44 30 2 0 10 404 0.205 
2 U2 14 22 38 6 0 14 378 0.192 
3 U3 18 14 10 34 4 14 342 0.173 
4 U4 28 6 12 30 8 10 362 0.184 
5 U5 10 6 2 18 34 24 244 0.124 
6 U6 16 2 0 6 48 22 242 0.122 

Note:  no=number, efs=evaluation factors set, tsf=total score of factor, s1= section 1, s2=section 2,… 
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Calculate the evaluation results. According to the principle of fuzzy comprehensive 
evaluation, each symbol fuzzy comprehensive evaluation results can be calculated by 
the following formula: 

f=ωRVT 

Experimental Evaluation of a test groups participate in the survey results of fuzzy 
symbols shown in Table 10, where I-i represents symbols from 10 randomly selected 
material 1, II-i represents symbols from 10 randomly selected material 2. 

Table 10. Each symbol fuzzy comprehensive evaluation results 

I-1 I-2 I-3 I-4 I-5 I-6 I-7 I-8 I-9 I-10 v sd 

3033.06 3301.63 3288.93 3351.75 3022.67 3277.08 3166.97 3255.63 3124.10 3091.23 
3191.3

1 
98.12 

II-1 II-2 II-3 II-4 II-5 II-6 II-7 II-8 II-9 II-10 v sd 

3542.87 3546.23 3390.23 3887.70 3509.96 3468.34 3301.07 3586.05 3562.79 3606.45 3560.1

7 

92.01 

Note: v= variance, sd=standard deviation 

Table 9 is the sorting result of subjects to male the evaluation factors. Table 10 shows 
the fuzzy comprehensive evaluation score of material 1 and material 2 samples. Assum-
ing random samples can reflect the characteristics of the whole symbol system, and then 
you can get the following conclusion: As can be seen from Table 5 weights, subjects 
generally considered that six Gittins evaluation factors are importance for symbolic de-
sign, and the importance is more average. So the evaluation set U is effective. 

Material 1 and material 2 symbol system got the average scores was 3191.31 and 
3560.17, respectively. Therefore, within the scope of the evaluation set U, material 2 
symbol system is superior to the overall material 1 symbol system, which reflects the 
desirability of this symbol design method.  

Material 1 and material 2 symbol system got the standard deviation was 98.12 and 
92.01. The experiment shows that slightly of designed nonverbal graphic symbols are 
better than the picture of selected from Internet. 

Experiment 2 
After scoring and statistical analysis, the experiment 2 obtained the results shown in 
Table 11, the table shows the cognitive efficiency comparison between two systems. 

Table 11. Statistics data of non-verbal symbol systems and common language (such as 
English) cognitive efficiency comparison test 

Cycle experiment 1st 2nd 3rd 4th 5th 6th 
Graphic 
symbol A 

Accuracy100% 60.82 70.65 78.92 82.46 86.38 86.92 
st. dev 0.18224 0.17622 0.16157 0.10225 0.07559 0.03268 

English 
language B 

Accuracy100% 30.46 42.21 52.24 60.68 72.65 78.26 
st. dev 0.30889 0.28323 0.20034 0.12769 0.04643 0.03234 

Speaking on the overall circumstance, two sets of experimental languages’ cogni-
tion accuracy improved along with learning time. And the standard deviation of two 
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tests’ language is decreasing with learning time increasing. This test reflects the sub-
jects were able to improve the ability to master the language and graphic symbols 
through learning. 

Six experiments, material 2 graphic symbols system accuracy was higher than the 
material 3 in English learning system. The average correct rate of graphical symbols 
is 77.69%, while the correct rate of English language system is 56.08%. Can be con-
sidered after a short learning, the designed symbol has certain efficiency. And after a 
short learning, English with little effect. 

To view the change of accuracy standard deviation from six experiments, except 
for the last almost standard deviation, the material 2 of standard deviation is lower 
than the material 3 of standard deviation. This shows that material 2-designed symbol 
system has good stability in the statistical sense. 

Experiment 3 
The similarity data is obtained through analysis and comparison and is shown in Table 12. 

Table 12. Similarity Ratio Data 

Experiment cycle 1st 2nd 3rd 4th 5th 6th 
Graphic 
symbol 

Similarity 0.6036 0.7318 0.7032 0.7782 0.7622 0.8375 
St. dev. 0.2781 0.2011 0.2983 0.2133 0.1015 0.0621 

English 
language 

Similarity 0.2492 0.3274 0.4265 0.5728 0.4872 0.6852 
St. dev. 0.4625 0.3010 0.2801 0.2379 0.1583 0.0798 

Overall, all of the six experiments indicate that the material graphic symbols sys-
tem is overwhelmingly superior to the material global language of English in terms of 
"source semantic" and "target semantic", the graphic symbols demonstrate an overall 
tendency of decreased standard deviation in similarity, superior to that of the global 
language of English. In this simulated communication experiment, graphic symbols 
demonstrate a relatively stable high transmission efficiency.  

It is also found that the material graphic symbols can reach a similarity standard of 
60% and above after some training. If the training time is increased, this similarity 
standard will increase and remain stable after reaching as high as 83.7%. This sug-
gests that the symbols used in the experiments are not perfectly designed. For future 
study, further adjustments and modifications of the rules are needed for the symbols 
to most effective in communication and exchange. 

5 Discussion and Conclusion 

From the above experiments it can be concluded that: 
(1) Relative to the graphic symbols obtained from the Internet, the designed non-

verbal graphic symbols are better thus validating hypothesis 1. 
(2) After some brief training, nonverbal graphic symbols designed for this study 

are proved to be superior in cognitive effect than the English language. This suggests 
that graphic symbols are easier to acquire than language thus validating hypothesis 2 
as well.  
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(3) After several rounds of training, simple two-way communication using graphic 
symbols was achieved hence validating hypothesis 3 too. 

In summary, the experiments demonstrate that designed non-verbal graphic sym-
bols are recognizable and can be used for simple communications in the e-commerce 
context after some training in them. 

6 Further Research 

The experiments designed in this research were rather rudimentary. The content of 
information to be communicated is obvious. And the designed nonverbal graphic 
symbols adopted in the experiments are easy to understand too. For future studies, 
abstract concepts can be incorporated to increase the level of content difficulty and 
more easy-to-understand rules can be explored to enhance the cognitive effect of non-
verbal graphic symbols. 

At the same time, efforts should also be made in launching online experiments on 
the web so that research participants could be expanded to include a more diverse 
population in Southeast Asian countries. 
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Abstract. The rapid development of the Internet and highly decentralized net-
work services, prompting the majority of Internet users continue to register 
more accounts, and cause a high incidence of password reuse, which makes the 
user information leakage risks facing the domino-style. Based on the data of In-
ternet password leak door at the end of 2011 as well as the college students’ on-
line survey, the paper analyzed the structural characteristics and reuse behavior 
of netizen passwords in detail, and thus designed a multidimensional password 
scheme that infused into the information dimensions and classified manage-
ment. This scheme, based on the structure of "seed - reuse code", includes three 
dimensions: the content dimension contains multi-independent "information 
factor", which constitutes the main part of the password; the formal dimension 
is responsible for conversion formatting, in order to enhance the complexity and 
security of the password; and space-time dimension is targeted designed to pro-
tect the password timeliness and reusability. Through comparative analysis and 
quantitative analysis, the new password scheme not only has good memorability 
and convenience, and can effectively resist the violent attacks and acquain-
tances attacks. 

Keywords: Password Security, Password Reuse, Seed Password, Difference 
code, Multidimensional Password Scheme. 

1 Introduction 

With the rapid expansion of the Internet, the network has been closely together with 
people's life, become an indispensable part of life. In order to fully enjoy the conveni-
ence of the Internet, such as business transactions, information access, communication 
and network entertainment, users need to register account more and more. At present, 
the most common site authentication mechanism is still the username and password 
combination model (ID-PWD). Although the mode has the obvious disadvantage of 
[1][2][3] in terms of safety compared with biometrics, smart cards and other methods, 
but it is easy to be accepted by users, and low cost, thus no one mature authentication 
mechanism can replace it so far, because of the convenience and practicality. Network 
certification will be mainly ID-PWD model [4] for a long period. 
                                                           
* Corresponding author. 
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As the ID-PWD model is not perfect in the protection of network information secu-
rity, so users often have to face the problem that account password was stolen and 
personal information been leaked, or distress. According to the CNNIC "twenty-
eighth times Chinese Internet development statistics report" [5] data shows, the num-
ber of Internet users who had account or password stolen reached 121000000 at the 
first half of 2011, account for 24.9 percent of the total number of Internet users. At the 
end of this year, Chinese Internet outbreak a large-scale user data leaks. From  
the 6400000 user data leakage of the programmer website (CSDN.net), to the 
30000000 user password leakage of Tianya (Tianya.cn), and Renren (renren.com), 
duowan (duowan.com), 7K7K network (7K7K.com), baihewang (baihe.com), mop 
(maopu.com) and other famous sites have been stolen. So far, a large number of the 
big and famous website in China has been involved, about hundreds of millions of 
users. Not only the amount is amazing, and the leaking data is a plaintext password, 
non-encrypted storage, so the "secret door" caused a panic of the password security in 
china. In the user information leak incident, password reuse behavior of Internet users 
play an important role, causing huge losses to the majority of Internet users. 

The so-called "password reuse" refers to the user’s behaviors that choose the same 
password between multiple different accounts. Cognitive psychology indicate that this 
behavior is rooted on human memory limitations [6]: ordinary users can remember a 
meaningless, random, high-intensity password composed of numbers, letters and spe-
cial characters after training, but after multiplied by 10 or more human mind will 
reach the physiological memory limit. Therefore, the design of ID-PWD combination 
would face trade-offs between memory and security. Based on the specificity and 
sensitivity of password data, there has little research about this kind of behavior, also 
not deep enough, and the domestic is almost a blank, but the hidden danger lead to 
network security is a consensus: using a small amount of password at numerous sites 
repeatedly would face security risk, if a combination of ID-PWD leaked it may cause 
the user to lose many other accounts [3] [6] [7] [8] [9]. For example, the protection of 
the user account information is different as different websites; especially some small 
and medium-sized website may become a short board password protection, which 
leads to the large websites’ pay went up in smoke, because of funding, technology 
limitations. So, in order to avoid further spread of password reuse phenomenon, put 
forward a reasonable imminent, efficient password design and management are strat-
egy, based on a large amount of empirical research we attempt to do some exploration 
in this respect. 

2 Analysis the Structure of Passwords 

The serious user data leak which occurred at the end of 2011 is the sorrow of the en-
tire Internet industry. On the other hand, it also provides researchers priceless data 
with which to study the password security and password feature. At present, similar 
studies are often limited by the objectivity and representative of data, because the data 
before are got either from a small scale questionnaire survey or from the little leak 
data of a single website, thus there has never have a study that involves so many sites, 
cross category, large scope user password data. More importantly, most of the exist-
ing literature on the user password feature is about the English speaking world, but 
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these user password data are usually related with the culture and language of the 
country, for example, we have found a lot of unique characteristics of Chinese in our 
research, such as Chinese Pinyin. In addition, as the password data involve a number 
of different categories of representative sites, we can get the value sequence of these 
kinds of websites and the empirical research of reusable data through the correlation 
analysis. Therefore, in this section we will analyze some of the leak data and the stu-
dents password reuse behavior, to study the universal ways users design the password, 
including structure features, application habits and reuse mode, so as to bring forward 
the password design scheme and management strategies. 

2.1 Structure 

In the analysis of password structure in this section, we select the most representative 
leaked data of Tianya community as the main analysis object, while other data for 
comparative analysis and verification, this is because the Tianya community uses 
blog, micro-blog as a basic way to exchange, human emotion as the characteristics of 
the integrated virtual community and large social networking platform, it is the most 
influential global Chinese online home, while the user groups are widely distributed, 
including different age, different class, different occupation of Internet users. At the 
same time, Tianya is also the website who has been stolen the most data in this inci-
dent, thus, it is suitable to select it as the analysis object. 

This leaked data of Tianya is backup data for 2009, a total of 29865731 account 
records, each record contain the account ID, password and E-mail information, so we 
can quickly get some basic structure characteristics of the Internet users password 
using some simple SQL statements.  

For example, length, two thirds of the passwords range from 6 to 8, where the av-
erage is 7.94, the ratio of number and letter is about 3:1. About structure, 63.8 percent 
of the accounts are pure digital password; while 10.3 percent are pure alphabetic 
password. On the other hand only 24 percent are mixed, and the choice of the special 
character for the password is lower than 1.9 percent (the last two numbers in the 
Myspace users are respectively 81% and 8.3%) [10]. Visible, China users prefer digi-
tal password; password security awareness is generally low. 

To analyze the commonly used password, we found a lot of difference from the 
western caused by the unique characteristics of Chinese culture. In addition to the 
highest frequency of 1, 2, and0, the number eight ranked fourth (the pronunciation is 
similar to "death "); while the number four is the least frequently used number (the 
pronunciation is similar to "making fortune "). 

In addition, due to the differences in culture and modes of thinking, Western Inter-
net users are different from their Chinese partner in the choice of 26 letters (case  
insensitive) as the password character. Through the statistics the frequency of each 
letter used in four different application environment (English text, Western password, 
Pinyin text and Chinese password), and calculate the space cosine angle between the 
four groups of data, we found that the correlation of China users’ password and Chi-
nese characters Pinyin text is 0.928, far higher than the English one 0.841, showing 
that people in the password design used to reference the pinyin. [11] This point is also 
reflected in these commonly used Chinese Pinyin characters: Ang, Jia, Hao, Wan and 
Xiao with a frequency of 0.5 percent, while the frequency of password, baby, ball, 
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boy and other strings are often appeared in the Western passwords are below 0.005 
percent, only ABC and love have a frequency close to 0.5 percent. Further studies 
revealed that the frequency of consonant characters are higher in Pinyin. This reflects 
that people like use Mnemonic Phrase-based Passwords, for example, with reference 
to the idiom " Man proposes, God disposes ", the password may be set to "m4zrc4zt". 

2.2 Reusability 

In this section, we select the leak data of four websites Tianya, CSDN, 7K7K and 
Renren as the research object, to establish the association table across the sites ac-
count for a common mailbox, and study the phenomenon of password reuse. These 
four sites belong to different subject categories, in addition to the previously men-
tioned Tianya, CSDN is the largest (6428631 records) technology forum for pro-
grammers, 7K7K is one of the most professional casual games website (19138451 
records), Renren is a famous social networking sites (4768600 records). They are the 
leader in their categories, has a huge and representative registered users. 

Table 1. Analysis of Password reuse between any two of the four sites 

 full password root password 
 Tianya CSDN 7K7K Renren Tianya CSDN 7K7K Renren 

Tianya - 34.10% 91.60% 51.70% - 19.80% 3.30% 6.90% 
CSDN 34.10% - 36.00% 29.30% 19.80% - 21.90% 22.30% 
7K7K 91.60% 36.00% - 57.50% 3.30% 21.90% - 5.30% 
Renren 51.70% 29.30% 57.50% - 6.90% 22.30% 5.30% - 

Average Val 59.10% 33.10% 61.70% 46.20% 10.00% 21.33% 10.17% 11.50% 

Account association table “Relation (Email, Tianya_PWD, CSDN_PWD, 
7K7K_PWD, renren_PWD)” has a total of 4718269 records; each of them is at least 
email registered at two different sites. Through the table we found that, in addition to 
password reuse, there are a large number of multiple password corresponding with the 
same email exist only minor differences, they are from the same root password 
(PWD-Seed) and derived, this should be regarded as an extension of the password 
reuse. In order to accurately measure the multiple correlation relationship, we use the 
standard LCS algorithm. The standard LCS algorithm was adopted here to calculate 
password similarity from the same users on different websites: 

2 ( ( 1, 2 ) )
( 1, 2 )

( 1) ( 2 )

l e n lc s P W D P W D
s im P W D P W D

le n P W D le n P W D

×=
+

1          (1) 

len(x) returns the length of the string X; lcs(X, Y) returns the longest common sub-
string of X and Y, such as, lcs(‘12345678’, ‘a13458’) =’345’. In the formula, 
“Sim=1” indicates that users use the same passwords on multiple websites and 
“Sim=0” indicates that the passwords used in different websites are totally different. 
Therefore, “0.75< Sim<1” indicates that passwords used in unique websites are  

                                                           
1 Function Description: len Returns the length of the string, lcs Returns the longest common 

substring, for example, lcs(‘12345678’, ’a13458’)=’345’. 
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basically the same. Table 1 shows the average Sim between the four sites of two  
values, namely password reuse rate of different websites.  

Table 1 indicates that in these four sites more than half of the public user pass-word 
existing reuse phenomena between any two sites (the sum of two reuse patterns between 
any two sites are larger than 50 percent), where Tianya and 7K7K have a proportion of 
more than 90 percent are completely password reuse, with password basically the same is 
more close to 95 percent. In the two reuse mode, ordinary users tend to use fully pass-
word reuse is simple, but has the background of IT users (CSDN) tend to relatively com-
plex password reuse. Further analysis showed that, in the multi-ply site registered users, 
nearly 80% (79.1%) users existing a behavior of password reuse (4 password correspond-
ing to the same Email are at least 2 identical), including 4 password identical up to 33.9 
percent, which is more than one to three users. 

Usually, password reuse rate between websites are related to many components, 
the value of website and its user component structure are the two most important. For 
example, in four sites in Table 1, CSDN has the highest value, followed by Renren, 
the two passwords are unique compared with others, to prevent theft; while Tianya 
and 7K7K account value is relatively low, more likely to share the password, to facili-
tate the application. As the user structure, network safety consciousness of the four in 
descending order: CSDN user has the background of IT technology, Renren to college 
students, while Tianya and 7K7K are relatively popular. The above two rea-sons, 
jointly determined the password reuse of four big websites and its representative cate-
gories with a sort: CSDN (IT) < Renren (SN) < Tianya (BBS) < 7K7K (GAME). 

Finally, the generalized password reuse should also include different users use the 
same password. It is embodied in the high-frequency password. In the case of Tianya, 
there have an average 1.5 people sharing a same password per 1000000 people, of 
which there are more than 4% accounts use "123456" as the password, the top 20 
high-frequency password account proportion reached 8.42 percent, 100 reached 11.38 
percent, while the first 10 percent password should cover more than forty percent 
(41.11). Obviously, the security of these passwords is relatively low, when faced with 
force attacks; it is very likely that they are the first to be compromised. 

2.3 Behaviors Study for Students 

In order to analyze users’ password reusing habits, we developed an online re-search 
of 123 students majoring information manager, which received 118 effective ques-
tionnaires (including 25 boy-students, 93 girl-students). These participants having 
better knowledge of computer science and network safety realization, and we tried to 
find some valuable devise thought through their reusing behavior. 

By the previous interview, we surveyed and sifted 29 website which always visited 
by college students (or website software), including QQ, Alipay, the ABC online bank 
(blank cooperated with college), 163 mailbox, Sina Web, Worry-free future, Baidu 
Library and so on, which can roughly divide into 6 kinds: online classes, communica-
tion kind, forum kind, job wanted kind, datum kind and entertainment kind, and add 
to an daily “starting up password”. Subjects involved were asked to visit these web-
site from the first one, and fill out one typical figure one/two/three..., and the website 
which having reusing password use one public figure to mark, unregistered website 
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use zero to mark. For the survey using anonymous way, and didn’t involve material 
password data, or privacy reveal, so the data of this survey are relative real and  
objective. 

By analysis, we found that almost all 118 students interviewed having reusing 
password behavior (94.9%), and among them 56.8% used the root password mode. 
The average account number is 10.6 for each student (between 3 and 28), however the 
independent password number is only 4.6 (between 2 and 8). Using the number of 
registered website and independent password of each student, we calculated all inter-
viewers’ average rate of reusing password is 2.6(between 1.0 and 6.5). This meaning, 
when the password of a reusing website leaked, an average of 2.6 websites facing a 
potential threat. Compared with the previous survey, we found that some data is coin-
cide. For example, Florencio and Herlry analysis 500,000 users found that the average 
number of password is 6.5, the reusing rate of password is 3.9; Brown and others 
researched 218 students from American universities found similar result: each student 
had the average number of password is 4.45, and the reusing rate of pass-word is 
1.84[13]. 

Researchers always use reusing rate to measure the potential threat level of pass-
word system, but Youngsok and some others thought this data ignored users’ bias of 
password use, that is, it reflected the unbalance of reusing password on the account. 
They construct passwords on the base of graph theory, and put forward a new kind of 
Vulnerability Index [14], 
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N is the total number of register website, m is the number of independent pass-
word(that is, the number of reusing subnet, m≤N), ni is the number of websites in-
cluded in reusing subnet. 

Using this formula, we calculate 118 students’ average value of VI is 0.33, that is, 
when one website leaked, averagely 1/3 of remaining website facing threat, com-
pared with 2.6 before is much higher. Figure 1 shows the reusing rate and VI value of 
all students interviewed, from which we can found that, the VI value is very different 
with same reusing rate. For example, the reusing rate of student A and student B is 
3.0, but the VI value of them is 0.67 and 0.20. It’s thus clear that, using reusing rate 
only to measure Vulnerability Index is not enough, it also need independent password 
distribution in reusing network to evaluate it. 

0.0

0.2

0.4

0.6

0.8

1.0

0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0

 

Fig. 1. Password reuse rate and VI value of interviewed students 
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However even so, we recognized VI value is still not exact enough, it ignored the 
value difference among websites: the same leak information, the loss of different 
value account is very different. Although the registered websites number of users is 
large, but most of them have low value, and the high value accounts only a little part. 
The value of websites is also observed “two-eight principle”, this phenomenon re-
flected by our survey data.  

 

Fig. 2. Clustering pedigree chart of 30 surveyed sites 

According to the data of all users’ passwords, Clustering of 30 websites: firstly, 
numbered all websites with w1.w302, secondly, make a table [30*30] by the original 
data, the data in the table is the number of users having reusing password between 
two websites, and last, using “the longest distance way” in R software make cluster 
analysis, figure 2 is hierarchical diagram. The figure showed, the interviewers’ reus-
ing password having obvious classified phenomenon: the password similarity of 
w1(the ABC online bank)and w2(alipay) is higher; w8(QQ)is an independent class; 
however the passwords of w9(Fetion), w14(Renren), w15(Sina Weibo) and 
w19(Baidu Library ) are similar; and the remaining 23 websites is a class. Obviously, 
the two classes previously belong to high useful website, and the number is very 
small; the number of latter class more than 2/3 of the total number, but for college 
students, they belong to small useful website. This classification can meet the real 
need of large password use, is a worthy mirror in our password design system. 

3 Multi-dimensional Password 

For the phenomenon of reusing the same password for multiple websites, there are 
two better solutions usually: one is using “one website one password” pattern, setting 
a random password for each password; the other is using hash function pat-tern, using 
the name and other feature of website as dependent variable, generating independent 
passwords. Obviously, the former needed wonderful memory, but the latter needed 
the same wonderful mental ability. Since the memory and mental ability of people is 
limited in the reality, these two schemes would entrap the dilemma of weak password 

                                                           
2 30 sites(w1..w30): ABC online banking, Alipay, Ali Wangwang, Amazon, Jingdong Mall, 

Ctrip, VANCL, QQ, Fetion,Gmail mailbox, 163 mailbox, 126 mailbox, The Farm, RenRen, 
Sina Weibo, Douban, Tianya Forum, CSDN, Baidu library, Douding network, DaoKe Ba-
ba,51job,ChinaHR,Street site, The recruitment of Chile, Youku, Tudou, The most liked on-
line games, The most liked game sites, power-on password. 
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or with the aid of tools for storage/calculation. So, on the problem of multiple website 
password design, lots of scholar considered pessimistic cannot meet the memory and 
security at the same time. But there are some scholar considered that memory and 
security are opposite actually, so finding suitable solution meeting the real demand is 
possible, and they presented principle thought: (i) the quality of initial passwords; (ii) 
the memory of passwords; (iii) the complexity of passwords [15]. 

The short-term memory survey of American psychologist Miller indicated that, the 
capacity of short-term memory had inner relationship with the quality of memory 
material and individual material processing, the memory limitation of general people 
is around 7±2 chunk. Here the chunk is the unit of short-term memory, it’s the process 
of uniting several separate stimulation into meaningful, larger information unit, that is 
stimulation of information recoding, this can effectively improve the capacity and 
effect of short-term memory. And short-term memory through repeated col-lection, 
changed into long-term memory. [16] For this, we imagined a password en-coding 
way: changing a long password string into the suitable combination of several small 
“information factor”, and each information factor is a sub-string through the designer 
considered deeply, containing rich personal information, and having closed relation-
ship with the experience of designers. In this way, it remained the complex and mul-
tiple form, at the same time improved the durability of memory. 

Concretely, we referenced ”Dimension of Information” concept in Information 
Theory, extended it and then proposed” Multiple Dimensions Password System”  
designed way. In Information Theory, dimension of information is a measure to esti-
mate the effective value of information, including dimension of content, dimension of 
form and dimension of time, to measure the relationship of content, the rationality of 
form and the effective of time separately. Expanded into multiple dimension system, 
dimension of content corresponded several independent information factors, consti-
tuted of the memorial main part of password; dimension of form responded to the 
form change, improving the complexity and security of pass-words; and dimension of 
time reflected specific design, ensuring the effect and importance of passwords.  
The following is a detailed instruction for each latitude. 

Dimension of Content: It’s the base of the entire password system, and it can be 
any personal information of users, such as name, date, address, telephone number, 
motto, pet phrase, or liked poetry, proverb and so on.  

Designing the dimension of password, we should avoid the case of single “in-
formation factor”. Such as, analyses the Tianya passwords, we found lots of simple 
mnemonic passwords, they often from a poetry or proverb. Designed in this way 
could solve formal violence attack, but couldn’t avoid friend attack. When content 
dimension contained several information factors, it could be recoded, changed it into 
a entire, meaningful information unit, improving the effect of memory further. For 
example, a dog named “diandian”, and its mother was born at 62, and it wanted to go 
to “Vienna”, so the content could be designed as”Dot-62-Vienna”, memory point: 
diandian went to Vienna at 62. 

Dimension of Form: It was effective guarantee of password security; it included 
both password type diversity, and its changed complexity.  

The Dimension of Space-time: it was the key of multiple password system reusing, 
including the content of time and space.  
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By selecting the content dimension and form processing, we got the password hav-
ing excellent performance in memory and security. Besides that, compared with the 
independent password problems, the design of multiple websites password system 
should consider the ease problem. In section 2.2, mentioned password reuse pheno-
menon except for complete reuse patterns, also had root mode, which is especially 
obvious in Internet population with higher security awareness. It was not hard to find 
that, the root password reuse is actually compromise of “one network one password” 
and “multiple websites one password”, it enabled users to meet certain safety while 
took the least amount of time and energy in the design, memory and application of the 
password. This also conformed to the American Harvard professor G.K.Z put forward 
“Principle of least effort”, namely, all people have the nature of streamline save and 
pursuit of benefits, always want to obtain the maximum benefit with the minimum 
cost (including current and expected). But studied the leaked data in-depth found that, 
the reuse of code (that is, the different part of the outside of the root password) design 
were too simple, they were more attached to the root password in the form of a prefix 
or suffix, and on content used multiple websites pinyin initials and digits as simple 
encoding. This design might be meet the security requirements of a single password, 
but as a password system, this faced the threat of collapse once a point breakthrough. 
For once the interpreter got two or more passwords of the same account, he would 
easily analysis the root password, and easily guess the user’ password for other web-
sites. 

To avoid the password system domino collapsed, the reuse of code must be based 
on the personalized design, it should be diversified, no rules, and should not be stereo-
types and unified. Formally, although the multiple information factors’ order of root 
password relatively fixed, but the reuse of code can be inserted into the information 
factors, it could be integrated and also could be spread; and on content, it was not 
only related to the public information of the websites, but also related to the user’s 
personal experience of the website, which was joint coding based on the two parts of 
information (Net-Public, Net-Private). Such as alipay website, Net - the Public can be 
zfb (alipay), ali (alibaba), ww (ali wangwang), 82 (taobao TB phone stretchable latex 
pinyin) and so on, even $, EC (electronic commerce) and characters contacted with 
alipay, such as Net private could be the time of the user shopping online, one of the 
most expensive online, or the nickname or avatar of ali wangwang,or...any private 
information associated  with "alipay" . For example, the same root password 
“.62Vie”, its alipay password could be designed for “67.62$Vie” (67, the user usually 
shopping on weekend), and sina blog password could be designed as "eCat. 62 Vie"  
(e with sina logo similar big eyes; the Cat, the user's blog, nicknamed "big Cat") or 
"M24.62 Vie" (24, sina's top two vowels; M, with big Cat logo shape). 

At last, drew lessons from the results of the survey in 2.3, we need to divide web-
sites into 3-4classes by the value degree, designed different root password, and consti-
tuted different password system for classified management. This classification not 
only reflected the value difference among websites, more was that it could en-hence 
the security of the entire password system further, especially be conducive to protect 
small amounts of high value accounts. This was because, on subjective the user had 
stronger sense of security for high value accounts, would pay more attention to the 
environmental security, reduced the possibility of self-leak; On objective, ac-count of 
the high value often correspond to some large websites, which could provide more 
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capital and technology for the client data protection, isolated such accounts could 
avoid safe hidden trouble caused by the short board effect. Therefore, balance d the 
convenience and safety, users classified managed the Internet accounts ac-cording to 
the value, for online banking, alipay, QQ and other first or second high value should 
be focused on protected, let the root password contained more information factors, 
and carefully constructed to reuse code; And for the last class of account with low 
value or zero value, should focus on convenience, using relatively simple root pass-
word and reuse code,  and even didn’t need reuse code. 

4 Security Analysis 

Compared with the traditional password, multi-dimensional password system has 
obvious advantages in memory and convenience, and in this section we will analyze 
the quantity of safety. Usually, password attack was mainly divided into two kinds, 
hackers and acquaintances hack. The former attack is more widely, while the latter 
has a higher success rate. In the system scheme of this paper, the hacker attack is still 
decided by the password length and alphabet size, while acquaintance attack is  
decided by the number and form of the root password information factors and the 
privacy levels of the reused string in the password. 

As Shirley and Edward [3] conducted a survey in 2006; their purpose is to find 
who poses a biggest threat to their password in the eyes of the users. They considered 
the population in risk and the ability of hackers, on the basis of computer ability and 
the relationship with the attacker, the population in risk was divided into 6 categories. 
Similarly, we have classified test on the security of password system, also divided 
into 6 types: SN0, SN1, SN2 and AN0, AN1 and AN2, according to the revealed pass-
word number (not leak, one leakage as N0, N1, revealing 2 and above as N2) and the 
degree of closeness (strangers and acquaintances remembered as S and A).  

We propose that the length of multidimensional password is at least 10 or more, 
because it will be unable to contain enough information factors and enough number of 
reusable codes if it is shorter than that, thus affecting the security of the password. 
Table 2 take a password with 3 information factors and the minimum length of 10 
characters as an example, to analyze the 6 cases safety. At this time, the multidimen-
sional password usually has 3 kinds of structure mode: 6-4 (6 root passwords, 4 reuse 
codes), 7-3 and 8-2. Table3 estimated the number of possible combinations in a con-
servative way, to reveal the worst safety case: assuming that risk groups are  
"Acquaintances" and the hacker is very understanding, knowing that the possible 100 
information factors (10 classes, each class contains 10 items of information), and 10 
common formal transformation, namely each factor about 1000 value. In the reuse of 
code, Net-Private is highly personal, similar to another information factor, while the 
Net-Public is limited to specific sites, equivalent to a large class of "weak" informa-
tion factor, set the value as 100 (10 items of information *10 forms transformation). 
In addition, Table2 also provides a reference system: simple mnemonic type reuse 
passwords. This kind of password generated by a mnemonic phrase and simple reuse 
code, its essence is a simple combination of a single factor and Net-Public. 
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As shown in Table2, multidimensional password was significantly better than the 
simple mnemonic type password in safety; in any case it has several orders of magni-
tude higher than the latter. If the simple mnemonic type password was good for vio-
lent attack, then it is almost completely transparent when encounters an acquaintance 
attacks, especially under the condition that the attacker got multiple passwords. For 
multidimensional password system, not only it can effectively resist all kinds of pure 
technology attacks, but also close to 8 bit random password when faced "Acquain-
tances". Even the highest AN2, the most conservative estimate, it also had a combined 
million species. The current online login mechanism, such as incorrect password re-
strictions and additional parity check code, can effectively ensure the security. 

Table 2. Multidimensional password system security quantify table 

type combination simple mnemonic description 

0SN  
1094 , (10)O  

Available password 
characters 96. 

1SN  

6 4 4 7 3 3 8 2 2

10 10 10
7 94 + 8 94 + 9 94C C C× × × × × ×

(6.9)O  

2 4 3 22 (94 94 94 )× + +
(4.3)O  

Randomly selected 6-8 root 
password, reuse code can 
appear in any position in 
the multidimensional sys-
tem, and only in the simple 
mnemonic is a former suf-
fix. 

2SN  
4 3

4 2

3 2

9 4 9 4
7 9 4

8 9
× × ×  

2 3

29 4 9 4
9 4

2 2
2 × × ×

Known the root password, 
three Numbers correspond-
ing structure in turn 6-4/7-
3/8-2 

0AN
2 21000 1000 100 4× × ×  

(7.7)O  

2 1000 100× ×  
(2.7)O  

Information factors (includ-
ing Net - Public and Net - 
Private) is the basic unit of 
the constructing multi-
dimensional password, 
usually does not make the 
split 

1AN 2 1000 1004 × ×  2 100×  

Known the root password 
and every information of 
the factor (the worst possi-
ble) 

2AN 2 10004 ×  2 
Net - Public encoding be 
cracked (worst possible) 

Note: ( )O x represent password combinations of equivalent to the length of x ran-
dom password 

In addition, Table2 also shows that when faced the high risk acquaintance attack, 
the security of multidimensional password system is mainly determined by the num-
ber of information factor and private levels, and has no direct relationship with its 
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characteristic length. Therefore, suggests that high value sites contain at least more 
than 3 information factors, while the reusing code should be not less than 3 charac-
ters, in order to ensure system security after particular individual password leaked. 

5 Discussion 

Based on the survey data and the leaked data, we designed and created the multidi-
mensional password system, “root password - reuse code" as the structure, involved 
the information dimension and the classification thought. After comparison and  
quantized analysis, which not only has a good memory and convenient, but also can 
effectively resist brute force attack and acquaintance attack. Although the complete 
website authentication mechanism contains two parts: ID and PWD, many researchers 
have suggested using different ID in secure password system, but we think that the 
essence of ID is the password extension, it is not recommended to do too much 
change in the account. Because most of the formal sites were required to pro-vide 
email when the users register, or even mobile phone number, for confirmation of reg-
istration and retrieve password and other services, and users often fill in. And it is 
often the key to judge whether it is the same user, rather than ID itself. Therefore, too 
much account transform can do nothing but increase the burden of memory, mean-
ingles to reduce the risk of reuse. 

Notable is, password scheme in this paper is only for network user. And a good 
password security system needs three aspects to cooperation: users, Internet compa-
nies and policy makers. Especially for the enterprise, safe storage and encryption 
transmission problems need to be solved for user data. If these data were stored in 
plain text, once encounter "drag library", and then the password was also in vain even 
if it designed perfectly. 
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Abstract. The mushroom development of social networks has brought 
opportunity to the analysis of social ad pricing. On the one hand, compare with 
traditional ad pricing, social networks advertising pricing (SNAP) enables 
greater consumer surplus and profits to social network companies; On the other 
hand, reasonable SNAP can provide guidance to network users and advertisers 
and coordinate the interests between bilateral participants to maximize their 
behavior. In this regard, using the methodology of bilateral market, this paper 
firstly analyzed the conduct of bilateral participants to maximize the benefits of 
social network companies. Secondly, the paper investigates the characteristics of 
bilateral markets and social networks comprehensively and proposes the 
Relation-Intensity Model (R-I model) to measure the strength of social relation to 
optimal ad asking price. Finally, the paper draws a conclusion that the SNAP 
increases along with the growth of the number of users at first and performs a 
downward trend after the number of users comes to a certain value 
(threshold). Thus, the paper explains that after exceeding certain amount of users 
(a higher network clustering coefficient), the price elasticity of demand of 
advertising is relatively large, lower price for the enterprise can realize higher 
profits, i.e. the scale effect of advertising exceeds its price effect. 

Keywords: Bilateral market; social network; social relationships intensity; 
online advertising pricing; cross-network externality. 

1 Introduction 

On basis of the 33th “Statistical Report on Internet Development in China”, the scale of 
China's Internet users has reached 618 million, the Internet penetration rate has 
been 45.8% relatively, and social networking users in the overall utilization rate has 
come to 45.0% by December 2013 [1], and according to the latest report of iResearch, 
the scale of Online Advertising in China reaches 110 billion Yuan with an increase 
rate of 46.1% [2]. In addition, a consuming psychology test of U.S. shows that the 
differences of the impact power between online advertising and friends’ 
recommendation is 12 times. DCCI also shows that 75% of people are willing to buy 
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products from a friend’s recommendation [3]. Obviously, the value of social commerce 
basis of the social relationship is that making the transactions among strangers turns to 
be the market of acquaintances, so as to strength the confidence and improve the 
efficiency. Therefore, taking the background above as a starting point to analyze the 
issues of SNAP is reasonable and necessary both in theory and in practice. 

The analysis of social network advertising is mainly reflected from its profit model 
and the way of ad pricing. On the one hand, online advertising is the main profit model 
of Chinese social network, social ad pricing contains mainly brand advertising, product 
placement and precision marketing advertising [4]. Brand advertising in social network 
is China's main social network advertising presently. However, compared with the 
portal sites, social brand advertising is not dominant. On the other hand, online 
advertising pricing has remained mostly on the traditional way of ad pricing, such as 
flat-rate model, the cost per mille (CPM), cost per click (CPC) and so on[5]. Facing 
with the demand analysis of SNAP, they are difficult to form a unified, flexible and 
efficient pricing way. Thus, based on the environment of big data, this paper try to seek 
a more convincing pattern of ad pricing accordingly. 

According to relative data of iResearch, the consuming behavior of social network 
users in China is still conservative in 2011: the proportion of social network users that 
paid fees is only 47.3 percent, and most of them consume very less [4]. This suggests 
that the spread of advertising is still relatively low among social users, analysis of user 
behavior or content services are not in place for social network platform. Thus, the SNS 
focusing on enhancing the experience of social network users is necessary to improve 
the value of social network advertising, which is mainly reflected from the marketing 
value and the path of promotion [4]. 

2 Literature Review 

2.1 Summary of Research on Social Network  

Social networks (Social Network Service) refers to online relationship net that is based 
on the real social interpersonal relationships, which comes into being from social users’ 
friends of friends (Friend of a friend) [6] [7]. Lu [8] points out that social network is a 
huge network system that is woven of a large number of interrelated user nodes, which 
can be described with a network diagram indicated data sets of heterogeneous 
relationship [8].  Watts and Strogatz [9] believe that, the increase randomness among 
users will make the social network topology tend to be random network [9]. After 
studying the impact of network structure on the spread behavior, Centola [10]. reckons 
that a larger cluster of (strong ties) network topology will impact great effects on the 
spread of behavior, comparing to random network (weak ties) [10]. Borgatti et al. 
[11] also suggests that, more centralized network structure (such as star structure) is 
more excellent than decentralized structure (such as a circle) both in the rate and 
efficiency [11]. 

Vaughn [12] creates a FCB grid model to describe the behavior characteristics of 
consumer purchase decisions by quantifying the user's perception. Lee et al. [13] 
exploits a theoretical model of online brand community to analyze the impact of brand 
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community to users’ behavior. Meng and Cui [7] [14] measure the ad price of social 
network by using the linear fitting of several traditional ad prices. These 
methodological analyses of advertising still does not walk out of the plight of 
traditional online advertising, which consider the effects of social users on ad pricing 
sufficiently. 

2.2 Summary of Research on Bilateral Market  

Through the middle layer or platform, two kinds of participants conduct a transaction, 
and the benefits of a group of participants that joint the platform depends on the number 
of participants in another group, this kind of market is called bilateral market [15] [16] 
[17]. Bilateral market involves two distinct types of users, each of which obtains value 
by interacting with another through the common platform [17]. Mark Armstrong notes 
that bilateral prices are affected by three factors: the strength of cross externalities, 
pricing method and single home or multi-home [15]. Roson [18] believes that the 
distribution of bilateral price affects the market participation and overall demand 
scale. Therefore, the determination of price relies on the price transfer to some 
extent.  Kaiser and Wright [19] advocates that advertisers pay much more attentions to 
the users than versa, the growth of users’ demand will lead to higher advertising rates, 
while increased demand of advertising brings a decline price of the layout. Cheng 
[20] [21] divides social users into ad-averse users and no-difference users, suggests that 
the ad pricing performs differently periodically for a distinct "effects of relative value 
ratio”, and then appears unilateral pricing, bilateral pricing and so on. 

3 R-I Model Framework 

The paper focuses on the analysis of ad pricing on a single monopolistic social platform 
(the choices of participants restrict to be "access" or "no access"). Based on the existing 
theoretical analysis, assumptions of R-I model is made firstly: 

Hypothesis 1: The number of users and unit users’ utility are relevant to the number 
of advertisers 

For the issue of ad pricing belongs to the scope of the bilateral market, it mainly 
investigates the impact of the number of users to the ad pricing [15] [17]. Therefore, 
this paper mainly concerns the effects of social users’ (fixed network structure) 
interaction on the SNAP (i.e. the cross-network externality). In this case, the bilateral 
market theory requires quantifying the impact of the cross-network externality [15]. 

Hypothesis 2: Social Advertising brings social users disutility 

Cheng [20] [21] divides social users into ad-averse users and no-difference 
users. With the starting of the interactions between users and advertisers, the users limit 
to be ad-averse users effectively [21]. 

Hypothesis 3: Social networking platforms seek to maximize their own welfare 
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Given the failure of measuring the impact of users’ behavior on the interests of 
social platform in the traditional environment, the paper cares more of the welfare of 
social network platform, when it comes to the social network environment. 

3.1 Constructing R-I Model 

Enterprises of monopolistic social network platform can change the bilateral price to 
maximize their behavior. Based on the assumptions above, we are able to quantify 
these effects. 

With social network topology, the paper quantifies the social network externality.  In 
this case, we pay attention to the network structure within fully connected 
diagram [22] (Figure 1), thus network externality can be measured by the permutation of 
nodes ( ), each of which represents a social network user. As shown below: 

 

 

                     

Fig. 1. The fully connected diagrams 

In general, the social network externality can be linearized as  (b is 

the strength of social relationships). Nitzan [23] uses joint strength, homogeneity, 
connection intensity to measure the social effects within social network. While Wu [22] 
divides the social relationship structure into two sides: the relationship between 
knowledge-acquired instrumental relations and friends-interacted expressive relations, 
and analyses these two relations. Here, in order to survey social network topology and 
the service level social platform comprehensively, the paper selects the clustering 
coefficient of all nodes [11] [23] [24] and users’ online time length [10] to indicate the 
intensity of social relationships.  

, b measures the monetary utility where unit user obtains from others 
within effective time; C represents network clustering coefficient, whose object is 
confined to be the inherent or spontaneous social circles; T measures users’ average 
online length, which reflects the service level of social network platform. Centola [10] 
believes that spread behavior decays exponentially with time increases. Thus users’ 
online time length can also expose users’ preference for social platforms. 

Clustering coefficient of a node represents the ratio of the total number between the 
most connections it may be connected to its neighboring nodes and all those close to the 
node [11] [23] [24], that is:  

  
Where ki represents the degree of node i, which involves the number of edges that 

connects to the node. Moreover, clustering coefficient of a network is the average of all 
nodes’ clustering coefficient within the network. Where N1 is the number of nodes. b is 
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the social relationship intensity. Clearly, strong ties impacts more influence to its 
relative users than weak ties, which indicates that on the relationship between joint users 
is higher than the weak joint, indicating that users are more susceptible to the impact of a 
friend instead of a friend of a friend, and this has been proven to be true [10]. 

Adding the utility model of social network externality and fixed-proportion price 
transformation into Armstrong's two-sided market theoretical model [15], we can 
derive the Relationship Intensity model. Here, users’ (represented by u) utility is 
impacted by the cross-network externality, social network effects and the price, while 
advertisers’ (represented by a) utility is derived from the cross-network externality and 
advertising prices. Then the effects of unit bilateral participant can be expressed as: 

              (1) 

and  represents monopoly platform for users and advertisers initial asking price 

separately; is the strength of the cross-network externality that advertisers acts to 
users, and  is the strength of the cross-network externality that users act to 

advertisers; While b still represents the social relationship intensity.  is the number 
of social users within a certain social circle contained in the whole social web, and if the 
social network has one social circle, the number of social users and that of social circle 
will be equal. In this way, the paper will mainly pay attention to the number of effective 
social users, which connects the amount of social users and the topology structure of 
social network, and we are pleasure to make it simplified. According to the theoretical 
bilateral market model [15], The participants in the utility function is expressed as the 
number of participants, and assuming that the unit cost of the participants were bilateral 
image And image . The profits of social network platform is:  

       (2) 

Where f is the cost of unit participants (user and advertiser). In this case, the benefits 
of the platform are added by the profits and bilateral participants’ surplus (Vu and Va). 

Take the equations above into consideration, we have: 

  

After calculating the initial asking price of social platforms, we need to draw into the 
fixed-proportion price transformation (  is the proportion ratio). 

 

Furthermore, the relationship intensity model (R-I model) is: 

  

3.2 Analysis of R-I Model 

The strength of social relationship affects the number of social users, thereby has an 

impact on the final SNAP. According to the proportion above, we care more about  
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rather than b. Making , we generate that when 
, , that is when the number of social users exceeds a certain ‘threshold’ value, 
the social network ad price declines as the number of users increases; and when 

, , the social network ad price increases with the number of 

users increases, which draws different conclusions with the analysis of traditional 
bilateral market. 

3.3 Model Description 

Without loss of generality, the paper gives an account of the R-I model with data. After 
analyzing the experiment conclusions with the Cox proportion hazards model, Centola 
[10] draws that triple stimulations of network signal can generate the most effective 
result of social users’ spread behavior. (Z = 1, P <15%; Z = 2, P> 30%; Z = 3, P = 40%). 
thus we limit the studying scope within the cluster network and the strength of strong 
ties to be 3 (Z = 3). Thus, the topology of this kind of social network can be depicted as 
follows: 

 

 

Fig. 2. Social network structure 

Remarks: the number of social users ( ), within the structure, any user will 
be affected by his or her three friends effectively, which turn out to be the best impact 
degree of spread behavior by the study of Centola [10]. 

The clustering coefficient is: . Then, the strength of the 

social relationship is mainly measured by social users’ online time: , 
and this is set as the linear relations: . While the average length of the user's 
online time is two hours (T = 2). 
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Other information is in the table below: 

Table 1. XX’s community information 

Name Value Unit Remarks 

Marginal cost fu=1200;fa=800 Yuan  

The number of advertisers na=5 / na<<nu 

The proportion of pricing

transformation 

ε=0.2 /  

Users’ cross-network intensity au=-4 Yuan per advertiser Ad-averse users 

Advertisers’ cross-network 

intensity 

aa=2 Yuan per user User-depended 

 
Putting these values into the R-I model we obtain: 

If , , and the threshold value is: 

. 

With , , That is, the final ad asking price is 1222.72. 

Otherwise, the number of social users is 104( ). Thus, the final ad asking 
price drops, if the amount of social users increases further; and when the number of 
users is less than 100, , the final asking ad price increases along with the growth of the 
number of users. 

4 R-I Empirical Evidence 

To verify the robustness of the R-I model further, the thesis takes the example of 
China’s typical social network – Renren to draw a brief demonstration. While the key 
evidence to verify the conclusion is whether the impact of social user on social network 
advertising pricing exists a threshold value. The paper adopt the monthly amount of 
Unique Visitor to reflect the number of social users and take cross-quarter online 
advertising revenue as the income of social network platform achieved from advertisers 
(fixed ad proportion). Thus, the paper extracted RenRen’s relative data (the number of 
social user (2010 Q4-2014 Q1) and social ad revenues (2009 Q1-2014Q1)) from the 
199IT Internet data centers, iResearch, DCCI and so on, which is shown in Figure .2. 
As we can see, the data especially Ad revenues represents a seasonal fluctuation. Thus 
it is necessary to adjust the data to remove the influence of season, and adjusting the 
statistics with MA (5) is reasonable. 

As is seen from the chart, the change of advertising revenue shows an oscillatory 
growth trend, while the number of unique visitors draws a more substantial increase 
trend. Furthermore, with the scatterplot composed of advertising revenue (P) and the 
number of monthly unique users (U) (Figure .3), it is easy to judge that advertising 
revenue (advertising price) presents a first-increased-then-decreased trend by the 
impact of the number of social users, and when N = 4000 (March 2012), the threshold 
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5 Conclusions and Forecasts 

5.1 Conclusions 

The paper draws the following conclusions by using the analysis of R-I model, and we 
summarize two key points as follows: 

(A) The intensity of social relationships indicates user's dependence level on social 
networking platforms, the more clustering social relations will leads to more frequent 
interactions among social users and higher dependence level of the platform, the more 
comprehensive social relationship network, and the higher user's utility level, which 
attracts more users to join the network. Meanwhile, the marginal effects of one’s 
indirect relation users (weak ties) on the social users is degressive. In other words, a 
weaker degree of mutual trust and intimacy appears when the social network tends to be 
looser. 

(B) Social relationships intensity affects the final price of social network platforms 
by two (direct and indirect) ways. The direct way is derived from the attention of social 
network platforms to social users, and the indirect way lies to social relation’s effects 
on the number and utility of social users, and affect the final pricing further. What’s 
more, when the indirect effects surpass the direct one and the amount of social users 
exceeds the threshold value, the final price will decline, which turns out to be perfect 
for both the platform enterprise and social network participants. 

5.2 Forecasts 

Further analysis will focus on two aspects: the empirical test by using the big data and 
modify the model; thinning the SNAP, making targeted analysis of pricing model of 
different advertising and extracting more rigorous theoretical model. Thus, there are 
much more tasks for us to launch. 
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Abstract. Online trust is the vital mechanism for the development of  
e-commerce, and the significance of online trust has become a consensus. 
Undeniably, an obscure message may be magnified indefinitely and evolve into 
the enterprise’s online trust crisis, which will affect the image of the enterprise, 
threaten the survival and development of the enterprise, or make the enterprise 
into a doomed situation that can never be recovered. We study the development 
phases of enterprise’s online trust crisis life cycle, and then put forward 
framework of enterprise’s online trust crisis management strategies based on 
the characteristics of online trust crisis life cycle, which may be provide some 
theoretical supports for enterprise’s online trust crisis management. 

Keywords: Online trust, online trust crisis, online trust crisis management. 

1 Introduction 

1.1 Background 

After more than ten years of fast development, the Internet has brought reforms on 
people’s life styles, modes of information transmission, enterprise’s managing ways, 
and ideas of government administration. According to the “Internet World Stats” [1], 
by the end of June 2012, about 26% of the World’s population has Internet access, 
which represents 566.4% more than in year 2000. Regions like North America and 
Europe are well above those figures, with 78.6% and 63.2% of the population having 
online access respectively. The “33th statistical report on the Internet Development in 
China” [2] showed that the number of Chinese Internet users have reached 618 
million, and Internet penetration rate has raised to 39.9% by the end of 2013.The scale 
of e-commerce has grown substantially over the past years. Global business-to-
consumer e-commerce sales will pass the 1 trillion euro mark by 2013, according to a 
new report by the Interactive Media in Retail Group (IMRG) [3], a U.K. online retail 
trade organization. The e-commerce of China has a rapid growing; the total value of 
E-commerce in China was 5.6 trillion Yuan (about 675 million euro) in the first three 
quarters of 2012, which grew 25% from the same time of 2011 [4]. 

                                                           
* Corresponding author. 
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Trust is the currency of all commerce. In traditional commerce, the trust is based 
such things as societal laws and customs, and on the intuition people tend to develop 
about each other during interpersonal interactions. As for Internet-based commerce, 
owing to lacking of the personal relationship, trust becomes even more important. 
Whether for the traditional entity enterprises, or for the emerging virtual enterprises, 
online trust is the vital mechanism for the development of e-commerce, and the 
significance of online trust has become a consensus [5-8]. Online trust can affect 
consumers' intentions to revisit the site and to recommend the site to others. Online 
trust plays a key role in creating satisfied and expected outcomes in online 
transaction. Online Trust has been found to be a significant antecedent to customer's 
willingness to transact with an e-vendor. Online trust serves to mitigate the 
perceptions of risk, uncertainty and vulnerability that are associated with the 
disclosure of personal and identifiable information. 

The Internet has proven to be a powerful and very popular vehicle for distributing 
information to millions of individuals. If there were any negative information about 
one company in the Internet, this information might diffuse broadly in several hours 
or even in several seconds. The spread of Internet public opinions often plays the role 
of the catalyst of corporate crisis and the accelerator of dissemination. An obscure 
message may be magnified indefinitely and evolve into the enterprise’s online trust 
crisis. Like viruses, online trust crises can be mutated, acquiring new and dangerous 
forms in, for example, social forums like Facebook, or video distribution sites such as 
YouTube. Once the enterprise’s online trust crisis has be happened, the credibility and 
reputation of the enterprise will be heavily injured, the word-of-mouth and image of 
the enterprise will be heavily damaged, and the survival and development of the 
enterprise will be threaten, or make the enterprise into a doomed situation that can 
never be recovered. Either in China or in other countries, a lot of famous enterprises 
have met the online trust crises. Some of them fall in trouble and recovered from the 
crisis through a very long period. However, some of them were not so lucky and 
directly ended the corporate life cycle. 

The objective of this paper is to address the following research questions: 

(1) What is the life cycle of online trust crisis diffusion?  
(2) What countermeasures can be used in the enterprise’ online trust crisis 

management in the life cycle of enterprise’ online trust crisis?  

Hopefully, this study will help enterprises to gain some useful suggestions to 
manage online trust crises. 

1.2 Define Online Trust and Online Trust Crisis 

Trust as a social phenomenon has been studied in various disciplines and the notion of 
trust has been examined under various contexts over the years. Many researchers have 
interpreted it and made a lot of contributions from the perspective of philosophy, 
psychology, management, and marketing [9-12]. Among definitions, the generalized 
definition of trust by Rousseau et al. [13] is broadly accepted. In their opinion, “trust 
is a psychological state comprising the intention to accept vulnerability based upon 
positive expectations of the intentions or behavior of another”(p.395). Based on the 
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study of trust, researchers widened the definition of trust and applied it to online trust 
upon Rousseau's definition, Bart et al. [14] emphasize that “online trust includes 
consumer perceptions of how the site would deliver on expectations, how believable 
the site's information is, and how much confidence the site commands” (p.140). 
Corritore et al. [15] define online trust as “an attitude of confident expectation in an 
online situation of risk that one’s vulnerabilities will not be exploited” (p.740). In our 
opinion, online trust is a psychological affirmation of common expectations in an 
online environment of uncertainty that is caused by online principal parts, based on 
their wishes, participant’s characteristics and the environmental factors, e.g. system, 
technology and third-party certification. 

What is a crisis? The viewpoint of Seeger et al. [16] is representative for an 
organizational setting. They define that crises are “the specific, unexpected, and non-
routine events or series of events that create high levels of uncertainty and threat or 
perceived threat to an organization's high priority goals” (p.235). 

Based on the above notions, the enterprise’s online trust crisis means that  
the related information about the irresponsible behaviors or negative events of the 
enterprise were published, disseminated and diffused via Internet, which will decline 
dramatically the degree of trust of consumers, suppliers, distributors, social public, 
government departments, thus create high levels of uncertainty and threat or 
perceived threat to one enterprise. 

2 Review of Literature 

The topic for this study cuts across more than one substantive area in the review of 
the literature. However, its framework is premised on a strong thematic organization 
based on the online trust and crisis management. 

2.1 Online Trust 

The literature on online trust is extensive and multi-faceted and online trust has been 
extensively studied.  

Luo [17] examined several key mechanisms that can help increase customers’ trust 
of e-commerce and decrease privacy concerns. These mechanisms include 
characteristic-based (e.g., community), transaction process-based (e.g., repeated 
purchases), and institution-based trust production (e.g., digital certificate). Wang and 
Emurian [18] pointed out that online trust is a difficult task to accomplish because it 
requires the establishment of trusting relationships in the online world. The study of 
Gefen et al. [19] showed that trust in online environments is predicated on beliefs in 
the trustworthiness of a trustee; trustworthiness is composed of three distinct 
dimensions-- integrity, ability, and benevolence. Integrity is the belief that the online 
merchant adheres to stated rules or keeps promises. Ability is the belief that the online 
merchant has the skills and competence to provide good quality products and services. 
Benevolence is the belief that the online merchant wants to do good to the customer 
without regard to making a sale. Beldad et al. [20] provided an overview of the 
available research into the antecedents of trust in both commercial and non-
commercial online transactions and services. There are three clusters of antecedents: 
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customer/client-based, website-based, and company/organization-based antecedents. 
Benedicktus [21] offered that online trust beliefs vary positively with consensus 
ratings and trust is higher when ratings trends increase rather than decrease. Bock et 
al. [22] evaluated the effects of antecedents of online trust in the context of multi-
channel retailers at different phases, taking into consideration the moderating effects 
of product types. With increases in product uncertainty, the effects of word-of-mouth, 
offline trust, and efficacy of sanctions on online trust are greater for experience 
products than for search products. Kim and Ahmad [23] offered a framework for 
modeling the trustworthiness between a content consumer and a content provider in 
online social media-sharing communities where users have interacted with each other 
as either a content consumer or a content provider. 

2.2 Crisis Management 

Many researchers have discussed crisis management.  
Heath [24] introduced an integrated management approach in the Crisis Management 

Shell Structure, which includes decision component, advisory component, operation 
component and information component, in terms of what the components units do, why 
they do these activities, and who is involved. Mak et al. [25] presented a novel 
application of workflow technology to coordinate and disseminate tasks and related 
information for Crisis Management Support Systems (CMSS). Their research results 
indicated that the ability of workflow technology to coordinate, monitor, organize and 
distribute specific tasks and the associated required information in a timely and efficient 
manner appears to make it an ideal tool for strategic crisis management. Murray and 
Foster [26] provided the principles of organizing a multidisciplinary group for crisis 
resource management. Ryzenko and Smolarkiewicz [27] presented analysis of usefulness 
of space applications in crisis management activities carried out on the national level. 
According to them, the key to successful crisis management lays in understanding 
operational needs; integration into common information environment; and 
standardization of information exchange. The research of Pearson and Sommer [28] 
showed that through crisis management planning and preparation, organizational leaders 
do what they can to make timely decisions based on the best facts that they can gather. 
Speakman and Sharpley [29] proposed an alternative, chaos theory-based approach to 
crisis management. The elements of chaos theory include edge of chaos, the butterfly 
effect, bifurcation and cosmology, self-organization, strange attractors and the lock-in 
effect. Sardouk et al. [30] proposed a crisis management approach based on wireless 
sensor networks, which overcomes the problems encountered by the base stations and 
insures relevant, rich and real-time information about events. 

From the previous survey, none of these previous articles focused on the enterprise 
online trust crisis management. Online trust crisis managing strategies have been 
substantially altered comparing with the traditional crisis management.  

3 The Life Cycle Model of Enterprise’s Online Trust Crisis 

There is a life cycle for the development of everything in the world. The life cycle 
concept is originally used to describe a period of one generation of organism in a 
biological system [31]. Since 1960s the theory of life cycle was raised, the concept of 
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life cycle is applied widely, especially in the fields of politics, economy, environment, 
technology, and society. In essence, the term life cycle can be popularly understood as 
a period “from Cradle to Grave”, or from its birth to its end. This also applies to the 
enterprise’s online trust crisis. Similarly, the theory of life cycle can be used to 
describe the stage of development of enterprise’s online trust crisis. 

Based on the change of individuals’ attention, we investigate the stage of 
development of enterprise’s online trust crisis from the perspective of time series, 
then the whole online trust crisis life cycle can be divided into four phases (see Figure 
1): incubation phase, outbreak phase, diffusion phase and decline phase. 

 

Fig. 1. The life cycle of online trust crisis 

There are different characteristics and symptoms in the different stages of 
enterprise’s online trust crisis life cycle. And these characteristics play an important 
role in enterprise’s online trust crisis management. The characteristics of each stage of 
enterprise’s online trust crisis life cycle are shown in Table 1. 

3.1 Incubation Phase 

The incubation phase includes the period from the appearing of signs of enterprise’s 
online trust crisis to the perceived loss caused by online trust crisis. In this phase, the 
online trust crisis has not yet broken out; the degree of attention is low. The number 
of individuals involved is little, network issues are dispersed, the information of 
online trust crisis is relatively hidden, and the sphere of influence of online trust crisis 
is small. However, the signs of online trust crisis begin to appear, for example, the 
sporadic appearance of report on the enterprise adverse events, the sporadic negative 
comments against the enterprise. If these signs could be taken seriously and handled 
properly, then the online trust crisis will be nipped in the bud or the damages will 
minimize to a low degree. 

3.2 Outbreak Phase 

The outbreak of enterprise’s online trust crisis is triggered with potential predisposing 
factors. There are two sources for enterprise’s online trust crisis: one is internal 
incentive; the other is external incentive [32]. As internal incentive, the corporate 
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itself produces negative events, such as error of strategies, unfavorable events of 
functions or deviation of implementation. These will cause the enterprise’s online 
trust crisis, when these negative events are communicated and diffused with Internet 
news, BBS, blogs and podcasts, RSSs, SNSs, IM, or micro-blogs, just to give some 
examples of potential channels for the bad news. As external incentive, the negative 
events usually relate with production and operation. The trust crisis event of the 
enterprise is reported by Internet news media. The unfavorable remarks on the 
enterprise are then further released by individuals with social media. The evaluations 
and reports on the enterprise’s crises may also published by other third parties. The 
adverse information on the enterprise might be published maliciously by competitors. 
These all will lead to the enterprise’s online trust crisis, which is communicated and 
diffused with network channels.  

Table 1. The characteristics of each stage of enterprise’s online trust crisis life cycle 

Phase 
Degree 

of 
attention 

Number of 
individuals 

involved 

Degree of 
convergence on 
network issues 

Network 
communicati
on channels 

Sphere of 
influence 

Incubation 
phase 

Very low Few 
Multipoint 

scatter 
Single Small 

Outbreak 
phase 

Increase 
rapidly 

Increase 
gradually 

Multi-
aggregation 

Increase 
gradually 

Enlarge 
gradually 

Diffusion 
phase 

Increase 
stably 

Continue to 
increase 

Oligarchic 
gathering 

Many 
Enlarge 
rapidly 

Decline 
phase 

Decrease 
gradually 

Decrease 
gradually 

Scatter 
 gradually 

Reduce  
gradually 

Diminish 
gradually 

3.3 Diffusion Phase 

During this period, the network becomes a “catalyst” of online trust crisis. The publicity 
of the crisis events is enlarged quickly in a short time, which is catalyzed and fermented 
through network environment, and attracts more individuals’ concerns and participations. 
The number of individuals involved increase gradually, and the degree of attention 
increases sustainably, network medias change from niche to mass, the strong medias 
intervene actively, and negative information disseminating channels are formed rapidly, 
thus the enterprise sinks in the whirlpool of trust crises. Network public opinions are 
complicated, after the massive outbreak of online trust crisis, there will be “joint” effects 
in many fields, and increasingly more related things are involved widely. The enterprise’s 
online trust crisis is most difficult to control in this phase. 

3.4 Decline Phase 

Finally the enterprise’s online trust crisis enters the decline phase, mainly because of 
two reasons. One is that the individuals’ views are shifted by new crisis events of 
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other organizations. The other is that the online trust crisis is treated effectively. The 
cyber hotspot sustains for a period of time, if new events emerge and new stimulus 
generated, a lot of individuals will automatically shift to new network issues, and they 
will pay decreasingly attentions to the old network hotspot, then it will be cooled, 
faded and fallen. When the enterprise’s online trust crisis is treated effectively, the 
crisis will disappear gradually and the enterprise will enter into a new development 
stage. However, if the treatment was invalid, the residual factors of the online trust 
crisis will ferment and the online trust crisis will re-enter into a new life cycle. 

4 The Framework of Enterprise’s Online Trust Crisis 
Management Strategies 

There are different characteristics in different stage of the enterprise’s online trust 
crisis life cycle, and these characteristics determine the countermeasures used in the 
online trust crisis management. It is vital to find the countermeasures in accordance 
with the online trust crisis life cycle. 

The fishbone diagrams are causal diagrams created by Ishikawa [33] in the 1960s.  
These show the causes of a specific event and each cause or reason for imperfection is 
a source of variation. A fish bone diagram is a common tool used for a cause and 
effect analysis, and it immediately sorts ideas into useful categories [34]. Nowadays, 
the fishbone diagram is widely used in the field of management. 

According to the characteristics of each phase of online trust crisis and the basic 
principles of crisis management, drawing lessons from the idea of fishbone diagram, 
we construct the framework of enterprise’s online trust crisis management strategies, 
as shown in Figure 2. The framework can provide references on the enterprise’s 
online trust crisis management decision-making. 

 

Fig. 2. The fishbone diagram of enterprise’s online trust crisis management strategies 
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5 The Strategies of Enterprise’s Online Trust Crisis Management 

5.1 The Management in Incubation Phase 

There are some signals to indicate the possibility of the online trust crisis though the 
great trust crisis events cannot yet happen during the incubation phase. At this time, 
the enterprise should pay more attention to the prevention of online trust crisis. If all 
kind of incentives which may induce the enterprise’s online trust crisis could be 
monitored timely and the related signals could be analyzed carefully and forewarned 
effectively, then it could be possible to avoid the ordinary events suddenly upgrading 
to the burst of online trust crisis. The countermeasures in the incubation phase are 
discussed in more detail below. 

5.1.1 Drawing up Crisis Management Plan 
The enterprise needs to take the online trust crisis management into the overall work 
of enterprise’s crisis management, and draw up the online trust crisis management 
plan based on the principles of integrity, predictability, initiative, operability and 
timeliness. It is crucial to make a plan for online trust crisis management, because it 
can effectively prevent the occurrence of some online trust crisis events, and avoid 
expanding the trust crisis as far as possible after the trust crisis is really happening. 
This is just a precaution for crisis management. Apart from definite management 
budget and segmentation of management target, there are two key points in online 
trust crisis management plan: one is the construction of online trust crisis 
management information system; the other is the construction of online trust crisis 
management team. The online trust crisis management information system is a 
subsystem of enterprise information system, which has the functions of trust crisis 
information collection, collation, analysis, identification, transmission, feedback, 
communication, publishing, recovery and assessment. The online trust crisis 
management team should establish the managing mechanism with centralized 
command and division of labor and cooperation. The online trust crisis management 
team should form strong professional personnel. There are some key functions of 
online trust crisis management team. Firstly, it should coordinate the relationships 
among internal departments, the enterprise and news media, and the enterprise and the 
social public. Secondly, it should collect, analyze, predict and evaluate various crisis-
related information. Lastly, it should report the information to the enterprise decision-
making setup. 

5.1.2 Strengthening Information Monitoring 
Although the occurrence of enterprise’s online trust crisis may be sudden for 
unknown reasons with a certain degree of randomness, yet some information, views 
and attitudes will be displayed in network channels from the appearing of initial 
signals to the occurrence of online trust crisis. So the enterprise’s online trust crisis 
can be monitored [35]. In order to get the signals of the enterprise’s online trust crisis, 
the enterprise should monitor the external information related with the survival of 
the enterprise. The external information includes politics information, economy 
information, policy information, science and technology information, finance 
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information, market information, competitor information, supply and demand 
information, and consumer information. Additionally the enterprise should monitor 
the internal sensitive causes, which result from corporate mismanagement, 
business decision-making errors, the problems of product and service quality, 
financial crisis, the poor quality of staff, and the error of PR strategies. 

5.1.3 Reinforcing Signal Analyzing 
The analysis of cyber information monitored is a process to find problems and solve 
problems. After the collection of data, the analyzing process of information 
arrangement, identification, filtering and evaluation should be carried out. There are 
differences in the methods and focus of signals processing for different information 
communication platforms. As for network news data, the main core elements of the 
original should be maintained as far as possible, such as news title, source, release 
time, content, click number, reviewer, comment content and the comment number. As 
for BBS, blog, podcast, RSS, SNS, IM data and other social media, the original 
element and diffusion effects should be preserved as far as possible and formed the 
formatting information, such as the title of the post, the spokesman, the release time 
and content, content and number of replies, and so on. The abnormal information 
should be classified and analyzed timely, the hot spots, sensitive spots and dangerous 
spots, which may possibly cause online trust crisis, should be researched. The 
successful identification of potential and possible threats will lay the foundation for 
the enterprise’s online trust crisis management.  

5.1.4 Timely Crisis Forewarning 
All signals analyzed and processed should be timely submitted to the crisis 
management team. The crisis management team should evaluate professionally the 
signals to determine whether the crisis forewarning is need. After an action decision, 
the online trust crisis forewarning should be realized automatically with the 
information technologies as one module of the enterprise information system. The 
forewarning indicators are built according to parameters such as the news source, 
news authority, comment number, release time and intensive degree, the viewpoint 
and orientation of the article or post, the degree of concern, and so on. This module 
owns the functions of semantic analysis, statistical analysis, comprehensive analysis 
and feature extraction by making full use of natural language processing, viewpoint 
mining, artificial intelligence, and visualization technology. In this way, the signals 
can be checked if they were in a normal range, once beyond a particular scope, the 
alarm is submitted to the online trust crisis management. 

5.1.5 The Management in Outbreak Phase 
This stage is especially critical for the enterprise’s online trust crisis management. If 
the enterprise’s online trust crisis could not be disposed improperly, the consequences 
of the trust crisis events will be in a deteriorating direction, the “heat” of online trust 
crisis will increase, and more individuals will participate in the discussion and 
communication. Thus, cyber will become the “blower” for the enterprise’s online trust 
crisis, and the online trust crisis will be worsening. Following actions are needed. 
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5.1.6 Promptly Implementing the Crisis Management Plan 
Once the online trust crisis is outbreaking, the enterprise should confirm rapidly and 
timely the crisis, find the source of crisis, determine the potentially affected the 
public, and implement promptly the online trust crisis management plan, assembling 
all kinds of resource to control the influence power of online trust crisis within a 
smaller range as far as possible. According to different crisis forms, the enterprise 
online trust management team should format the corresponding crisis control groups 
to provide effective organizational support. In addition, the enterprise online trust 
management team should strengthen the cooperation with government agencies, 
NGOs and media, and rely on the opinion leaders and the public to reduce the damage 
to a minimum. 

5.1.7 Getting the Support of Opinion Leader 
Opinion leader is an active media user who interprets the meaning of media messages 
or content for lower-end media users [36]. There is a lot of promoting by opinion 
leaders almost behind every network hot issue. In some events, the viewpoints of 
opinion leaders can play and unexpected role on the settlement, because as the person 
concerned in the event, the point of view of the enterprise is difficult to get fully 
recognized by individuals. Therefore, the enterprise should actively win the support of 
opinion leaders and make full use of the third-party persuading role of opinion 
leaders, encouraging opinion leaders to guide online speech through blogs, podcasts, 
SNS, RSS, and other social media. The opinion leaders should be the strong support 
for the enterprise and the external opinion. At the same time, the enterprise should 
cultivate actively its own “opinion leaders” to form a positive guiding force in the 
“new opinion stratum”. 

5.1.8 Timely Conveying Positive Message 
Winning the time is equal to winning the image. There may not be enough reliable 
information at the onset of the crisis. In order to avoid information vacuum and 
rumors flying long, the enterprise must strive for controlling the situation in a short 
time and endeavor to communicate with public in the first time, conveying positive 
messages, indicating attitudes, informing of the activities being adopted. Then the 
public will feel the enterprise’s responsibility consciousness and public philosophy, 
and they will be in favor of the enterprise psychologically. The key point to keep the 
initiative in information release is that the enterprise itself should be the first hand 
information release source and provide the necessary background information to 
media and public as much as possible, not giving too much playing space to media. 
The enterprise should inform news media about the crisis basic facts and the 
management countermeasures in the shortest period of time, and clarify the stance and 
attitude to get the trust and support of the media and lead actively public opinions. In 
such a way, the enterprise will quickly control the situation by not giving up any 
rights of speech.  

5.1.9 The Management in Diffusion Phase 
Due to the openness, timeliness and interactivity of Web 2.0, there are cascading 
effects during the diffusion phase of online trust crisis. It is difficult to manage online 
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trust crisis in the diffusion phase. In addition to adhering continuously the 
countermeasures mentioned above, the enterprise should also do the following works. 

5.1.10 Effectively Integrating Media’s Power 
The enterprise online trust crisis management team should actively coordinate the 
relationship with the mainstream traditional media and online media. The enterprise 
can communicate and dialogue with individuals frankly in proper communicating 
atmosphere with unblocked information channels. During the communication, the 
positive interaction between the enterprise and the society will be formed, and the 
chaos of social public caused with blocking messages and uniformed information will 
be avoided. It is very important to ensure the rights of speech of individuals, which 
can overcome the desire for fear or revenge of public to reduce the instability factors. 
In this way, the public’s resentment on the crisis event can be led to the rational 
thinking of the nature and solutions of the event. And then the attitudes and behaviors 
of individuals will be advantageous to resolve online trust crisis and reduce the 
negative influence and loss. 

5.1.11 Sustainably Release Real Information 
The enterprise should release information sincerely, meet and maintain the public’s 
right to know, winning opportunities for subsequent disposal of the trust crisis. The 
online trust crisis can be led and mediated in the direction of control by disclosing 
relevant information, and the social anxieties will be reduced. The enterprise can 
sustainably release real information and enhance the transparency of information 
through the enterprise’s website, enterprise’s news spokesman, hotlines, being a guest 
on network media and social media.  

5.1.12 Strengthening Set-up of Network Issues 
The primacy effect [37], in psychology and sociology, is a cognitive bias that results 
in a subject recalling primary information presented better than information presented 
later on. In the network era, the energy of primacy effect increases in hundreds or 
thousands times in the process of network communication. It is an effective way to 
guide the cyber opinions by setting up the official network issue. When the online 
trust crisis is breaks out, the enterprise should try its best to set the related subjects or 
topics in the first time consciously. On one hand, the attentions of individuals will be 
directed to the special themes. On the other hand, the diffusion of online trust crisis 
will be decreased as much as possible. The enterprise can actively get the rights of 
speech and guide the development of network opinions by setting communicating 
topics initiatively, making the network discussion become more efficient, 
hierarchical, systematic and controllable. 

5.1.13 Realizing Personalized Communication with Individuals 
In order to achieve the communicating goals in the situation of crisis, the target 
audience should be divided into several types and each type should adopt different 
communicating method and channel. The classification standards include the value, 
behavior habit, life style, education degree, racial, economic status, age, gender, and 
information selection habit of individual. Aiming at the personalized communication 
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needs of each type of target audience, the enterprise should choose the proper 
transmission time, transmission channel, information content and expression forms 
based on satisfying the targeted communication. Of course, these all depend on 
information technologies. 

5.2 Management in Decline Phase 

Whatever the cause, when the enterprise’s online trust enters into decline phase, the 
enterprise should carry out crisis evaluation, crisis debriefing and image remodeling.  

5.2.1 Crisis Evaluation 
The crisis evaluation includes the evaluation of basic support, the evaluation of 
disposal process and the evaluation of settlement results. The evaluation of basic 
support looks for loopholes of online trust crisis monitoring, forewarning and 
management plan to make up the shortfalls. The evaluation of disposal process can 
help the enterprise to improve the online trust crisis management process and enhance 
the enterprise’s ability to cope with the online trust crisis in the future. After the 
online crisis trust, the enterprise should track and mend continuously the settlement 
results, and think over the recovery measures. The evaluation of settlement results 
should be fed back to the online trust crisis management plan, perfecting the plan, and 
providing effective basis for the future online trust crisis.  

5.2.2 Crisis Debriefing 
The crisis debriefing is an inevitably phase in online trust crisis management. The 
work of crisis debriefing is an important mechanism the enterprise tries its best to 
recover the cyber order to its normal state and prevent the germination of new online 
trust crisis. On one hand, if the enterprise really produced the trust events and had 
negative effects on social public, the enterprise should take responsibility and 
apologize actively and initiatively to get their understanding. On the other hand, if 
some organizations and persons violate laws, regulations or the network obligation 
and cause damages to the enterprise, the enterprise should actively investigate and 
pursue such organizations’ or persons’ legal liabilities. 

5.2.3 Remodeling Image 
The destructiveness given by online trust crisis is mainly manifested in the 
deterioration of the enterprise’s image. Thus, when the online trust crisis enters into 
the decline phase, the enterprise must try its best to reshape the corporate identity. 
The process of remodeling image is actually the process that the enterprise pursues 
self-improvement and constantly gets the public’s recognition, understanding and 
support. On one hand, the enterprise should complete the internal works to truly 
provide high-quality products and service to society. On the other hand, the enterprise 
must maintain good relations with all kinds of social public, planning and 
implementing a serial of PR activities manifesting the brand reputation and corporate 
identity, product promotion, and public benefit activities reflected the enterprise’s 
social responsibility. 
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6 Conclusions 

With the rapid development of Internet and telecommunication network, the 
occurrences of online trust crises become increasingly more frequent. The negative 
influences and destructive effects caused by online trust crises are growing. We study 
the phases of enterprise’s online trust crisis life cycle and put forward the frame of 
enterprise’s online trust crisis management strategies based on the characteristics of 
online trust crisis in incubation phase, outbreak phase, diffusion phase and decline 
phase, which may provide some theoretical supports for enterprise’s online trust crisis 
management. Crisis management is also called crisis communication management [4]. 
The emphasis of enterprise’s online trust crisis management is to achieve and enhance 
communication with the public. Communication becomes the core of management in 
each stage of online trust crisis cycle. Of course, the enterprise’s online trust crisis 
management requires a lot of manpower, material and financial resources, and thus it 
could be difficult to realize for micro and small enterprises (MSEs). Based on recent 
cases, Internet users pay more attention to the production and operation of well-
known enterprises, and well-known enterprises have become the main body of the 
outbreak of online trust crisis. All well-known enterprises should attach importance to 
online trust crisis management. 
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Abstract. Millions of young people spend real money on virtual goods such as 
avatars or in-world currency. Yet, limited empirical research has examined their 
shopping behaviour in virtual worlds. This research delves into young 
consumers’ virtual goods purchasing behaviour and the relevance of social 
context and usage experience. We assert that virtual goods purchasing 
behaviour is inseparable of the online platform in which it is taking place. We 
employ the concept of cognitive absorption to capture the user experience and 
examine the social context with three variables, the size of one’s in-world 
network, trust in the other users of the online platform and social presence. We 
test our research model with data collected from 1,225 virtual world users and 
use PLS in the analysis. The results show that virtual goods purchasing 
behaviour is predicted by cognitive absorption, perceived size of one’s in-world 
network as well as trust in the other users. 

Keywords: virtual worlds, virtual goods, cognitive absorption, trust. 

1 Introduction 

Purchasing virtual goods has become increasingly pervasive among the young 
generations. Virtual goods (e.g., avatars) are non-physical in nature and exist in the 
online platforms they are created in [1]). That is, they cannot be carried off to and 
used in another online platform. This characteristic separates virtual goods from 
digital goods (e.g., audio files which work in many platforms). While virtual goods 
have existed as long as virtual worlds (VWs), they did not receive attention before 
VW operators started to sell them to users with real money. 

Interestingly, many of the current VWs are targeted for users aged between 5 and 
15 years, who make the majority of over 1.4 billion registered VW users [2]. The 
large user base has made the overall spending on virtual goods to reach $15 billion 
already in 2012.1  

Despite the economic potential, the research on virtual goods purchasing behaviour 
                                                           
* Corresponding author. 
1(http://www.superdataresearch.com/blog/monetization-is-a-four- 
 letter-word/) 



304 M. Mäntymäki, J. Merikivi, and A.K.M. Najmul Islam 

 

in VWs is still in its infancy– compared to the ‘traditional’ online shopping or that 
which occurs offline. To contribute to virtual goods research we seek to fill three gaps 
in the current literature. First, prior literature on virtual goods has focused rather 
heavily on adult consumers, albeit young people admittedly make a notable group of 
existing consumers. For example, young people have been under-investigated in 
information systems research [3]. 

With regard to the second gap, we advance virtual goods research by building on 
user experience. We believe this is of considerable importance since purchasing 
virtual goods requires engagement in online platforms where the goods are available. 
To this end, we employ cognitive absorption, which is an established driver of 
technology use, also in VWs [4; 5]. Notwithstanding, its influence on purchasing 
behaviour has remained poorly understood. 

Third, we center on social context. While social context is demonstrated as critical 
for online platform success [6], studies on virtual goods fall short in examining its 
effect on purchasing behavior [7]. In this paper, we conceptualize social context to 
operate through perceived network size, social presence, and trust–all of which we 
consider relevant for virtual goods exchange. 

By filling these gaps, we add on to three different research areas, virtual goods 
purchasing behavior [7; 8; 9], young users use of information technology [3], and the 
relationship between virtual goods and platforms where they are exchanged [10; 11]. 

The paper is organized as follows. It starts with a literature revive and provide a 
foundation for the research model. The paper will then explicate the research model 
and hypotheses. This is followed by the methods and results. Lastly, it concludes with 
a discussion, including implications, limitations and suggestions for future research. 

2 Research Background and Hypotheses 

2.1 Prior Literature on Virtual Purchasing Behavior 

Prior VW research has largely examined user adoption  [12; 13; 14], including initial 
acceptance and post-adoption use  [4; 15; 16; 17; 18; 19]. Purchasing behavior, in 
turn, has received less empirical research attention  [20]. The prior research on the 
topic has found purchasing in VWs have being affected by the virtual environment  
[7], user motivation  [1; 8] and social influences  [8]. 

Here we focus on two aspects that have drawn less attention in the VW, namely 
user experience and social context. They supplement each other as user experience 
stresses the experience obtained by an individual and social context the environment 
which is co-created by individual users. Social context is also expected to influence 
the individual’s behavior [21]. Given virtual goods purchasing behavior is fairly 
inseparable of VW use we believe social context and user experience fit in perfectly 
to our research goal. 

2.2 The Research Model 

The user experience of VWs can be characterized with three key aspects. First, VWs 
employ avatars as a core of the navigation mechanisms and to represent the users. 
Second, VWs accommodate a multi-user, 3D graphical environment that includes 
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sounds and music. Third, the user interface is highly dynamic because of a constant 
influx of new features and activities to sustain users’ interest. Thus, the richness of 
stimuli that make the user absorbed in the in-world activities lie in the core of the VW 
user experience. Hence, we employ the concept of cognitive absorption. Cognitive 
absorption consists of focused immersion, intrinsic motivation, perception of control, 
temporal dissociation and curiosity. We measure it as a multi-dimensional construct 
as it was originally developed [22]. 

We also scrutinize how the social context can influence virtual purchasing 
behaviour. The social context is essentially dependent on the number of users 
involved in the VW. The social interaction, and the value users derive from it, is 
influenced by network externalities [19]. This is articulated in Metcalfe’s law that 
postulates that the value of a telecommunications network is proportional to the 
square of the number of connected users [23]. For an individual user, however, the 
value of interactive digital technologies is more dependent upon the presence of 
relevant people, i.e. the user’s personal network, than the network size in general  
[19; 24]. From a sociological perspective, this can be explained by the concept of 
homophily, i.e. the tendency to bond and associate with individuals with whom one 
perceives similarity [25]. Prior evidence from computer-mediated communication 
shows that interaction that involves the use of IT is likely to occur with key 
interpersonal relationships [26]. Thus, network externalities stem particularly from the 
presence of one’s key social network in the VW. 

In addition to the presence of other users and an in-world social network, the social 
atmosphere and the relationships between users represent important aspects of the 
social context. For example, people tend to communicate more when they perceive 
human warmth and psychological presence [27]. As a result, we examine the degree 
of human warmth and contact associated with the VW using the concept of social 
presence [28]. Trust is fundamental component of interpersonal relationships and an 
important predictor of online purchasing [29]. Hence, we investigate the trust in other 
VW users as a predictor of virtual purchasing. The constructs with their definitions 
and references are presented in Table1. 

Table 1. The Research constructs and their definitions 

Construct Definition Source  
Perceived 
enjoyment 

The degree of enjoyment associated with using the
VW. 

 [22] 

Focused 
immersion 

The experience of total engagement where other
attentional demands are, in essence, ignored. 

 [22] 

Perception of 
control 

The user's perception of being in charge of the
interaction. 

 [22] 

Temporal 
dissociation 

The inability to register the passage of time while
engaged in interaction. 

[22; 30] 

Curiosity The extent the experience arouses an individual's
sensory and cognitive curiosity. 

 [22] 

Perceived network
size 

The perception of the degree to which important others 
are present in the VW. 

[16; 31] 

Social presence The degree of human warmth associated with the VW. [28; 32] 
User-to-user trust The belief in the other VW users’ honesty.  [29] 
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The research model accommodating the user experience and social context is 
presented in Figure 1 below. 

 

 

Fig. 1. The Research model 

2.3 Hypotheses 

Agarwal and Karahanna [22] positioned cognitive absorption as a predictor of 
perceived usefulness and ease of use but did not examine its direct effect on 
behavioural intention. Cognitive absorption is an intrinsically motivating state  [33], 
enjoyment being one of its dimensions  [22]. Intrinsic motivation, often captured 
with perceived enjoyment, in turn has been found to predict the intention to adopt and 
use various forms of IT, particularly those of hedonic nature  [34; 35]. Prior VW 
research offers empirical support for the link between cognitive absorption and 
behavioural intention [4; 5]. As a result, we assume that the purchase intention is 
influenced by cognitive absorption and put forward the following hypothesis: 

H1: Cognitive absorption has a positive effect on purchase intention. 
Due to network externalities (Katz & Shapiro, 1986), the size of one’s personal 

network inside the VW influences the amount of opportunities the user has for social 
interaction and communication. Furthermore, a large social circle in an VW provides 
more opportunities to demonstrate status through virtual purchasing or when trading 
virtual items with other users. Prior research on online social networking  [36], 
instant messaging  [24] and VWs  [16] offers empirical evidence that the perceived 
size of user’s network predicts the usage intention.  
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H2: Perceived aggregate network exposure has a positive effect on purchase 
intention. 

Social presence has been found to have a positive effect on loyalty in the online 
shopping context  [37]. Furthermore, previous VW research has shown a positive 
relationship between social presence and favourable attitudes  [38] and user 
satisfaction  [15]. However, the research has reported no relationship between social 
presence and behavioural intention  [7; 15].  

H3: Social presence has a positive effect on purchase intention. 
Abundant research on e-commerce has verified a positive relationship between 

trust in the online merchant and user’s purchasing behaviour  [39]. However, 
considerably fewer studies have examined to what extent the trust between users 
affects purchasing, especially in an environment where the users are represented as 
avatars. Lu et al.  [40] reported a positive relationship between intentions to purchase 
from the website and member-to-member trust.  

H4: Trust in other users of the VW has a positive effect on purchase intention. 
Social presence has been found to increase the number of messages exchanged in 

electronic communication  [27]. As VWs are information-rich environments that are 
well capable of transmitting various non-verbal cues  [15], we propose a positive 
relationship between social presence and trust in the other VW users. This assertion is 
also in accordance with the e-commerce literature that has reported social presence to 
have a positive effect on trust  [32; 41].  

H5:  Social presence has a positive effect on trust in the other users of the VW. 

3 Empirical Research 

3.1 Data Collection and Measurement 

The data was collected through an online survey among the users of the Finnish 
Habbo Hotel portal in co-operation with Sulake Corporation, the Finnish company 
that owns and operates Habbo Hotel.  

The survey was opened 8,928 times. 3,265 respondents proceeded to the final page 
and submitted the survey. This yielded a response rate of 36.6 percent. To further 
ensure the reliability of the results only fully completed questionnaires were included 
in the analysis. As a result, the final sample consisted of 1,225 responses. 60.8 per 
cent of the final sample was female. 

To ensure the reliability of the measurement, the survey items were adopted from 
prior literature with wording adjusted to match the VW context and the target 
audience. The literature references of the measurement items were presented in Table 
2. The items were measured with a seven-point Likert scale, anchored from strongly 
disagree to strongly agree – except perceived network size, which was measured with 
semantic scale. The constructs were modeled using reflective indicators. 
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3.2 Data Analysis 

The data was analysed using partial least squares with smartPLS software  [42]. We 
began the analysis by testing the convergent and discriminant validity of the 
measurement model. Convergent validity was evaluated based on three criteria  [43]: 
firstly, all indicator factor loadings should be significant and exceed 0.70. Secondly, 
composite reliabilities should exceed 0.80. Thirdly, average variance extracted (AVE) 
by each construct should be greater than 0.5. Appendix A illustrates that the data met 
the criteria for convergent validity. With respect to discriminant validity, the AVE for 
each construct should exceed the squared correlation between that and any other 
construct  [43].  Table  3 shows that discriminant validity was confirmed. 

Table 2. Squared correlation between constructs (AVEs in bold in the main diagonal) 

  CON CTRL CUR     ENJ     PNS  PURC     SP TDIS TRU 
CON 0.749                 
CTRL 0.064 0.812         

CUR 0.305 0.101 0.864        
ENJ 0.328 0.158 0.524 0.889       
PNS 0.115 0.050 0.265 0.222 0.826      
PURC 0.182 0.077 0.282 0.303 0.257 0.864     
SP 0.219 0.142 0.359 0.422 0.211 0.241 0.799    
TDIS 0.386 0.070 0.468 0.416 0.177 0.218 0.272 0.716   
TRU 0.139 0.035 0.276 0.234 0.270 0.247 0.269 0.172 0.907 

 
After having verified the validity and reliability of the measurement model, we 

proceeded to testing the structural model. According to Agarwal & Karahanna (2000), 
cognitive absorption was modeled as a second order construct.  Bootstrapping with 
1,000 subsamples was used to estimate the significance of the path coefficients. The 
latent variable scores of its five constituting factors were used as an input to build the 
second order variable.  

The R2 of purchase intention was 42.7 per cent, which indicates that the model as a 
whole exerts good predictive validity. As the sample size was large, instead of 
looking strictly the significance of the path coefficients, we considered the value of 
0.1 as a threshold to interpret that a variable exerts a substantial effect on its 
endogenous construct  [44]. Based on this criterion, all hypotheses were supported 
except H3. Age, gender and length of usage experience with the VW were included in 
the structural model as control variables. None of the control variables exerted a 
significant influence on purchase intention. Figure 2 below summarizes the results 
from testing the structural model. 
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Fig. 2. Results of the PLS analysis 

4 Discussion and Conclusion 

The key finding of this study is that user experience captured through cognitive 
absorption and its first order constructs is the main driver of purchase intention. While 
prior research provided empirical evidence of user experience in driving usage  [45] 
our results show that it has effect on purchase intention that takes place beyond usage. 
Overall, this finding implies that engaging user experience can drive VW operators’ 
sales and thus it is critical for VWs success.  

4.1 Theoretical Implications 

Our results verify the importance of cognitive absorption as a component of the VW 
user experience and its value in predicting purchasing behaviour. On a more 
theoretical level, our conceptualization of cognitive absorption as a five-dimensional 
second order construct offers other researchers guidance how to capture the 
contextual characteristics of VWs. Based on our findings, virtual purchasing is 
substantially affected by the experiential aspects of VW usage, indicating that the user 
experience is a stable predictor of virtual purchasing across context  [7] 
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With regard to the social context, our findings show that purchasing behaviour is 
influenced by the size of user’s in-world network and the trust experienced in other 
users of the VW. This indicates that network externalities play a role in virtual world 
participation  [19]. Network externalities can thus affect the hedonic value extracted 
from the VW participation by offering more invitations to in-world events and parties. 
Furthermore, the status value  [46] from possessing virtual items is likely to be 
dependent on the size of one’s in-world social network.  

Albeit social presence did exert hardly a marginal effect on purchase intention, it is 
a relative strong predictor of the trust between users. While the trust in other users 
influenced purchase intention, its role was not particularly salient. We assume that 
rather than having a linear relationship with purchase intention, trust may exert a 
threshold, thus being a prerequisite for purchasing to take place. 

4.2 Implications for Practice 

For VW operators and developers creating engaging experiences seems to be a way to 
reinforce in-world purchasing behaviour. This may indicate that purchasing results 
from sustained participation in the VW and can thus represent a subsequent stage in 
the development of the customer relationship. From this perspective, operators should 
focus on developing the customer relationships rather than utilizing tactical marketing 
tools to promote in-world purchasing. 

Second, the results offer certain evidence that a trusting and psychologically warm 
social environment encourages purchasing behaviour. Thus, VWs operators are 
advised to have mechanisms not only to protect users’ virtual property, but to prevent 
aggressive behaviour and communication towards other users. 

Third, we suggest operators should take a close look at how the presence and 
actions of other users within and beyond the VW affect users’ participation and 
purchasing decisions. Young people have been reported to follow fads and fashion 
and thus be more prone to bandwagon effect than older generations  [47]. This can 
partly explain the dynamics of the social setting and sometimes very short lifespans of 
trends in the VW for the young. 

4.3 Limitations and Future Research 

First, due to our research context, generalizability of the results is limited. Second, we 
examined behavioural intention instead of actual behaviour. Third, we used three 
constructs, perceived network size, social presence and trust in other users to examine 
the social context. Due to its conceptual breath, social context is very difficult to 
condense into a set of variables. We recommend further research to offer a richer 
understanding of the social context and structures behind the behavioural outcomes 
such as virtual purchasing. For example, future research could examine the interplay 
between the social context and purchasing behaviour  [21]. 

Fourth, in our conceptualization of trust we focused only on the trustworthiness, 
i.e. the reliability of other users. However, prior research has highlighted the complex, 
multi-faceted nature of trust   [29]. Moreover, in the VW context, the user may or 
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may not trust in several entities such as the user community (or a specific subgroup 
within the community), the company operating the service and the service as a whole. 
Thus, research focusing particularly on the nature and dimensions of trust in the VW 
context would offer a better understanding of the social context of VWs and, at the 
same time, uncover the role of the avatar-centric environment in the formation of 
trust. 

Finally, we used only the cognitive absorption to empirically examine the key 
aspects of the VW user experience. However, from VWs people do not necessary 
seek for immersion and intensive experiences but a relaxing place to spend time and 
socialise with other users in a casual manner. Hence, further research could examine 
to what extent the VW participation is perceived relaxing or stress-relieving.  
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Appendix A. Convergent Validity 

Item Operationalization Load C.R. Alpha 

CON1 
I was absorbed intensively in the activity in 
Habbo 0,815 0.923 0.890 

CON2 
My attention was focused on the activity in 
Habbo 0.896   

CON3 I concentrated fully on the activity in Habbo 0.910   
CON4 I was deeply engrossed in the activity in Habbo 0.837   
ENJ1 It is enjoyable to use Habbo 0.931 0.960 0.937 
ENJ2 It is fun to use Habbo 0.950   
ENJ3 It is entertaining to use Habbo 0.947   
TDIS1 When using Habbo, time goes by fast 0.822 0.883 0.802 

TDIS2 
When using Habbo, I am not aware of any 
noise 0.874   

TDIS3 
When using Habbo, I often forget the work I 
must do 0.841   

CUR1 
Using Habbo increases my interest in exploring 
things 0.932 0.927 0.842 

CUR2 Using Habbo arouses my imagination 0.927   
SP1 There is a sense of human contact in Habbo 0.859 0.923 0.875 
SP2 There is a sense of sociability in Habbo  0.910   
SP3 There is a sense of human warmth in Habbo 0.913   

TRU1 
I believe that the other Habbo users always 
keep their promises 0.934 0.967 0.948 

TRU3 I believe the other Habbo users are honest 0.961   
TRU3 I believe in the other users' integrity 0.960   

CTRL1 
I have the resources, knowledge, and ability to 
use Habbo 0.891 0.896 0.769 

CTRL2 Using Habbo is entirely within my control 0.911   

PNS1 
How many people about your age use Habbo?   
none…all 0.898 0.934 0.894 

PNS2 
How many of your friends use Habbo?    
none…all 0.895   

PNS3 
How many of your peers use Habbo?     
none…all 0.933   

PURC1 
I intend to purchase Habbo items and/or Habbo 
Club memberships* shortly 0.939 0.950 0.921 

PURC2 
I predict I will purchase Habbo items and/or 
Habbo Club memberships in the short term 0.929   

PURC3 
I will frequently purchase Habbo items and/or 
Habbo Club memberships in the future 0.921   

* Habbo Club membership refers to a package, which includes exclusive virtual 
goods such as clothing and furniture. 
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Abstract. The great advances on e-commerce industry have tremendously pro-
moted the development of Chinese economy and society. However, thus far, 
there has been a lack of a comprehensive occupational classification system of 
e-commerce in China, which has inhibited the further improvement of Chinese 
e-commerce industry. In this article, on the basis of current situations, we high-
light the importance, summarize the relevant researches and learn excellent ex-
perience of constructing e-commerce occupational classification system, from 
China and overseas, and thus put forward the reasonable methods and contents 
of the construction of e-commerce classification system in China. 

Keywords: e-commerce, occupational classification system, e-commerce  
industry. 

1 Introduction 

The rapid development of Internet technology has facilitated the emergence of Chi-
nese e-commerce era during the past two decades. As a new kind of economic style, 
e-commerce has attracted considerable attentions from all sectors of society in China 
because of its excellent abilities to enhance economic benefit and effectiveness of 
traditional business. Especially in recent years, e-commerce has been recognized as 
sunrise industry or green industry, and has become one of the most fashionable and 
promising industries. The statistics from China E-business Research Center has dem-
onstrated that the total transaction amount in e-commerce industry in China has 
reached 10.2 trillion Yuan RMB ($1.63 trillion) in 2013 [1]; “The 12th Five-year Plan 
of E-Commerce Development” predicted that the total transaction amount of e-
commerce in China would exceed 18 trillion Yuan RMB in 2015 [2]. Meanwhile, 
according to the data provided by China E-business Research Center, there would be 
over 2 million employees engaging in e-commerce industry by the end of the fourth 
quarter of 2013 and e-commerce has brought over 1.5 million job chances for em-
ployees [1]. Obviously, e-commerce industry has huge influences on society and 
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economy at present. However, thus far, there has been a lack of a comprehensive 
occupational classification system in China, which may lead to the poor understand-
ing of the standards and requirements of e-commerce personnel training in universi-
ties, pose negative effects to training e-commerce professionals, and trigger the  
mismatch between demand and supply of e-commerce professionals. Thus it inhibits 
the further development of Chinese e-commerce industry. Therefore, it is highly de-
sirable to construct a comprehensive occupational classification system, because it 
can provide reliable guidance for the training of e-commerce professionals, contribute 
to the construction of meliorating occupational classification system, and lay solid 
foundation for the construction and development of economy in China. This article is 
based on the current status of Chinese e-commerce occupational classification, sheds 
light on the excellent experience of the occupational classification from America and 
Canada as well as Chinese IT industry, subsequently demonstrates the principles and 
goals as well as the construction contents of e-commerce occupational classification 
system in China. 

2 Research Background 

2.1 Occupation and Its Classification 

It is well known that occupation is defined as a social work with the goal of meeting 
material and spiritual needs by means of expertise and knowledge, in which human 
beings engage to gain income, achieve personal values, and realize social values as 
well as create wealth for society [3]. Correspondingly, an accurate description of oc-
cupational classification then refers to that following certain scientific methods and 
standards, the various occupations are arranged and classified systematically to form a 
logical and ordered system [4]. Many advances on occupational classification have 
been achieved in various countries, which promotes the development of economy and 
society. For instance, Holland thought that occupations could be classified into six 
major categories, such as realistic, Investigative, artistic, social, enterprising, and 
conventional, and subcategories on the basis of the concept of personality types with 
the aid of Bayesian statistics and the Dictionary of Occupational Titles (DOT) [5]. 
Moreover, in 2010, the Office for National Statistics (ONS) published the second 
version of the occupational classification, which is revised every ten years in UK by 
collaborating with experts and consulting with users and producers of occupational 
statistics [6]. Obviously, these advances on the construction of occupational classifi-
cation played positive effects on the continuous development of society. 

2.2 E-Commerce 

Many previous reports have demonstrated that the concept of e-commerce could be 
defined from the following three aspects: in narrow sense, e-commerce belonged to a 
kind of business activity which focused on the exchange of goods and services on the  
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basis of IT; in middle-level sense, e-commerce could be viewed as the electronization 
of business workflow in various industries, which was also called as e-business in-
cluding a wide range of businesses and services, such as e-government, networking, 
the electronization of intra and inter-enterprise operating system [7]; in broad sense, 
e-commerce was a new model of economic activity which conducted various busi-
nesses online [8]. In general, e-commerce is a cross-discipline subject covering the 
fields of economy, management, information technology, and law, and is associated 
closely with other industries, such as manufacturing, service and public utilities ones, 
which requires high-quality talents with both solid professional knowledge and skil-
fully practical operation abilities [9]. Furthermore, the emergence of e-commerce was 
highly inspired by the development of IT, and both of them shared some similarities 
in the occupation characteristic and requirement, such as web transactions that in-
cludes advertising, buying, selling positions and the application of IT covers through 
almost the whole e-commerce industry. The great similarity between e-commerce and 
IT provides a strong indication that constructing occupational classification system in 
e-commerce can base on methods and principles of occupational classification of IT 
industry [6]. Obviously, in view of the above considerations and the highly developed 
feature of network technology at present, the relatively more suitable description of e-
commerce should be conducted from the perspective of narrow sense. Therefore, this 
article attempts to give a detailed discussion on various commodity exchange domi-
nant commercial activities by electronic means and their corresponding occupational 
categories from the perspective of narrow sense of e-commerce. 

2.3 Research on E-Commerce Occupations 

Forty years ago, China Labor & Social Security promulgated “Dictionary of Occupa-
tion in China”, the first programmatic document to give an objective and comprehen-
sive classification of Chinese occupations, which basically reflected the structures of 
social occupations and provided significant basis for statistic information of workers, 
employment guidance, and occupation introduction, etc. [10]. However, because of 
the development of economy, the advance of science and technology, and the im-
provement of industrial structure during the past four decades, the dictionary, at 
present, cannot meet the requirement for the construction of Chinese occupational 
classification in various industries, especially in newly emerging industries, such as e-
commerce. Furthermore, the rapid development of e-commerce triggers the tremend-
ous changes in its occupational structure and operation mode. Thus, these reasons 
result in that the principles of the occupational classification in the dictionary not only 
are unable to reveal the trend of the current e-commerce industry comprehensively 
and objectively, but also fail to provide efficient guidance for the development of the 
industry.  

So far, there have been few research works focusing on the construction of occupa-
tional classification, even fewer in e-commerce industry. Research works on the clas-
sification of e-commerce occupations are still in their infant stage, which reserves 
numerous spaces for the further development. Recently some documents have gener-
ated on the construction of occupational classification of e-commerce. However,  
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they mainly focused on elucidating the significance of occupational classification and 
their instructive effects on vocational education, which could not meet the demand of 
the development of Chinese e-commerce industry. 

With the continuous development of Chinese e-commerce, researchers have gradu-
ally realized the importance of e-commerce occupational classification, which stimu-
lated their great research interests on this theme. Liang, B. (2007) first thought that 
the e-commerce positions could be divided into two categories in terms of the evolu-
tion process, namely the traditional positions modified by the effect of new informa-
tion technology and the situation of e-commerce booming, and the newly-emerging 
positions induced by computer science, Internet and communication technology, 
which were the pioneering works on the original classification of e-commerce posi-
tions [11]. Subsequently, Meng et al. (2009) demonstrated the four types of e-
commerce positions including technology, business, management, and e-commerce 
engineering ones, which further promoted the construction of Chinese e-commerce 
occupational classification [12]. Gui (2013) from the viewpoint of the development 
status of commercial services and applications, classified e-commerce occupations 
into two categories, namely e-commerce service and e-commerce application, on the 
basis of job demands [13]. The iResearch Consulting Group conducted extensively 
interviews and investigations on e-commerce enterprises and pointed out that the 
occupational classification positions in e-commerce industry could be sorted into six 
categories, such as positions of e-business operation, marketing, network engineering, 
logistics, procurement and customer service; besides, with the same method, a de-
tailed subordinate classification was conducted on the basis of the above six catego-
ries [14]. 

On the basis of the aforementioned research results, it can be found that as great ef-
forts have been made in e-commerce industry, the investigations on the e-commerce 
occupational classification has become more and more comprehensive and deepening. 
However, despite of some advances, the state-of-the-art of e-commerce occupational 
classification cannot satisfy numerous requirements of the development status and 
market demands in the industry. Therefore, the construction of a maturity e-commerce 
occupational classification in China is highly pursuing, but still a great challenge.  

3 The Experience of Occupational Classification in China and 
Abroad 

According to the researches of the authors, there also have been few completely com-
prehensive e-commerce occupational classification systems in abroad, which is ad-
verse to the improvement of e-commerce worldwide. Thus, we have to build a new 
system to serve for the industry. In order to construct a consummate e-commerce 
occupational classification in China, we should take some effective and practical  
experience as references from China and overseas. The following are several typical 
examples of occupational classification from Canada, America and Chinese IT  
industry. 
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3.1  Features of Occupational Classification in Abroad 

Standard System 
An occupational classification book published in Canada, is one of the most abundant, 
substantial and comprehensive reference tools for the classification of e-commerce 
industry. This reference book demonstrates that the occupations in Canada can be 
systematically and thoroughly classified into 10 broad occupational categories, 40 
major groups, 140 minor groups and 500 unit groups. There are approximately 40,000 
occupational titles classified in the 500 unit groups of the NOC (National Occupa-
tional Classification) 2011, which constitute the classification system. In the system, 
each major group has a unique digit code orderly, as well as minor group, unit group 
and occupational title [15]. This reference book featuring with extremely comprehen-
sive and professional characteristics of occupational classification method, covers a 
wide range of occupational classification for almost all positions in Canada, and pro-
vides detailed description of work skills and access requirements. Inspired by its 
broad universality, the construction methodology of occupational classification in this 
book is applicable not only for Canada, but also for other countries with different 
social systems, as well as for the construction of Chinese e-commerce occupational 
classification. 

Flexible Methods 
There is a widely applied information system on occupational classification in Ameri-
ca. The system classifies jobs from generality to individual into 23 major occupational 
groups of the revised SOC (Standard Occupational Classification) system. These  
major groups include 97 minor groups, 461 broad occupations, and 840 detailed oc-
cupations according to the following six criterions: requirements of knowledge, re-
quirements of practical experience, qualification of job holders, personalities, special 
work requirements and professional features [16]. Meanwhile the design of the sys-
tem also focuses on the quality of the users experience, allows to be classified by 
different methods during collecting data, and displays high flexibility and customiza-
tion, which agrees well with the practical demands of users. Thus, the construction 
methodology of occupational classification in this system is of great value for direct-
ing the construction of Chinese e-commerce occupational classification system.  

Dynamic Update of Contents 
The contents in occupational classification system in America can be updated periodi-
cally, which can remove the outdated positions and simultaneously monitor newly-
springing up professions on the basis of changes of social industries, such as revolution 
of IT, popularity of office automatic (OA) system and explosion of tertiary industry 
continuously. So users can make good use of the system to compare the newly devel-
oping positions with their own, and thus grasp the latest occupational information to 
serve for themselves. Additionally, the system gives emphasis to collecting the infor-
mation of service-oriented and professional positions and eliminating the records of 
positions of labor-intensive industries to update the system, which is in well accor-
dance with the laws of social development. 
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Adaptable for Users 
The occupational classification system in America is divided into four hierarchies 
which are convenient to information acquisition for both organizations and individu-
als according to their own requirements. The users can compare the data with their 
own work properties to orientate themselves to make decisions or to fulfill diverse 
needs. 

3.2 Features of IT Industry in China  

A research group of IT field constructs a specific occupational classification system 
which is built according to two main reasons. The first reason is based on the consid-
erations of the practical situation where the development prospects of economy, tech-
nological innovation and industries transformation present in China. The second  
reason is the rapid development of IT occupations with a large number of employees 
and positions emerging. In the scheme, the occupations in IT industries are firstly 
classified into 3 main categories, such as the major group, the application group and 
the related group. Secondly, the major group is subdivided into 5 minor groups, such 
as software, hardware, web, information system and manufacturing groups, which 
represent 5 crucial pillars in IT industry. Thirdly, the application group is subdivided 
into 7 minor groups, such as control, design, business, entertainment, education, and 
communication groups. Fourth, there are 41 unit groups formed on the basis of divid-
ing the 12 minor groups mentioned above. Additionally, there is no subdivision in the 
related group [17]. The classification system data in the scheme shows that it covers 
almost all the positions and reflects the basic structure of occupations comprehensive-
ly in IT industry, which has been verified by its practical applications in personnel 
training and course arrangement. 

In addition, because of the high variability of the IT occupations, the research group 
is currently considering constructing a long-term observable pre-warning system to 
monitor the variation of relevant positions, which will provide theoretical and experi-
mental support for perfecting and updating the IT occupational classification system.  

4 The Construction of Occupational Classification System in  
E-Commerce Industry in China 

On the basis of combining the experience of the above excellent occupational classifi-
cation methods with the situation of e-commerce development in China, the approach 
to construct occupational classification system in e-commerce industry can be divided 
into three parts, namely principles, aims and methods. 

4.1 Principles and goals  

Scientific and Standardized 
Taking the development of global economy, improvement of industrial structure, and 
the progress of science and technology into consideration, the occupational classifica-
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tion system in e-commerce industry should be classified in light of properties, objects, 
range, and surroundings of work. Furthermore, the system should be constructed rigo-
rously in line with rules of “Dictionary of Occupation in China”. On the basis of the 
above considerations, the occupation system of Chinese e-commerce industry should 
be divided into four categories including major groups, minor groups, unit groups and 
detailed occupations. Of these classifications, the major groups are categorized accord-
ing to working properties and capability requirements; the minor groups are classified 
further on the basis of working tasks and division of labor within the respectively ma-
jor groups; the unit groups are divided and aggregated further on the basis of objects, 
circumstances and demands of work in the same minor groups; the detailed occupa-
tions are classified further according to the tools, equipment, techniques, etc. within the 
same unit groups; besides, those immature and indefinite positions should also be 
placed and explained properly. Moreover, if the method is in line with the traditional 
classification standards and rules, it may lead to the classification system failing to 
cover all the occupations in e-commerce industry accurately, because of the rapid, 
variable, and time-depending development of the e-commerce occupations, and as a 
result, the classification may be repeated or neglected. Therefore, it is highly desirable 
to classify e-commerce occupations flexibly to cover all their corresponding aspects to 
meet the criterion of national occupational classification. 

Rational and Applicable 
As the ultimate aim of classifying the occupational system of e-commerce is to boost 
the development of e-commerce industry and to provide efficient assistance for the 
economy development, so the system should agree well with the rational and applica-
ble rules. During the classification process, the core concept for the construction spe-
cies of each hierarchy should keep integrity, the standards of classification level 
should be identical, and the structure of the occupational system should be logical, 
which can ensure the rationality of occupational classification in e-commerce indus-
try. Besides, the expressions in the system should be as concise and clarified as possi-
ble, which can sufficiently reveal the job properties, activity modes and work  
requirements, and also be applicable for business and national administration. 

Comprehensive and Long-Acting 
The construction of occupational classification system of e-commerce should be 
comprehensive and long-acting throughout its every aspect including data collection, 
position setting and position description. Moreover, it should combine the advantages 
of all the similar researches and display distinct characteristics. Except for the rules 
mentioned above, the system should be advanced in its framework and long-acting in 
function, and in the top list among various occupational classification systems. Only 
by using this method can the functions of the system be comprehensive and long-
lasting. 

Dynamic and Open 
As e-commerce occupations develop rapidly and variably, the system of occupational 
classification in e-commerce industry should display the feature of dynamic update. 
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Once new positions emerge, they should be first subjected to classification position-
ing timely and effectively and subsequently, match automatically on the basis of their 
working properties, ability requirements. Then, their corresponding affiliation classi-
fications should be confirmed according to the above positioning results and this op-
eration process needs to develop into a continuing system, which can facilitate the 
dynamic update and timely addition or deletion of e-commerce occupations. By 
adopting this sort of method, this system not only can reflect the state and trend of 
occupations scientifically, objectively, completely and accurately, and additionally, 
but also obeys the rules of development and meets practical demands in e-commerce 
industry. 

Moreover, the construction of e-commerce occupational classification system 
should meet the relevant criterions and absorb advanced experience in China and 
overseas. And then, we should select the concrete e-commerce positions as the main 
constituents, and distinguish the difference among various e-commerce positions by 
analyzing their contents and styles to form a scientific, rational, ordered, open and 
applicable system of occupational classification. 

4.2 The Construction Approaches of E-Commerce Occupational Classification 
System 

Meeting Requirements and Standards 
Through investigating and interviewing those relevant e-commerce enterprises in 
China to collect information from e-commerce market, we should grasp the situation 
of positions setting and then analyze the category of e-commerce corresponding to 
“Dictionary of Occupation in China” to place the e-commerce occupational classifica-
tion system and finally construct the system in line with related standards and re-
quirements strictly. Also, the system should meet requirements of Chinese current 
market system, and simultaneously be in accordance with national circumstances. 
Furthermore, the system should exhibit unique characteristic and also provide refer-
ences to the revision and improvement of the “Dictionary of Occupation in China”. 

Learning Experience 
The authors hold that the systematically occupational classification results carried out 
previously in China and abroad should be studied thoroughly, and the statistics of those 
relevant positions in e-commerce industry should be paid more attentions. Moreover, 
after comparative researches, we should draw a comprehensive summary of all rele-
vant experience, adopt excellent methods and eliminate outdated approaches. 

Constructing a Dynamical System 
The completed e-commerce occupational classification system should meet the stan-
dards of Chinese occupational classification, and in the meantime, it can develop into 
an independent system. In the vertical direction, the system should establish a logical 
framework including major groups, minor groups, unit groups, detailed occupations, 
and further form the main part and related part occupations in the classification, while 
in the horizontal direction, the definitions and descriptions of positions should be 
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accurate and complete, which consist of basic skills, basic knowledge, work environ-
ment, relevant training, professional qualifications etc. 

In addition to accurately revealing the state of e-commerce occupations, the system 
should predict the development trend of e-commerce industry. Therefore, it is sug-
gested to build monitoring systems in universities or e-commerce institutes to track 
the trend of occupations, to detect emerging and fading ones, so that the contents and 
structures of the system can be adjusted and updated timely to reflect the e-commerce 
development authentically.  

4.3 The Construction of E-Commerce Occupational Classification System 

The system of e-commerce occupational classification should mirror the contents in 
the form of the catalog table, and can be divided into vertical and horizontal parts 
which interconnect and correspond with each other. In the catalog table, by taking 
management responsibilities and technical operations abilities as references, the ver-
tical part is classified into four grades including high level, middle level, primary 
level and bottom level, all of which have an ordered arrangement. This construction 
method of e-commerce occupational classification, enables its pyramid-like characte-
ristic, is well arranged and able to comprehensively cover the whole e-commerce 
industries. While the horizontal part of the system is classified according to the se-
quence modes of occupations, which can reflect the positions types comprehensively 
and avoid the repeating classification of emerging positions induced by monotonous 
arrangement. Additionally, because of the rapid development of e-commerce industry, 
the vertical-horizontal classification method can timely update the state of positions 
variation and maintain the system open. Furthermore, the single existence of every 
position ensures the independence and integrity of the system and the methods for 
maintaining and adding new classifications are very simple and convenient, which 
provides reliable references for the construction of other industries. 

Below is the construction method of detailed e-commerce occupational classifica-
tion system (as shown in Table 1) 

Table 1. E-commerce occupational classification contents 

Rank Type Occupations contents 
Senior manager  General manager/ Vice general manager 

Middle-level  
manager 

Executive officer,                 Director of marketing,  
Chief financial officer,            HR director,  
Director of operation,             Director of equipment,  
Chief procurement officer,        Director of IT,     
Director of safety management 

Comprehensive 
primary-level staff 

Business Online marketer,                 Salesclerk,  
Business operator,               Secretary,    
Logistics staff,                   Financial officer,        
Administrative staff,             HR  clerk,                 
Market developer,               Information manager 
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Table 1. (Continued) 
 Technology Website designer/ engineer,      Picture /Video maker,      

Website art editor,               Software designer,         
Maintainer,                         Database constructor,   
Mobile phone terminal developer,  App developer,          
New media developer,             Online stores director 

Service Information service personnel,     Consumer-service staff, 
Training service personnel,        Casher, 
After-sales service personnel,      CRM personnel  

General staff  Securityguard, Mechanic, Sanitation worker, Operator 

 
It can be seen from table 1 that in the vertical direction, the e-commerce occupa-

tional categories consist of 4 major groups: senior manager, middle-level manager, 
comprehensive primary-level staff and general staff representing four ranks which 
share similarities with the form and the personnel structure of traditional enterprises. 
At the same time, the comprehensive primary level staff contains three types of occu-
pations which are business type, technology type and service type, however other 
ranks are not obviously with such types. In the horizontal direction, the construction 
of the system is on the basis of the four occupational categories, and highlights the 
vocational characteristics of e-commerce industry. Moreover, the method for the con-
tents arrangement can basically meet the criterion of “Dictionary of Occupation in 
China”, which is beneficial for the human resource management and labor statistics in 
China. 

Additionally, the system covers not only the majority of traditional occupations, 
but also some ones associating with newly emerging technology and information. 
Among the system, the whole senior management positions, parts of middle level and 
comprehensive primary-level staff positions and almost all the general staff ones ori-
ginated from the evolution of traditional industries, and are still the dominating part of 
occupational categories in e-commerce industries and maintaining their characteristics 
and skills of original vocations, which also endows e-commerce industries with 
unique characteristic and novel definition, such as General manager in the rank of 
Senior manager, Executive officer in the rank of Middle-level manager, Financial 
officer and Casher in the rank of Comprehensive primary-level staff and Security-
guard in the rank of General staff, etc.. Parts of middle-level and comprehensive  
primary-level staff positions associating with lately-emerging technology and infor-
mation, have generated following the development of information technology, espe-
cially the e-commerce industry such as Director of IT, Information manager, App 
developer, CRM personnel, etc. Besides, all the positions of the system listed above 
are categorized basing on the narrow sense of the e-commerce concept, and basically 
include all of them in the system of the industry, which induces the formation of a 
comprehensive system.  

Obviously, the classification system established herein not only gathers all occupa-
tions in e-commerce industry, but also endows them with the specific industry charac-
teristics. However, the occupations in American and Canadian classification systems 
are not classified according to industry content, which poses great obstacles to the 
development of those industries. Compared to Canadian and American occupational 
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classification systems whose aims are to facilitate the management, the occupational 
classification systems of Chinese e-commerce established in this study helps the en-
hancement of e-commerce knowledge and professional qualities and has a goal of 
optimizing allocation of human resources and promoting the development of e-
commerce, though both kinds of occupational classification methods share the same 
theories. More importantly, the construction methods originate from the combination 
between the consideration of current situations in Chinese e-commerce and the refer-
ences of advanced occupational classification experience from China and abroad, 
which resulted in the formation of e-commerce occupational classification with Chi-
nese characteristics. 

5 Conclusion 

In summary, through basing on the current state, obeying the rules of the development 
of relevant industry, following the corresponding classification modes and standards 
and learning advanced experience of classification system in China and abroad, we 
propose the construction methods and principles, and finally realize the reasonable 
construction of Chinese e-commerce occupational classification system. We believe 
that the successful construction of occupational classification system in e-commerce 
will have a far-reaching impact on the development of society and economy in the 
following aspects. First, the proposed methods and principles of classification can 
enrich fundamental theories of occupational classification. Second, constructing Chi-
nese e-commerce occupational classification system can perfect the classification 
framework of the whole industries in China. Third, this event can undoubtedly boost 
the development of e-commerce industry. Fourth, the established theory of occupa-
tional classification in this study can offer efficient guidance, not only for the classifi-
cation construction of other Chinese industries, but also for the construction of occu-
pational classification system in other countries. However, some problems still remain 
unsolved, such as the classification of position properties, salary, job requirements, 
which encourage us to conduct a further exploration on these issues from a broader 
and deeper viewpoint in future. 
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Abstract. Service sector has grown significantly over the years and now is one 
of the major contributors of the Gross Domestic Product (GDP) of most of the 
developed and developing economies. Within the service sector, information 
economy has grown significantly with the rapid developments in the Internet 
and Communication Technologies (ICTs). However, the research so far has 
focused on the manufacturing sector rather than the service sector. This paper, 
therefore, aims to fill this void by testing the service management and Service 
Quality (SERVQUAL) theories in Businesses to Business (B2B) information 
services context. An empirical investigation with secondary data is carried out 
to explore the relationship between three key antecedents of Customer 
Satisfaction (CS) namely; Functional Service Quality (FSQ), Technical Service 
Quality (TSQ) and Corporate Image (CI). This re-search also aims to 
investigate the interrelationship between the three key antecedents of customer 
satisfaction. The findings show that FSQ, TSQ, and CI are positively correlated 
with customer satisfaction. Results also show that CI is positively correlated 
with TSQ and FSQ.  

Keywords: Information Services, FSQ, TSQ, Corporate Image, Customer 
Satisfaction, B2B, Service Management e-business, e-government. 

1 Introduction 

Over the years, the manufacturing sector has dominated the world economy; however, 
the world economy is now slowly transforming to a service based economy. The 
growing importance of services to the economy can be realized by the fact that 
service sector nowadays is a major contributor to the Gross Domestic Product (GDP) 
of most of the developed and developing nations [1] [2]. For example, the 
contribution of services to the U.S. GDP is around 80%, UK around 73%, Japan 
around 74%, France around 73% and Germany is around 68% [1] [2] [3]. The growth 
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in service sector is primarily attributed to the rapid advancements and 
implementations of the Internet and Communication Technologies (ICTs). ICT 
growth has led to the emergence of the information sector as a strong contributor in 
the service dominant economy. The significance of information economy was firstly 
highlighted by Machlup [4] and then later by Porat and Rubin [5] who attempted to 
measure the US information economy. In the late 70s, Porat and Rubin [5] measured 
the size and structure of the US information economy. Their findings reveal that the 
information sector contributed to around 46% of the US Gross National Product 
(GNP) in 1967. A research by Apte and Nath [6] concluded that the contribution of 
the information sector to US GNP rose to around 63% in 1997. The significance of 
information economy was further verified by [7] and [8], who point out that during 
the last fifty years, developed or developing economies have evolved from a goods or 
manufacturing-oriented economy to a service oriented and now have moved on to the 
information-oriented economy.   

Information economy has become integral part of the economy and their 
contribution cannot be ignored. However, the research so far has primarily focused on 
the manufacturing sector. In light of the growing significance of information services 
in the worldwide economy and the lack of enough research evidence, this paper sets 
out to test some of the service management and SERVQUAL theories in the context 
of information service settings, particularly, in Business to Business (B2B) 
information service firms. Literature identifies Service Quality and Corporate Image 
as key indicators of Customer Satisfaction [9] [10] [11] [12] [13]. Nevertheless, 
quality is often treated as multidimensional construct in services which can be 
understood from two main dimensions: Technical Service Quality (TSQ) and 
Functional Service Quality (FSQ) [8] [9] [14] [15] [16]. Existing literature has 
identified a number of antecedents of customer satisfaction, such as; quality, trust, 
dependability, corporate image and waiting time [17] [18] [19]. However, this 
research will primarily investigate the linkages between three key antecedents of 
customer satisfaction: Technical Service Quality, Functional Service Quality, and 
Corporate Image and their impact on customer satisfaction in the context of B2B 
information service organizations. The choice of three antecedents is restricted by the 
availability of the secondary data provided by the case organization. In addition, the 
interrelationship between the three key antecedents of customer satisfaction has not 
been fully explored in literature and this study aims to also bridge this gap. 

The rest of the paper is organized as follows. Next section reviews a number of 
research papers to set out the context of the research and identify the linkages among 
the variables. Section 3 delineates the research objectives and proposes the research 
framework. Section 4 elaborates the research methodology. The findings of the 
research are presented in section 5. Section 6 concludes this study and sets out the 
direction for future research. 

2 Theoretical Background 

Earlier discussion indicates that with the rapid advancement in ICTs, economy is 
slowly moving towards a more information based economy. However, very few 
researchers have looked at the information service sector [1] [2] [6] [7] [8]. Literature 
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also indicates that the growth in information technology, inter-net and web 
technologies has revolutionized the way in which Business to Business (B2B) and 
Business to Customers (B2C) organizations interact and offer services to their 
customers [20] [21]. B2B and B2C firms have different characteristics that set them 
apart from each other, for example, different types of purchases and authorizations; 
unique contracts, terms, and conditions for different business customers; variety of 
customer sizes, demands and requirements; and different level of participation in 
customer's supply chain [8] [22] [23] [24]. Due to these differences, the strategies 
adopted by B2B and B2C firms vary [25]. A study by Rauyruen and Miller [26] 
further suggests that B2B service providers need to understand the nature and the 
circumstances of their customers. Therefore, B2B service-providers should pay 
attention to the quality control of their service delivery systems and must put a lot of 
effort into creating high-level perception of the service quality [8]. Tang et al. [27] 
argues that perceived service quality is an important factor in the B2B. This was also 
noted in the study of Bhappu and Schultze [21], where they found that in the B2B 
environment, both the relational (soft quality) and operational performance (hard 
quality) are of prime significance particularly for achieving customer satisfaction. 
However, apart from the study by Bhappu and Schultze [21] there are limited studies 
that aim to investigate the significance of the service quality dimensions in the B2B 
environment [27] [28] [29]. This study, therefore, aims to empirically provide further 
evidence of the relationship between FSQ, TSQ and Customer Satisfaction in a B2B 
service setting.  

The drivers of customer satisfaction are well highlighted in the operations 
management literature, which identifies service quality, speed, flexibility, cost, 
corporate image and dependability as critical drivers [9] [18] [19] [30]. One of the 
popular frameworks that identify the linkage between quality and customer 
satisfaction is the service profit chain proposed by Heskett et al. [18]. In brief, it 
proposes a positive linear relationship between staff satisfaction, service quality and 
customer satisfaction leading, ultimately, to profitability [16]. Gonzalez et al. [30] 
also identify perceived service quality as an antecedent of satisfaction. This was also 
further verified in the work of [2] [19] [31] [32]. These SERVQUAL studies show 
that a strong link exists between customer satisfaction and service quality. 
Parasuraman et al. [33] differentiate the service quality construct as Functional 
Service Quality (FSQ) (doing things nicely) and Technical Service Quality (TSQ) 
(doing things right). Grönroos [34] suggests that dissatisfaction occurs if expectations 
are greater than actual performance. As a result, evaluations are not based solely on 
the outcome of the service, the technical quality; they also involve the process of 
service delivery or functional quality. A number of published researches emphasize 
the relationship between the two dimensions of service quality (i.e. technical and 
functional) and customer satisfaction [16] [35] [36] [37]. A study by Rosenzweig and 
Roth [38] shows that an interrelationship exists between the two dimensions of 
service quality, i.e., TSQ and FSQ. They further provide empirical evidence of their 
impact on profit-ability. Lai and Yang [39] also demonstrate that TSQ affects user 
satisfaction positively. Apart from the service quality dimensions, corporate image 
has also emerged as one of the drivers of customer satisfaction and loyalty. 
Andreassen and Lindestad [40] based on data from 600 individual customers, reported 
that corporate image impacts customer satisfaction and loyalty. Their study also 
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reports that corporate image impacts customer loyalty directly. This relationship was 
also reported in the study of Martenson [41] where they showed that corporate image 
is a key driver of customer satisfaction. Cameran et al. [42] in their study of the 
professional service firms show that corporate image and service quality impacts 
customer satisfaction. Wu et al. [43] show that higher perceptions of service quality 
have a positive influence on corporate image. The study also indicates that higher 
perceptions of corporate image influences customer satisfaction positively. The 
literature review clearly indicates that service quality dimensions (FSQ and TSQ) and 
corporate image influence customer satisfaction and customer loyalty positively. 
Moreover, there is an interrelationship between service quality dimensions (FSQ and 
TSQ) and corporate image. 

The information sector has shown rapid growth in the last few decades and has 
started showing the dominance in today’s economy. The literature review further 
indicates that FSQ, TSQ, and Corporate Image influences Customer Satisfaction. 
However, literature investigating these relationships in a B2B information service 
environment is scarce. Realizing the gap in the literature, this paper sets out to fill this 
void by empirically investigating the service management and SERVQUAL theories 
that links these variables together in B2B information services. The next section pro-
vides the research framework and propositions to be tested in this research. 

3 Research Model and Propositions  

The literature review highlights that functional service quality (FSQ); technical 
service quality (TSQ); and corporate image (CI) affect customer satisfaction (CS) and 
loyalty. This investigation is a confirmatory study which aims to test the findings of 
service management and SERVQUAL literature in the context of B2B information 
service settings. This study looks beyond the traditional linkages between these 
variables and sets out to understand their interrelationships. Apart from highlighting 
the linkages, this study also stresses that performing well on these dimensions can 
help B2B information service firms to successfully meet customer satisfaction levels 
which in the longer run can lead to customer loyalty and ultimately benefit firms to 
achieve sustainable competitive advantage. The study primarily focuses on 
identifying the significance of Functional Service Quality, Technical Service Quality, 
Corporate Image and Customer Satisfaction. The investigation involves assessing 
these relationships in a large B2B information intensive firm operating in the UK. 
Customer loyalty is not included in the framework due to the restrictions imposed by 
the secondary data. This research sets out to test the following relationships in the 
context of information service settings: 

• Functional Service Quality (FSQ) affects Customer Satisfaction 
• Technical Service Quality (TSQ) affects Customer Satisfaction 
• Corporate Image (CI) affects Customer Satisfaction 
• An interrelationship exists between FSQ, TSQ, and CI 
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Fig. 1. Research Framework 

The research framework tested in this research comprises of three key antecedents 
of customer satisfaction namely, FSQ, TSQ, and CI (see Fig. 1). As mentioned above, 
the literature review indicates that a number of papers link these individual key 
indicators with customer satisfaction, however, studies investigating their 
interrelation-ships in information service setting is limited. The study proposes a 
number of propositions derived from the framework based on the review of literature. 
This study sets out to test following propositions: 

P1: Functional Service Quality affects with Customer Satisfaction positively 
P2: Technical Service Quality affects Customer Satisfaction positively 
P3: Corporate Image affects Customer Satisfaction positively 
P4: Functional Service Quality and Technical Service Quality are positively 

correlated 
P5: Functional Service Quality and Technical Service Quality are also positively 

correlated with Corporate Image 

The next section elaborates the research methodology and data collection method 
followed in this research. 

4 Research Methodology  

In management research, positivism has traditionally been much more dominant than 
phenomenology [8], [44], [45]. In this study the selection of the quantitative approach 
is not motivated by its dominance in management research; rather that the choice has 
been based purely on the research aims. This research therefore supports the positivist 
approach. A hypothetico-deductive approach has been followed where the hypotheses 
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are constructed and guided by previous theories and later these hypotheses are tested, 
based on the gathered empirical data, and accepted or rejected as a part of the theory- 
testing. The explanatory nature of the research demanded that, in order to explore the 
causality, the variables need to be studied over time. Longitudinal time series data 
collected over 48 months’ time frame was made available for researchers. Secondary 
data used in this research was collected by the B2B service firm by applying the 
collection and analysis protocols consistently. Bryman [46] points out that secondary 
data are usually of high quality, as rigorous sampling procedures are employed and 
experienced researchers or data collection agencies are involved, following a 
structured approach and control procedures to ensure the quality of the collected data. 
Bryman [46] further identifies that it offers the opportunity of longitudinal analysis 
and is less time-consuming, thus providing more time to the researcher for the data 
analysis. Thus, this study relies on the secondary longitudinal time series data for the 
analysis. 

This research paper investigates a large information intensive B2B service firm 
operating in the UK. The case example studied is from the network branch of the B2B 
power supplier in the UK. The network branch is a distribution company that operates 
and maintains the electrical supply system for organizations with large energy needs 
and spends. The network branch currently provides energy to more than 30,000 
organisations that together spend over £2bn on electricity and gas. For the B2B 
network branch the customers are mainly the Small and Medium scale Enterprises 
(SMEs) and large business firms. The firm offers a range of agreements for their 
business customers, such as fixed term contract, flexible purchasing contracts and 
specialist customer contracts. The firm measures and collects data through telephone 
interviews and surveys to monitor its performance over time. The secondary data set 
for a 48 months’ time frame (48 data points) was made available for this research that 
comprised monthly measurements of variables considered as proxies for Functional 
Service Quality, Technical Service Quality, Corporate Image and Customer 
Satisfaction. 

In this research, Functional Service Quality (FSQ) refers to soft quality or 
relational element of the quality whereas Technical Service Quality (TSQ) is referred 
as a hard quality or an ability to perform the promised service dependably and 
accurately, including time commitments [10] [15] [16]. The B2C service firms used a 
multi-dimensional scale to measure the FSQ and TSQ. The firm did not employ 
SERVQUAL scale to measure the quality construct. However, the measures used by 
the firm resemble to some of the items of the SERVQUAL scale including the 
empathy, access, assurance, and responsiveness dimensions. Corporate Image was 
also measured on a multi-dimensional scale. How-ever, Customer Satisfaction was 
measured on a single item scale as an overall satisfaction with the level of services 
provided. The constructs studied in this study were measured on a 5 point Likert scale 
and conform to the reliability and validity tests. FSQ, TSQ and CI were finally 
converted to a single scale item as Cronbach’s Alpha value was > 0.70. The detailed 
scales of the variables studied are presented below: 

FSQ (Cronbach’s Alpha = 0.90) 
FSQ_1: Staff were polite and helpful 
FSQ_2: They were able to provide sufficient information about the problem 
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FSQ_3: I was able to easily contact them to find out about the problem 

TSQ (Cronbach’s Alpha = 0.81) 
TSQ1: Overall, how would you rate the non-half hourly bills and billing service? 
TSQ2: Overall, how would you rate the non-half hourly meter reading service? 
TSQ3: Overall, how would you rate the half hourly statements and invoicing ser-

vice? 
TSQ4: Overall, how would you rate the half hourly meter reading service? 

CI (Cronbach’s Alpha = 0.80) 
CI. They are well-known 
CI. They have a good reputation 
CI. They are environmentally responsible 
CI. They support local communities 
CI. They recognize and reward your loyalty 
CI. They offer competitive prices 
CS: Overall, how would you rate their level of customer service? 

The next section discusses the data analysis findings. 

5 Research Findings 

Data analysis firstly involved running a correlation analysis (see Fig. 2). The analysis 
shows there is a positive correlation (0.615) between functional service quality and 
customer satisfaction with a significance level of P<0.01. This verifies our first  
 

 

Fig. 2. Correlations 
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proposition (P1). A positive correlation (0.601) was also evident between technical 
service quality and customer satisfaction significant at P<0.01 level. This verifies our 
second proposition (P2). Corporate image was also positively correlated with 
customer satisfaction (0.478) significant at P<0.05 level. This verified our third 
proposition (P3). The next step of the analysis was aimed at investigating the 
interrelationship between the three key antecedents studied in this research. A positive 
correlation was found between TSQ and CI (0.565) as well as between CI and FSQ 
(0.687) both significant at P<0.01 level. This verifies our fifth (P5) proposition. 
Interestingly, no significant correlation (0.310) was found between FSQ and TSQ. 
Thus, our proposition P4 could not be verified. 

6 Conclusions 

The paper shows that Functional Service Quality (FSQ), Technical Service Quality 
(TSQ) and Corporate Image (CI) are key antecedents of Customer Satisfaction (CS). 
The findings are interesting as these relationships were tested in a new context of B2B 
information services. The outcome shows that for B2B information service firms 
performing well on both quality dimensions (FSQ and TSQ) is very important to 
maintain a satisfied customer base. This counter argues some of the SERVQUAL 
findings (such as Grönroos [9]) that prioritize FSQ over TSQ in achieving customer 
satisfaction by indicating that both dimensions are equally important. This verifies the 
earlier findings of Bhappu and Schultze [21], who emphasized the significance of 
both quality dimensions. Findings suggest that failure to meet quality expectations of 
customers can lead to dissatisfaction and ultimately customers can move on to other 
competitors. Another important finding of this study is the importance of corporate 
image in building customer satisfaction. The research also shows that FSQ and TSQ 
are positively correlated with corporate image thus suggesting an interrelation-ship 
between these three variables. While the literature tends to treat these three variables 
independently, the outcome of this research shows that the elements are closely 
linked. This also suggests that if firms perform well on quality dimensions their 
corporate image can be improved. However, analysis showed that FSQ and TSQ are 
not correlated. This is an interesting finding as, first it points out that both quality 
dimensions are distinct, an argument that has been widely argued in SERVQUAL 
literature. Secondly, a lack of correlation between these two variables also suggests 
that performing well on one dimension of service quality not necessarily improves the 
other dimension. Hence, B2B information service firms must focus on both 
dimensions of service quality to satisfy their customers. However, more evidence is 
required before generalizing the relationship between FSQ and TSQ in B2B 
information service setting.  

It is important to bear in mind that the findings presented in this paper are based on 
a single case example from a B2B information services context. Therefore, 
generalizations that we infer are limited to just B2B information services. We also 
intend to test these relationships using more case examples to support our findings 
and extend this study further by also investigating these relationships in B2C 
information services. Looking at these relationships over a longer time frame is also 
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vital and this requires alternative methods of research. Longitudinal studies are 
necessary to test out some cause-effect phenomena.  

Future studies should involve testing these relation-ships using more robust 
statistical methods such as multiple regressions and structural equation modeling in 
B2C information sector. Additionally, more case examples should be investigated to 
broaden the generalizations of the findings across the information services sector. 
Moreover, future studies should also aim to investigate the differences in the 
relationships among the variables between the SMEs and the large business firms. 
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Abstract. This paper focuses on Taobao cheater detection. At present the 
phenomenon of fake trading is widespread in Taobao, which makes it difficult 
for consumers to distinguish between true and fake product reviews. To solve 
this problem, we collect a total number of 50,285 historical review data from 100 
cheaters and 100 real buyers to create a dataset. By using these data, we extract 8 
features from three dimensions that are reviewer, commodity, and review. Then 
we use the SVM algorithm to construct the classification model and choose the 
RFB kernel function, which has a better performance to identify the cheater.  
The precision of the final classification model we built to identify the cheater 
reaches up to 89%. The experimental result shows that extracting features from 
the historical review data can recognize the cheaters effectively. It can be applied 
to the recognition of the cheaters in Taobao. 

Keywords: Fake trading, Product review, SVM, Cheater detection. 

1 Introduction 

According to the 33rd China Internet network development state statistic report issued 
by China Internet Network Information Center (CNNIC), by the end of December 
2013, the number of online consumers in China has reached 302 million [1]. Such a 
huge online shopping market makes numerous entrepreneurs see business 
opportunities, thousands of new stores set up on Taobao every day. However, many of 
them have little online traffic due to low credibility. Therefore, many newly opened 
stores try to improve their reputation in various ways. The most typical one is fake 
trading. Fake trading refers to the cheating behavior that some merchants in 
e-commerce platform improve sales, store ratings and credit score by improper means. 
Fake trading has developed into a huge industry. We can find hundreds of third party 
fake trading platforms and thousands of QQ or YY groups that are serviced for fake 
trading. 

Consumers usually read the reviews before buying. However, due to the existence of 
fake trading, it is difficult for them to judge the reality of reviews. Thus, reading 
reviews while shopping online is a double-edged sword, real reviews make them 
understand the products better, but when a spam review comes, they will be misguided. 
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Thus, finding spam reviews timely is of great significance. This paper adopts the 
method of identifying cheater to identify spam reviews. If a reviewer is cheater, the 
reviews he has published can be regarded as spam reviews. 

2 Related Work 

Online reviews research has been a hot topic in recent years, especially spam reviews 
that attract attention of many scholars at home and abroad. Researches on spam reviews 
mainly concentrate on text classification and consider the recognition process as the 
classification of spam and true reviews through manual label, extracting features from 
the text and using machine learning methods to identify spam reviews automatically. 
However, due to the judgment of true or fake of product reviews is relevant to 
psychology, philosophy and many other fields, in addition, it involves the process of 
natural language understanding and opinion extraction of the review text, therefore, it is 
difficult to detect fake reviews based on review content, the effect is not very good 
either. Thus, scholars began to focus on the behavioral characteristics of reviewers 
based on which we can determine whether a review is a spam review. This method is 
often used to find spammers. It holds that, if a user is a spammer, then his reviews have 
strong possibility to be spam reviews. Jindal et al [2] take reviewer's behavior into 
consideration and analyze the possibility of the reviewer to be a spammer through 
finding abnormal review patterns. If a user repeatedly publishes positive reviews, then 
there is strong possibility that he is a spammer. Wu et al [3, 4] use the proportion of 
positive singletons (singleton refers to the only review that a reviewer had published) in 
all the reviews and the time aggregation degree of these singletons to analyze 
reviewer's suspicious behavior. Wang et al [5] discover the reinforcement relations of 
reviews’ trustiness, reviews’ honesty, and stores’ reliability. They use such relations to 
discover suspicious spammers. Mukherjee et al [6] use frequent pattern mining to find 
groups of reviewers who frequently write reviews together, and then they construct 
features to find the most likely groups of spammers. They also construct a graph 
modeling the relations between groups of spammers, spammers and products for group 
spammer ranking [7]. Zhang [8] focuses on detecting the credibility of customers by 
analyzing online shopping and review behavior, and then they re-score the reviews for 
products and shops. Spammers can be taken as the special case of their work, which had 
very low credibility. Lim et al [9] propose a behavioral approach to detect review 
spammers who try to manipulate review ratings on some target products or product 
groups.  

However, because these studies basically define the behavior of spam reviewers 
artificially, then determine the spammers or spam reviews. The precision of this 
method is hard to estimate. In addition, the former studies mainly focus on reviews of 
one or several products; few studies focus on the historical review data of the reviewers 
that exist on a platform such as Taobao. For this reason, we collect cheaters’ account 
information from the third party fake trading platforms and real buyers’ account 
information from popular stores on Tmall. We get the historical review data of these 
buyers on Taobao using crawler software, and then extract features from three aspects 
including reviewer, commodity, and review to identify the cheaters. 
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3 Feature Extraction 

There are many forms of fake trading; currently the most used one is fake trading on 
third-party platform, which links both side (sellers who need fake trading and cheaters 
who engage in fake trading) through an intermediate platform. Both sides publish 
relevant information on the middle platform, and platform provides guarantee as a third 
party for both sides to reach an agreement. There are several typical fake trading 
platforms, such as hiwinwin.com, shuaxinyong.com, shuakewang.com, etc.  

Many scholars have adopted the machine learning method, establishing spam review 
feature library for identification of spam reviews. Among them, most of the scholars 
extracted corresponding features according to the content of review, such as review 
sentiment polarity, scoring etc. However, since the review content belongs to natural 
language, which is difficult to process, and there is no significant difference between 
true reviews and spam reviews. Therefore, it is almost impossible to identify spam 
reviews from the comment content. For these reasons, many scholars begin to look for 
features from other sources. Mukherjee et al [10, 11] believe that the factors such as 
content similarity, maximum number of reviews, ratio of first reviews and review 
length have a significant effect on identifying spam reviews. In another paper, 
Mukherjee et al [12] report that opinion spammers are usually not longtime members of 
a site. Real reviewers, however, use their accounts from time to time to post reviews. 
These features have played a certain effect on identifying artificially labeled spam 
reviews, but whether they can be used to identify the real spam reviews remains to be 
verified. More importantly, the previous research object is the data of Amazon, but 
there are many acts of fake trading and spam reviews on Taobao. In order to 
identify cheaters on Taobao, this paper absorbs the previous research results, analyzing 
the information of cheaters on third party spam trading platform and information of 
normal reviewer from Tmall, and we summarized the specific characteristics of 
cheaters on Taobao. Review centric features include gender (F1), number of 
registration days (F2) and identity authentication status (F3). Commodity centric 
features include total number of commodity categories (F4), number of categories 
purchased in a single day (F5). Review centric features include average length of 
reviews (F6), daily number of reviews (F7), and no repetition rate of reviews (F8). 

Using the above features of reviewers to constitute an eigenvector for every 
reviewer, calculation methods of the eigenvector are as follows: 

1 0,  1 0 : 1( )F n n female male= =，（ ） ；：  

2 0,  1,2 :( )F n n n number of registration days= = ……，（ ）  

( )3 ,  0,  1  0 : 1:( ) ;  F n n no authentication authentication= =  

4 ,  1 2 ,  16 :       

  16      

( )(

)

F n n n total number of commodity categories which are

divided into classes according to the Taobao classification

= = ……，

 

5
of

F
sum daily number of commodity categories

total number of days that purchase behavior happened
=  
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6
number of words in all reviews

F
total number of reviews

=  
7

sum of daily number of reviews
F

total number of days that purchase behavior happened
=  

8
number of no repetition reviews

F
total number of reviews

=  

4 Methodology 

4.1 SVM Model 

In our study, we focus on distinguishing cheaters from real buyers. In order to solve this 
problem, we treat the task as a binary classification problem. Given a training data set 

{ }1
,

n
D xi yi= , we can build a model that can minimize the error in prediction of y  

given x (generalization error) [13]. Here ix X∈ and  }{ ,iy cheater real buyer=  

represents a buyer and a label, respectively. The model predicts the 
corresponding y and outputs the score of the prediction when it is applied to a new 

instance. We use SVM (Support Vector Machines) [14] as the model of classification 
since it is very effective to solve the binary classification problem. If an instance x  
(reviewer) is given, SVM assigns a score to it according to  

( ) Tf x w x b= +                              (1) 

where w  denotes a vector of weights and b  denotes an intercept. The value of ( )f x  

presents the quality of the instance x , the higher value of ( )f x  is, the higher quality 

of the instance x  is. The sign of ( )f x  is employed in our classification. If the sign is 
positive, then x  is classified into the positive category (real buyer), otherwise into the 
negative category (cheater). The building of SVM needs labeled training data (in our 
case, the categories are “real buyer” and “cheater”). Briefly, the learning algorithm 
creates the “hyper plane” in (1), and the hyper plane separates the positive and negative 
instances in the training data with the largest margin. 

4.2 Experimental Program 

This study selects historical review data of cheaters and real buyers as object, using 
LIBSVM tool for training and testing experimental data. Specific programs are as 
follows: Firstly, data processing and format adjusting are done on historical review data 
of reviewers. We use the crawler software crawling the basic personal information and 
review information of reviewers on Taobao. These data are consolidated, and we build 
a data set of historical reviews for each reviewer. Elements and the format of all data 
sets are the same. Secondly, we assign features according to reviewer, commodity, and 
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review to construct a standard data set. We extract features from historical review of 
each reviewer and construct a data set using feature data of all reviewers. All data are 
labelled completed. Thirdly, we call LIBSVM tool and use radial basis kernel function 
to train samples and generate a model file. We construct a classification model using 
the data of 70 cheaters and 70 normal reviewers for testing. Lastly, we test and forecast 
the generated model using the test data set. We use the classification model to test the 
remaining 30 cheaters and 30 normal reviewers, in order to testing the effectiveness of 
the classification model. 

4.3 Evaluation Indexes 

The most commonly used classification indexes for text classification are recall, 
precision and F1-measure [15]. The recall of a class X is the ratio of the number of 
users correctly classified to the number of users in class X. The precision of a class X is 
the ratio of the number of users classified correctly to the total predicted as users of 
class X. The F1-measure is the harmonic mean between both precision and recall, and it 
is usually reported to evaluate classification effectiveness. Our research can also be 
seen as a classification problem. To assess the effectiveness of our classification 
strategies, we use the standard classification index of recall, precision and F1-measure. 

(1) Recall 
Recall refers to the ratio of the cheaters correctly classified to the number of cheaters 

in our dataset. The calculation formula is as follow: 

TP
Recall

TP FN
=

+
 

(2) Precision 
Precision refers to the probability that cheaters are correctly predicted to be cheaters. 

The calculation formula is as follow: 

TP
Precision

TP FP
=

+
 

(3) F1-measure 
F1-measure refers to the harmonic mean between both precision and recall. The 

calculation formula is as follow: 

2* *
1

( )

Recall Precision
F

Recall Precision
=

+
 

|TP| refers to the number that cheaters are correctly predicted to be cheaters, |FN| 
refers to the number that cheaters are incorrectly predicted to be real buyers, |FP| refers 
to the number that real buyers are incorrectly predicted to be cheaters. 
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5 Experiments and Result Analysis 

5.1 Introduction to Dataset 

In this study, we collect nearly 50285 data about historical review information of 
cheaters and real buyers. 

The data collection method of cheaters is as follows: Firstly, we get merchants’ fake 
order information and specified requirement from the professional third-party fake 
trading platforms, such as shuaxinyong.com, hiwinwin.com, shuakewang.com and so 
on. Secondly, we find out the cheaters’ account information by comparing the specified 
requirements with the order information. Thirdly, we collect the cheaters’ personal 
information by the Taobao inquiry website taodake.com. Lastly, we collect each 
cheater’s data by using the web crawler (The system default reviews and anonymous 
reviews are not included in the data). 

The data collection method of real buyers is as follows: Firstly, we choose the stores 
with great influence and high credit which don’t need to improve credit ratings through 
fake trading, such as the official flagship store of Xiaomi. Secondly, we find out the real 
buyers’ account information by judging the behavior of the anonymous reviewers. If 
the reviewer does not have abnormal behavior, that is, the reviews are objective, it can 
be concluded that the reviewer is a real buyer. Thirdly, we collect the real buyers’ 
personal information through the Taobao inquiry website taodake.com. Lastly, we 
collect each real buyer’s data by using the web crawler (The system default reviews and 
anonymous reviews are not included in the data). 

5.2 Experiments 

Our experiments take matlab2010b (matlab7.1) as the experimental platform, the 
support vector machine is professor Lin’s libsvm-mat-3.1 version. We adjust the 
format of data first, and then import it into the matlab and conduct experiments. The 
training set includes 140 samples (70 cheaters and 70 real buyers), the test set 
includes 60 samples (30 cheaters and 30 real buyers), and all the samples have been 
labeled. The experiment uses a RBF SVM model to identify cheaters out of the data 
set. When the data is normalized, we use the grid search and ten-fold cross validation 
to optimize the SVM parameters. Then we use the optimized parameters to construct 
a classification model that can be used to predict the test set. The predict result is 
shown in Figure.1. 

We can see that the model established using the data of 70 cheaters and 70 normal 
reviewers for training have better ability to identify cheaters, 30 cheaters were 
successfully predicted. Considering our ultimate goal is to kick out the spam reviewers 
to reduce the harm caused to consumers, although some normal reviewers are 
mistakenly identified as cheaters, the error is still acceptable. Overall, the classification 
model we developed has good prediction ability, and it can well separate cheaters and 
normal reviewers. 
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Fig. 1. The actual classification and predictive classification of the test set 

5.3 Result Analysis 

The experimental result of all samples is as follow: 

Table 1. The final results of all samples classified by the classification model 

Cheaters 

The number of  cheaters 

correctly identified 

The number of cheaters 

identified by the model 

The actual number 

of cheaters 
recall precision F1-measure 

93 104 100 93% 89% 91% 

 
As we can see, the better cheater recognition effect is due to the choice of 8 

characters. The characteristic dimension is relatively high and the RBF kernel function 
effectively maps it into a high dimensional feature space, so the cheaters and real 
buyers are certainly linearly separable. What’s more, the effect is better. 

6 Conclusion 

This paper identifies the spam reviews by identifying cheaters. We choose the history 
review data of 100 cheaters and 100 real buyers as our research object. From these data 
we extract 8 features using SVM algorithm to construct a classification model, and the 
precision of the final classification model we built to identity the cheater reaches up to 
89%. The experimental result shows that, extracting features from the history review 
data can identify the cheaters effectively. It can be applied to the recognition of the 
cheaters in Taobao. 
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Abstract. This paper makes a comparison and analysis about those two main 
systemic risk measurement methods based on option. Through the comparison 
and analysis in 5 aspects, more knowledge about each method can be discov-
ered including its advantages and disadvantages. Some conclusions about ex-
tensions of credit risk measurement methods can also be included in this paper. 

Keywords: Systemic risk measurement, contingent claim analysis, option-iPoD. 

1 Introduction 

Data gains its dominance in researches in different fields with the development of 
efficient accessibility of massive data. As one of the most important fields – financial 
industry, data from option and future markets offer basis for various theoretical ap-
proaches that cannot be applied without high frequency data or sufficient panel data.  

The current crisis demonstrates the need for tools to detect systemic risk in finan-
cial industry. There are two main systemic risk measurement methods which are 
based on data from financial market, Contingent Claim Analysis (CCA)[1,2] and 
option-iPoD[3]. Despite the similar dependence on market data, the different methods 
show differences in design of methods, in/out parameters, empirical researches, etc. 
This paper makes a comparison between the two methods in four different aspects, 
which provides more information about each method that is based on high frequency 
data. The results show that neither of two methods is suitable for all kinds of analysis 
while advantages come with disadvantages. 

2 Summarization of CCA and Option-iPoD 

2.1 About Two Methods 

A. Contingent Claim Analysis 
Contingent claim are the assets whose value depends on other assets’ value, for ex-
ample, options. Contingent Claim Analysis (CCA) is a widely used analytical method 
                                                           
* Corresponding author. 
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in risk measurement. While contingent claim analysis is applied in credit risk analy-
sis, it is normally called Merton Model. The key to understand CCA is the Risk-
Adjusted Balance Sheet, which comes from traditional balance sheet with adding 
“market risk factor”. As for elements in balance sheet, this analysis transfers the book 
value into market value, which can’t be observed directly.  

The risk-adjusted balance sheet is: 

 
 

While 

 
 

Assets A(t) is the market value of assets and the equity J(t) is the market value of 
equity. Debt guarantee P(t) can be expressed as the expected loss of the debt because 
the debtor may default at due time. B is the promised payments at time T and r is the 
risk-free rate. There are two important conclusions as follows: 

 Equity is a call option whose underlying assets is Assets and strike price is the 
promised payments 

 Debt guarantee is a put option whose underlying assets is Assets and strike price 
is the promised payments 

According to BSM option pricing model, 

                  (1) 

with , equals to the standard deviation of 

the asset return. N(X) is the cumulative standard normal distribution. 
Main Risk exposure indicators 

 Risk-neutral default probability: With expect assets return rate equals the risk-

free rate r, N(- ) is the risk-neutral default probability 

 Credit spread:  
 Risk-adjusted balance sheet elements: Assets, Equity, Risk Debt 
 Delta, it measures the non-linear change in the value of an option per unit 

change in the value of the underlying asset 

B. Option-iPoD 
Buchen and Kelly (1996) propose a numerical method to get probability density dis-
tribution function of assets. Capuano (2008) proposes option-iPoD based on former 
function, which is a systemic financial risk measurement method. 

Entropy measures the uncertainty of a variable and maximum entropy shows the 
most uncertainty of a variable. Principle of Maximum Entropy, that is PME, is ideally 
suited to estimating the probability distribution of an asset on which a derivative secu-
rity or contingent claim is written1. 

                                                           
1 Peter W. Buchen, Michael Kelly, “The Maximum Entropy Distribution of an Asset Inferred 

from Option Prices”. 
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The problem is following: 

     
           (2) 

While  is the prior probability density distribution function,  is the 
true probability density distribution function.  

The constraints are following: 
a) Constraints based on Merton Model 

  (3) 

: The price of an option whose strike price is K and due time is T. 
V: the market price of assets 
D: the market price of risky debt 
E: the market price of equity 
r : the risk-neutral rate 
b) Constraints based on option market price 

 
(4) 

c) Constraints based on probability density function 

                           
  (5) 

We treat the problem as solving an optimization problem for  with 3 con-
straints. Will be solved first and given the optimal  solve for D. The La-
rangian is: 

 

(6) 

We can solve the function by numerical method and get the probability distribution 
function of assets by constraints mentioned above.2 When the function is solved, 
some risk exposures, such as default probability3, are measured. 

                                                           
2 Standard Newton numerical method for example. The constraints are constraints in Lagran-

gian which can be the functions to solve unknown parameters. 
3 Default probability equals . 
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2.2 Data Source 

Not only the algorithm but also the data source are based on financial markets espe-
cially option & future market. Data concerning about “level” and “volatile” are  
required to construct risk detecting indicators, which means a higher frequency data 
are always better because the second moment of data series are needed. The data re-
quired can be divided into following categories: 

A．Data from stock market 
Market value of equity is required. In most cases, prices of stocks are proxy va-

riables of equity that are unobservable directly. Daily data or even weekly data can be 
used to construct risk detecting indicators while other frequency are available depend-
ing on different scenarios and purposes. When necessary, frequency higher than daily, 
such as hourly, can be applied to measure a more precise process of changing of risk.  

Risk-free interest rate is also needed for both two methods. Government bond or 
other composite indexes can be used as this indicator.  

B．Data from option market 
Information concerning about the details of contracts in the option market is used 

to construct the constraint equations in option-iPoD. Precisely, expiration time of 
options, prices of options, are required in the algorithm. Analogous to the frequency 
issue in stock market, higher frequency data are always better. 

3 Comparison and Analysis 

Two methods mentioned above have different features. This part focuses on the dif-
ference in 5 fields: thinking of designation, in/out variables, mathematical methods, 
empirical analysis approaches, and extensions of methods. It is expected that more 
info about individual method will be discovered through comparison. 

3.1 Thinking of Designation 

I) Contingent Claim Approach 
Thinking of design of CCA can be divided into 2 parts.  

 Risk-adjusted Balance Sheet in theory 
 Calibration to risk-adjusted Balance Sheet for different sectors 

CCA is an extension of BSM model that assumes a stochastic process of Assets. It 
is reasonable because of the “Weak Axiom of Efficient Market”. CCA assumes that 
default happens when asset is lower than debt. The core function is following: 

 

Equity is a call option whose underlying asset is Assets and strike price is the 
promised payments. Debt guarantee is a put option whose underlying asset is Assets 
and strike price is the promised payments. This function is a risk-adjusted traditional 
balance sheet. Scalars in traditional balance sheet are transferred into time variables 
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with “risk factors”. Several risk exposure indicators can be calculated including ele-
ments in risk-adjusted balance sheet, risk-neutral default probability, Delta4.  

Another innovation is the calibration to risk-adjusted balance sheet for different 
sectors. For example, some financial institutions are “too-big-to-fall”, so guarantees 
from government are often existed, which adds the assets of financial sectors. In em-
pirical analysis, some calibrations to equations are made to insure rationality of the 
methods. Merton et al. (2007) divide the economy into 4 sectors: corporate sector, 
financial sector, households sector, and sovereign sector, so there are 4 equations for 
different sectors. 

II) Option-iPoD 
CCA requires many assumptions, such as constant rate, distribution function of assets, 
which Option-iPoD is designed to release. Too many assumptions are the barrier to 
suitable empirical solutions. Christian Capuano (2008) proposes option-iPoD, which 
releases two main assumptions: probability distribution function of Assets and the 
default barrier5.  

The key to option-iPoD is Maximum Entropy Distribution of Assets, which is the 
result of Principle of Maximum Entropy (PME). The PME is ideally suited to estimat-
ing the probability distribution of an asset which a derivative security or contingent 
claim is written. With constraints from option market prices, probability distribution 
of an asset can be calculated.  

The unknown coefficient in Lagrangian function and default barrier D can be cal-
culated by means of numerical mathematical methods. When probability distribution 
of an asset is calculated, some risk exposure indicators can be calculated. “Less as-
sumptions” is a feature of option-iPoD. Exception for prior probability distribution, 
all constraints are from real option market prices, which do no harm in the freedom of 
variables. 

There are also “CCA factors” in option-iPoD. Market value of assets, partial prob-
ability distribution, delta, and gamma can be calculated through option-iPoD. 

Table 1. Comparison in design of thinking 

 CCA Option-iPoD 
Role of option  
market 

Thinking of BSM option 
pricing model 

Data source of constraints  

Focus Risk-adjusted balance sheet Probability distribution of an 
asset 

Data  Traditional balance sheet Option market 
similarity Coming from option market, either thinking or data 

                                                           
4 Equation: , measures the non-linear change in the value of an op-

tion per unit change in the value of the underlying asset. 
5 CCA assumes that default happens when asset is lower than promised payments, but promised 

payments are not a certain volume. In KMV model, default barrier equals 50% long-term 
debt plus 100% short-term debt. 
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3.2 In/Out Variables 

Comparison between two methods tells attitudes to “variable freedom” from two me-
thods. 

Table 2. Comparison in in/out variables 

 CCA Option-iPoD 
Input parameters Market value of equity; 

Standard variation of equity; 
Risk-free interest rate; 
Default barrier; 
Expect return rate of asset; 

Expiration time of options; 
Stock price; 
Risk-free interest rate; 

Main output variables 
(relate to risk-adjusted 
balance sheet) 

Default probability; 
Market value of asset; 
Expected loss of debt; 
Equity; 

Default probability; 
Market value of asset; 
Expected loss of debt; 
Equity; 
Default barrier; 

Main output variables 
(relate to risk expo-
sure indicators) 
 
 
 
 

Standard variation of asset; 
Delta; 
Gamma; 
 
Vega 
 
 

Standard variation of asset; 
Probability distribution of 
asset; 
 
Delta; 
Gamma; 
Vega 

 
CCA has more input parameters than option-iPoD does while the two methods 

have nearly same main output variables. Option-iPoD has two distinct outputs: proba-
bility distribution of asset and default barriers that are two prior assumptions of CCA. 
To some degree, CCA has more “constraints” than option-iPoD does, which leads to 
deviation from real market. 

Table 3. Comparison in Assumption & in/out variables 

 CCA Option-iPoD 
In/out variables More input parameters Less input parameters but 

two more distinct variables  
Similarity  Number of input variables is larger than number of output 

variables. Fewer assumptions are better for methods.   

3.3 Mathematical Methods 

Analytic expression and numerical solution are two main mathematical methods used 
in empirical analysis. CCA applies analytic expression while option-iPoD uses nu-
merical method. Different methods lead to different results that generate different 
understanding about risk measurement. 
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I) Mathematical methods in CCA 
The main mathematical method in CCA is analytic expressions used in BSM option 
pricing model. While equity and debt guarantee are regarded as two options whose 
underlying assets are assets. Through mathematical solution, elements in risk-adjusted 
balance sheet can be solved and relational expression of elements can also be solved.  

It is clear that absolute value of elements from risk-adjusted balance sheet and its 
relationship can be used to do further research through this mathematical method. 

II) Mathematical methods in option-iPoD 
To obtaining the distribution of equation (2), it is necessary to first find the Lagrange 
parameters,  , which are determined by the constraints entailed by 
equation (3), (4) and (5). These equations are nonlinear and have to be solved numeri-
cally. A standard Newton method, for example, in Djafari (2000). Buchen and Kelly 
(1996) and Avellaneda (1998) show that the objective function is convex, and that the 
solution is unique.  

Then the last unknown parameter default barrier D, also has to be solved numeri-
cally with following constraint: 

                         (8) 

The whole probability distribution function can be established.  
It is of importance that the solved probability distribution function is a “partial 

function” with “partial domain of definition”. Because constraints of option-iPoD 
come from real option market, which shows that constraints are meaningful if option 
market’s price information is effective. Stock prices and option prices are insignifi-
cant when corporate defaults. For investors of stock or option, there is no trading of 
stocks, no trading of options in default state. Equity options are not suited to describe 
the market value of asset in default state.  

While equity options don’t contain information on shape of the probability density 
function in the default state, they do contain information on the cumulative distribu-
tion function, the probability of default. As it can be found in equation (7),  
has same information as when , so it provides sufficient “cumulative 
information” in . For example, default probability and other risk exposure 
indicators can be measured. 

Table 4. Comparison in mathematical methods 

 CCA Option-iPoD 
Emphasis of 
mathematical 
methods 

Analytic expression of all ele-
ments of risk-adjusted balance 
sheet 

Solution to probability distribu-
tion of asset and default barrier 

Similarity Mathematical methods are regarded as tools for solution in different 
purpose 
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3.4 Empirical Analysis with Data  

I) CCA 
There are 3 important basic input variables: market value of asset, standard variation 
of assets return rate, default barrier. Unlike trading equity, market value of asset and 
its variation can’t be observed directly. So two equations are needed to solve this 
problem. 

(9) 

(10) 

 is equity’s market price, is market value of asset,  is standard variation of 
asset, r is risk-free interest rate, and D is market value of default barrier. 

Equation (9) is BSM option pricing model and equation (10) can be expressed as 
following: 

(11) 

(12) 

As for market value of default barrier D, it’s always be set manually. Taking KMV 
for example, default barrier equals 100% short-term debt plus 50% long-term debt.  

The economy-wide CCA can be used with scenario, simulation, and stress-testing 
analysis. The level of analysis depends on practical issues related to data availability, 
data reliability, and goals of the analysis.  

a) Risk exposure indicators from CCA can be analyzed with other macroeconomic 
factors. Factor model is a suitable model6. The time pattern of asset returns of 
each financial institution can be used as the dependent variable in a factor model. 

b) “Sub risk-adjusted balance sheet for household sectors”7. 
c) Stress-testing and assessing capital adequacy using CCA model of financial 

institutions. 
d) Making connections between traditional monetary policies based on interest rate 

& money supply and CCA risk exposure indicators. 

II) option-iPoD 
One of main empirical analysis of option-iPoD is what Capuano (2008) has done with 
Citi Bank. In that research, option-iPoD is well used to estimate how default barrier 
and leverage ratio generate through financial crisis in 2008, which proves that option-
iPoD is suitable for systemic risk measurement. Based on results from option-iPoD, 
some advices, such as “de-leveraging” should be applied for Citi Bank, are suggested. 

                                                           
6 Based on data from Chile central bank, Dale et al (2008) build a factor model with 4 main 

economic factors and asset return rate calculated by CCA. This factor model well simulates 
how the systemic risk generates 

7 See more details in Dale F. Gray et al,  “NEW FRAMEWORK FOR MEASURING AND 
MANAGING MACROFINANCIAL RISK AND FINANCIAL STABILITY”. 
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At the same time, Capuano observes how Moody’s KMV EDF8 generates, which 
shows what the systemic risk Citi Bank faces. 

Table 5. Comparison in empirical analysis 

 CCA Option-iPoD 
Application fields Wider than option-iPoD does includ-

ing macro-economy, financial sector, 
households sector 

Fields with trading equity 
and options 

Data Suitable balance sheets for different 
sectors 

Price information from 
option market 

For risk supervisors All four sectors9 Corporate and financial 
sector 

Similarity Time pattern series are usually used in analysis. It is expected that 
risk indictors can well predict breakout of crisis 

3.5 Extensions of the Methods 

I) relaxing assumptions of CCA 
Assumptions lead to gap between theory methods and reality. Extensions of CCA 
focus on its assumption’s relaxation.  

 Some researchers have established a relationship between implied volatility of 
two equity options, leverage and implied asset volatility. In fact, this is another 
way of implementing Merton’s model to get spreads and risk-neutral default 
probabilities directly from the implied volatility of equity options 

 Shimko, Tejima, and Van Deventer (1993) include a Vasicek interest rate term 
structure model which allows interest rates and term structure of interest rates to 
vary 

II) More constraints about option-iPoD 
More constraints from markets make option-iPoD more accurate. Capuano (2008) 
adds zero-coupon bonds constraints to option-iPoD.   

Table 6. Comparison in extension of methods 

 CCA Option-iPoD 
Extension Relaxing more  

assumptions 
Adding more con-
straint from market 

Similarity Fewer manual assumptions and more constraints 
from market 

 
Out of the potential participants (249 members), 118 filled the questionnaire, result-

ing in a response rate of 47%. Table 1 contains the non-respondent analysis results.  

                                                           
8 Estimated Default Frequency: a measure of probability of default given distance to default. 
9 Corporate sector, financial sector, households sector, sovereign sector. 
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Table 7. Reasons for non-participation in the survey 

Reason for non-participation N:o of persons (total = 131) Percentage 

Too busy or forgot 27 21% 

Dislike of such surveys or not interest-

ed 

10 8% 

Technical difficulties with the survey 19 15% 

Did not feel competent enough to fill

the survey despite being a health jour-

nalist  

7 5% 

Unknown or person could not be

contacted 

67 51% 

4 Conclusion 

4.1 Data from Different Fields of the Economy Solve Different Problems  

Based on Merton’s analysis, economy can be divided into 4 parts: corporate sector, 
financial sector, households sector and sovereign sector. Different sector prefers dif-
ferent risk measurement approaches because of the accessibility to different data. 

For sectors with trading equities and options, some corporates, some financial in-
stitutions, even some public sectors, option-iPoD provides a more accurate and effec-
tive systemic risk measurement approach. Compared with CCA, option-iPoD gets 
fewer manual assumptions which makes it closer to real market. Option-iPoD is more 
suitable in this situation for its data used in option-iPoD comes from high-frequency 
option market. More constraints come from markets makes option-iPoD more accu-
rate for various goals of analysis. 

CCA shows its wide range of application because of Merton’s risk-adjusted bal-
ance sheet. For sectors like sovereign sector, with no trading options, CCA is better at 
estimating systemic risk. The core function10 is calibrated to correspond with various 
sectors thus CCA can be used in all sectors, even in public sector or households sec-
tor. CCA works at sectors with trading equity or “analogous equity” and option is not 
necessarily needed.  

All above, CCA has wider range of application than option-iPoD does but option-
iPoD has less manual assumptions, which makes it closer to reality. 

4.2 CCA Needs Release of Assumptions and Option-iPoD Needs More 
Constraints 

Assumptions simplify the problem in theory but deduce the freedom of variable, 
which leads to inconsistency with reality. CCA will be better if more assumptions are 
released. In classical Merton Model, constant interest rate and probability distribution 
are required. For example, Shimko et al. (1993) include a Vasicek interest rate term 

                                                           
10  



356 P. Wang and M. Xie 

 

structure model which allows interest rates and term structure of interest rates to vary, 
which is a release to interest rate assumption. 

Option-iPoD needs more constraints of reliable, available market. More reliable 
constraints makes prior probability distribution function closer to real probability 
distribution function by Lagrangianoptimization process. Christian Capuano (2008) 
adds zero-coupon bonds constraints to option-iPoD which makes option-iPoD more 
accurate.  

Above all, subjectivity should be reduces and objectivity should be increased both 
in CCA or option-iPoD. 

4.3 The Improvement of the Quality of Data Tells More 

CCA and option-iPoD are two main credit risk measurement methods. These two 
methods are better than traditional FSIs11 at solutions to deal with high-frequency 
market value. CCA applies the thinking of option while option-iPoD applies the price 
information of options. 

The two methods focus on option market. On one perspective, option market is a 
highly financial market whose information if effective. On another perspective, price 
information from option market is easy to get. With the development of option mar-
ket, it can provide more information in financial market which are constraints for 
credit risk measurement model. 

Information from option market and theories of option market can work in more 
sectors not only in financial and corporate sectors. Like CCA, contingent claim  
analysis works well in sovereign sector that represents macroeconomic systemic risk 
exposure. Contingent claim analysis can also be used in key banks to simulate sys-
temic risk in financial sector after weighting process.  

Above all, macro financial engineering is one of extensions of credit risk mea-
surement method. 

4.4 Future Work 

This paper makes comparison and analysis between two main systemic risk measure-
ment methods based on option in 5 perspectives. But effectiveness of two methods in 
empirical analysis is not estimated which requires more related researches to support.  
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