
123

Kang Li   Yusheng Xue
Shumei Cui   Qun Niu (Eds.)

International Conference on Life System Modeling and Simulation, LSMS 2014
and International Conference on Intelligent Computing
for Sustainable Energy and Environment, ICSEE 2014
Shanghai, China, September 20–23, 2014, Proceedings, Part III

Intelligent Computing
in Smart Grid
and Electrical Vehicles

Communications in Computer and Information Science 463



Communications
in Computer and Information Science 463

Editorial Board

Simone Diniz Junqueira Barbosa
Pontifical Catholic University of Rio de Janeiro (PUC-Rio),
Rio de Janeiro, Brazil

Phoebe Chen
La Trobe University, Melbourne, Australia

Alfredo Cuzzocrea
ICAR-CNR and University of Calabria, Italy

Xiaoyong Du
Renmin University of China, Beijing, China

Joaquim Filipe
Polytechnic Institute of Setúbal, Portugal

Orhun Kara
TÜBİTAK BİLGEM and Middle East Technical University, Turkey

Igor Kotenko
St. Petersburg Institute for Informatics and Automation
of the Russian Academy of Sciences, Russia

Krishna M. Sivalingam
Indian Institute of Technology Madras, India

Dominik Ślęzak
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Preface

The 2014 International Conference on Life System Modeling and Simulation
(LSMS 2014) and 2014 International Conference on Intelligent Computing for
Sustainable Energy and Environment (ICSEE 2014), which were held during
September 20–23, in Shanghai, China, aimed to bring together international re-
searchers and practitioners in the field of life system modeling and simulation
as well as intelligent computing theory and methodology with applications to
sustainable energy and environment. These events built on the success of previ-
ous LSMS conferences held in Shanghai and Wuxi in 2004, 2007, and 2010, and
ICSEE conferences held in Wuxi and Shanghai in 2010 and 2012, and are based
on large-scale RCUK/NSFC jointly funded UK–China collaboration projects on
energy.

At LSMS 2014 and ICSEE 2014, technical exchanges within the research
community take the form of keynote speeches, panel discussions, as well as oral
and poster presentations. In particular, two workshops, namely, the Workshop
on Integration of Electric Vehicles with Smart Grid and the Workshop on Com-
munication and Control for Distributed Networked Systems, were held in parallel
with LSMS 2014 and ICSEE 2014, focusing on the two recent hot topics on smart
grid and electric vehicles and distributed networked systems for the Internet of
Things.

The LSMS 2014 and ICSEE 2014 conferences received over 572 submissions
from 13 countries and regions. All papers went through a rigorous peer review
procedure and each paper received at least three review reports. Based on the
review reports, the Program Committee finally selected 159 high-quality papers
for presentation at LSMS 2014 and ICSEE 2014. These papers cover 24 topics,
and are included into three volumes of CCIS proceedings published by Springer.
This volume of CCIS includes 56 papers covering 8 relevant topics.

Shanghai is one of the most populous, vibrant, and dynamic cities in the
world, and has contributed significantly toward progress in technology, educa-
tion, finance, commerce, fashion, and culture. Participants were treated to a
series of social functions, receptions, and networking sessions, which served to
build new connections, foster friendships, and forge collaborations.

The organizers of LSMS 2014 and ICSEE 2014 would like to acknowledge
the enormous contributions made by the following: the Advisory Committee for
their guidance and advice, the Program Committee and the numerous referees
for their efforts in reviewing and soliciting the papers, and the Publication Com-
mittee for their editorial work. We would also like to thank the editorial team
from Springer for their support and guidance. Particular thanks are of course
due to all the authors, as without their high-quality submissions and presenta-
tions the conferences would not have been successful.
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Wind Power Short-Term Prediction Method Based  
on Multivariable Mutual Information and Phase Space 

Reconstruction 

Lu-Jie Liu1,2, Yang Fu2, and Shi-Wei Ma1 

1 School of Mechatronics Engineering and Automation, Shanghai University, Zhabei District，
Shanghai 200072, China  

2 Department of Electrical Engineering, Shanghai University of Electric Power,  
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Abstract. Wind power is influenced by multivariable, which usually shows 
complex nonlinear dynamics. Therefore the wind power is hardly described and 
traced by single variable prediction model; the precision of which decreases 
while it contains uncorrelated or redundant variables. The approach is proposed 
to reconstruct the phase space of multivariable time series and then predicate 
wind power. First, the delay time of single variable time series is selected by 
mutual information entropy, and then the embedding dimension of phase space is 
extended by the false nearest neighborhood method, which can eliminate the 
redundancy of reconstructed phase space from low space to high space. Then, the 
vector is utilized as input to predicate the wind power using the radial basis 
function neural network. Simulation of wind predication of Shanghai wind 
farms, show that the proposed method can describe the nonlinear system by less 
variables, and improve the precision and sensitivity of prediction. 

Keywords: wind power, mutual information, multivariate chaotic time series, 
phase space reconstruction, radial basis function neural network. 

1 Introduction 

The main characteristic of wind power is fluctuation, intermittence and randomness.  
A large number of wind farms integrate into the power network, which will affect the 
safety, stability and economic operation of power network. Wind power prediction is 
one of useful and economical means to promote the ability of rating peak load of power 
network, the capability of integrated wind power, the availability of wind power and 
reasonable arrangement of maintenance for wind power farm.  

The model for predicting wind power can be classified into three main groups, 
which is physical, statistical and combined model. In physical model, the numerical 
meteorological prediction model for the complicated topography of wind farm is 
established. According to the power curve of wind farm (or wind turbine), wind power 
is calculated. The point of the model is the precise numerical weather forecast, 
furthermore, meteorological knowledge, the collection and description of complicated 
topography is needed as the important part of the model. In the statistical model, linear 
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and nonlinear theory are adopted to forecast wind speed or power in term of historical 
data which are formulated by the real-time data of the wind speed, direction and output 
power. The main methods include constant method、autoregressive moving average 
model、artificial neural network, fuzzy, chaos analysis and so on [5-8]. Either model 
above does not meet the need of precise precision very well; therefore, the combined 
model is adopted. 

The error of wind power prediction is caused by the error of weather prediction and 
the wind power prediction model. Two methods are usually used, in one method the 
historical power data is used to forecasts wind power directly, while in the other 
method, the historical wind speed data is firstly used to forecast wind speed and then 
wind power is calculated by the power curve of wind farm. The single variable time 
series prediction of the wind speed or power is researched, however the information of 
the short single variable time series caused by the limited length is not sufficient for 
prediction and the precision precision is also decreased while it contains uncorrelated 
or redundant variables which induce to noise data. 

According to the nonlinear characteristic of the wind power, this article provides an 
approach to predicate short wind power in which the wind power is taken as a 
multi-dimension nonlinear chaotic system affected by multi-variable, combined the 
mutual information, phase space reconstruction and radial basis function (RBF) neural 
network. The theory analysis, method description, simulation result and conclusion are 
developed in this paper. 

2 Basic Theories 

2.1 Information Entropy and Mutual Information Method 

Suppose two discrete random variables { }1 2, , nX x x x∈   and { }1 2, ,∈  nY y y y , ( )ip x  is the 

probability of the ix  in X, and ( )ip y  is the probability of the iy  in Y, The information 

entropy is defined as  

1

( ) ( ) l o g ( )
=

= −
n

i i
i

H X p x p x  (1)

Where, ( , )i ip x y is the joint probability of ix  and iy  in the two series. The joint 

entropy of X and Y is defined as.  

1 1

( , ) ( , ) log ( , )
= =

= −
n k

i j i j
i j

H X Y p x y p x y
 (2)

Therefore, the mutual information can be calculated by 

( ; ) ( ) ( ) ( , )= + −I X Y H X H Y H X Y  (3)

The mutual information reflects the mutual dependence of two variables. The larger 
value indicates the strong coupling of two variables, which is the X includes more 
information of the Y, and the correlation between X and Y is large. The mutual 
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information method can measure the nonlinear random correlation of the time series, 
which is suitable for high dimensional nonlinear system. 

2.2 Phase Space Reconstruction of the Multivariate Chaotic Time Series  

In the nonlinear system, any evolvement of the component is decided by other 
components which are interaction, and the relative information of the component is 
contained in the evolvement of other components. Suppose that the M dimensions 
chaotic system 

      1 ( )n nY F Y+ =  (4)

Where, n MY ∈ ℜ  is the state variable, : M MF ℜ → ℜ  is a Smooth and continuous 

function. Let the M dimensions multivariate time series are X1，X2，…，XN，where 
Xi=[x1，i, x2，i,…，xM，i]，i=1，2，…，N，N refers to the number of variables, Xi 
indicates the time series of the ith variable. 

According to the Takens theory , if the delay time τj and embedded dimension mj of 
each variable are selected appropriately, the deterministic mapping is described as  

      :m m mF ℜ → ℜ , 1 ( )m
n nX F X+ =  (5)

For the formulation (4) and (5) has same dynamic characteristic, the phase space 
reconstruction of the multivariate time series is expressed 

1 1 1 1 1 1

1 1 1

1, 1, 1, ( 1) , , , ( 1) 1, 1, 1, ( 1) , , , ( 1)

1, 1, 1, ( 1) , , , ( 1)

[ , , , , , , , , ; , , , , , , , , ;

, , , , , , , , ]
M M M M M M

M M M

n n n n m Mn Mn Mn m j j j m M j M j M j m

N N N m M N M N M N m

X = x x x x x x x x x x x x

x x x x x x
τ τ τ τ τ τ τ τ

τ τ τ τ

− − − − − − − − − − − −

− − − − − −

     
  

 
(6)

Where phase number is denoted by 
1
max(( 1) ) 1j j

i M
n m τ

≤ ≤
= − + ，j=1，2，…，M, 

the system embedded dimension is 1 2 Mm m m m= + + + . When M=1, the series 

converts into single variable time series, which indicates that is the special case of the 
multivariate time series. 

2.3 Radial Basis Function 

Radial Basis Function (RBF) is developed by J.Moody and C.Darken in the late 1980s. it 
is a type of neural network structure, which has three layers feed forward network with 

single hidden layer. Suppose 1 2[ , , , ]T
nx x x x=   is the input vector, 

1 1 2 2[ ( , ), ( , ), , ( , )]T
k kG g x c g x c g x c=   is the hidden layer output matrix, 

1 2[ , , , ]my y y y=   is output vector, 1 2[ , , , ]T
kW w w w=   is weight matrix connecting 

the hidden layer and output layer, and 1 2[ , , , ] ( 1,2, , )T
i i i inw w w w i k= =  . Therefore, 

the output of the RBF is described as 
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           1

( ), ( 1,2, , )
k

j ij i
i

y w g x j n
=

= =   (7) 

Where, activation function of hidden layer is radial basis function, in which 
Gaussian distribution is usually selected. The characteristic of the RBF network 
structure is adaptive, fast calculating, which can approach any continues function in 
any precision and suit for the prediction of the nonlinear time series [14-15]. 

3 Wind Power Prediction model Based on Multivariable Mutual 
Information and Phase Space Reconstruction 

Short-term wind power affected by the wind characteristic such as wind speed and 
direction presents the randomness and uncertainty. However the fluctuation of wind 
power overall is presented regularity, which appears the dynamic character of  
the multivariable. The nonlinear characteristic of the prediction system can’t be 
sufficiently described by single variable; meanwhile excess variable will increase the 
redundancy of the model. 

According to the nonlinear character of the wind power, the prediction is treated as a 
multi dimension nonlinear chaotic system affected by multivariable in this paper, and 
wind power prediction model based on multivariable mutual information and phase 
space reconstruction is proposed. The multivariable influencing the wind power 
prediction is selected adopting the mutual information method, and then the 
multivariable time series reduction set is reconstructed using the chaos theory. 
Combing with the RBF network which has simply structure, strong approaching ability 
and fast convergent rate, the phase space reconstruction is used as the input of the RBF 
network, and the wind power prediction model is established. The process of this 
method is described as below. 
(1) The mapping F from the ith state to the i+1th state is established based on the 

historical multivariable state data set. Adopting the mutual information method, 
which is used to select variables and reduce the weak variables, the feature variable 
mapping F’ is formed. At last, according to the mapping F’ and the latest state Xn , 
the estimate value Yn+1 of the wind power state Xn+1 is deduced. 

(2) The following method is used to select the mutual information multivariable 
characteristic. Suppose all the influencing factors of wind power is treated as a set 

,'i nX  , prediction wind power set is 'nY , therefore the optimal prediction variable 

subset should merely contain the variables that have correlation with power 

prediction, the ,'i nX  in S satisfies the equations. 

           

, ,
,

( ' ; ' ) ( ' ; ' )
( ' ; ' ) ( ' ; ' ),min max

( ' ; ' ) ( ' ; ' )
α α> ≤ ≤i n n i n n

i n n n n
n n n n

I X Y I X Y
I X Y I Y Y

I Y Y I Y Y
 (8) 

Where α is the correlation thresh hold, which represents the ,'i nX  contains the 

information about 'nY  on multiple of α. The variables unsatisfied with above formula  
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(irrelevant variable and less information contained variable) will be reduced in S, and 
the relevant variable set F is formed. In theory, the optimal variable subset S should not 
contain the weak relevant variables, which will lead to the redundancy of the variables, 

so the set F needs to be reduced further. Reducing ,'i nX  step by step, the mutual 

information changing of set F and 'nY  should satisfy the formulation. 

               ( ; ' ) ( ; ' ) ( ; ' )n n nI F Y I S Y I F Yβ− ≥  (9)

Where β  is the redundancy thresh hold. The value of α  and β  is adjustable 

parameter. The bigger value of α indicates the higher need for the correlation of the 
variable in the arithmetic, meanwhile, the larger value of α indicates the higher need 
for the redundancy. 
(3) Accomplishing the characteristic selection and reduction, Lyapunov index is 

calculated, which is used to analysis the chaotic characteristic of multivariable 
time series. Then adopting the phase space reconstruction of the chaotic time 
series, the reduced multivariable phase space is reconstructed as 

        1 1 11, 1, 1, ( 1) , , , ( 1)' [ ' , ' , , ' , , ' , ' , , ' , ]
i i in n n n m i n i n i n mX = x x x x x xτ τ τ τ− − − − − −    (10)

Where, sampling number 
1 2
max(( 1) ) 1, ,i i

i
n m Nτ

≤ ≤
= − +  ， ,i nx  is the ith time series 

after normalization. The point of the phase space reconstruction is the value of the 
delay time τj and embedded dimension mj,, which determine the level of similarity of 
the phase space reconstruction. 

Since the selection of the delay time affects the information contained in the phase 
space reconstruction, the frequently-used selection method are autocorrelation method 
and mutual information method. Because of the measurement for nonlinear random 
correlation of time series and suitability for the high dimension chaotic system,  
the mutual information method is adopted in this paper. For the certain subseries  

,'j iX ，i=1，2，…，N， of multivariable time series, let delay time is τi , and the time 

series turns to ,'
ij iX τ+ . Suppose the probability of ,'j kx  appearing in ,'j iX  is ,( ' )j kp x , 

and the probability of ,'
ij kx τ+  appearing in ,'

ij iX τ+  is ,( ' )
ij kp x τ+ , then the joint probability 

of ,'j kx  and ,'
ij kx τ+ appearing in two series is , ,( ' , ' )

ij k j kp x x τ+ , therefore the mutual 

information of the time series and its delay time series is defined as. 

        , , , , , ,( ) ( ' ; ' ) ( ' ) ( ' ) ( ' , ' )τ τ ττ + + += = + −
i i ii j i j i j i j i j i j iI I X X H X H X H X X  (11)

According to the mutual information method, ( )iI τ  value in different delay time τi is 

computed, the time corresponding to the first partial optima of ( )iI τ  is selected to as 

the optima delay time τi . 
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The false nearest neighborhood method is used to determine the embedding 
dimension m [20, 21]. In the phase space reconstruction, the nearest neighborhood 

' ,pX p n≠  of phase point 'nX  satisfies the equation below. 

  1
' ' ' ' , max ( 1) 1, , ,τ

≤ ≤
− ≤ − = − + ≠p n i n j j

j M
X X X X i m N i n  (12)

When the embedding dimension increases from mi to mi+1, the distance of the 
neighborhood point can be expressed as below, which is called the false nearest 
neighborhood point. 

1 1

1

( , , 1, , ) ( , , , , )

( , , , , )

' ' ' '

' '

i M i M

i M

m m m m m m

p n p n

Tm m m

p n

X X X X
R

X X

+
− − −

≥
−

   

 
 (13)

Where RT is the thresh hold, the range of value is15 50TR≤ ≤ . The basic idea of this 

method is that counting the percentage δ of the false nearest neighborhood point, while 
the δ is lower than certain thresh hold, the geometric construction is totally opened, 
which the optimal embedding dimension mi is computed. 
(4) Based on the embedding theorem, in the m dimension phase space reconstruction, 

the smooth function is expressed by ' : ℜ → ℜmf , and the prediction model of 

the multivariable chaotic time series is developed as  

'
, 1 ( )+ =i n i nY f X  (14)

Where Yi，n+1 is the prediction value of Xi，n+1 . Considering the random and 
nonlinear characteristic of wind power, it is difficult to determine the analyzing 

formulation of the function 'f . In this paper, the RBP network is used to approaching 

the mapping function, and the prediction model is established as below. 

 

Fig. 1. Model structure of prediction 

In this model, using the mutual information and phase space reconstruction, the 
uncertainty of the single prediction by wind speed or power is reduced, and the main 
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useful information of the short-time wind power prediction is increased, meanwhile, 
the prediction precision is improved by overcoming the complex model structure, bad 
generalization and over fitting induced by increasing variable. 
(5) The mean absolute error Eav and the root mean square error Erms are used to 

evaluate the precision of the prediction result, which is expressed as 

1

n

av mi pi
i

E x y Cn
=

= −  (15)

( )2

1

n

rms mi pi
i

E x y C n
=

= −
 

(16)

Where, mix  is the actual power of the ith moment, piy is the prediction power of 

the ith moment, C is the operational capacity of wind farm, n is the number of the 
sample. Eav reflects the mean amplitude of the prediction error, and Erms reflects the 
disperse degree of the prediction error. 

4 Case Study 

The proposed model has been demonstrated by means of a case study of a wind farm in 
shanghai consisting of 34 wind turbines. Each turbine has a rated capacity of 3 MW. 
Considering the influencing factors such as the historic wind speed, direction and 
power, the wind farm data is sampled every 5 minutes, in 16 days of each season in 
2010, the sample space is constructed by the wind power X1 , wind speed and direction 
in 100 meters （X2、X3）, in 90 meters （X4、X5）, speed in 80 meters （X6）, in 40 
meters （X7）, in 20 meters （X8）, and the number of each variable are 4608. The model 
is simulated and analyzed based on the sampling space, and the spring data is chosen to 
illustrate the presented methodology. 

4.1 Data Normalization and Extraction of the Multivariable Characteristic 

The sample series Xi=[x1，i,…，x8，i]，i=1，2，…，4608. is normalized by the 
formula.  

, , ,min ,max ,min' 1, ,8j i j i j j jx x x x x j= − − = （ ）（ ）  (17)

Then the mutual information of variables are calculated by formula (8) and (9), the 
correlative thresh hold is set to 0.7α= , therefore the correlative variable set 

1, 4, 5,{ ' , ' , ' }= n n nF X X X  of the prediction is obtained. The redundancy thresh hold is set to 

0.3β = , the redundancy variable 5,' nX  is reduced, and the extraction of the 

multivariable characteristic result is shown in the Tab.1. 
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Table 1. Mutual information and characteristics extraction of multivariable 

Variable  ,( ' ; ' )i n nI X Y Extraction result  

Wind power（
1,' nX ） 2.4840 

1,' nX ，
4,' nX   

Wind speed in 100m（
2,' nX ） 2.1941 

Wind direction in 100m（
3,' nX ） 2.2101 

Wind speed in 90m（
4,' nX ） 2.2404 

Wind direction in 90m（
5,' nX ） 2.2379 

Wind speed in 80m（
6,' nX ） 2.1931 

Wind speed in 40m（
7,' nX ） 2.1812 

Wind speed in 20m（
8,' nX ） 2.2056 

4.2 Phase Space Reconstruction of the Multivariable Chaotic Time Series 

The time series constructed by the extraction results is analyzed by the chaos theory. In 
this paper, Wolf method is used to compute the Lyapunov index of the series, which is 
0.0614, and the time series appear the characteristic of chaos. 

Combining with the extraction results, the power and speed (in 90 meters) time 
series are reconstructed. Using the formula (10) and (11), the mutual information 
functions of those two series are calculated respectively, the curve of which are shown 
in fig.2. The moment corresponding to the first partial optima ( )iI τ  is selected, 

therefore the optimal delay time for power is τ1 =14，and for speed is τ2 =12. 
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Fig. 2. The mutual information function of wind power and wind speed time series 
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According to the formula (12) and (13), the false nearest neighborhood function of 
those two series are obtained respectively, the curve of which are shown in fig.3. 
Suppose RT=15, δ=5%, the optimal embedding demission of the power and speed time 
series are m1 =7 and m2 =4, then the embedding demission of the whole system is 
m=m1+m2=11. 
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Fig. 3. The false nearest neighborhood rate function of wind power and wind speed time series 

4.3 Results of the RBF Network 

The historic wind speeds and powers from Mar. 6 to Mar. 20 in 2010 are used to 
training data, adopting the RBF network model in Fig.1, and the wind power data on 
Mar. 21 are used to be testing data, step length is 1. The prediction results are shown in 
Fig.4, the solid line is actual power, while the dash one is prediction value. The mean 
absolute error is relatively small. 
 

 0 50 100 150 200 250 300
-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

 

W
in

d 
po

w
er

\p
u 

Sampling point  
Sampling point  

A
bs

ol
ut

e 
er

ro
r 

 

Fig. 4. Prediction results and absolute errors of proposed method 

4.4 Analysis of the Results 

(1) The comparison analysis of single and multi variable prediction method 
In the Tab.2, the mean absolute error and root mean square error of wind power 

single variable time series are 6.77% and 7.50% respectively and for the wind speed 
time series are 14.95% and 15.54% respectively; meanwhile the values of the 
multivariable time series model consisting of speed and power reduce to 5.67% and 
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9.81%. the results of the multi variable prediction method is superior to the single 
variable method, which enhances the prediction precision. Based on the prediction 
results of each point, the maximum values of the mean absolute error for the single 
variable prediction are 62.12% and 61.1% respectively, while for the multivariable 
method the error reduces to 27.05%. 

Table 2. Results comparison between univariate and multivariate wind power prediction method 

Prediction method  Delay time Embedding dimension Eav/%Erms/% 

Single variable
Wind power（ 1,' ix ）14 7 6.77 14.95 

Wind speed（ 2,' ix ）12 4 7.50 15.54 

Multi variable 
Wind power（ 1,' ix ）14 

11 5.67 9.81 
Wind speed（ 2,' ix ）12 

 
(2)Analysis wind power prediction results of four seasons  
The prediction errors are shown in Tab.3. Compared with other multivariable 

prediction method, the mean absolute error and root mean square error of proposed 
method are less than 6% and 10%. According to the prediction results of four seasons, 
when the wind power are continuous series and fluctuates smoothly, the errors of 
proposed model turn to be reduced, take the autumn and winter samples for example, 
the mean absolute error are 2.37% and 2.59%, and the root mean square error are 3.52% 
and 4.01%. While the wind power are intermittent series and fluctuates frequently, the 
error of proposed model turn to be increased, and the errors mainly focus on the point 
with abrupt changing, for the spring and summer samples, the mean absolute error are 
5.67% and 5.37%, and the root mean square error are 9.81% and 8.64%. 

Table 3. Prediction results of four seasons 

Season 
Lyapunov 
index 

Delay 
time 

Embedding 
dimension 

Eav/% Erms/% 

Spring 0.0614 
14 

11 5.67 9.81 
12 

Summer 0.0864 
7 

13 5.37 8.64 
10 

Autumn 0.0489 
9 

8 2.37 3.52 
6 

Winter 0.0210 
14 

10 2.59 4.01 
11 

 
(3)Analysis wind power prediction results with abrupt changing speed 
The comparison of prediction results with abrupt changing speed using different 

methods is shown in the Fig.5. The wind power is mainly affected by the wind 
characteristic such as random, uncertainty, and constrained by the maximum power and 
power limit curve of turbine, therefore it is difficult to forecast in real time based on the 
historical data, the accuracies of the abrupt changing point in showed method are 
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reduced, while the proposed method shows high sensitive to the wind speed changing, 
which improves the accuracy of short term wind power prediction. 

 

Fig. 5. Comparison of prediction results of different methods 

5 Conclusion 

The wind power prediction model based on multivariable mutual Information and 
chaotic phase space reconstruction is proposed in this paper. In the proposed method, 
the wind power series is treated as a multi dimension nonlinear chaotic system affected 
by multivariable, the multivariable set is reduced by mutual information method, and 
the dimension of phase space is reconstructed using delay time and false nearest 
neighborhood, which remains the integrated dynamic information of the the wind 
power prediction system during the expanding dissension, can be inputted to the RBP 
network, and forecasts power. The demonstration shows the benefit of proposed 
method in improving prediction accuracy compared with single variable method. The 
proposed prediction model based on the historical data is suit for the short term wind 
power prediction; the considering with the wind resource distribution and the numerical 
weather prediction, the time span and accuracy of the prediction will be increased. 
Furthermore, the fitness of model will be enhanced by adopting the abrupt changing 
factors into the model, such as abandon the wind and control strategies after integrated 
power system and O&M. 
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Abstract. In order to achieve the detection for the fault diagnosis of the wind 
turbine generator bearing, firstly, the transformation of the wavelet packet is 
adopted to decompose the vibration signal into several layers, and denoise and 
reconstruct it. Secondly, this paper takes the combination of the wavelet node 
energy and the characteristic parameters of the denoised signal both in the time 
and frequency domain as the input feature vector to BP neural network with the 
function of self- determining hidden layer neurons. Finally, the results of the 
fault diagnosis are regarded as the output. The experimental data demonstrate 
that this method can effectively diagnose the fault types of the wind turbine 
generator bearing. 

Keywords: wind turbine bearings, fault diagnosis, wavelet analysis, BP neural 
network, Matlab. 

1 Introduction 

With the development of the wind power technology, the installed capacity of the 
wind turbines has been increasing greatly in the recent years. Besides, the proportion 
of wind power as a new kind source of energy is also growing in the global energy 
structure. However, the rapid growth of the wind power industry has also made the 
costs of wind turbine operation and maintenance continue to raise. The generator 
which is the core component of the wind turbine needs the highest maintenance costs. 
Apart from that, the working status of the generator will also directly affect the 
machine’s performance stability and the power quality.[1-2] Bearing damage is one of 
the common faults of the generator, and its failure rate accounts for 30 % to 40% of 
the total generator failure. The large and medium-sized generator bearing failure 
mechanism, however, is rather complex, and its fault signals display as follows: [3] 
the weak fault signal submerges in the background of the strong noise signal; the 
fluctuation range of the characteristic frequency of the signal is slightly larger and 
even hopping; sometime the signal is transient, discrete and non-stationary. Therefore, 
the single adoption of wavelet analysis, correlation analysis or spectral analysis is 
difficult to extract the accurate fault characteristic parameters, neither can it 
intelligently identify the fault types. To solve the above problems, this paper proposed 
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a new method, the wavelet packet transform technique combined with the improved 
BP neural network algorithm, to quickly and intelligently diagnose the generator 
bearing fault types. 

2 Wavelet Transform 

Wavelet analysis is a new mathematical theory and method which is developed in the 
mid-1980s. The wavelet transform decomposes the research object into different 
scales of space to analyze and process the signal and reconstructs it as needed. [4] 
Compared with the traditional Fourier analysis, the wavelet transform has better time 
and frequency localization characteristics. 

2.1 Selection of Basic Wavelet Function 

Wavelet transform includes continuous wavelet transform and discrete wavelet 
transform. The continuous wavelet sequence can be described as 
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The discrete wavelet sequence can be written as 
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The wavelet function is not unique, when stretching factor and translation factor 
are changed in equation (1), (2). To judge the quality of the basic wavelet function, 
and to choose the optimal basic wavelet function, the method of comparing the errors 
between the theoretical result from the wavelet analysis and the expected result can be 
adopted. 

2.2 Wavelet Packet De-Noising 

Wavelet packet theory is another great development in signal processing field of the 
wavelet theory, which makes it possible to break down the high frequency part left 
unfinished after the wavelet analysis for further decomposition, and which can select 
the appropriate frequency bands which match with the signal spectrum based on the 
characteristics of the signal analyzed. 

The wavelet packet recursive formula that decomposes time-domain signal to  
i layer can be expressed as follows: [5] 
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Here, ),( jiP stands for the coefficient of node j in i-layer, W(t) stands for the original 
signal of vibration. What’s more, i=0,1,2,…; j=0,1,…,2i-1; t=0,1,…2n-1; n=log2N; N 
means the number of t; H is low-frequency decomposition filter and G is high-
frequency decomposition filter which match with the scaling function Ф(t) and the 
wavelet function ψ(t). 

According to equation (3), the de-noising process of the wind turbine bearing 
vibration signal can be divided into the following three steps: 1) select db1 wavelet 
packet to decompose the vibration signal into 3 layers; 2) for the high frequency 
coefficients under various decomposition scales, choose suitable soft thresholds to 
quantify them based on the soft threshold function; 3)  reconstruct the one-
dimensional wavelet based on the low-frequency and high-frequency coefficients of 
last layer. 

2.3 Wavelet Node Energy Extraction 

The impact force and the resonance accompanied by the operation of the faulty 
bearing will change the distribution of signal energy in each band when the bearing 
fault occurs, what’s more, the influence on the distribution of the signal energy may 
differ because of different types of fault. Therefore, it is advisable to calculate the 
energy of the wavelet packet coefficient of each node in the wavelet packet 
decomposition, and to extract the energy value of each frequency band to reflect the 
changes in the bearing operating. 

The following formula (4) is used for calculating the energy of the eight sub-bands 
in the third layer: 
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Here, jkx （j=0,1,…,7, k=0,1,…,n）are the amplitude of all the discrete points of the 

reconstruction signal jS3
. 

The signal energy within each frequency band will change greatly when the bearing 
runs in fault, therefore, select several signals which are prominent in energy change as 
fault characteristic vector, that is: 
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3 Selecting Bearing Fault Characteristic Parameters in Time 
and Frequency Domain 

Because the wind turbine bearing is a very complex rotating structure, and there exists 
a complicated non-linear relationship between the failure modes and its characteristic 
parameters, it is necessary to simultaneously extract a plurality of characteristic 
parameters both in time and frequency domain for comprehensive analysis. [6] 

3.1 Time-Domain Characteristic Parameters 

The frequently used peak index and kurtosis index are chosen as the fault 
characteristic parameters in time domain. Peak index (P) is an effective characteristic 
parameter for the detection of the fault bearing impact signal, and its mathematical 
expression is as follows: 

{ }. )(max txEP =  (6) 

Kurtosis index (K) is often used to detect the deviation degree of the signal from 
the normal distribution, and the greater the absolute value is, the farther the deviation 
is from the normal state of the measured object. The expression is as follows: 
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Here, ц stands for signal expectation, P(x) stands for probability density function of 
the signal, and S stands for standard deviation of the signal. 

3.2 Frequency-Domain Characteristic Parameters 

When a fault occurs, the vibration amplitude at some certain frequencies will change, 
which will effect the position of the centre of gravity of the power spectrum to some 
extent. The power spectrum centre index (PSC) reflects the deviation degree of the 
gravity centre position, and the harmonic factor index (HF) reflects the distribution 
and the width of the spectral, as the following expressions indicate: 
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Here fi is the frequency corresponding to the time i, Pi is the amplitude of the power 
spectrum at the time i, i=1,2, …, n. 

4 Improved BP Neural Network Algorithm 

BP neural network is also known as error back propagation neural network, which is a 
multilayer forward neural network and consists of input layer, hidden layer and output 
layer. [7] So far, how to select the optimal number of hidden layer neurons has not 
had a sound theoretical guidance. Choosing a suitable number of hidden layer nodes 
may have a great influence on the network performance.[8] If the number of nodes are 
less than enough, the network fault tolerance is poor, on the contrary, if more than 
enough, it will not only increase the training time, but also reduces the generalization 
capability of the network. 

In order to find the optimal number of the hidden units quickly, this section 
proposes an improved method, as follows: 

1) Determine the range of the hidden units as n1≤Nhid≤n2 based on the empirical 
formulas like Nhid=log2Nin, Nhid≤p/[R+(Nin+Nout)], Nhid=2Nin+1. Among them, p is the 
total number of the training samples, and 5≤R≤10 n1 is the minimum value of the 
number of hidden units, while n2 is the maximum. 
2) Take n=n1, train the BP neural network when the hidden node is n1, and get the 
mean square error Mse1. Mse is the performance evaluation parameter to select node 

number. In the formula 2
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nodes, p is the total number of the training samples, 
pjy

∧
is the desired output of the 

network, ypj is the actual output. 
3) Take n=(n1+n2)/2, here, n is an integer. Train the BP neural network when the 
hidden node is n, and get the mean square error Mse2. 
4) If Mse1< Mse2, then take n=n1, Mse1= Mse2. Otherwise, take n2=n. 
5) If n1<n2, then return to step 2), and cycle like this. On the contrary, quit the 
program. 

Finally, the obtained number n is the optimum number of hidden units when the 
algorithm ends. 

5 Simulation Experiment 

5.1 Fault Characteristics Extraction 

The data used in the experiment was from the Electrical Engineering Laboratory of 
the U.S. Case Western Reserve University, and the experiment object is the deep 
groove ball bearing (6205-2RS JEM SKF), whose rotation frequency is 28.82Hz, and 
sampling frequency is 12kHz.[9]The following example is a set of analysis given to 
extract the fault characteristics. 
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Fig. 1. Comparison of bearing vibration signal 

In figure 5.1, a) is the signal of the bearing in normal operation, b) is the vibration 
signal of the bearing with inner raceway fault. There is no doubt that the fault 
vibration signal submerges in the strong noise. In order to extract the fault 
characteristics, apply equation (3) to decompose the signal into three layers, choose 
the right soft threshold function to eliminate the noise, and finally reconstruct the 
signal as c) demonstrates. Furthermore, the signal c) is decomposed again as shown in 
Figure 5.2, and in Figure 5.2 S stands for original vibration signal, A stands for low-
frequency band, D stands for high-frequency band, the number behind means the 
sequence number of the layers. Finally, obtain the energy of nodes DAA3, DDA3, 
DAD3, DDD3 which are high frequency nodes of the third layer as the characteristic 
parameters. Combining with the characteristic parameters of time and frequency 
domain in section II, it is possible to construct the fault features vector as R = [DAA3 
DDA3 DAD3 DDD3 P K PSC HF]. 

 
 
 
 
 
 
 
 

Fig. 2. 3-layer wavelet decomposition tree 
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5.2 Construction of BP Neural Network 

The input neurons are determined as 8 according to the input feature vector R. There 
are three kinds of output bearing failure, namely, '001'which means normal, '010' 
which represents the inner raceway fault, and '100 ' which indicates the unknown 
fault, therefore, it is possible to determine the number of the output neurons are 3. 
Since 12 is selected as the optimal number of hidden layer nodes through the 
improved BP neural network algorithm in the third section, the structure of BP neural 
network is 8-12-3 as shown in figure 3. 

 

 

Fig. 3. Structure of BP neural network 

5.3 Fault Recognition 

According to the input feature vectors, construct two groups of testing sample data, 
one group of sample data underwent no wavelet packet de-noising and the other 
experienced de-noising, then compare the fault recognition rate of the two data sets by 
BP neural network. Parts of the training and testing samples of the two groups are 
shown in Table 1. 

Table 1. Samples of bearing for diagnosis 

Data 
types 

Fault 
types 

DAA3 DDA3 DAD3 DDD3
Peak
Index

(P) 

Kurtosis
Index 
(K) 

Power 
Spectral 
Centre 
Index 
(PSC) 

Harmonic 
Factor 
(HF) 

Expected 
Output 

Raw 
data 

Normal 0.03 0.02 0.01 0.01 0.10 0.09 0.01 0.95 001 
Bearing 

inner 
raceway 
damage

0.08 0.09 0.17 0.20 0.40 0.93 0.12 0.46 010 

Test 
sample

0.10 0.10 0.12 0.16 0.39 0.97 0.11 0.45 010 

Wavelet 
packet 

denoising 
data 

Normal 0.02 0.02 0.01 0.01 0.12 0.10 0.01 0.93 001 
Bearing 

inner 
raceway 
damage

0.04 0.05 0.10 0.15 0.35 0.87 0.23 0.58 010 

Test 
sample

0.03 0.04 0.09 0.13 0.30 0.89 0.31 0.62 010 
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Among the 60 sets of raw data, use 50 sets to train the BP neural network, and the 
other 10 sets are used to test the network. The same structure of BP neural network is 
trained by 50 sets of de-noising data, and tested by the other 10 sets of de-noising 
data. The statistical outputs in both cases are shown in Table 2. 

Table 2. Fault recognition rate 

Data type Correct recognition 
Inaccurate 
recognition 

Fault recognition 
rate 

Raw data 6 4 60% 
De-noising data 9 1 90% 

 
The comparison of the fault recognition rate in Table 5.2 indicates that the 

vibration signal denoised by wavelet packet applied to BP neural network fault 
diagnosis can efficiently improve the bearing fault recognition rate. 

6 Conclusion 

In this paper a new method for the fault diagnosis of wind turbine bearing based on the 
combination of wavelet packet de-noising and improved BP neural network was 
proposed. Using wavelet packet to eliminate the strong noise among vibration signal, 
and taking the combination of the fault characteristic parameters exacted in the time and 
frequency domain and the energy in the high frequency band after the decomposition of 
wavelet package as the input feature vector to BP neural network with the function of 
self- determining hidden layer neurons, this method not only saves the training time for 
BP neural network, but also improves the accuracy of the bearing fault diagnosis. 
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Abstract. This paper proposes a multi-objective chance-constrained 
optimization approach for allocating wind generation and photovoltaic. For 
reflecting the uncertainty and relevance among wind speed, solar radiation and 
load, and accelerating the computation, a kind of state selection strategy based 
on statistical methods is proposed. To evaluate profits from distributed 
generation more comprehensively, three indices are introduced into the 
objective function, namely cost index, power loss index and voltage deviation 
index. To balance the relationship between risk and return, the chance-
constrained optimization is adopted. In the process of solution, firstly the novel 
method integrating the differential evolution for multi-objective optimization 
and dynamic non-dominated sorting is proposed to get a set of the Pareto-
optimal solutions, after that fuzzy multi-attribute decision making method based 
on information entropy is adopted to select the best compromise solution from 
the Pareto-optimal solutions. The case studies show that the proposed optimal 
model is rational, and the algorithm is effective.  

Keywords: chance-constrain, multi-objective, optimization, photovoltaic, states 
selection strategy, wind. 

1 Introduction 

The installation of distributed generation (DG) in distribution network has impact on 
distribution system operation, and this influence is associated with the access point 
and capacity of DG [1-2]. Therefore the optimally allocating DG problem has been 
widespread concern. Many approaches have been proposed to solve the problem. In 
[3], the influence of DG on distribution network power losses were analyzed, and an 
optimization algorithm was presented based on comprehensive use of genetic 
algorithms and Tabu search to optimize the allocation of DG. In [4], environmental 
factors were added into the objective function and the optimal location of DG was 
chosen by calculating equivalent loss factor. In [5], a multi-objective formulation was 
proposed for the planning of DG with different load models, and the best compromise 
among power losses, voltage profile, and MVA capacity was decided by weighting 
method and genetic algorithm. The above works can be used to deal with DG which is 
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dispatchable and controllable, such as, diesel generator and microturbine. However, 
these methods are difficult to model distributed renewable resources (DRR) which is 
random and intermittent, for example, wind turbine generators (WTGs) and 
photovoltaic (PV) panel. In [6], the chance-constrained optimization was employed to 
deal with the randomness of wind power, and probabilistic power flow was applied to 
judge whether the planning scheme was satisfying the constraints of both the node 
voltage and the branch flows, which is provided a good idea to solve the planning 
problem including uncertain DRRs. Literatures [7] and [8] indicated that wind and 
solar sources exist complementarities in space and time, for example, the sun 
radiation is strong at daytime, while wind speed is strong at night. Hence the joint 
optimization of WTGs and PVs may bring bigger benefits. However, the features that 
wind and solar are random and correlated each other to a certain extend make the joint 
optimization of WTGs and PVs become more difficult. At present, most scholars have 
mainly focused on optimal capacity of hybrid systems without considering the 
network constraints [7-10], and few articles optimize the access point and capacity of 
hybrid systems simultaneously. 

In this paper, a methodology is proposed to optimize the access point and capacity 
of WTGs and PVs together. The decision variables include not only the access point 
and capacity of WTGs and PVs, but also the tilt angle of PVs. To deal with the 
uncertainty and relevance of wind speed, solar radiation and load, and reduce the 
number of sampling, wind/solar time-series data is adopted and a kind of state 
selection strategy are proposed. In the objective function, cost, power losses and 
voltage deviation are optimized simultaneously. In the constraints, the bus voltage 
constraints and branch current constraints are described in the form of probability to 
balance the relationship between risk and return. To solve this problem, differential 
evolution for multi-objective optimization (DEMO) is employed. Based on the 
DEMO, dynamic non-dominated sorting (DNS) is applied to provide better 
distribution of the Pareto-optimal solutions. Then the Pareto-optimal solution set is 
sorted, and the best compromise solution is obtained by fuzzy multi-attribute decision 
making method based on information entropy. The feasibility of the proposed 
approach is verified on a 33-node distribution network test system. 

2 Relevance of Wind Speed, Solar Radiation and Load 

Using the method proposed in [11], the power output of wind turbine generators 
(WTGs) is modeled by wind speed and power characteristic. 

The power output of PVs is not only affected by local solar radiation and selected 
photovoltaic cells, but also by PVs’ tilt angle. Hence, to describe the performance of 
PVs more accurately, the tilt angle is taken as a decision variable in the optimization 
process. The power output of PVs can be calculated as [12]: 

( ) [ ( )]PV PVP t N Hψ θ= ×  (1) 

where PPV(t) represents the power output of PVs at hour t, NPV is the number of PV in 
the panel, θ is the tilt angle, H() is the total radiation on the PV surface, ψ() is the 
power output of a photovoltaic panel. 
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To reflect the relevance of wind speed, solar radiation and load, and describe the 
system operation more accurately, a states selection strategy is carried out as follows: 

Step 1. An annual load profile is divided into three parts according to seasonal 
feature that is summer, winter, spring/autumn. The daily load profile is also divided 
into three parts, i.e. peak (7:00-11:00 and 17:00-21:00), shoulder (11:00-17:00 and 
21:00-23:00) and off peak (0:00-7:00 and 23:00-24:00). Thus, these nine kinds of 
load combinations are selected to represent yearly load. Each load combination 
responds to a time interval, described by ln, n=1, 2,…,N (N=9), and the probability of 
each time interval is represented by τn. The load value of ln can be obtained from the 
forecasting data of planning year. 

Step 2. The total radiation on the tilted surface of the PVs can be gotten by the total 
radiation and diffuse radiation to the horizontal surface and tilt angles according to 
Eq. (3). Then, according to the total amount of hourly radiation, the range of total 
radiation, [0, Hmax], is divided into M radiation states evenly, where Hmax is the 
maximum hourly total radiation. Each radiation state is a set, described by hm, m=1, 
2, …, M.  

Step 3. According to the hourly wind speed, the range of wind speed [vci, vco] can 
be divided into K-1 states, plus one state which is [0, vci] or [vco, +∞] due to their 
same outputs. Thus there are K wind speed states. Each wind speed state is a set, 
which can be described by vk, k=1,2,…,K.  

Step 4. According to the above division, the number of system operation states is G 
(G=N×M×K). Then the statistical work of probability of each state should be carried 
on. Each group of the historical data includes three kinds of information, such as time, 
solar radiation and wind speed. So these groups of historical data are classified to G 
states according to the included information. The probability of each state is described 
as follows: 

( , , ) , 1, 2,...,n m k gF l l h h v v g Gη∈ ∈ ∈ = =  (2) 

1

1
G

g
g

η
=

=  (3) 

where ηg is the probability when the time drops in the state ln, the solar radiation in the 
state hm, and the wind speed in the state vk. 

3 Multiobjective Chance-Constrained Model of the Optimally 
Allocating Problem 

3.1 Objective Function 

For the allocating problem of diesel generator and microturbine, three indices are 
usually introduced to evaluate distributed generation profits, namely cost index [13], 
power loss index [5] and voltage deviation index [2], which are deterministic 
expression. When allocating WTGs and PVs, the three indices have random features 
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because of the randomness of wind speed, solar radiation and load. So, in this paper, 
the expectations of three indices are taken as the objective function. 

(1)Cost index 
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where PDGg is the power supply of distribution network at the system operating state g 
after planning, Pn is the power supply of distribution network at the time state n 
before planning, ug is the electricity price at the state g, un is the electricity price at the 
state n. CW, CPV is the total cost of WTGs and PVs [13], respectively. 

(2)Power loss index 
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where PLDGg is the power losses at the system operating state g after planning, PLn is 
the power loss at the time state n before planning. This index can effectively reflect 
the change of power losses before and after planning. 

(3) Voltage deviation index 
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where NN is the number of node, Vig, V0g is the voltage magnitude of the i-th and the 
first node at the system operating state g, respectively. wi is the weight factor of the 
ith node, reflecting the important level of node. 

3.2 Constraints 

The optimally allocating for DG installations should satisfy some constraints, 
including power flow constraints, total number constraint of buses with DG 
installation, total capacity of DG constraint, bus voltage constraints and branch 
current constraints. Due to the uncertainties of wind speed, solar radiation and load, 
profits from distributed generation may be poor to guarantee all lines will comply 
with the thermal capacity and voltages will maintain within prescribed limits at any 
time. To balance the relationship between risk and return, the chance-constrained 
optimization (CCO) [14] is adopted in this paper. Therefore, the bus voltage 
constraints and branch current constraints are described in the form of probability. 
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(1)Power flow constraints 
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where Psi, Qsi is the active and reactive power injection at bus i, respectively, j∈i 
represents those buses linked to the bus i, Gij, Bij is the real and imaginary parts of bus 
admittance matrix, respectively, δij is the phase angle difference between bus i and bus j. 

(2)Total number constraint of buses with DG installation 

1

1

NN

i
i

U D
−

=
≤  (9) 

where Ui is a 0-1 variable, if bus i is allocated DG, then Ui equals to one, else equals 
to zero. D is the maximum allowable number of buses with DG installation. 

(3)Total capacity of DG constraint 

1

max
1

( )
NN

Wi PVi DRR
i

P P P
−

=
+ ≤  (10) 

where PWi, PPVi is the capacity of WTGs and PVs allocated to bus i, respectively, 
PDRRmax is the maximum allowable capacity on the system. 

(4)Bus voltage constraints 

{ }min maxr i i i VP V V V β≤ ≤ ≥  (11) 

where Pr{·} is the probability of the occurrence of the event in the brackets, Vimin, 
Vimax is the minimum and the maximum voltage limit of bus i, respectively, βV is the 
confidence level. 

(5)Branch current constraints 

{ }min maxr i i i LP L L L β≤ ≤ ≥  (12) 

where Li is current of branch i, Limin, Limax is the minimum and the maximum current 
limit of branch i, respectively, βL is the confidence level. 

4 Optimization Algorithm for the Problem 

4.1 Multiobjective Differential Evolution Based on Dynamic Non-dominated 
Sorting 

To deal with multiobjective problems, traditionally, weighting factors are introduced 
to convert multiply objectives into single objective [4-5]. However, it is often difficult 
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to determine weighting factors in reality. In recent years, with the development of 
multiobjective optimization algorithm (MOEA), such as, improved strength Pareto 
evolutionary algorithm (SPEA2) [15] and improved non-dominated sorting genetic 
algorithm (NSGA-II) [16], which provides a new approach for solving multiobjective 
problems. The MOEA does not need to set the weighting factors, and get a uniform 
distribution of the Pareto-optimal set. Decision-makers can select one or more optimal 
solutions according to demand. In [17], the DEMO was proposed, which was a new 
approach to multiobjective optimization based on differential evolution (DE). The 
DEMO combines the advantages of DE and fast non-dominated sorting (FNS) of 
NSGA-II, and the performance of the DEMO is better than the NSGA-II in some 
aspects. As a result, the DEMO is applied to solve the problem in this paper.  

The fast non-dominated sorting of DEMO only needs one sorting operation for all 
individuals, and takes a short time. However, this method does not provide good 
result. To get better distribution of solutions, dynamic non-dominated sorting (DNS) 
[18] is adopted instead.  

The algorithm combining the DEMO and the DNS (DEMO-DNS) is as follows: 
Step 1. Set the algorithm parameters and initialize individuals in the population. 
Step 2. Perform mutation and crossover operation. 
Step 3. Perform selection operation according to the DNS approach. 
Step 4. Return to Step 2 until the given maximum number of generations. 

4.2 Fuzzy Multi-attribute Decision Making Method Based on Information 
Entropy 

The output of the DEMO-DNS is a Pareto-optimal set. We need to select one 
solution, called the best compromise solution, which satisfies different objectives to 
some extent for practical purpose. Fuzzy multi-attribute decision making method has 
been successfully implemented in this field [19]. This method requires predetermined 
information on the relative importance of the attributes, which is usually given by a 
set of weighting factors. However, it is difficult to set these weighting factors in some 
problems. Hence, information entropy is employed to derive attribute weighting 
factors, and if the attribute has similar values across alternatives, it has relatively big 
entropy, then it is assigned a smaller weight, for which such attribute does not help in 
differentiating alternatives [20].  

5 Case Studies 

The proposed approach is tested on a 33 node distribution network, which is shown in 
Fig. 1. The voltage magnitude of the first node is set 1.05 p.u., the weight factors of 
all nodes are equal. Bus voltage magnitude should be kept in the range of 0.95 to 
1.05pu, and the maximum current of branch is 0.3kA. The electricity price is 
0.055EUR/kWh. Data of wind speed and solar radiation are obtained from certain an 
area in China. The number of the candidate buses for connecting the DGs is within  
[1, 32]. The maximum allowable number of buses with DG installation is 2, and the 
allowable maximum capacity on the whole system is 2000kW. By calculating,  
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the total cost, the expected power loss and the expected voltage deviation during a 
year before installing DG is 1222.07 thousand-EUR, 83.07kW and 0.031pu, 
respectively. 

1l 2l 3l 4l 5l 6l 7l 8l 9l 10l 11l 12l 13l 14l 15l 16l 17l
18l 19l 20l 21l

23l 24l
26l 27l 28l 29l 30l 31l 32l
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Fig. 1. 33 node distribution network 

 

Fig. 2. Pareto-optimal frontiers for 3 objectives 

In the simulation, the parameters of the proposed DEMO-DNS are set as: the 
population size Np is 100, the largest number of iteration Dmax is 600, the mutation 
factor F is 0.5, and the crossover factor CR is 0.4. The confidence level βV and βL both 
are 0.99. Fig.2 shows the relationship of the three objectives of the Pareto-optimal 
solutions obtained by the DEMO-DNS, which is called the Pareto frontiers. It is quite 
clear that these candidate solutions are well distributed. 

Table 1. Optimum solutions of different objectives 

Objective 
Planning results 

IC(pu) IP(pu) IV(pu) Access point 
number 

Capacity of 
WTGs(kW) 

Capacity of 
PVs(kW) 

Tilt angle of 
PVs(°) 

Optimal cost 
index 

5 750 0 -- 
0.9397 0.7813 0.0259 28 1200 0 -- 

Optimal power 
loss index 

14 450 478 22.53 
1.0517 0.6993 0.0234 30 750 322 23.02 

Optimal voltage
deviation index

13 600 272 27.31 
1.0306 0.7055 0.0232 32 750 378 27.56 

Best 
comparison 

solution 

14 450 396 23.45 
0.9984 0.7088 0.0233 28 1050 104 25.51 
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Four solutions are selected from the Pareto-optimal solutions, they are the solutions 
corresponding to optimal cost index, optimal power loss index, optimal voltage 
deviation index, and best compromise solution, which are listed in Table 1. From 
Table 1, it is observed that when the cost index is optimal, there is only WTGs, no 
PVs selected. It is because that the cost of PVs is still high at present. By comparing 
the planning results from optimal cost decision, optimal power loss decision and 
optimal voltage deviation decision, it can be seen that there are obvious conflicts 
among the three objectives. When the cost index is optimal, both the power loss and 
voltage deviation index are poor. Based on the information entropy, the weighting 
factors are obtained as: ωC=0.402，ωP=0.316，ωV=0.282. Comparing the planning 
result from the best compromise solution to that situation before planning, it is 
observed that the annual cost is dropped by 0.16%, the annual power loss expectation 
is decreased by 29.12%, and the annual expected value of voltage deviation is 
dropped by 0.0077pu, which proved that fuzzy multi-attribute decision making 
method based on information entropy can better coordinate the various objectives. 

 

Fig. 3. Relationship between tilt angle of PVs and power loss index 

For the planning result from optimal power loss decision, the relationship between 
tilt angle and power loss is got in the Fig.3 according to the change of the tilt angle of 
PVs linked to bus 14. From Fig.3, it is seen that the tilt angle has an impact on the 
power losses for the fixed PV array. Therefore, in the actual optimization process, the 
tilt angle should be treated as a decision variable in order to get more accurate results. 
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Fig. 4. Comparison of the results before and after planning 
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For the planning result from the best compromise solution, Fig.4(a) and (b) give 
the comparison of power loss expectations and voltage deviation expectations at each 
time before and after planning. As shown in Fig.4(a) and (b), the expected values of 
power loss and voltage deviation are significantly decreased at each time after 
planning. For the planning result, bus 28 is the most likely violating voltage limit in 
all buses. 

In order to study the relationship between confidence level and planning results, βV 
and βL is set to 1, 0.98, 0.96, respectively, and the corresponding results are listed in 
Table 2. From the Table 2, it is observed that the three optimization indices are 
improved to some extent with the decline in confidence level. Therefore, it is needed 
to balance the relationship between risk and return in the actual planning process. 

Table 2. Optimization results of different confidence levels 

Confidence 

levels 
Objective IC/pu IP/pu IV/pu 

βV=1 

βL=1 

Optimal cost index 0.9407 0.8113 0.0267 

Optimal power loss index 1.0702 0.7058 0.0241 

Optimal voltage deviation index 1.0640 0.7122 0.0239 

βV=0.98 

βL=0.98 

Optimal cost index 0.9386 0.7482 0.0242 

Optimal power loss index 1.0506 0.6987 0.0232 

Optimal voltage deviation index 1.0294 0.7041 0.0229 

βV=0.96 

βL=0.96 

Optimal cost index 0.9378 0.7308 0.0232 

Optimal power loss index 1.0298 0.6982 0.0230 

Optimal voltage deviation index 1.0077 0.7034 0.0225 

6 Conclusions 

In this paper, a methodology is proposed to deal with allocating wind generations and 
photovoltaic arrays in the distribution network, and the conclusions are as follows: 

(1) Three indices are adopted to make decision, namely cost index, power loss 
index and voltage deviation index, in order to evaluate profits from distributed 
generation more comprehensively. 

(2) The tilt angle of PVs has an impact on the planning result for the fixed PV 
array. Therefore, in the joint optimization of WTGs and PVs, the tilt angle should be 
treated as a decision variable. 

(3) The proposed state selection strategy based on statistical work of wind/solar 
time-series data has merits in reflecting the relevance of wind speed, solar radiation 
and load, and in reducing the number of sampling, which gives the planning result 
more accurately and quickly. 

(4) Chance-constrained optimization provides decision-makers an opportunity to 
balance the relationship between risk and return in the actual planning process. 

(5) The proposed DEMO-DNS has the ability of providing some excellent 
candidates for the planning operators. Fuzzy multi-attribute decision making method 
based on information entropy can coordinate the various objectives and provide the 
comprehensive decision-making scheme. 



30 X.-L. Ge and S. Xia 

 

Acknowledgments. This work was supported by Shanghai Green Energy  
Grid Connected Technology Engineering Research Center, Project Number: 
13DZ2251900. 

References 

1. Luis, F.P., Antonio, G.P.: Evaluating distributed generation impacts with a multiobjective 
index. IEEE Transactions on Power Systems 21, 1452–1459 (2006) 

2. Sujatha, K., Sarika, K., Noel, S.: Impact of distributed generation on distribution 
contingency analysis. Electric Power Systems Research 78, 1537–1545 (2008) 

3. Gandomkar, M., Vakilian, M., Ehsan, M.: A genetic-based tabu search algorithm for 
optimal DG allocation in distribution networks. Electric Power Components and 
Systems 33, 1351–1362 (2005) 

4. Zhang, Z.H., Qian, A., Gu, C.H., et al: Multi-objective allocation of distributed generation 
considering environmental factor. Proceeding of the CSEE 29, 23–28 (2009) (in Chinese) 

5. Singh, D.K., Verma, S.: Multiobjective optimization for DG planning with load models. 
IEEE Transactions on Power Systems 24, 427–436 (2009) 

6. Zhang, J.T., Cheng, H.Z., Yao, L.Z., et al.: Study on sitting and sizing of distributed wind 
generation. Proceeding of the CSEE 29, 1–7 (2009) 

7. Yang, H.X., Zhou, W., Lou, C.Z.: Optimal design and techno-economic analysis of a 
hybrid solar-wind power generation system. Applied Energy 86, 163–169 (2009) 

8. Chen, H.H., H.Y., Kang, H.I., Amy, L.: Strategic selection of suitable projects for hybrid 
solar-wind power generation systems. Renewable and Sustainable Energy Reviews 14, 
413–421 (2010)  

9. Linfeng, W., Singh, C.: Multicriteria design of hybrid power generation systems based on 
a modified particle swarm optimization algorithm. IEEE Transactions on Energy 
Conversion 24, 163–172 (2009) 

10. Gilles, N., Said, D., Ludmil, S.: Hybrid photovoltaic/wind energy systems for remote 
locations. Energy Procedia 6, 666–677 (2011) 

11. Li, Q., Yuan, Y., Li, Z.J., et al.: Research on energy shifting benefit of hybrid wind power 
and pumped hydro storage system considering peak-valley electricity. Power System 
Technology 33, 13–18 (2009) 

12. Karira, M., Simsek, M., Babur, Y., et al.: Determining optimum tilt angles and orientations 
of photovoltaic panels in Sanliurfa. Renewable Energy 29, 1265–1275 (2004) 

13. Chen, L., Zhong, J., Ni, Y.X., et al.: A study on grid-connected distributed generation 
system planning and its operation performance. Automation of Electric Power Systems 31, 
26–31 (2007) 

14. Mazadi, M., Rosehart, W.D., Malik, O.P., et al.: Modified Chance-Constrained 
Optimization Applied to the Generation Expansion Problem. IEEE Transactions on Power 
Systems 24, 1635–1636 (2009) 

15. Souza, D., Multiobjective, B.A.: Optimization and Fuzzy Logic Applied to Planning of the 
Volt/Var Problem in Distributions Systems. IEEE Transactions on Power Systems 25, 
1274–1281 (2010) 

16. Deb, K., Pratap, A., Agareal, S.: etal: A fast and elitist multiobjective genetic algorithm: 
NSGA-II. IEEE Transactions on Evolutionary Compution 6, 182–197 (2002) 
 



 An Improved Multi-objective Differential Evolution Algorithm 31 

 

17. Preetha Roselyn, J., Devaraj, D., Dash, S.S.: Multi Objective Differential Evolution 
approach for voltage stability constrained reactive power planning problem. International 
Journal of Electrical Power & Energy Systems 59, 155–165 (2014) 

18. Tian, H., Yuan, X., Ji, B.: etal: Multi-objective optimization of short-term hydrothermal 
scheduling using non-dominated sorting gravitational search algorithm with chaotic 
mutation. Energy Conversion and Management 81, 504–519 (2014) 

19. Wu, L.H., Wang, Y.N., Zhou, S.W., et al.: Environmental/economic power dispatch 
problem using multi-objective differential evolution algorithm. Electric Power System 
Reasearch 80, 1171–1181 (2010) 

20. Feng, B., Lai, F.: Multi-attribute group decision making with aspirations: A case study. 
Omega 44, 136–147 (2014) 



Li-Ion Battery Management System for Electric

Vehicles - A Practical Guide

Jing Deng1, Kang Li1, David Laverty1, Weihua Deng2, and Yusheng Xue3

1 School of Electronics, Electrical Engineering and Computer Science,
Queen’s University Belfast, Belfast, BT9 5AH, UK

2 Electric Power Engineering, Shanghai University of electric power, Shanghai,
200090

3 State Grid Electric Power Research Institute, 210003, Jiangsu, China

Abstract. Electric vehicles (EVs) are becoming more popular and have
gained better customer acceptance in the past few years due to the im-
proved performances, such as high acceleration rate and long driving dis-
tance from a single charging. Recent research also shows some promising
benefits from integrating EVs with power grid. One of these is to use
EV batteries as distributed energy storage. As a result, the excessive
electricity generated from renewable resources can be stored in EVs and
release to the power grid when needed. However, compared to traditional
Nickel-cadmium and lead-acid batteries, Li-ion battery only can be oper-
ated in a narrow window, and needs to be properly monitored, managed
and protected. This issue becomes severe when it is deployed for large ap-
plications, such as EVs and centralised electricity storage, where a large
number of Li-Ion cells are interconnected to provide sufficient voltage
and current. The solution mainly relies on a robust and efficient battery
management system (BMS). This paper presents a brief review on the
features of BMS, followed by a practical guide on selecting a commercial
BMS from the market and designing a custom BMS for better control of
functionalities. A Lithimate Pro BMS from Elithion is used to demon-
strate the effectiveness of BMS in managing and protecting Li-Ion cells
during the charge and discharge phases.

Keywords: Lithium-ion Electric vehicle, battery management system,
intelligent charging, battery modelling.

1 Introduction

Reducing greenhouse gas emission and fossil fuel consumption are becoming
the top issues for future energy systems. UK has set the target of cutting 80%
(against the 1990 baseline) greenhouse gas emission by 2050. To achieve this
target, deploying renewable electricity generation and promoting electric vehicles
are important because the conventional electricity generation contributes 35%
of the total UK emissions, while the transportation system accounts for another
21% [1]. Although the use of renewable resources, such as wind and solar, is
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increasing in electricity generation, their intermittent, variable, and uncertain
nature significantly limit their acceptance in the power system.

Over the past decades, Hybrid electric vehicle (HEV) and battery electric ve-
hicle (BEV) are widely manufactured. A few examples of commercially available
BEVs are Tesla Model S, Nissan Leaf, Chevrolet volt, BMW i3, Renault Flu-
ence Z.E, Honda Fit EV, and BYD E6. While EV batteries need to be charged
from a power grid, they also can be potentially used as energy storage devices
in the power system when EVs are not being used [2]. This provides an op-
portunity for better acceptance of intermittent renewable power. In off-peak
hours, excess electricity can be stored in EV batteries through charging. When
the load of the power system is heavy at peak hours, the stored electricity can
be released to the grid through discharging. Obviously, this process relies on a
bi-directional on-board charger which has attracted lots of R&D worldwide [3].
However, frequent charging and discharging may cause damages to the batteries,
thus a battery management system becomes vital in protecting and prolonging
the durability of EV batteries.

A standard Li-Ion cell can be in the shape of cylindrical, prismatic, or pouch.
The operating voltage is usually between 2.5v and 4.2v, and the energy capacity
ranges from 50mAH to 400AH (currently available in the market). This is far
from enough to power an electric vehicle. A pure battery powered EV usually
needs high voltage (150V-300V) to drive the motor and large capacity to grantee
a satisfactory driving distance. Therefore, a EV battery pack often consists of a
large number of Li-Ion cells connected in series and parallel. For example, Tesla
Model S is a well-known electric car with some distinctive features, such as its
specified 350 miles driving distance from a single charge. Undoubtedly, this is
supported by a large battery pack which consists of 6,831 Panasonic NCR 18650
cells to provide 375 volts electricity and 56kWH capacity. Obviously, small size
Li-Ion cells are easier and safer to be manufactured and used. They also provide
great flexibility in customizing large battery packs. However, the risks in using
large number of small cells in a battery pack are higher than using a single
large cells. Specifically, Li-Ion cell must be operated in a narrow voltage and
temperature window. Any situation beyond this range may either cause damage
to the battery or lead to safety issues such as fire and explosion. Further, the cell
status information cannot be simply obtained through the battery pack terminal
voltage. This will lead to two dangerous situations. During charging process, a
few cells might reach their top voltage limit quicker than others, and further
change will push these cells into an unstable status even though the whole pack
is not fully charged. Similarly, during discharging process, some cells might reach
their low voltage limits quicker than others, and further discharging beyond
this point may cause damage to these cells even though other cells still hold
considerable charge. These potential risks are mainly caused by non-uniformity
of cells interconnected in a battery pack. Although the quality of Li-Ion cells has
been improved over the past decades, the variations in chemical and physical
components inside a cell still cause non-uniformity. Thus over charging and deep
discharging of battery cells can occur if the status of each cell is not monitored.
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Due to the aforementioned reasons, a battery management system (BMS)
becomes a vital part in Li-Ion battery applications. The functions of BMS include
measurements of cell voltage, current, and temperature, protecting cells from
unstable conditions (e.g., over charging, deep discharging, high current flow,
either too high or too low operation temperature), balancing cells to maintain
high performance, and indicating batter state of charge (SOC), usable capacity,
internal resistance, and state of health (SOH). While measurements, protection,
and balancing can be easily achieved through different sensors and actuators,
the estimation of SOC, usable capacity, internal resistance, and SOH strongly
depends on some modelling algorithms embedded in BMSs [4].

In Li-Ion battery applications, such as electric vehicles, the BMS can either
be purchased from the DIY market or designed in-house. Most car manufactures
choose to design their own BMS for better control of the quality and function-
ality. By contrast, lots of third-party BMSs are available in the market, such
as Lithiumate, Orion BMS, and MiniBMS. More options will inevitably lead to
difficulties in choosing the most suitable BMS for a specific application. This
paper will discuss some common criteria in comparing and selecting a BMS for
electric vehicles. When designing a custom BMS, it is recommended to use spe-
cial battery management ICs, such as BQ76PL536A-Q1 from Texas Instruments,
LTC6804-2 from Linear Technology, ATA6870 from Atmel, AD7280A from Ana-
log Devices, and MAX14921 from Maxim integrated. Obviously, there are some
limitations in using application specific ICs, but it requires less designing effort
compared with those based on general purpose ICs.

The rest of the paper is organized as follows: Section 2 provides a compre-
hensive review of BMS and its functionalities. The criteria in selecting market
available BMS and the approach in building a custom BMS will be introduced
in section 3. Integrating EVs with smart grid requires advanced control and op-
timization which will be touched in section 4. Finally, a short summary will be
provided in section 5.

2 Features of BMS

Similar to a feedback control system, a BMS monitors the status of Li-Ion cells,
takes actions when necessary to protect the battery, and optimizes the battery
performance to prolong its service life. A typical set up of BMS in electric vehicle
is illustrated in Fig 1.

2.1 Li-Ion Cell Characteristics

Li-Ion cell represents a class of rechargeable batteries that involve the move-
ment of Lithium ions. During the charging process, Lithium ions move from
anode to cathode, and move back to anode when discharging. The cell capac-
ity is usually determined by the size of electrode which is used to hold lithium
ions. Depending on the cathode material, different li-ion cells can be made, such
as LiCoO2 (LCO - Lithium Cobalt Oxide),LiMn2O4 (LMO - Lithium Man-
ganese), LiFePO4 (LFP - Lithium Iron Phosphate), and LiNiMnCoO2 (NMC
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Fig. 1. System configuration of EV battery management system

- Lithium Nickel Manganese Cobalt Oxide). The standard voltage, energy and
power density, and safe operation window vary with different chemistry. For ex-
ample, LCO has higher energy density, but lower safety level. Thus it is widely
used in portable electronics. EV manufacturers also have their own preference in
choosing Li-Ion cells. For instance, Nissian, Chevrolet, and Renault use LMO,
Tesla choose NCA (Lithium Nickel Cobalt Aluminum Oxide, LiNiCoAlO2), and
BYD prefers LFP, while Honda select NMC [5].

The capacity of Li-Ion cell is measured by Amp-Hour. For instance, an 40AH
CALB Li-Ion cell can be discharged under the current of 40A (1C) for one hour
(or 80A, 2C for half hour, or 20A, 0.5C for two hours). However, by consider-
ing battery internal resistance, the actual discharging time is shorter, especially
at high current rate as more energy is wasted internally in form of heat. The
charging of Li-Ion battery usually follows two stages, constant current and con-
stant voltage. The first stage takes about one hour at 1C charging rate (or two
hours at 0.5C rate) to reach 85% of its rated capacity, and the second saturation
stage takes another 3 hours for the battery to reach its full capacity. However,
practically, it is not recommended to charge Li-Ion batteries full as continuously
suffering from high voltage stress reduces battery life.

2.2 Cell and Battery Pack Monitoring

The main physical parameters to be measured by a BMS are cell voltage, cell
temperature, and battery pack current. Sampling rate can be 1Hz or higher, and
recommended accuracy are 10mV for cell voltage, 0.5-1% for current, and 0.1 ◦C
for temperature [6]. As the measured values are analogue signals, an analogue to
digital converter (ADC) is usually placed before they can be processed digitally.
The resolution for such ADC can be 12bit or higher, and one or more multiplexer
may be needed depending on the number of ADC channels available. The most
popular current sensors are based on hall effect, which can be embedded in a BMS
or mounted on the terminal cable. Both charging and discharging current have
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to be measured, thus either one bidirectional current sensor of two unidirectional
current sensors are required in a BMS.

Open circuit voltage (OCV) is the battery terminal voltage when its internal
equilibrium is reached in the absence of load. It provides a good indication of
battery status. However, OCV cannot be obtained through the aforementioned
voltage measurements during charging and discharging process. Thus some re-
searches have been carried out to estimate the OCV, which are often based on
an equivalent electric circuit model (EECM) of Li-Ion cell [7]

For SOC indication, current technology relies on a combination of cell voltage
and current integration [4]. Although such method lacks accuracy, it is simple
and can be easily embedded in a commercially available BMS. Advanced algo-
rithms have also been proposed over the past few years. A OCV-SOC look-up
table may be used if an accurate estimation of OCV can be obtained [8, 9]. Expe-
rienced people may be able to estimate battery SOC based on prior knowledge.
In this case, a fuzzy logic model can be developed to predict SOC [10]. However,
the embedded knowledge will be strongly related to specific applications. This
limitation also applies to other model based approaches, such as neural network
[11, 12] and Kalman filter [13, 14].

SOH mainly represents the current condition of a battery/cell compared to a
freshly manufactured one. However, as the definition of SOH has not yet been
clearly defined, the SOH value from one BMS may differ from another. Generally,
SOH provides real-time information of battery capacity, age, and the internal
resistance (IR). Battery capacity can be measured during a full charge and dis-
charge cycle while the age and resistance strongly relies on a complex model
[15]. The internal resistance may be meaningless to the user, but it is useful
in IR compensation, OCV and SOC estimation [16]. By contrast, the age is a
very useful indicator of the remaining battery life. It is known to be related to
the capacity, and a battery is considered to be depleted if the actual capacity
is below 80% the the rated value. It is worth mentioning that, in most cases,
an unhealthy battery pack is usually caused by one or two individual cells, and
replacing those cells can prolong the life of whole battery pack.

2.3 Protection and Control

It is clear that Li-Ion battery must be operated within a small window, and
any value (e.g. cell voltage, current, temperature) outside this area may cause
damage to the cells and safety issues (e.g. fire). The high voltage and high current
from EV battery also introduce potential risk to the driver and passenger. Thus
a BMS is a vital component in electric vehicles. The basic protections from BMS
are through disconnecting the charge or load to prevent over charging or deep
discharging, while advanced control algorithm can be implemented at higher
level to regulate energy flow into and out of the battery pack.

The protection to each cell is as important as to the whole battery pack.
This includes the cell charging and discharging voltage, maximum continuous
and peak current, and upper and lower limit of operating temperature. A BMS
should shut down the charger or load for too high or too low of cell voltage.
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To achieve this, one or two contactors may be required if the charger and/or mo-
tor controller cannot be switched through an external signal. Depending on the
weather condition, an air fan or liquid cooling and/or heating may be required
to protect the battery pack. In such case, the BMS should be able to regulate
the heating/cooling through either on/off control or PWM (Pulse-width mod-
ulation). The former can be simply implemented through a contactor or relay
while the latter relies on a solid state switcher.

Advanced control algorithms, such as scheduling charge and discharge from
and to the power grid, switching between standard and fast charging, and reg-
ulating the current flow to suit different driving modes (e.g. Eco, standard, and
sport), may not be achievable through a BMS, and higher level of energy manage-
ment system (EMS) or electric vehicle control system (EVCS) can be adopted.
Section 4 will introduce the integration of electric vehicles with smart grid to
maximize the acceptance of renewable energy resources.

2.4 Performance Optimization

The aim of optimization from a BMS is to prolong the battery life and maximize
energy capacity. These two factors are coupled as reduced capacity indicates
shorter battery life. A trade-off needs to be considered when pursuing optimal
values for both factors. In practice, Li-Ion battery has limited charge/discharge
cycles, which are mainly counted during a full charge and discharge cycle. If
the battery is used between 40% - 80% of its rated capacity, its service life
will be significantly extended. Most BMSs have the flexibility in configuring
battery operation, such as thresholds for charge and discharge voltage, limits on
charger and load current, and balancing. The user’s behaviour also affects the
performance of Li-ion battery. In order to maintain healthy battery conditions,
some advices are given below for using Li-Ion batteries in electric vehicles.

1) Leave plenty of space between cells and build an air way to prevent temper-
ature accumulation.

2) Do not charge the battery over 85% of its rated capacity (or set the upper
threshold 0.1-0.2v lower than the standard level).

3) Do not discharge the battery lower than 25% of its rated capacity (refer to
data sheet for optimal lower threshold).

4) Limit the charge current to 0.5C - 0.7C. The so-called “fast charge” by car
manufacturers should be avoided.

5) Avoid long-time acceleration while driving an EV, as high discharge current
will cause increased temperature.

6) Leave 40% charge in the battery if the EV is not being used for a long period.
7) Park an EV in a cool and dry place when possible. Expose it to the sun for

long period will introduce high stress on the Li-Ion battery.

Besides the above general advices, cell consistency also affects battery per-
formance. Ideally, all the cells connected in parallel and in series have the same
specifications. Their SOC changes at the same rate during charging and discharg-
ing process. However, non-uniformity may occur after the battery has being used
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for a period. This is not an issue for traditional lead-acid battery. But for Li-Ion
battery, the performance can be significantly affected. For example, as shown in
Figure 2a, the variation is small as would be expected in most cases. The bat-
tery can be charged and discharged normally without additional care. However,
in an extreme case as shown in 2b, the variation is large enough so that the
battery can not be charged and discharged, leading to a useless battery until
being re-balanced. The reason is that the third cell is already at its upper 85%
SOC limit so additional charged is not recommended to prolong the battery
life. Similarly, the 7th cell is at the lower discharge limit, and BMS is set to
avoid discharge lower than this level. In order to restore the battery to a usable
condition, balancing is required, which is a necessary functionality by default in
BMS.

(a) Acceptable (b) Not acceptable

Fig. 2. Cell non-uniformity in a 8 cells battery module

Basically, balancing it to bring each cell in a battery pack to the same SOC
level. This can be achieved by ether removing extra charge from the most charged
cells or adding charge to the less charged cells. Depending on the complexity of
balancing circuit and algorithm, it can be simply based on cell terminal voltage,
or the history of SOC from each cell [15]. Moreover, active balancing is known
to be complicated but more efficient than passive balancing. The former moves
energy from the most charged cell to less charged ones, while the latter removes
extra charge as heat [17].

2.5 Communication

Conventional BMSs are usually built as a standalone device which does not need
external communications. Both the sensors (e.g. voltage, current, temperature)
and actuators (e.g. contactor, relay) are directly connected to the BMS. Ad-
ditional analog and digital IOs are available to connect with charger and/or
load when necessary. In the case of two of more BMSs are needed in an EV,
interconnection between each BMS should be available. Due to the fast devel-
oped information technologies, new functionalities are continuously added to the
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BMS. For example, lots of BMS has the ability to communicate with other sys-
tems in an EV through CAN (Control Area Network) bus as this is a standard
protocol in automotive industry. Popular communication methods, such as USB,
RS232, Ethernet, WIFI, and WiMax may also be available for the purpose of
upgrading firmware, recording data, and advanced control. Bus communication
significantly reduced the number of wires needed in a BMS, and increased the
flexibility in system configuration.

3 Selecting and Designing BMS

As the BMS is an essential and important part of an electric vehicle, popular car
manufacturers prefer to design their own BMS. In the DIY and services market,
a lots of third party BMSs are available to choose. Researchers may buy or design
a BMS based on their objectives.

3.1 Commercially Available BMSs

There is no standard of what functionalities a BMS should have. This causes
difficulty in choosing the right BMS for a specific application. Simple BMS may
only be able to monitor the voltage and temperature of Li-Ion cells, while so-
phisticated BMS can protect the battery and optimize its performance. Some are
designed for specific applications, while others are designed for general purpose.

The topology of BMS can be divided into three categories, centralized, mod-
ularized, and distributed monitoring. A centralized BMS has direct connections
with each cell, thus a lot of cables are required for large battery packs. Cen-
tralized BMSs are usually cheaper due to compact design. Some manufacturers
also claim it is easier to install than distributed BMS. Modular BMS usually
has a slave module for data acquisition and a master module for data processing
and control. Each slave module can monitor 6− 60 cells, and information is ex-
changed through CAN bus. In distributed BMS, a monitoring board is attached
to each cell, and single or two cable bus communication is adopted to connect
all cell boards with the main controller. Table 1 shows some popular BMSs with
different topologies.

When selecting a BMS for battery applications, simple design might be pre-
ferred as it is more reliable. However, for electric vehicles, better protection
and advanced optimization usually require complicated design. Specifically, the
following criteria can be considered when selecting a BMS for EV applications.

– Accuracy. Recommended accuracy for voltage, current, temperature, and
SOC are ±10mV , 0.5− 1%, ±0.1 ◦C, and 3− 5%.

– Range. Recommendations are 1 − 5V for single cell voltage monitoring,
1 − 500A for measuring battery pack current, and −40 ◦C to +85 ◦C for
temperature monitoring.

– Number of cells. EV application may require more than 100 series con-
nection. This is usually an issue when considering a centralized BMS.
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Table 1. Popular BMS in the market

Model Company Country Topology No. Cells Comm

BMS21 REAP System UK Centralized 4− 21 CAN
BMS 9R REC Slovenia Modularized 4− 225 CAN
BS313 Guantuo Power China Modularized > 1024 CAN
CM series EV-Power Australia Distributed 1-Any
EK-FT-12 Ligco China Distributed 2− 400 CAN
EMUS BMS Elektromotus Lithuania Distributed 2− 255 CAN
Lithiumate Elithion USA Distributed 2− 255 CAN
Orion BMS Ewert Energy USA Centralized 1− 180 CAN
YN.EV-03 Huizhou Power China Modularized > 1024 CAN

– Balancing. Active balancing is preferable but complicated. Most BMSs in
the market use passive balancing. The balancing current is also important
as it determines the time needed for such process.

– Communication. CAN bus is recommended, while other techniques, such
as USB, ethernet, RS232/485 add more flexibilities.

– Power consumption. BMSs are usually powered by the battery pack, thus
lower standby and operation current are desirable.

– Data logging. Some BMS, such as BS313 from Guantuo power electronics,
can record the data to a SD card for further processing and analysis.

– Battery compatibility. Some BMS are designed for specific type of Li-Ion
batteries while others support wide range of choices.

– Robust and flexible. Solid case protection, high voltage isolation, cooling
and heating, and circuit breaker can guarantee all weather protection; and
GPIOs (general purpose Inputs and Outputs) can provide better flexibilities
in system configuration.

– Upgradable firmware. Improvements may be released in new version of
embedded software, such as more accurate SOC estimation. It should be
easy to upgrade to the latest version of firmware. Some BMS can be au-
tomatically upgraded through an internet connection while others need to
manually download file and upload to BMS through a data cable (USB or
RS232).

3.2 BMS Setup

In this paper, Lithiumate Pro battery management system from Elithion is used
for research purpose. As a distributed BMS, Lithiumate provides small PCB
boards to be attached to each cell and a main controller. The cell boards are
interconnected through a single wire, and the connection between terminal cell
boards (positive and negative side) and main controller relies on two wires. The
system configuration is illustrated in Fig. 3.

In this system, the battery consists of five WINA LiFePO4 10Ah cells con-
nected in series. A XANTREX XFK-300-9 programmable power supply is used
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Fig. 3. Block diagram of BMS setup in this study (Red line carries power to and from
the battery, and blue line carries control signal)

to charge the battery. The charging voltage and current are set through a cus-
tomized DAQ box connected to a PC. The charger is also switched by the BMS
to prevent over charge. The discharge is through a large variable resister, and the
process is monitored and protected through a current sensor and latch contactor
connected to BMS. After a few charging and discharging cycles, this system has
successfully identified imbalance where the fourth cell has much lower SOC level
than others.

3.3 Designing Custom BMS

In some cases, the market available BMS does not meet the requirement for a
specific application. For example, more accurate voltage monitoring and SOC
estimation are pursuit. A customized BMS can be designed either based on
general purpose ICs (integrated circuits) or application specific ICs. The former
requires more development effort but easy to customize while the latter relies on
a specific battery management ICs which may limits the design.

Due to the increased Li-Ion battery applications, many IC manufactures de-
veloped battery management solutions to ease the design effort. For example,
LTC6802, LTC6803, and LTC6804 from Linear Technology, AD7280A from Ana-
log Devices, ATA6870 from Atmel, Max 14921 from Maxim integrated, and
bq76PL536 from Texas Instruments. The ICs (EL01 and EL01 ) used in Lithi-
umate are also available for building custom BMS. These battery managements
ICs only provide measurement of cell voltage and temperature, and connections
for cell balancing. A micro-controller is still needed to process data and generate
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control signals. Others peripherals in designing a custom BMS may include CAN
bus communication, data logging, relay switch, current sensing, etc..

4 Smart Grid Integration

In future power system, a large portion of electricity will be generated from
renewable sources like wind and solar. However, the biggest challenge is their in-
termittent, variable and uncertain nature which limit their acceptance to power
grid. Fortunately, research has shown that electric vehicles can be used as dis-
tributed energy storage to cache intermittent electricity. This can be achieved
through smart charging and Vehicle-to-grid (V2G) or vehicle-to-building (V2B)
technologies [18].

By developing a smart charging strategy, EV charging can be shifted to off-
peak period to flat the load curve and significantly reducing generation and
network investment needs. Renewable energy that cannot be accepted by the
power grid can be stored in EV batteries. Further, with the V2G and V2B, the
stored energy can be released to the power grid, and provides regulation services
such as frequency and voltage control, spinning reserves and peak-shaving capac-
ity, thus reducing both the operational costs for existing plants and investment
in building new power stations.

In reality, the above strategy may be difficult to implement as frequent charg-
ing and discharging cycles will reduce the battery life. Besides some compensa-
tion scheme that may help to build such structure, a more robust and reliable
BMS is vital to keep the battery cells in satisfactory health condition. When
necessary, an energy management system (EMS) may be required align with a
BMS [19]. EMS takes the control of energy flow at higher level by utilising infor-
mation from other EVs, power system, and user behaviours. Advanced machine
learning, optimal control and telecommunication can be build in an EMS to ease
the load of BMS.

5 Summary

Electric vehicles are becoming popular either as transportation or distributed en-
ergy storage. One of the most important part of EV is the battery management
system (BMS) which is used to protect battery cells, optimise their performance,
and prolong the battery life. This paper first explained the importance of BMS
in a Li-Ion battery applications. The features include cell voltage, temperature
and current monitoring and protection, SOC, OCV, and SOH estimation, and
balancing. CAN bus is the most popular communication method used in auto-
motive industry, thus it is also becoming a standard in BMS design.

Depending on available resources and budget, a BMS can either be purchased
from the market or designed in-house for better control of the features and
functionalities. Some criteria in selecting a commercial BMS are introduced.
For example, the accuracy and range of measurements, number of cells it can
manage, the balancing technology, power consumption, communication, data
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logging, etc.. As one of popular choices, Lithiumate Pro BMS from Elithion
electronics was used in this paper to illustrate the system setup and Li-Ion cell
monitoring. Although this is a small battery charging and discharging system
consisting of five Li-Ion cells, it can be easily scaled up to hundreds of cells with
larger capacity and higher current. Designing a custom BMS can be based on
general ICs or application specific ICs. The former requires more effort in design
while the latter has some limitations in BMS features.

Finally, Electric Vehicle can be used as distributed storage in smart grid.
This is achieved through smart charging and vehicle-to-grid (V2G) or vehicle-
to-building (V2B) technologies. Both techniques strongly rely on a robust and
effective Battery management system in protecting Li-Ion cells and maintaining
their healthy conditions.
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[3] Tomić, J., Kempton, W.: Using fleets of electric-drive vehicles for grid support.
Journal of Power Sources 168(2), 459–468 (2007)

[4] Ng, K.S., Moo, C.-S., Chen, Y.-P., Hsieh, Y.-C.: Enhanced coulomb counting
method for estimating state-of-charge and state-of-health of lithium-ion batteries.
Applied Energy 86(9), 1506–1511 (2009)

[5] Lu, L., Han, X., Li, J., Hua, J., Ouyang, M.: A review on the key issues for lithium-
ion battery management in electric vehicles. Journal of Power Sources 226, 272–288
(2013)

[6] Rahimi-Eichi, H., Ojha, U., Baronti, F., Chow, M.: Battery management system:
An overview of its application in the smart grid and electric vehicles. IEEE In-
dustrial Electronics Magazine 7(2), 4–16 (2013)

[7] Chiang, Y.-H., Sean, W.-Y., Ke, J.-C.: Online estimation of internal resistance
and open-circuit voltage of lithium-ion batteries in electric vehicles. Journal of
Power Sources 196(8), 3921–3932 (2011)

[8] Plett, G.L.: Extended kalman filtering for battery management systems of lipb-
based hev battery packs: Part 2. modeling and identification. Journal of Power
Sources 134(2), 262–276 (2004)

[9] Lee, S., Kim, J., Lee, J., Cho, B.: State-of-charge and capacity estimation
of lithium-ion battery using a new open-circuit voltage versus state-of-charge.
Journal of Power Sources 185(2), 1367–1373 (2008)



44 J. Deng et al.

[10] Salkind, A.J., Fennie, C., Singh, P., Atwater, T., Reisner, D.E.: Determination of
state-of-charge and state-of-health of batteries by fuzzy logic methodology. Journal
of Power Sources 80(1), 293–300 (1999)

[11] Cai, C.H., Du, D., Liu, Z.Y.: Battery state-of-charge (soc) estimation using
adaptive neuro-fuzzy inference system (anfis). In: The 12th IEEE International
Conference on Fuzzy Systems, FUZZ 2003, vol. 2, pp. 1068–1073. IEEE (2003)

[12] Charkhgard, M., Farrokhi, M.: State-of-charge estimation for lithium-ion batteries
using neural networks and ekf. IEEE Transactions on Industrial Electronics 57(12),
4178–4187 (2010)

[13] Plett, G.L.: Extended kalman filtering for battery management systems of lipb-
based hev battery packs: Part 3. state and parameter estimation. Journal of Power
Sources 134(2), 277–292 (2004)

[14] He, H., Xiong, R., Zhang, X., Sun, F., Fan, J.: State-of- charge estimation of the
lithium-ion battery using an adaptive extended kalman filter based on an improved
thevenin model. IEEE Transactions on Vehicular Technology 60(4), 1461–1469
(2011)

[15] Andrea, D.: Battery Management Systems for Large Lithium Ion Battery Packs.
Artech House (2010)

[16] Saint-Pierre, R.: A dynamic voltage-compensation technique for reducing charge
time in lithium-ion batteries. In: The Fifteenth Annual Battery Conference on
Applications and Advances, pp. 179–184. IEEE (2000)

[17] Moore, S.W., Schneider, P.J.: A review of cell equalization methods for lithium
ion and lithium polymer battery systems, pp. 01–0959. SAE Publication (2001)

[18] Kempton, W., Letendre, S.E.: Electric vehicles as a new power source for elec-
tric utilities. Transportation Research Part D: Transport and Environment 2(3),
157–175 (1997)

[19] Tie, S.F., Tan, C.W.: A review of energy sources and energy management system
in electric vehicles. Renewable and Sustainable Energy Reviews 20, 82–102 (2013)



 

K. Li et al. (Eds.): LSMS/ICSEE 2014, Part III, CCIS 463, pp. 45–54, 2014. 
© Springer-Verlag Berlin Heidelberg 2014 

Optimization and Simulation of Dynamic Stability  
for Liquid Cargo Ships 

Yi-Huai Hu1, Juan-Juan Tang1, Yan-Yan Li1, and She-Wen Liu2 

1 Shanghai Maritime University, 1550 Haigang Avenue, Pudong New Area, Shanghai,  
P.R. China 

2 China Offshore Technology Center, ABS Greater China Division,5th Floor, Silver Tower,  
85 Taoyuan RD, Shanghai, P.R. China 

yhhu@shmtu.edu.cn 

Abstract. Because of the particularity of liquid cargo transported by liquid cargo 
ships, traditional ship stability calculation method is not satisfied enough, 
especially in the respects of matching degree and calculation precision. In order 
to solve these problems, this paper proposes an optimal method for stability 
calculation of sea-going liquid cargo ship. Corrections of trimming and free 
surface are considered, besides, new data preprocessing is adopted. The 
simulation is demonstrated that this method could satisfy the stability calculation 
requirements of these liquid cargo ships with good expandability.  

Keywords: Ship stability calculation, modeling and simulation, liquid cargo 
carrier, ship loading system, ship trim. 

1 Introduction 

Appropriate stability, floating condition and strength should be ensured in the process 
of loading, transporting and unloading of ships. All ship conditions should be checked 
by reference of loading manual, both in the process of ship stowage and determining 
the sequence of loading and unloading in order to determine whether stowage plan and 
cargo handling sequence meet the requirements of vessel particulars. Otherwise, the 
original plan should be revised[1-3]. 

The precision of stability calculation has a decisive effect on the stowage system 
reliability of liquid cargo ships. Compared with dry cargo vessels, liquid cargo ship 
stowage has the following characteristics: 

(a) Stability of the ship is more related to its free surface. 
(b) Loading calculation depends more on information directly transmitted 

from the sensor in ship’s hold. 
(c) The stability criterion has higher precision requirements. 

By now, the respects mentioned above have not been taken into account in the ship 
stability calculation. Besides, traditional stowage system requires heavy work and its 
real-time calculation is not always satisfied. 

This paper proposes an optimal method based on the stability requirements of liquid 
cargo ships. With formula optimization, which improves the arrangements of sensors 
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and the way of data processing, the precision and matching of traditional stowage 
system are improved. Thus, the simulation of real-time stowage process could be more 
realistic and could be used for practice training for senior seafarer crews. 

2 Ship Stability 

2.1 Basic Stability Calculation  

The ability of a ship to return to its equilibrium position after it is displaced there from 
because of the external forces and external torques MH is called ship stability. Ship 
heels under the action of static stability, which supposes the angular velocity is zero. 
When heeling moment is equal to righting moment, ship will reach an equilibrium state 
and ship stability could be measured by MR. On the contrary, if ship is heeled by 
external forces, only when the work done by external moment is equal to that done by 
righting moment, can the ship heeling be stopped. Then the ability of a ship to resist 
external forces is measured by the work done by stability moment, instead of static 
moment. 

GZM R ⋅Δ=                             (1) 

Where: 
Δ——current displacement volume; 
GZ——vertical distance from gravity center to action line of buoyancy, in other 

words, righting arm, which could be classified as static stability lever and dynamic 
stability lever. 

Under certain loading conditions, righting arm changes with heeling angle and this 
relation could be described as static stability curve. While, the dynamic stability lever is 
numerically equal to the area enclosed by curve of static stability lever .Thus it could be 
seen that GZ curve can be used in checking process no matter it is static stability or 
dynamic stability (see Fig.5). 

Observation data is what we usually get from data acquisition. In order to simplify 
numerical calculation and procedures, cubic spline method is applied to fit GZ curve. 

No matter it is static stability or dynamic stability, stability is always classified as 
initial stability or stability at large angle according to ship heeling angle. If ship heeling 
angle is less than 15°, initial metacentric height is a fundamental symbol of ship 
stability. 

KGKMGM −=                         (2) 
Where: 
KM——height between transverse metacenter and baseline and it could be found in 

hydrostatic data; 
KG——height between gravity center and baseline and it could be described by the 

following equation, 

Δ⋅= /ii ZPKG                        (3) 
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When stability is calculated at large angle, static stability lever should be taken into 
account. 

KHKNGZ −=                        (4) 
Where: 
KH——lever of weight stability, which is determined by the height of ship gravity 

center and ship heeling angle. 
KN——lever of form stability, which can be looked up in the stability cross curve   

according to ship displacement and heeling angle. 

2.2 Criteria of Stability and Floating Condition 

IMO and ship classification societies of different countries all specify minimum 
requirements for ship stability. Requirements for stability criteria of seagoing vessel 
traveling on international routes are shown as following[5]: 

(1) The initial metacentric height GM shall not be less than 0.15 m; 
(2)  The area under the curve of static stability lever should not be less than 0.055 

m·rad up to 30° angle of heel and not less than 0.090 m·rad up to 40° or the angle of 
flooding Φf if this angle is less than 40°; 

(3) The static stability lever should be at least 0.2 m at an angle of heel equal to 30°; 
(4) The maximum static stability lever should occur at an angle of heel preferably 

exceeding 30° ; 
(5) For ships whose length are more than 24m, weather criteria K is equal to Mq/Mf 

and should not be less than 1. 
Requirements for floating condition are as following: 
(1) Minimum after draft: dF ≥ 0.012L + 2 (m)  
(2) Mean draft: dM ≥ 0.02L + 2 (m) 
(3) When ship is fully loaded(80%~100%), trimming by the stern is preferably 

between 0.3 and 0.6m; when ship is half loaded, trimming by the stern is preferably 
between0.6~0.8m; when ship is under-load, trimming by the stern is preferably between 
0.9~1.9m. If floating condition does not meet a criterion, trimming should be 
corrected[8]. 

3 Optimization of Stability Calculation  

3.1 Correction of Stability Parameters of Liquid Cargo Ships 

Stability calculation of traditional stowage systems is mostly based on the assumption 
that flotation center remains steady when the ship heels or trims. However, when a ship 
heels or trims to a large angle, there are always errors in the stability calculation. In 
addition, when ship trims to a large angle, the shape of the underwater part will be 
different from that when ship is floating on even keel, which leads to changes in initial 
stability and stability at large angle. 

Due to the requirements of IMO, all ship information contains values of stability 
parameters under different trimming conditions, but they are scattered in loading 
manual. The integrated information are shown in table.1. 
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Table 1. Hydrostatic data (different trimming conditions) 

Trim=0m 

dM △ KB LCB KMT MTC 

11.1 96674 0.991 1.091 19.643 1543.5 

11.2 97658 0.923 1.023 19.584 1553.4 

11.3 98643 0.857 0.957 19.526 1563.3 

11.4 99627 0.791 0.891 19.469 1573.2 

… … … … … … 

Trim=-1m 

dM △ KB LCB KMT MTC 

11.1 96658 0.994 1.094 18.863 1523.8 

11.2 97635 0.926 1.026 18.804 1535.6 

11.3 98632 0.860 0.960 18.748 1543.2 

11.4 99584 0.793 0.893 18.675 1556.4 

… … … … … … 

 
The reduction of initial metacentric height (δGM) caused by the effect of free surface 

could be described by the following equation. 

 Δ⋅= /xiGM ρδ                          (5) 

Where, 
ρ——liquid density; 
ix——the moment of inertia of liquid level ,which is defined as ix = l·b2 / 12,where 

b is width of cabin, l is length of compartment and the unit of length is meter. 
After correction of free surface, righting arm can be described as: 

 Δ−=−= /θθδ iMGZGZGZGZ                (6) 

Generally, stability calculation are based on the assumption that free surface are 
independent when ship inclines. However, restrained free surface, which means the 
upper liquid level in the ship’s hold could reach the top of hold ,in other words, it will 
not cover the whole top of hold. This situation is common in the transportation process 
of liquid cargo ships. In order to precisely estimate the effect of free surface on 
stability, the correction under the condition of fully loaded rectangular liquid is studied 
and the reduction of initial metacentric height (δGM) caused by the effect of free 
surface is defined as: 

)sin/( θδ ⋅Δ= HMGM                      (7) 
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Computational formula of MH could be found in the reference[7], and the constraint 
conditions could be obtained from sensors inside a hold. Sensors are generally 
classified as pressure type and radar type, and the layout of pressure sensors is shown in 
Fig.1. Pressure sensors are used to measure the pressure of inactive gas. For a liquid 
cargo ship, in order to precisely measure liquid level and neutral height, there should be 
a set of sensors on both the left and right sides of central cabin section.  

3.2 Data Preprocessing  

The utilization of stowage system is based on plenty of ship information, including 
main characteristics of vessel, cabin arrangement plan, capacity tables, loading lists, 
hydrostatic data, stability cross-curve, the weight distribution of the whole ship, 
buoyancy distribution plan, table of extreme height of gravity center, Bonjean's curves 
and so on. The data above-mentioned is preferably presented in electronic data, and 
data processing is simplified. In this way errors caused by pattern digitization could be 
avoided[8]. 

 

Fig. 1. Pressure sensor layout 

These data are usually in different forms. In order to make data more convenient and 
intuitive, this paper adopts a storage method combining structured table and discrete 
points fitting. One method is database technology of ADO(Active Data Object),which 
takes access as a database engine and saves ship information in the form of data sheet. 
These data in database are relatively independent enhancing the universal property of 
the system, enabling information management and easy access. For example, the 
hydrostatic data is saved in database in the form of data sheet, taking ship displacement 
or draft as abscissas and taking gravity center coordinate or buoyant center coordinate 
or other stability parameters as longitudinal coordinates. Another method is to utilize a 
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cubic spline fitting method to convert the curve into mathematical 
polymerization[9].For instance, capacity tables could not only reflect load capacity of 
all holds, but also contribute to effective data reading.  

4 Simulation Example 

In order to verify the optimization effect of the modified stability calculation method of 
liquid cargo ships, Visual Basic was used as programming language, and an LNG 
carrier “DaPengHao” was taken as an example to simulate the process of loading. The 
length of the ship is 291.5 m and the width is 43.35m. The ship’s summer laden draft 
is 13.330m and the load displacement is 135000t. 

4.1 Constitute of Simulation System 

Righting moment MR is an important symbol of restoration ability[4]. Stability 
calculation includes calculation and check of floating condition, initial stability, 
stability at large angle, static stability, dynamic stability, as well as check of weather 
criterion. 

 

Fig. 2. Flowchart of stability calculation of liquid cargo ships 

The basic flowchart of ship stability calculation is shown in Fig.2. Stability 
calculation could be started after hull form parameters, interior arrangements, etc. are 
set down. First, input the height of liquid level in all holds, liquid density and other 
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parameters, also calculate the displacement according to capacity tables. Second, look 
up necessary parameters in hydrostatic data (even keel) and then calculate ship floating 
conditions (including draft difference, fore draft, after draft and so on) and judge the 
percentage of current displacement to total capacity. Third, check whether trimming 
condition meets the requirement of floating conditions .If it does, then judge the 
situation of free surfaces in liquid cargo holds one by one and then calculate, correct, 
check other stability parameters. Otherwise, select another value from hydrostatic data 
again according to trimming condition as shown in Fig. 2. 

4.2 Design of Interface 

As shown in Fig.3, the stowage system of liquid cargo ships consists of 8 system 
modules, two of which, digital sensor and database, are connected with computer. In 
order to realize dynamic simulation, digital sensors are replaced by sensor simulation 
module and the value of liquid level is read at intervals. 

 

Fig. 3. Constitute of stowage simulation system 

As shown in Fig. 4, the main interface of the system includes 7 parts: menu bar, 
calculation button box, display frame for parameters of floating condition, sensor 
frame, margin display frame, flow diagram window and stowage data input box. 

The change of loading condition is represented by system-defined identifier for 
change. If there is a change in loading condition, the identifier will become true. 
However, modifying data under loading condition, pressing the READ button in Sensor 
Frame, adjusting parameters of software settings could all make identifier true. With 
the sensors in liquid hold, users could update stowage data either by manual operation 
or automatic operation, visual warning message could be sent, and check report could 
be generated in a preset form. 

4.3 Process of Trim Modification  

After loading condition judgment, situation of trim by the stern should be checked and 
adjustment calculation should be carried out. Besides, a calculation example is used to 
explain the process of adjustment calculation of this system. 

Assuming that a ship is in port under a certain loading condition and, with the height 
got from sounding sensors, the calculated displacement is 98211.38t. First, interpolate 
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the hydrostatic data (even keel) and get the value of MTC (Moment to change trim) and 
LCB (Longitudinal center of buoyancy), which is 1558.9 m and 0.9858 m respectively. 
In addition, the value of LCG, which is 0.512 m, could be calculated according to the 
loading condition. Second, use the formula to calculate the draft difference and the 
value is -0.2986m. Thus, it could be determined that the ship is trimming by the stern. 
Third, back to the hydrostatic data, interpolate data in table (trim of -1m) to get 
necessary hydrostatic parameters. Finally, interpolate data in tables again (trim of 0m 
and trim of -1m) according to the previously calculated draft difference and recall the 
results to finish the following calculation. All the calculated parameters of floating 
condition will display in the window. When the criteria of afloat condition does not 
meet the requirements, there will be a visual warning, and the numbers are red. 

 

 

Fig. 4. The main interface of the simulation software 

4.4 Precision of Calculated Results 

After stability calculation, static stability curve is drawn out under the current loading 
condition as shown in Fig.5. 

Performance parameter deviations between simulated results and data in ship 
loading manual are shown in Table 2. For the same loading condition, simulated results  
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are almost in accord with the values given by loading manual, and the relative error is 
less than 5%. Besides, the strength curve and stability curve are both within the rage of 
vessel particulars. 

 

Fig. 5. Static stability curve given by software 

Table 2. Contrast of performance parameters 

particulars Result given by software Value in loading manual relative deviation 

Trim(m) -0.289 -0.281 2.77% 
Disp.(t) 98211.38 98240.2 0.03% 

VCG(m) 15.587 15.879 1.87% 
KM(m) 19.552 19.557 0.03% 

Min.GZ(m) 2.731 2.791 2.15% 

5 Conclusion 

This paper proposes an optimization method for stability calculation of sea-going liquid 
cargo ships and applies it to the simulation of a liquid cargo ship. Compared to 
traditional stowage systems, the most significant characteristic it has is its higher 
precision. On one hand, it modifies the formulas of stability parameters to improve the 
matching degree between formulas and trimming, free surfaces and external sensors. 
On the other hand, it starts with the storage mode of original information to reduce 
iterated error. As now, there is compulsory requirements to take into account the effect 
generated from ship’s trimming when making stability calculation, therefore, the 
reference value of this software to existing stowage systems is magnificent. Moreover, 
the favorable human-machine interaction, high-speed calculation, high accuracy and 
good expandability of this simulation software make it a good choice for simulation 
and teaching of stowage system for liquid cargo ships. 
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Abstract. Magneto thermal free convection of air in a square enclosure under a 
non-uniform magnetic field provided by a permanent magnet is numerically 
studied. The results show that the natural convection of air in the square 
enclosure under magnetic field is quite different from that under the gravity 
field. The local value of Nusselt number under the magnetic field can reach to a 
much higher value than the maximum local value under the gravity field. 
Relatively uniform distribution of Nusselt number can be obtained along the 
cold wall of the enclosure under the magnetic field. A permanent magnet with 
high magnetic energy product with Br reaches to 3.5 Tesla can plays a 
comparative role on the average Nusselt number compared with that under the 
gravity environment.  

Keywords: magneto thermal convection, permanent magnet, magnetic field. 

1 Introduction 

The heat transfer and flow characteristics of natural convection in enclosures has 
attracted much research over the years due to their many practical engineering 
applications, such as in building insulation, growing crystals, solar energy collection, 
cooling of electrical industries, and flows in rooms due to thermal energy sources. 
Natural convection flows in a vertical cavity with two vertical walls at different 
temperatures and with adiabatic horizontal surfaces are the most considered 
configuration in the studies of natural convection because of their relative simplicity 
and practical importance [1-3].  

Fast development of super-conducting materials at high temperature has enabled us 
to utilize commercial super-conducting magnets that produce the magnetic flux 
density up to 10 Tesla or more. By using such strong magnets, various new findings 
have reported for the last decades [4-8]. Wakayama [5-8] has been active in finding 
new and notable effects of a strong magnetic field in fluid convection. In the fields  
of fluid mechanics and heat transfer, the application of such high magnetic field on 
the control of natural convection heat transfer has been received considerable 
attention [9-16]. The control of natural convection heat transfer is based on the 
principle that the magnetizing force acts at a molecular level depending on the values 
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of magnetic susceptibility of fluid. Therefore, the utilization of the magnetizing force 
is equivalent to the local gravity control within the region that the high gradient 
magnetic field exists.  

Most of the previous studies about the magneto thermal natural convection in a 
vertical cavity focus on the effect of magnetic field supplied by super-conducting 
magnet together with gravity field on natural convection [9-14]. There has been little 
study on the magneto thermal natural convection under magnetic field alone and 
seldom magnetic field is supplied by permanent magnet [15-16]. Song [16] recently 
studied the natural convection of air in a two-dimensional square enclosure under a 
non-uniform permanent magnetic field and two kinds of the expressions for the 
magnetizing force are considered. As the magnetic field supplied by permanent 
magnet is non-uniform and the gravity field is uniform, the natural convection 
characteristics under such two fields must be quite different. Recently, along with the 
developing of the technology and improvement of manufacturing process, the residual 
magnetic flux density of a permanent magnet increases quickly. The maximum value 
of the residual magnetic flux density of a Neodymium-Iron-Boron magnet can reaches 
to 1.5 Tesla or more. It is believed that the residual magnetic flux density of a 
permanent magnet will reach a larger value relying on the fast development of 
technology. The permanent magnet with large residual magnetic flux density can 
supply a non-uniform magnetic field and can drive the gas free convection easily 
under a gradient temperature field. Thus, the permanent magnet which has high 
magnetic energy product can be widely applied in future for control of natural 
convection without any power supply from outside like a super-conducting magnet.  

The present study focuses on the heat transfer and flowing characteristic of the 
magneto thermal convection of air in a square enclosure driven by a permanent 
magnet field alone. Comparison is also carried out for the convection driven by 
magnetic field and gravity field respectively.  

  

Fig. 1. Physical models. (a) under magnetic field;  
(b) under gravity field. 

Fig. 2. Magnetic field lines in the 
enclosure 

2 Physical Model 

The physical model, two-dimensional square enclosure, considered in this paper is 
shown in Fig. 1. A cubic permanent magnet Neodymium-Iron-Boron (Nd-Fe-B) 



 Numerical Study of Magneto Thermal Free Convection of Air 57 

magnet which has a high magnetic energy product and could drive the gas free 
convection easily under a gradient temperature field is put on the bottom of the square 
enclosure with the poles of the magnet parallel to the Z-direction. The length of both 
the magnet and square enclosure is 0.05 m. The square enclosure is placed on top of 
the cubic magnet in the middle of the y-side and parallel to the X-Z plane. There is a 
gap of 1 mm between the magnet and the square enclosure. Figs. 1 shows the physical 
model in which the left wall is heated and right wall is cooled isothermally and the 
other two walls are thermally insulated. Fig. 1(a) shows the geometry and direction of 
magnetizing force of the physical model under magnetic field, Fig. 1(b) shows the 
model under gravity field. The magnetic field of the permanent magnet is calculated 
using the numerical method as described in [16]. The computed magnetic field lines 
supplied by the cubic permanent magnet in the enclosure are shown in Fig. 2. 

3 Mathematical Equations 

In a single phase with isothermal state, both the magnetizing force and gravitational 
force are the conservative force and hence convection does not occur by themselves 
no matter how strong they are. In order to arouse the convection, both the magnetic 
field gradient and the temperature gradient are necessary. In a normal expression, the 
magnetizing force is written by the equation as follows [17]: 

2 2
1

1

2 2
m

m
m

μ χ ρ ρ χ
μ

= ∇ ≅ ∇f H B                        (1) 

The momentum equation including the magnetizing force alone is as follows: 

( ) 2 21

2 m

p
t

ρ μ ρ χ
μ

∂ + ⋅∇ = −∇ + ∇ + ∇ ∂ 

u
u u u B                  (2) 

And the momentum equation including the gravity buoyancy force alone is: 

( ) 2p g
t

ρ μ ρ∂ + ⋅∇ = −∇ + ∇ − ∂ 

u
u u u                     (3) 

We assume that the air is an incompressible Newtonian fluid and the Boussinesq 
approximation is employed. When we consider the isothermal state, the fluid density 
ρ and susceptibility χ would be constant, and convection does not arise even in both 
the gravity and magnetic fields. Parameters under this state are ρ0, p0, χ0 at reference 
temperature T0. Hence we get 

2
0 0 0

1
0

2 m

p ρ χ
μ

= −∇ + ∇B .                           (4) 

0 00 p gρ= −∇ − .                                    (5) 

When there is a temperature difference, the magnetic susceptibility and density 
also change with temperature. Subtracting Eq. (4) and (5) from Eq. (2) and (3) gives 

( ) ( ) 2 20 0
0 2 m

p p
t

ρχ ρ χρ μ
μ

−∂ + ⋅∇ = −∇ − + ∇ + ∇ ∂ 

u
u u u B

         
(6) 
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( ) ( ) ( )2
0 0p p g
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u
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The difference of ρχ and ρ can be expressed by a Taylor expansion (keeping two 
terms only) around a reference state T0 as follows: 

( )0 0 0( ) T T
T

ρρ ρ ∂− = − +
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                           (8) 

0 0 0( ) ( ) ( )T T
T

ρχρχ ρχ ∂− = − +
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                        (9) 

For ideal gas, p=ρRgT, the thermal volume coefficient of expansion β is defined as: 
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Then the difference of ρ can be written as: 
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T
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                (11) 

According to the Curie law, magnetic susceptibility of air is a function of 
temperature: 

C

T
χ =                                     (12) 

Here, C is a constant, then 
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And from Eq. (10) 
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So that, Eq. (9) can be written as: 
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Given p=p0+p′, the momentum equation Eq. (6) and (7) can be written as follows: 
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Continuity equation 
0∇⋅ =u      (18) 
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Energy equation 

( ) 2
p

T
c T T

t
ρ λ∂ + ⋅∇ = ∇ ∂ 

u                          (19) 

The initial condition (t<0)：  

u = w = 0, T0 = Tc                              (20) 

Velocity on the wall: 

u = w = 0                                   (21) 

Temperature on the wall: 

T x=0= Th, T x=L = Tc, ∂T/∂z=0, at z=0, L                 (22) 

The Rayleigh number is: 

3
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( )h cPr g T T L
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−
=                            (23) 

The local Nusselt number Nulocal represents the ratio of heat transfer rate by 
convection to that by conduction in the fluid. Nulocal is given by: 

local
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h L
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λ
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, 
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h c

T
h

T T n
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− ∂

                 (24) 

The overall averaged Nusselt number is obtained by averaging Nulocal on the walls 
involved in heat transfer: 

m local

1
L

Nu Nu dz
L

=                                 (25) 

The SIMPLE algorithm developed by Patankar [18] is used to solve the coupled heat 
transfer and fluid flow problem. The power-law scheme is used in the finite difference 
formulation of convection terms and a fine grid system is selected to raise the 
simulation precision. The grid-independence test for the solutions is carried out with 
three grid systems under the gravity field only. The averaged Nusselt numbers at 
different grid systems are presented in Table 1. The difference of Nusselt number 
between three grid systems is less than 0.5%, thus the results are grid independent. 
The validity of the code used in this paper is carried out by comparing the result under 
gravity field with the reported result by Khanafer [19], as shown in Table 1. When 
using the grid system 82×82, the difference of Nu is about 0.022%. Thus, grid system 
82×82 is selected for all computations.  

Table 1. Grid-independence test (Pr=0.7, Ra=105, g=9.8 m/s2) 

Grid system Nu 
62×62×62 
82×82×82 
102×102×102 

4.540 
4.523 
4.520 

K. Khanafer [19] 4.522 
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4 Results and Discussion 

All the computations are carried out from Ra = 104 to Ra = 106, and the residual flux 
densities of permanent magnet changes from 0.5 T to 4.5 T. The flow field, 
temperature field and the distribution of local Nusselt number under the magnetic 
field are analyzed and compared with that under gravity field. 

4.1 Magnetizing Force Fields 

Fig. 3 shows the gravity buoyancy force and magnetizing buoyancy force fields in the 
enclosure with Ra=105. From these figures we can find that the magnetizing buoyancy 
forces are different from the gravity buoyancy force. The gravity buoyancy force 
parallel along y-direction, but the magnetizing buoyancy force direction changes in 
the enclosure. The magnetizing buoyancy force increased with increase of magnet 
strength. When the residual magnetic flux density is 0.5 Tesla, the magnetizing 
buoyancy force is very weak compared with the gravity buoyancy force. There has  
large magnetizing force near the bottom wall of the enclosure and the force near the  
hot wall is larger than that near the cold wall. The magnetizing force decreases 
quickly along y-direction. But for the gravity field, the distribution of gravity 
buoyancy force is quite different. The larger gravity buoyancy force locates in the 
region near the top and hot wall, and the gravity buoyancy force decreases from hot 
wall to cold wall and increases from bottom wall to top wall. The maximum value of 
magnetizing buoyancy force is larger than the maximum gravity buoyancy force. 
 

  

Fig. 3. Gravity and Magnetizing buoyancy 
force fields at Ra=105. (a) g; (b) Br=0.5 T; 
(c) Br=2.5 T;(d) Br=4.5 T. 

Fig. 4. Velocity fields at Ra=105. (a) g; 
(b)  Br=0.5 T; (c) Br=2.5 T; (d) Br=4.5 T. 
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4.2 Velocity Fields 

Fig. 4 shows the velocity fields under gravity field and magnetic field at Ra=105. 
When there is gravity field only, as shown in Fig. 4(a), there has two vortices in the 
center of the enclosure, one is located near the top and hot walls, and another one 
locates close to the cold and bottom walls. The large value of velocity locates near the 
walls and the value of velocity decreases from the walls to the center of the enclosure. 
When there is magnetic field only, the velocity field is different from that under the 
gravity field. When the magnetic field is weak, as shown in Fig. 4(b), a weak vortex is 
formed in the enclosure, and the core of the vortex locates close to the bottom wall. 
The natural convection in the enclosure is enhanced with increasing the magnetic 
field, the core of the vortex moves upward and towards the hot wall, as shown in Figs. 
4(c) and (d).  

4.3 Temperature Fields 

For the physical model under the gravity field, the temperature field looks rotationally 
symmetric about the center of the enclosure, as shown in Fig. 6(a). The temperature 
gradient normal to the hot wall decreases and the temperature gradient near the cold 
wall increases gently from the bottom wall to the top wall. The largest temperature 
gradient near the hot wall locates at the position close to the bottom wall, but near the 
cold wall it locates close to the top wall. The temperature field structure under the 
magnetic field, as shown in Figs. 6(b)-(d), is quite different from the temperature field 
under the gravity field. The natural convection in the enclosure is weak when the 
magnetic field is weak, see Fig. 6(b). The distribution of temperature near the hot and  
 

  

Fig. 5. Streamlines at Ra=105. (a) g; 
(b) Br=0.5T; (c) Br=2.5T; (d) Br=4.5T. 

Fig. 6. Temperature fields at Ra=105. (a) g; 
(b) Br=0.5T; (c) Br=2.5T; (d) Br=4.5T. 
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walls are quite different. The temperature gradient near the hot wall decreases along 
z-direction and the maximum gradient of the temperature on the hot wall locates at 
the bottom of the hot wall. The temperature gradient normal to the cold wall changes 
a little along the cold wall and the maximum temperature gradient on the cold wall 
locates at the position close to the bottom wall. The temperature gradient decreases 
quickly in a small range on the bottom of the cold wall.  

4.4 Heat Transfer on the Walls 

The distribution curves of the local Nusselt number along the hot and cold walls 
under magnetic fields are plotted in Fig. 7. The distributions of the local value of 
Nulocal on the hot and cold walls are quite different. Nulocal-h gets a high peak value at 
the bottom of the hot wall and it decreases quickly for a short distance and then 
continues decreasing at a relatively slow rate till to the top wall. The changing of 
Nulocal along the cold wall is much gentle compared with that along the hot wall. 
Nulocal-c increases slowly from the top wall to the position near the bottom wall and 
then it decreases quickly till to the bottom wall. The maximum value of Nulocal-c is 
much smaller than the maximum value of Nulocal-h.  
 

   

Fig. 7. Distributions of Nulocal along the hot and cold walls 
under magnetic field, (a) on hot wall; (b) on cold wall 

Fig. 8. Distributions of Nulocal

under gravity field 

 
The distributions of Nulocal on the hot and cold walls under magnetic field are quite 

different from that under gravity field. As shown in Fig. 8, the distribution of Nulocal 
along the hot wall is symmetric about the central line of the enclosure with the 
distribution of Nulocal along the hot wall under gravity field. The peak value of Nulocal-h 
locates near the bottom wall and decreases nearly linearly to the top wall. The value 
of Nulocal-c increases nearly linearly from bottom wall and gets the peak value near the 
top wall, then it decreases again till to the top wall. The maximum value of Nulocal-h 
under magnetic field is much larger than that under the gravity field. 
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Fig. 9. comparison of Nulocal along the hot wall and cold 
wall. (a) along hot wall; (b) along cold wall 

Fig. 10. Comparison of the 
average Nusselt number 

 
The comparison of the distribution curves of Nulocal under gravity field and 

magnetic field are presented in Fig. 9 for different value of Ra at Br=3.5 T. The value 
of Nulocal along the hot wall is larger than the value under the gravity filed in a short 
line segment from the bottom wall, the peak value of Nulocal relates to magnetic field 
is about three times larger than the peak value relates to the gravity field. On the cold 
wall, Nulocal relates to magnetic field changes much gentle and has larger value on the 
lower part of the wall compared with that relates to gravity field.  

Fig. 10 shows the distribution of the average Nu with Ra ranging from 104 to 106 
and the residual magnetic flux density of a permanent magnet ranging from 0.5T to 
4.5T. The average Nu under the gravity field is also shown in Fig. 10. The average Nu 
increases with increase of values of Ra and Br. The value of Nu under magnetic field 
is smaller than that under gravity field when Br is less than 3.5T. When Br is about 
3.5T, the average Nu is nearly the same with the value of Nu under gravity field. This 
means that the magnetizing buoyancy force has a comparative effect on Nu in the 
enclosure compared with the gravity buoyancy force.   

5 Conclusion 

Natural convection of air in a two-dimensional square enclosure under a non-uniform 
magnetic field provided by a permanent magnet is carried out. As the magnetizing 
buoyancy force of air in the magnetic field is quite different with the gravitational 
buoyancy force, the natural convection in the enclosure under magnetic field has quite 
different characteristics from that under gravity field. Under the magnetic field,  
distributions of Nusselt number on the hot and cold walls are different. The local 
value of Nusselt number has peak value on the bottom of the hot wall and decreases 
quickly along the hot wall, but the local Nusselt number changes with a relatively 
gentle rate on the cold wall. The peak value on the hot wall is three times larger than 
that under the gravity field when Br=3.5T. When Br is about 3.5T, the values of  
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average Nu are nearly the same with that under gravity field. This means that in the 
zero gravity environments, a permanent magnet with Br=3.5T can play a comparative 
role on the average Nusselt number compared with that under the gravity 
environment.  
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Power Forecast 
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Abstract. As to the problems of over-moving in local mean decomposition 
method (LMD), it is proposed to use the cubic Hermite interpolation to get the 
envelope curve and local mean curve. Instead of moving mean method, it will 
improve the over moving effect, improving the speed of LMD shifting 
effectively. Wind power series can be decomposed into different series by 
improved LMD, and then artificial neural network (ANN) is used to forecast 
power by each component. The total wind power prediction result is obtained 
through reconstructing at last. Case study shows that the prediction accuracy has 
significantly been improved by comparing with other models. 

Keywords: Wind power, local mean decomposition method, ANN, prediction, 
model. 

1 Introduction 

As the shortage of traditional energy sources such as coal, oil, various countries in the 
world have put forward urgent request to the renewable energy development and 
utilization. As a kind of environmental friendly energy, wind power is an important part 
of renewable energy, most countries in the world take the wind energy as an important 
energy resource [1, 2]. Development and utilization of new energy sources such as 
wind power is the important energy strategy in the 21st century in our country. 

Due to the randomness and intermittent of wind which bring difficulties to the safe 
operation of grid connected wind power, however, wind power prediction technology 
can effectively reduce the impact of wind power on power grid. At present, two 
methods for the prediction of wind power are mainly used: the indirect method and 
direct method. The indirect method is to forecast wind speed first and then to predict the 
power according to the power curve such as the literature [3] using support vector 
machine (SVM) to predict the wind speed, then get wind power. But because of the 
wind power can be affected by wind speed, temperature, humidity and other factors, the 
accuracy of indirect method forecasting is not high and with certain restrictions.  
The direct method is to forecast wind power directly by using the intelligent algorithm 
such as support vector machine (SVM), artificial neural network (ANN) and so on, 
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combining with historical wind power data, such as the literature [4] using the neural 
networks to forecast the power. Compared with the indirect method, the forecast 
precision of direct method is improved markedly. Because of the wind power sequence 
has the characteristics of nonlinear and non-stationary, single forecasting model usually 
cann’t get very good effect. Literature [5] put forward combined model that combines 
improved empirical mode decomposition method (EMD) with neural network, 
compared with single forecast model, the combined model can effectively improve the 
prediction precision. 

This article will combine the improved local mean decomposition method (LMD) 
with artificial neural network (ANN), and according to the actual data obtained from 
the wind farm, to forecast wind power. First of all, improve the LMD with Hermite 
interpolation method and decompose power series with the improved algorithm, then 
use neural network to forecast each subsequence, last, add up the predicted results, and 
compared with the actual wind power data. 

2 Standard LMD and Its Problems 

2.1 Standard LMD Algorithm 

LMD is a new method of time domain analysis proposed by Jonathan S.Smith in 2005 
[6] which is a kind of self-adaptive analysis method applicable to nonlinear and 
non-stationary signal and first to be applied in computer electrical signal processing.  

LMD method is a kind of adaptive decomposition method which can decompose a 
complicated multi-component signal into multiple product function (PF) and a margin 
function according to the order from high frequency to low frequency. PF instantaneous 
amplitude and instantaneous frequency can be got from itself, the former can be 
obtained by looking for the envelope signal, while the latter can be found by looking for 
pure frequency modulation signal. 

All the PF component have their physical significance. In this way, the original 
)(tx  can be decomposed into some PF component and one margin ( )nu t , namely: 

( ) ( )
n

i n
i

x t P F u t= +                           (1) 

From above formula, in the LMD decomposition process, the signal is complete 
without any missing. 

2.2 Problem of LMD Method and Its Improvement 

Problem of LMD Method. LMD methods has a lack of unified theoretical basis, at the 
same time it still has the problem of endpoint effect, over-smoothing and other issues. 
In LMD decomposition, the quality of obtained initial local mean curve and envelope 
estimates curve will produce great influence on subsequent decomposition, and to get 
the curves depends on the realization of the moving average method. There is no clear 
standard of the moving average method realization yet, and most of the time, for 
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convenience, the choice of smoothing window tend to be consistent in each point. 
However with the limiting of the smooth termination conditions which may lead 
smooth phenomenon for many times, this is called over-smoothing effect which will 
affect the gain of local mean curve and envelope estimate curve. 

Restrict and smooth termination conditions may appear, this is the moving average 
method of smoothing effect. This effect will influence the local mean curve and 
envelope estimate curve and then affect the correctness and efficiency of the 
decomposing, meanwhile, during the discrete signal processing, LMD will appear end 
effect inevitably. 

Improvement of LMD Method. In view of the above analysis, in calculating the local 
mean value curve and envelope estimation, this article put forward that to replace the 
moving average method with the cubic Hermite interpolation to improve LMD and 
enhance the decomposing accuracy. 

Given the function value and differential coefficient of function ( )y f x=  at  

some certain point 0 1 na x x x b= < < < =  are ( )i iy f x= , ( )i iy f x′ ′= ，

( )0,1,i n=  , then ( )H x  needs to meet the follow condition to be cubic Hermite 

interpolation:  
(1) ( )i iS x y=

,
( )i iS x y′ ′= ; 

(2)In each section [ ]1,i ix x + , ( )S x  is a polynomial whose degree is less than three. 

For subsection cubic Hermite interpolation, interpolation polynomial ( )3S x and its 

differential coefficient ( )3S x′ are both the continuous function in [ ],a b , so this is a 

smooth subsection interpolation, in each [ ]1,i ix x + , there is : 

( ) ( ) ( )2 21
1 13 3

2 2i i
i i i i i i i

i i

y y
H x h x x h x x

h h
+

+ += + Δ Δ + − Δ Δ

2 21
1 12 2

i i
i i i i

i i

y y
x x x x

h h
+

+ +

′ ′
+ Δ Δ + Δ Δ (2) 

Among them
1i i ih x x+= − ，

i ix x xΔ = − .Therefore ( ) ( )3 iS x H x= , 

[ ]1,i ix x x +∈ , 1, 2i n=  . 

For interpolation error, if ( ) ( )4f x  exists in [ ],a b , ( )R x is the interpolation 

margin, for [ ],x a b∀ ∈  there is ( ) ( ) ( )
4

4
3 3 8 4

M h
R x f x S x= − ≤        (3)   

Among them { }m ax ih h=
, 

( ) ( ){ }4
4 m a xM f x= , when 0h → , 

( ) 0R x → , ( )3S x converges to ( )f x . 

For cubic spline interpolation, Hermite interpolation also uses the cubic polynomial 
approximation which ensure the monotonicity of interpolation curves between the two 
adjacent maximum or minimum, largely reduce the non-stationary signal 
decomposition envelope undershoot or overshoot problem. Using the interpolation  
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method to fit the signal, the upper and lower envelope and the mean curve will be more 
precise, the decomposed PF component will reflect the essential characteristics of 
signal better. 

3 The Improved LMD Application in Short-Term Wind Power 
Prediction 

3.1 Improvement of the Model 

Wind power sequence has a strong non-stationary and nonlinear. For nonlinear signal, 
the neural network fitting effect is very good, but for non-stationary, it will often be 
ineffective: in most of the research literature, they often use the first separate then close 
method. In view of the power series is a non-stationary time series, has a strong 
randomness and periodicity, which contains the random component and periodic 
components and trend components. So this article base on first separate then close 
frame, first to decompose the power signal and effectively weaken the non-stationarity, 
then use the neural network to forecast each components. 

3.2 Example and the Result Analysis 

This paper adopted the actual wind power data of a wind turbine in a wind farm in June 
2013 which is recorded every 10 minutes a group, the total data of 30 days is 30 * 24 * 
6 = 4320 groups. This paper studies the short-term wind power prediction, prediction 
step length is 1 hour ahead of time. For convenient, take the average of 6 groups of data 
per hour as the measured values for this hour which makes 4320 groups of data be 
reduced to 720 groups of data.  

In order to make the simulation examples persuasive and can show better effect of 
this prediction model, selecting first 20 days data in June as the modeling data, last 10 
days as forecast data. 

Due to the poor effect of standard LMD decomposition, here power series are 
decomposed with LMD based on cubic spline interpolation method and based on the 
Hermite interpolation, the results are shown in Fig.1 and Fig. 2. 

As you can see, using spline interpolation LMD method, one allowance and five PF 
components can be got, while for the LMD based on Hermite interpolation method, one 
allowance and six PF components can be got. Component of Hermite interpolation 
increases compared with the former, the PF1 ~ PF6 is high frequency components, each 
component amplitude decreases, the change trend allowance r6 is obvious, the 
decomposition have better accuracy than the former. 

Because of the poor effect of the standard LMD decomposition, in the MATLAB 
platform, pure ANN method, LMD - ANN method based on the cubic spline and based 
on the cubic Hermite are adopted to predict the power series, prediction result of each 
method are shown in Fig.3. This article adopt normalized MAE (Mean Absolute Error), 
RMSE (Root Mean Squre Error) and Max-AE (Max-Absolute Error) to evaluate the 
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model performance. If ( )Y t is the measured value at t- moment, ( )y t is the predicted 
value, there are: 

)()( tytYAE −=                              (4) 


=

−=
n

trated

tytY
nP

MAE
1

)()(
11                       (5) 

2

1

1

2 ]))()((
1

[
1 

=

−=
n

trated

tytY
nP

RMSE                    (6) 

In the formula, ratedP  is the rating power of wind turbine, and n is the number of 

time point. 
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Fig. 3. The prediction results based on different models 
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Table 1. Error comparison among different wind power prediction methods 

Prediction models MAE/% RMSE/% Max-AE/kW 

ANN 8.24 13.42 1250.8 

Spline LMD-ANN 7.83 11.86 1080.49 

Hermite-LMD-ANN 7.51 10.51 725.16 

 
Table 1 shows that prediction precision of LMD-ANN model based on Hermite 

interpolation is higher. Compared with the ANN model, LMD - ANN model based on 
the cubic spline interpolation, and its MAE (mean absolute error) dropped to 7.51%, 
RMSE (root mean square error) dropped to 10.51%, obviously improve the prediction 
accuracy and also reduce the error of the single point, MAX - AE (single point of 
maximum error) reduced to 725.16 KW, predict performance is improved significantly. 
In conclusion, for significant nonlinear non-stationary wind power sequence, LMD - 
ANN based on the Hermite interpolation forecasting model is superior to ANN 
prediction model and LMD-ANN based on cubic spline interpolation prediction model. 

4 Conclusions 

Due to not high prediction accuracy of single model, strong nonlinear and 
non-stationary wind power sequence, based on the analysis of the excessive sliding in 
the process of LMD and endpoint drift problems, this paper puts forward the improved 
methods of these problems, namely the piecewise cubic Hermite interpolation method 
is adopted to calculate the local mean value curve and estimate envelope curve. By 
using this improved algorithm for decomposition of wind power, weaken the power of 
non-stationary signal, and then combining with ANN to predict the result of the each 
decomposition respectively and has a better effect than ANN prediction model and 
LMD-ANN based on cubic spline interpolation prediction model. 
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Abstract. The uncertainty analysis of power predictive results is very important to 
the dispatching of wind power. For the shortcomings of traditional methods that 
determine the confidence probability, this paper proposes a new method to 
determine the confidence probability based on independent component analysis 
(ICA) and conditional probability theory. According to the new method, the power 
independent influence events set can be obtained from ICA, and the problem of 
determining the confidence probability can be transformed into the problem  
of determining unconditional probability and conditional probability whose 
objectives are several independent influence events. The method is clear and easy 
to be resolved, which fully takes into account occurrence conditions of the 
objective power and the original content. The simulation results show the 
confidence probability result obtained by the new method has more realistic 
sense and scientific guidance value.  

Keywords: confidence probability, independent component analysis, wind 
power, prediction. 

1 Introduction 

Wind power belongs to the renewable energy, which is pollution-free, has almost no 
influence on environment and has considerable reserves in various regions of the world. 
In recent years, China’s wind power construction makes a spurt of progress, showing a 
strong development trend. 

The wind power predictive result is an important technical support to spare capacity 
optimization and economic operation, and is an important basis for power dispatch 
department to adjust dispatching plan timely, as in[1,2], which makes the confidence 
probability of predictive results more important than simple predictive result data, the 
former has the stronger scientific significance. 

At present, the confidence interval approach is largely used in analyzing the 
uncertainty of power prediction results, but the confidence intervals are often 
asymmetric in prediction point, as in [3], which makes the guidance of confidence 
interval not strong in the practical application and makes confidence interval difficult to 
popularize. Reference [3] puts forward sampling method and the weather stability 
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indicator, which reduce the confidence interval range to a certain extent, but it needs 
numerical weather forecast. In references [4, 5], power prediction error is transformed 
from the power curve. But, in essence, uncertainty is given by the confidence interval 
and this method is only suitable for physical model. Reference only gives the predictive 
probability of wind speed, and the probability is determined by sample points between 
confidence interval. This method has disadvantages. In general, the next moment 
power is generated by many factors’ combined action (such as wind speed, power etc at 
this moment.). The references above do not consider the conditions of predictive 
outcomes under objective power and do not deeper mine the existing data and 
information, which results that the guidance of calculated confidence probability is not 
strong in the practical application. 

Aim at the above problems, this paper puts forward a new method to determine the 
confidence probability of power predictive results. This new method extends the 
traditional unconditional probability solution under objective power to conditional 
probability solving, extracts power independent influence event set by using 
independent component analysis (ICA). In this way, the problem of power predictive 
confidence probability can be transformed into the problem of unconditional 
probability of each independent influence events and condition probability of power 
independent influence events under the objective power conditions. So, the conditions 
under the objective power can be considered more fully, and the existing data and 
information can be utilized deeper. 

2 Traditional Methods to Determine the Confidence Probability 
of Predictive Results 

There exist two traditional definitions on confidence probability: 
First, the confidence probability of predicted value is the unconditional probability 

of objective power ( ),a bP P P∈ , the calculation is as follows: 

{ }a b

n
P P P P

N
< ≤ =                          (1) 

n  is the number of samples of power prediction results which fall into the range of 

( ),a bP P , and N  is the number value of all samples. 

Second, the confidence probability of predicted value is defined as the conditional 
probability of objective power ( ),a bP P P∈  under the influence event 

( ) ( ), ,, , 1, 2, ,i i a i bx x x i k∈ =  , the calculation is as follows: 

{ }
{ }

{ }
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{ }1, 1 1, , ,, ,a b k a k k b a bP x x x x x x P P P< ≤ < ≤ < ≤  is the joint probability of 

objective power which meets 
a bP P P< <  and whose influence event is 

( ), ,,i a i bx x . { }1 , 1 1 , , ,, ,a b k a k k bP x x x x x x< ≤ < ≤  is the joint probability of 

power influence event ( ) ( ), ,, , 1, 2 , ,i i a i bx x x i k∈ =   among the observed range. 

The first definition simply analyzes from the predictive results, without considering 
the occurred conditions of prediction results under objective power, which makes 
important information lose. The second definition, which analyzes from the occurred 
conditions and predictive results of prediction results under objective power, is 
relatively comprehensive. But in the existing methods, power influence events are not 
independent from each other, nor can simply be assumed as Gauss distribution, which 
makes solution rather difficult. 

3 The New Method to Determine the Confidence Probability of 
Wind Power Prediction Results 

3.1 The Idea of the New Method and the New Model 

Independent component analysis (ICA) is a recently developed statistical and 
computational technology, aiming at revealing the hidden components of the measured 
data or signal, which has been successfully applied in many fields, among which 
financial forecast is a rather typical as in. The goal of the ICA is, without knowing the 
mixing matrix A  and source signals s , to find out a unmixed matrix W , which 
makes the components of the new vector y , transformed from the observation signals 

x , remain independent, as well as makes it the optimal approximation of the source 
signals s , i.e.: 

y W x=                                (3) 

ICA method can extract independent components from current signals, and require 
each component of the current signal has the non-Gaussian nature. The power influence 
events don't obey the Gaussian distribution via the statistical analysis, which 
corresponds to the requirements of ICA methods.  

Random variable ( )1 2, , ,
T

ky y y y=   represents the independent influence 
events set of power estimated by the ICA. Power independent influence event is 

( ) ( ), ,, , 1, 2 , ,i i c i dy y y i k∈ =  , ,i cy  and ,i dy  represents the upper limitation 

and lower limitation of observations of iy , ,i cy , ,i dy , iy  correspond to ,i ax , ,i bx , ix  
respectively. 

Let ( )1 , ,i i inx x x=  , ( )1 , ,i i iny y y=   , then x  and y  both are k n×  

order matrix, k  is the number of the independent component, n  is the number of the 
sample points. Unmixed matrix W  is n  order square. From (3), the relations 

between ,i cy , ,i dy  and ,i ax , ,i bx  are: 
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, , ,

, , ,

i c i m m j a im m j b
m A m B

i d im m j b im m j a
m A m B

y W x W x

y W x W x
∈ ∈

∈ ∈

 = +



= +


 
 

                  (4) 

In which, if m A∉ , then 0imW > ;else if m B∉ , then 0imW < . 

Unmixed matrix W  is a linear transformation matrix, and d e t 0W ≠ , so the first 
order partial derivative of 1x W y−=  is constant as in , i.e.: 

( ) ( )1 2
1 2

, , ,
, , ,

d e t
k

k

p y y y
q x x x

W
=


                 (5) 

In which, ( )1 2, , , kq x x x  and ( )1 2, , , kp y y y  are respectively the joint 

probability density function of 
1 2, , , kx x x  and 

1 2, , , ky y y .
1 , , ky y  is 

independent from each other, then: 

{ } ( )1, 1 1, , , , ,
1

1
, ,

det

k

a b k a k k b i c i i d
i

P x x x x x x P y y y
W =

< ≤ < ≤ = < ≤∏        (6) 
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1

1
, ,
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k

a b k a k k b a b i c i i d a b
i

P x x x x x x P P P P y y y P P P
W =

< ≤ < ≤ < ≤ = < ≤ < ≤∏    (7) 

The conditional probability of objective power under the influence event, i.e. the 
confidence probability of power prediction results, is : 
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∏

∏
      (8) 

In which, ( ), ,i c i i d a bP y y y P P P< ≤ < ≤  is the conditional probability of iy , among 

the range ( ), ,,i c i dy y  , when objective power meets 
a bP P P< ≤ . ( ), ,i c i i dP y y y< ≤ is 

the unconditional probability of iy  that among the range ( ), ,,i c i dy y . 

3.2 Model Solution 

1) Get the power independent influence events 
Here mainly use the ICA method. The relationship between ICA and the source signals s  
can be shown in Figure 1, process I is the mixing process, process Ⅱ is the unmixed 
process as in. 
 

s x y
A W

 

Fig. 1. The relationship between ICA and source signals 

(Source signal) (Observation signal) (Predictive source signal) 
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The relationship between ICA and source signals. In practice application, make the 
following constraints: 

First, Independent components are assumed to be statistical independence; Second, 
Independent components have non-Gaussian distribution. 

At present, the main methods to estimate ICA model are non-Gaussian 
maximization, mutual information minimization, maximum likelihood function 
estimation, etc. This paper uses fixed point algorithm (Fast ICA) based on negative 
entropy to estimate ICA. In addition, “the power independent influence events” via the 
ICA estimation has no actual physical significance. It just represents the independent 
quantity, as well as guarantees the independence of events.  

2) The unconditional probability of power independent influence events 

( )
,

,

, , , , , 1 ,( ) ( ) ( )
i d i

ii c

y n

i c i i d i i i i j i j i j i j
j ny

P y y y p y d y p y y y+
=

< ≤ = ≈ −
       (9) 

where, 1, ,i k= ⋅ ⋅ ⋅ , 
, ( )i j iP y  is the unconditional probability density function of 

power independent influence events 
iy , and , ,( )i j i jp y  is the probability density of 

,i jy ,which is the sample points of power independent influence events iy , and 

, , , ,c di c i n i n i dy y y y≤ < ≤ . 

3) The unconditional probability of power independent influence events under the 
objective power 

{ }
,

,

, , , , , 1 ,| | ) ( | )( )
i d i

ii c

y n

i c i i d a b i i a i i j i a b i j i j
j ny

p y y y P P P P y P P P dy p y P P P y y+
=

< ≤ < ≤ = < ≤ ≈ < ≤ − （      (10) 

Where, 1, ,i k= ⋅ ⋅ ⋅ , ( | )i i a bP y P P P< ≤  is the unconditional probability density 

function of power independent influence events iy  
, ,( | )i j i j a bP y P P P< ≤ is the 

probability density of ,i jy ,which is the sample points of power independent influence 

events iy  when the objective power meets a bP P P< ≤ ,and , , , ,c di c i n i n i dy y y y≤ < ≤ . 

4) The unconditional probability of the objective power ( , )a bP P P∈  

( )a b

n
P P P P

N
< ≤ =                                     (11) 

Where, n  is the number value of samples of power predictive results which fall into 
the range of ( , )a bP P , and N  is the number value of all samples. 

5) Determine the confidence probability 
Use the method of Nonparametric Kernel Density Estimation to get the discrete data of 

( )i ip y  and ( | )i i a bP y P P P< ≤  respectively. Use Gaussian Kernel Function 
2( ) exp( / 2) / 2k x x π= −  to get the probability nonparametric density estimation .Then 

( )i ip y  and ( | )i i a bP y P P P< ≤  can be calculated out, so the confidence probability of 

power predictive results can be gotten. 
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4 Simulation Experiment and Results Analysis 

Take the No.40 wind turbines unit of a wind farm in China as the research objective, 
and the measured data of this unit during 5~6 months have been got. This experiment 
takes the confidence probability of predictive power value on July 3, 2011 8:00 for 
example, to solve the model, and on July 3, the actual power value is 235.748 KW. 
Here select power influence events set: x = {the power value at present moment, the 
power value one hour ago, the wind speed value at present moment, the wind speed 
value one hour ago} T. The interval of power is 20 KW and the interval of wind speed 
is 0.5 m/s. According to the model, do ICA estimation to the 4 power influence events, 
obtaining power independent influence events set y  as shown in figure 2.  

If use one kind of predictive method, the predictive power of the next one hour is 
229.8 KW, then the objective power’s range is (220, 240). The power independent 
influence events set under the condition of objective power is shown in figure 3. 

The conditional probability of the objective power 229.8 KW under the condition of 
power influence events is  

1
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Fig. 2. The sample data of power independent influence events set 

0 5 10 15 20
-1
0
1

0 5 10 15 20
-8
-6
-4

0 5 10 15 20
-5
0
5

       
       

 

0 5 10 15 20
-2.5

-2

-1.5

Sample No. 

Po
w

er
 in

de
pe

nd
en

t i
nf

lu
en

ce
   

e 
un

de
r c

on
di

tio
ns

 o
f o

bj
ec

tiv
e 

po
w

er
 

 

Fig. 3. The sample data of power independent influence events set under conditions of objective 
power 
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Table 1. Relative probability of power independent influence events with power forecast value 
being 229.8KW 

{ }, ,i c i i d a bP y y y P P P< ≤ < ≤ { }, ,i c i i dP y y y< ≤

0.088158 0.023528 

0.16714 0.062922 

0.7107 0.63755 

              0.53914 0.11442 

Table 2. Relative probability under different power forecast value at next hour (with actual 
power 235.748KW) 

Predictive 
Value/KW 

Scales 
Unconditional 

probability 
Conditional 
probability 

205.4 (200, 220) 0.018443 0.22104 

229.8 (220, 240) 0.013661 0.71414 

255.1 (240, 260) 0.022541 0.25965 

274.1 (260, 280) 0.020492 0.15218 

288.5 (280, 300) 0.01571 0.29835 

According to the traditional confidence probability definition of power prediction, 
the objective power’s unconditional probability is only 0.013661. If defining the 
confidence probability by using the conditional probability of objective power under 
influence events, as the traditional methods don’t undergo ICA, the probability density 
of influence events can't obtain, thus the confidence probability will not be able to find 
out. By using the new model, the calculated confidence probability is 0.71414, 
indicating that the predictive value closes to the actual value by a large probability.  

The Table 1 shows that: First, the conditional probability reflects the forecast 
accuracy objectively. The closer the predictive value to the actual value, the bigger the 
condition probability value will, and the more it can reflect the forecast accuracy, which 
is consistent with the fact. Second, compared with unconditional probability, the 
sensitivity that conditional probability to power change is significantly enhanced. In 
practice, the power value of wind farms is changed a lot with time, to which the 
conditional is of great significance. Last, the conditional probability reflects that power 
influence events do exist a certain relationship. 

5 Conclusion 

In view of the defect that exists in the traditional method to determine the confidence 
probability of power predictive results, this paper puts forward a new model of 
conditional probability which based on independent component analysis and 
conditional probability theory. The new model takes the conditions under the objective 
power into account, and independent component analysis is used for the power 
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influence events set. In this way, conditional probability problems can be transformed 
into the unconditional probability and conditional probability problems of the power 
independent influence events, so as to realize objective power’s conditional probability 
solving under influence events successfully. The experiment simulation results show 
that, this model considers comprehensively and it is practical and effective, and the 
confidence probability obtained accords with actual significance, fully reflecting its 
scientific value as a uncertainty indicator. 
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A High Precision Simulation Model  
for Single Phase Heated Tubes of Power Plant Boilers 
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Abstract. This paper presents a high precision simulation model for single phase 
heated tubes of power plant boilers. The model takes into account not only the 
dynamic process of the working fluid velocity, but also the coupling effect of the 
enthalpy-temperature channel and the pressure-flux channel of working fluid. By 
simulations of a heated tube of the rear superheater of a 600 MW controlled 
circulation boiler, the validity and feasibility of the model is verified. The present 
model can be integrated into virtual power plant simulation platforms for better 
debugging advanced power plant control systems, e.g. the automatic plant startup 
and shutdown control system (APS). 

Keywords: boiler, single phase heated tube, superheater, simulation model, 
APS. 

1 Introduction 

Single phase heated tubes constitute an important part of power plant boiler heated 
surfaces. The boiler economizers (non-boiling type), superheaters, and reheaters all 
belong to such type of heated surfaces. Dynamic modeling of single phase heated tubes 
has always been an important research topic in the power plant simulation field. In the 
past decades, the domestic and foreign researchers have provided a number of models 
of single phase heated tubes, relating to many types ranging from linear to nonlinear, 
from lumped to distributed parameter [1-9]. 

The work process of single phase heated tubes mainly involves the flow and heat 
transfer of the working fluid, and the heat transfer inside the metal tube wall, etc. In the 
past, as the computer performance is not high enough, when modeling a single phase 
heated tube, its working processes are often strongly simplified, especially for its 
pressure-flux channel. A common treatment is to ignore the dynamic process of 
working fluid flux (described by the momentum equation), and the effect of the 
enthalpy-temperature channel on the pressure-flux channel. This leads to the prominent 
decrease of the model complexity and solving difficulty, meanwhile the model 
accuracy is also impaired to some extent, especially in the flux dynamic process, where 
a distinct error exists between the calculated and the actual results. 

In recent years, as the improvement of the automation level of thermal power plants 
of China, equipping the automatic plant startup and shutdown control system (APS) in 
some advanced power plants is becoming a trend. In the control system simulation test 
phase, before the APS is put into operation, to better optimize the control scheme and 



82 Y.-W. Kang et al. 

logical configurations, a virtual simulation platform with higher accuracy in the full 
operating range is required. To meet this demand, this paper presents a high precision 
simulation model of single phase heated tubes. The present model takes into account 
not only the dynamics of the working fluid velocity, but also the coupling effect 
between the enthalpy-temperature channel and the pressure-flux channel. Despite the 
model complexity is improved, but the improvement of the computer performance and 
the adoption of appropriate numerical solution methods ensure the feasibility of the 
model. In the following, the model will be described in details, and a simulation case of 
a heated tube of the rear superheater of a 600 MW controlled circulation boiler 
superheater is performed to verify the model validity. 

2 Model Development 

The working principle of a single phase heat tube of power plant boilers is shown in 
Fig. 1. The single phase working fluid flows within the heat tube, absorbing heat 
through the metal wall, meanwhile its parameters change accordingly. The present 
model consists of the mass conservation, momentum conservation and energy 
conservation equations of the working fluid, the energy conservation equation of metal 
tube wall, and the state parameter equation of the working fluid. For brevity, the model 
is given in the form of partial differential equations as follows. However as we know, 
they need to be transformed to the form of ordinary differential equations by space 
discretization in the numerical solution. 

q

, ,f f fv hρ

x
 

Fig. 1. Working principle of single phase tubes 

On the application of heat tube working fluid mass conservation law, the following 
equation can be obtained 

                      f f f( )
0

v

t x

ρ ρ∂ ∂+ =
∂ ∂

                                   (1) 

where ρ is density, v is velocity, t is time, x is the one-dimensional spatial coordinates; 
the subscript f represents working fluid. 

For heat tube working fluid applied Newton's second law of conservation of 
momentum equation can be obtained as follows 
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                         f f f( )
0

v p
P

t x

ρ∂ ∂+ + =
∂ ∂

                           (2) 

where p is pressure, P is the energy loss. According to the knowledge of fluid 
mechanics, the energy loss can be calculated using the following Darcy-Weisbach 
formula 

                          
2

f f

2

v
P

ρζ=                                       (3) 

where ζ is the friction coefficient of the working fluid flowing along the tube. 
Applying energy conservation law to the working fluid, we can obtain the following 

equation 

                      f f f f f
h,f

( ) ( )h v h
S

t x

ρ ρ∂ ∂
+ =

∂ ∂
                          (4) 

where h is the enthalpy, Sh is the heat power per unit volume. Convective heat transfer 
heat from the working fluid and the wall between the application of Newton cooling 
formula, available as Sh,f  expression 

                    w f
h,f

4 ( )T T
S

d

α −
=                                   (5) 

where α is the convective heat transfer coefficient between the working fluid and the 
wall, d is the tube inner diameter; the subscript w represents a metal heat tube wall. 

Applying the energy conservation law to the metal heated tube, we can obtain the 
following equation 

                  
2

w ,w w w
h,w2

( )pc T T
S

t x

ρ
λ

∂ ∂
= +

∂ ∂
                       (6) 

where cp is the specific heat capacity per unit mass, λ is the thermal conductivity of 
the wall. As the heat power conducted in the tube wall is much smaller than that along 
the radius direction of the tube, the first term on the right hand side of above equation 
can be ignored. Assuming the absorbed heat of the tube distributes evenly along its 
wall, the unit volume heat source term for the metal wall can be expressed as 

                  w f
h,w

( )q T T
S

α
δ

− −
=                                   (7) 

where q is a metal tube of heat flow per unit area, δ is the wall thickness. 
To make the model closed, the following state parameter equations of working fluids 

are needed 

                      ( , )pp f hρ=                                      (8) 

and 

                      ( , )TT f hρ=                                     (9) 
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As thermodynamic properties of single-phase working fluids of power plant boilers, 
such as water and steam, are very complex, and there is no simple law, the two 
dimensional Lagrange interpolation method is used to calculate thermodynamic 
parameters of working fluids based on data of thermodynamic properties of water and 
steam. The interpolation nodes can be adjusted to obtain a sufficient interpolation 
precision. 

Once the initial conditions and the inlet and outlet boundary conditions are given, 
equations (1)-(9) constitute a closed single-phase heat tube model. The state variables 
of the partial differential equations model are: ρf、vf、hf  and Tw. 

3 Simulation Case 

To verify the effectiveness of the model, a heated tube of the rear superheater of a 600 
MW controlled circulation boiler [10] is used to perform simulations. The working 
fluid in the tube is superheated steam, which absorbs heat to meet the requirements for 
doing work in turbine. Main parameters used in the simulation are listed in Tab. 1, most 
of them are based on the design and operation parameters of the boiler; the specific heat 
capacities of the steam and the metal wall, and other related physical property data 
come from the physical tables; the convective heat transfer coefficient between the 
team and the metal tube wall is selected according to engineering experience. Taking 
both the numerical stability and the solution efficiency into account, the explicit fixed 
step numerical algorithm, i.e. the 4th order Runge-Kutta method is used to solve the 
model. 

Table 1. Simulation parameters 

parameters units values 

tube length m 12.73 

tube inner diameter m 4.5×10−2 

tube wall thickness m 7.5×10−3 

tube density kg·m−3 7850 

tube specific heat capacity kJ·kg−1·K−1 0.46 

flowing friction coefficient m−1 2.72 

convective heat transfer 

coefficient 
kW·m−2·K−1 2 

inlet steam density kg·m−3 58.21 

inlet steam velocity m·s−1 21.61 

inlet steam enthalpy kJ·kg−1 3300 

outlet pressure Pa 17.4×106 

tube heat power kW 180 
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Fig. 2. Dynamic responses of outlet parameters under different disturbances 

The following disturbances are imposed on the heated tube: at t=100 s, the inlet 
steam velocity suddenly increases from 21.61 kg·s−1 to 23.77 kg·s−1; at t=500 s, the inlet 
steam enthalpy suddenly increases from 3300 kJ·kg−1 to 3350 kJ·kg−1; and at t=1000 s, 
the absorbed heat power of the tube suddenly decreases from 180 kJ·s−1 to 171 kJ·s−1. 
Simulation results of the dynamic responses of the outlet steam velocity and enthalpy 
are given in Fig. 2. 

It can be seen from Fig. 2(a), that when the inlet steam velocity increases, the 
outlet steam velocity increases quickly, and then changes slowly after a dynamic 
process with overshoot. When the inlet steam enthalpy increases, the dynamic 
response of the outlet steam velocity has similar characteristics. It’s easy to deduce 
that the initial rapid change is caused by the rapid change of steam pressure, and the 
subsequent slow change is caused by the corresponding slow temperature change 
of the heated tube wall. It can be seen from Fig. 2(b), that when the inlet steam 
velocity increases, the outlet steam enthalpy decreases. This is because that the heat 
power of the tube is fixed, the steam enthalpy rise will decrease when the steam 
flux increases. By comparison of the three sub-graphs of Fig. 2, it can be found that, 
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the tube wall temperature change slowly due to its big thermal inertia, and 
dominated the slow change process of other rated parameters. On the whole, the 
dynamic responses of the present heated tube model are completely reasonable, and 
the validity and feasibility of the model is verified. 

4 Concluding Remarks 

A high precision simulation model for single phase heated tube of power plant boiler is 
presented in this paper. The present model takes into account not only the dynamic 
process of the working fluid velocity, but also the coupling effect of the 
enthalpy-temperature channel and the pressure-flow channel of working fluid. By 
simulations of a heated tube of the rear superheater of a 600 MW controlled circulation 
boiler, the validity and feasibility of the model is verified. The present model can be 
integrated into virtual power plant simulation platforms for better debugging advanced 
power plant control systems, e.g. the automatic plant startup and shutdown control 
system (APS). 
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Abstract. Mankind is facing the twin challenges of sustainable energy
supply and climate change due to the greenhouse gases emissions. Reduc-
ing the energy consumption has been given a significant role in address-
ing these problems. Although modern control technologies have been
successfully applied in many engineering systems, PID (Proportional-
Integral-Derivative) control and its variants are still the most common
control techniques due to their simple control design principle, especially
in the power electronics control field. However, little has been done so far
to explore how the system performance and control energy are related
to each other through the control parameter settings. This paper takes
the voltage droop (P) control design in voltage source converters (VSCs)
system as the research background to investigate the parameter opti-
mization of droop controllers. The simulation results reveal that there
exists a better trade-off between the system performance and control en-
ergy consumption through a proper choice of the controller parameters.

Keywords: Parameter Optimization, Droop(P) Controller, Energy Sav-
ing, Voltage Source Converters.

1 Introduction

Automatic control is used everywhere in our daily life. The first feedback control
device, a water clock of Ktesibios in Alexandria Egypt, can be traced back to
around the 3rd century B.C. In the past decades, a number of control technologies
have been proposed and successfully applied in many areas, such as model pre-
dictive control (MPC) [1,2], linear quadratic regulator (LQR) which is a special
case of optimal control [3], and some other intelligent control methods. However,
the traditional PID control is still widely used in control systems. It is revealed
that more than 90% of feedback control loops are implemented based on PID
algorithms [4], especially in the area of electric power systems, power electronic
devices, spacecraft attitude control [5], to just name a few. In our societies, the
popular adoption of personal cars, air conditioners and large scale industrial pro-
duction lines imply that more and more energy supplies are needed. The burning
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of fossil fuels like coal and oil are increasing the atmospheric concentration of
carbon dioxide (CO2) [6]. On one hand, the Mankind is looking for some re-
newable and clean energy, like wind energy, ocean energy and nuclear power to
substitute the traditional energy, on the other hand, we have to find some new
ways to reduce the energy consumption and improve the energy efficiency to
save energy and protect the environment. Renewables and energy efficiency will
have to play a significant role and improved energy efficiency makes an essential
contribution to all of the major objectives of EU climate and energy policies [7].
Therefore, energy saving through advanced control can have a profound impact.

Among various renewable energies, wind power is the most mature and tech-
nology advanced. The integration of wind farms to the existing alternating
current (AC) grid has brought the applications of high voltage direct current
(HVDC) transmissions. DC cable has little reactive current and is more suit-
able for longer distance and submarine cables. Voltage source converters (VSCs)
are widely used in many HVDC applications to convert power between AC and
DC. Control of VSCs is well developed using voltage oriented vector control
(VOC) [8]. Vector control can guarantee high dynamic and static performances
with two different control loops [9]. Pulse width modulation (PWM) works as a
fundamental method for rectifying an inversion. Many researches have been car-
ried out on the harmonic and loss optimization [10,11], by designing the PWM
switching pattern. However, these studies mainly focus on the power loss reduc-
tion using PWM or dynamic performance improvement using vector control, the
correlation between system performance and power loss has not been properly
researched so far. In the context of multi-terminal HVDC (MTDC) system, DC
voltage can be maintained using voltage droop control. In this paper, the voltage
droop controller design of a VSC used in a MTDC system is investigated.

This paper aims to find a new way to design the droop controller to achieve
the desirable requirements and maximize the energy utilization. Unlike early
work which are mostly based on simulation [12], the correlations between control
energy and tracking performance with the changing of controller parameters will
be investigated from the control theory perspective. It shows there exists a non-
linear relationship between the control energy and the tracking performance.
With an in-depth study, it is demonstrated that a good choice of controller
parameters could target a better balance between the tracking performance and
control energy consumption.

2 System Model

The system studied in this paper is a VSC working as DC voltage droop con-
troller, and Fig. 1 shows a typical VSC model represented by the average value.
In order to control the DC side voltage of the converter, both voltage drops on
the AC side inductor and current in the DC side capacitor need to be compen-
sated. This can be achieved by using two separate control loops, current control
loop and voltage control loop. Fig. 2 shows the control structure of the VSC
controller. DC voltage is maintained by using a voltage feedback from the ca-
pacitor. Output from the voltage droop controller is the reference current for the
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Fig. 1. VSC connection with AC network

current loop. Then current loop is used to control AC side current, maintaining
a desirable AC voltage. Because of the balanced power between AC and DC side,
DC voltage can be regulated when AC voltage and current are stable.

Fig. 2. Structure of VSC voltage controller

Using Kirchhoff’s voltage laws (KVL) and commonly used abc/dq transfor-
mation, state equations on the AC side can be deduced as follows,{

L did
dt +Rid = VNd − VCd + ωLiq

L
diq
dt +Riq = VNq − VCq − ωLid

(1)

where id, iq are the dq components of the VSC AC side current, VCd, VCq and
VNd, VNq are the dq components of the VSC output voltage, and AC network
voltage respectively. L is the smoothing reactor including the inductance in the
transformer between VSC and AC network. R is the reactor’s line resistance.
The dq transformation is aligned with AC side voltage, that is VNq = 0.

Current components id and iq need to follow varying references coming from
the voltage controller. It can be implemented using a PI controller to eliminate
voltage drops on the inductor. In practical applications, due to the existence of
current loop and PWM modulation, the output voltage can not update imme-
diately at current sampling point, so there will be an output delay for voltage
controller. By properly choosing current controller parameters, its output can
normally follow the reference in one switching cycle. Then the current loop and
PWM modulator can be modelled as an unit delay e−τs at one switching period
1
fs
. Ignoring the disturbance in Fig. 2, the system model can be written as

Gp(s) =
1

Ts
e−τs (2)
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where T is the time constant, and in a VSC it is equal to the capacitor value.
To maintain the DC voltage, current reference can be set using a droop (P)
controller.

Irref = Kp(Vref − Vdc) (3)

where Irref represents current reference for the inner current loop. Kp > 0 is the
droop parameter. To simplify the analysis, the first-order Pade approximation
is accepted in the following form, which gives an initial ranges of the controller
parameter to make the system stable.

e−τs ≈ −τs+ 2

τs+ 2
(4)

In some modern control technologies, such as LQR, both the tracking per-
formance and the control energy are combined to produce a cost function to
optimize the control sequence. For example, for a continuous-time linear system
described by

˙x(t) = Ax(t) +Bu(t) (5)

The cost function is defined as

J =
1

2

∫ ∞

0

[xT (t)Qx(t) + uT (t)Ru(t)]dt (6)

where x(t) is the state, u(t) is the control, while Q and R are the weighting
factors, which are defined by human (engineers).

While the optimal control has provided a design framework to adjust the
system performance as well as limit the control signals, in this paper the follow-
ing system performance, such as stability, transient response specified in terms
of peak overshoot, settling time, the tracking error and control energy are all
considered.

3 Droop(P) Controller Synthesis

3.1 Range of Kp

In this part, we analyse the range of Kp from two aspects, system stability and
damping ratio.

The stability is the basic requirement in controller design. The control param-
eters should first ensure the stability of the system for a given control structure.
It is easy to obtain the closed-loop transfer function when the controller is a P
controller. And it could be normalized into the following standard form:

Φ(s) =
ω2
n(− τ

2 s+ 1)

s2 + 2ξωns+ ω2
n

(7)

where ωn and ξ are system natural frequency and damping ratio respectively.

ω2
n =

2Kp

Tτ
2ξωn =

2T −Kpτ

T τ
(8)
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To make the system stable, Kp should satisfy the following inequality rela-
tionship according to Routh criteria:

0 < Kp <
2T

τ
(9)

Considering the underdamped ratio case, that is 0 < ξ < 1, we could get
another range for Kp.

(6− 4
√
2)T

τ
< Kp <

(6 + 4
√
2)T

τ
(10)

Then the final range of Kp is the intersection of (9) and (10).

(6− 4
√
2)T

τ
< Kp <

2T

τ
(11)

Note: this range of Kp is obtained through 1st order Pade approximation. In
the simulation, the range will be narrowed down.

3.2 Dynamic Performance Analysis

From (7), the unit step response of the system is

y(t) = 1− e−ξωnt√
1− ξ2

Ψsin(ωdt+ θ − ψ) (12)

where

ωd =
√
1− ξ2ωn θ =arctan

√
1− ξ2

ξ

Ψ =
√
2 ψ =arctan

τ
2ωd

1 + τ
2 ξωn

(13)

For the characteristic of the capacitance charging-discharging, there exists a
integral link in the controlled object. P controller is enough to avoid the steady
state error. Therefore, we only need to analyse the system dynamic performance
indices, such as tracking performance, energy consumption and the sum of them.

Tracking error is the deviation of actual measured output from the reference
set point which is a unit step in this paper.

e(t) =
e−ξωnt√
1− ξ2

Ψsin(ωdt+ θ − ψ) (14)

The tracking performance is defined as the 2-norm of tracking error, and the
calculated value is given by

Eyc =‖ e(t) ‖2= √
eyc (15)
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where

eyc =

∫ ∞

0

e2(t)dt =
1 + ξsin(3θ − 2ψ − π

2 )

2ξωn(1− ξ2)
(16)

Controller output u(t) = Kpe(t), then the control energy (that is, the 2-norm
of u(t)) is given as

Euc =‖ Kpe(t) ‖2= KpEyc (17)

Now we are going to analyse the relationship between dynamic performance
and proportional parameter Kp. Firstly, we give a proposition as follow which is
very easy to be proved.

Proposition: Let g = f(x), h = f2(x), if g is always bigger than zero within the
range of x, then the monotonicity of g is the same as h. Therefore, eyc and euc
will be discussed in the following part instead of Eyc and Euc.

Tracking Performance Analysis

For simplicity, we do not want to have the trigonometric function presenting in
the performance indices. Then the upper boundary envelope line eym, that is
the maximum value of eyc, will be used to analyse the effect of Kp on the system
performance.

eym <
1

(1− ξ2)ξωn
=

16(Tτ)2Kp

den
(18)

where

den = τ3K3
p − 14Tτ2K2

p + 28T 2τKp − 8T 3 (19)

Derivative of eym with respect to Kp is

deym/dKp = numy/den
2 (20)

where

numy = −32(Tτ)2(τ3K3
p − 7Tτ2K2

p + 4T 3) (21)

Derivative of numy is

dnumy/dKp =− 32T 2τ4Kp(3τKp − 14T ) (22)

Obviously numy(Kp) is continuous. From (11), for the lower boundary
value of Kp, numy(Kp(min)) < 0 and for the upper boundary value of Kp,
numy(Kp(max)) > 0, there should be at least one Kp which makes numy = 0.

For dnumy/dKp > 0 within the range of Kp, numy grows with the increase
of Kp. That is, there exists only one Kp which makes deym/dKp = 0. Therefore,
eym decreases first and then increases as Kp increases.
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Energy Consumption Analysis

Similarly

eum =
16(Tτ)2K3

p

den
(23)

Derivative of eum with respect to Kp is

deum/dKp =numu/den
2 (24)

where

numu = −32T 3τ2K2
p(7τ

2K2
p − 28TτKp + 12T 2) (25)

Derivative of numu is

dnumu/dKp =− 128T 3τ2Kp(7τ
2K2

p − 21TτKp + 6T 2) (26)

The roots of the above second order equation in the brackets are

r1,2 =
(21±√

13 ∗ 21)T
14τ

(r1 < r2) (27)

By calculation, we know that the roots are out of the range of Kp. That is,
the value of the derivative of numu is always positive. It is the same for the
analysis of eym, numu(Kp(min)) < 0 and numu(Kp(max)) > 0, so the change of
eum should be the same as the change of eym.

4 Simulation Results

In the simulation, the reference voltage is 400kV with power ratings of 500MW .
Controller parameters are chosen to be T = 0.02 and τ = 7.4 × 10−4, which
correspond to a capacitor value of C = 62.4μF and PWM switching frequency
fs = 1350Hz respectively.

According to (11), the range of Kp is from 9.3 to 54. In this simulation, it is
narrowed down to 11.2 to 43.2 which are the 120 percent and 80 percent of the
lower and upper bounds respectively. And it is increased with a step value of 0.1.
The dynamic performance with different controller parameters are shown in Fig.
3, in which Eym and Eum are the square roots of eym and eum respectively, Eys

and Eus are the integral values of tracking error and control energy respectively,
which are obtained by simulation within 20ms. Input is DC voltage in per unit.

Fig. 3 gives the following observations:

Observation 1: All of the tracking performance curves decrease first and then
increases with the growing of Kp. However, the energy consumption curves of
Eus and Euc keep growing, which are different from the theoretical analysis
result Eum around the lower boundary.
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Observation 2: Near the lower boundary, the calculated values Eyc and Euc

are close to the simulation results Eys and Eus. However, the simulation values
go up quickly with the growing of Kp in the last third part of its range, which
means the upper boundary of Kp obtained according to the Pade approximation
can not guarantee the stability of system.

Observation 3: The minimum Eym, Eyc and Eyr are almost at the same Kp.
And the lower boundary of Kp may not guarantee the damping ration of system,
so we won’t use the smallest Kp value either. Therefore, the original Kp values
could be set to be the roots of (21) and (25).
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The dynamic response results with different control parameters obtained from
(21) and (25) which make system performance indices minimum separately are
given in Fig. 4. The detailed numerical results are also summarized in Table 1,
where σ% is the overshoot and ts is obtained by simulation measurement. E max,
E cal and E sim means the Kp values are obtained by minimizing the maximum
approximation values, calculated values and simulation values respectively.

From Fig. 4 and Table 1, it shows that we could give an initial proportional
parameter according to (21) and (25), and then find an optimal value around
them with the consideration of balancing the tracking error and control energy
consumption.

Table 1. System performance for different Kp

Type Kp Ey Eu σ% ts(ms)

E max

21.7 0.0399 0.8657 30.49 6.76

13.2 0.0486 0.6410 3.30 4.42

E cal

22.4 0.0328 0.7355 33.02 6.80

11.2 0.0369 0.4130 0.23 3.73

E sim

20.0 0.0336 0.6720 24.43 5.45

11.2 0.0369 0.4135 0.23 3.73

5 Conclusions and Future Works

5.1 Conclusions

This paper has investigated the P controller parameter optimization in the vec-
tor control of voltage source converters. Firstly, the proportional parameter is
restricted in a range from two aspects, system stability and damping ratio. Then,
the effect of Kp on tracking performance and energy consumption are investi-
gated in detail. The energy consumption grows with the increase of Kp, but
the tracking error decreases first and then increases. Finally, we have derived
an equation to obtain the Kp to make the tracking error minimum. And the
optimum value of Kp could be found around it by balancing the tracking per-
formance with the control energy consumption.

5.2 Future Works

Based on the results obtained in this paper, future work will include the research
on the parameter optimization of the PI controller based on a popular industrial
model. The close loop transfer function will become much more complicated
with the increase in the complexity of both the controller and the object model.
The approaches will also be applied in some real-world systems, such as power
electronics control in power transmission and distribution.
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Abstract. In order to make the control of interconnected grid frequency have 
better load adaptability and maintain the economic stability and reliable 
operation of the grid, a design method of multivariable predictive controller and 
its algorithm are proposed. They are based on the state-space model of the 
interconnected grid while considering the regional capacity constraint. To solve 
the problem with the control relying on K (the frequency error coefficient) in 
most such questions, the quadratic programming (QP) solving is employed. And 
so the optimal control is ensured even when there is interconnected grid support. 
According to the modeling and simulating of the two-area grid frequency control 
system, the proposed predictive algorithm is compared with the conventional 
algorithm via PI regulator in single area and dual zone load step disturbance, 
random white noise disturbance and model mismatch, etc. The results indicate 
that the proposed predictive control algorithm can significantly improve the 
recovery performance of the grid system frequency. 

Keywords: frequency deviation factor, state-space model, predictive controller, 
QP problem solving. 

1 Introduction 

The advent of modern power grid characterized with grid interconnection makes it 
possible that regional grid can support each other. To restrain the influence of regional 
disturbance on the grid frequency, currently the traditional automatic generation 
control (AGC) uses the load frequency control (LFC). It is based on the calculation of 
the area control error (ACE) with traditional PI algorithm to obtain power adjustment 
commands. So the adjustment quality depends on K (the frequency error coefficient) 
directly. Because of the randomness and time variation of the feature and size of the 
grid load, the frequency error coefficient K is difficult to be measured and set [1]. The 
traditional control of the grid frequency is time-consuming and overshooting. The 
frequency error coefficient K is more difficult to be determined, when the region 
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regulation capacity is insufficient. That will influence the recovery rate of the power 
quality and economic performance indicators of the regions [2-3]. 

In order to improve the control performance of the traditional AGC, many advanced 
control strategy had been used on the research of the LFC system controller, such as the 
sliding mode control [4], the neural network control [5] and the fuzzy control [6], etc. 
And the control effect is good. Model predictive control (MPC) is an advanced control 
technology based on model. It is ease-modeling and rolling optimization, etc. It can be 
used to solve the control defect of the traditional AGC. Using the MPC [10] and fuzzy 
control strategy, Documents [7-9] designed the AGC controller and achieved some 
consequence via simulation. But the research on this predictive control theory did not 
consider the limits of the regions active power output. It still relies on the frequency 
coefficient K. That cannot suit the regions load change and the support functions in the 
actual grid. 

In this paper, the multivariable constrained predictive control based on dual-zone 
interconnected power grid is considered. It is a nonlinear constrained control problem 
based on state-space model. To solve the problem with the control relying on K, the 
quadratic programming (QP) solving is employed. Also the optimal control is ensured 
when there is interconnected grid support. The effectiveness of the multivariable 
constrained predictive control as the LFC controller with two regions is exemplified by 
simulation. 

2 State-Space Model of Interconnected Grid LFC Controlled 
Object 

The two regions interconnected grid has been used as controlled object of the 
interconnected grid LFC. Fig. 1 is the dynamic model of the controlled object of the 
two area interconnected grid LFC. It is composed by the transfer functions of each link, 
including generator objects and grid objects. G (s)

a1
, G (s)

a2
, G (s)

b1
and G (s)

b2
are 

generator objects of region-one and region-two; G (s)
a3

and G (s)
b3

are grid objects of 

region-one and region-two; f
1

Δ is the variation of the frequency; P
ci

is the dispatching 

instruction(the generator control variable) ; P
ti

Δ is the output power increment of each 

region; P
Li

Δ is the load variation of each region; P
12

Δ is the variation of the 

tie-exchange power; T
gi

is the governor time constant; T
ti

is the generator time 

constant; R
i

is the unit difference adjustment coefficient; X
gi

Δ is the governor 

position increment; K
li*

is the frequency adjustment effect coefficient of the load;  

T
pi

is the frequency adjustment inertia time constant of the load; T
12

is the 

tie-exchange  power synchronous coefficient of region-one and region-two. 
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Fig. 1. Transfer function dynamic model of dual-zone interconnected grid LFC controlled objects 

 
The discrete state space model of the controlled objects can be written in form of  

( 1) ( ) ( ) ( ) ,

( ) ( ) .

k k k k

k k

 + = + +
 =

X AX BU RW

Y CX
                         (1) 

Where X , U  W  and Y  are state variables, input variables, disturbance variables 
and output variables; A , B  R  and C  are the state matrix, input matrix, disturbance 
matrix and output matrix of the discrete system. 

Where 

[ ]P P
c1 c2

=U ; [ ]P Pl1 l2= Δ ΔW ; [ ]Tf f P
1 2 12

= Δ Δ ΔY ;  

[ ]f P X P f P X
1 t1 g1 12 2 t2 g2

= Δ Δ Δ Δ Δ Δ ΔX . 

The sampling time constant isT
s

, then 
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C  . 

3 Design of the LFC Predictive Controller 

Fig. 2 is the design structure of the LFC predictive controller, including estimation of 

the state by the observer and the optimization controller. 
Because of the existence of the unknown disturbance of the grid load, the dynamic 

system is complicated. The observer can be used to estimate these state ˆ(k)x . The 

design equations of the controller can be written in the form of 

ˆ( ) ( ) ( 1) ( )k k k k= + ϒ − + Δy Ψx u Θ u  .                         (2) 
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Fig. 2. LFC predictive controller structure 
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In this paper, the designed state observer model is the same as the model of the 
interconnected grid controlled objects. And the output deviation of the actual power 
and the state observer multiplied by an observer gain matrix L . It is used as the 
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observer state estimation. The configuration guideline of L  in this paper is making 
sure that the eigenvalue of −A LC  converged to zero by constant speed [10]. 

According to the principle of the finite horizon rolling optimization of the predictive 
control, the objective function can be written as 

12 2ˆ ˆ( ) ( 1| ) ( ) ( | )( ) ( )
0

HH uP
V k y k k r k i u k i kQ i R i

i H iW

−
= + − + + Δ + 

= =
 .              (3) 

And if 

( ) ( ) ( ) ( 1)k k x k u kε = Γ − Ψ − ϒ −  .                         (4) 

Then the objective function can be written as 

2 2( ) ( ) ( ) ( )( ) ( )V k y k k u kQ i R i= −Γ + Δ  .                       (5) 

Where Q and R  are weighting matrix.  
Then  

[ ] ( )

2 2( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

( ) ( ) 2 ( ) ( ) ( ) ( )

V k u k k u kQ R

TT T Tu k k Q u k k u k R u k

T T T T Tk k u k Q k u k Q R u k

ε

ε ε

ε ε ε

= ΘΔ − + Δ

 = Δ Θ − ΘΔ − +Δ Δ  
 = Θ − Δ Θ + Δ Θ Θ+ Δ  

 .   (6) 

It can be written as 

T( ) ( ) ( ) ( )TV k const u k q u k r u k= − Δ + Δ Δ  .                         (7) 

Where 

2 ( )Tq Q kε= Θ  . 

The solution of the optimal controller output ( )u kΔ  can be equivalent to the 

solution of 

min( ( ) ( ) ( )T Tu k r u k q u kΔ Δ − Δ  .                        (8) 

Then it is turned to be a typical quadratic programming (QP) problem. In this paper 
the optimal control law ( )u k

opt
Δ  is resolved by using the internal point solution 

method. The constraint conditions can be written as 
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(1) P ,1 max1
(1) ,1 max1
(2) P ,2 max 2

(2) .2 max 2

u uc
u P uc
u uc

u P uc

= ≤
 Δ =Δ ≤Δ
 = ≤
Δ =Δ ≤Δ

                             (9) 

Where  

max1
u  and 

max1
uΔ  are the maximum adjustment capacity value and limits of 

adjustment capacity rate of region-one. 
max2

u  and 
max2

uΔ  are the maximum 

adjustment capacity value and limits of adjustment capacity rate of region-two. 

4 Simulation 

Using the Matlab/simulink, the two-area interconnected grid AGC system simulation 
model is built with simulink tool (PI control) and MPC toolbox (MPC control), 
respectively. The control objectives of the two-area interconnected grid AGC system 
simulation model are the tie-line exchange power and the frequency deviation. The 
MPC controller is designed by the algorithm aforementioned. Let the sampling 
period 0.1T s

s
= , prediction horizon P=15, control horizon M=10, error weighting 

matrix Q=10I, control weighting matrix R=0.01I. The simulation of system dynamic 
performance (the self-capacity of each area is adequate and inadequate), the 
performance of resisting the random disturbance and the robustness are researched 
respectively. 

4.1 Simulation Research on System Dynamic Performance (Self-capacity of 
Each Area Is Adequate) 

When two areas have sufficient capacity (without capacity limit value), the AGC 
simulation model parameter of the two-area interconnected power system is shown in 
Table 1. The parameters are configured according to the 1:6 relationship of two regions 
load. At the time t=1s, step disturbances of the load of two areas are added respectively 
( 0.01 . .

1
P p u
l

Δ = , 0.03 . .
2

P p u
l

Δ = ). Comparatively analyzing the system response 

curves of the MPC controlled system and the PI controlled system, Fig. 3- Fig. 5 are the 
AGC response curves of each area. 

Table 1. Controlled objects parameter of two areas (model 1) 

parameter (s)T
gi

 (s)T
ti

 
(Hz/MW)

*
K

li
  

(s)T
pi

  
(Hz/ MWR

i
(s)

12
T   

Region-one 0.08 0.3 1.5 20 0.05 
0.545 

Region-two 0.08 0.3 0.25 20 0.008 
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Fig. 3. Frequency deviation response curve of 
region-one with different controller action 

Fig. 4. Frequency deviation response curve of 
region-two with different controller action 

 

Fig. 5. Tie-line exchange power response curve of different controller action 

By comparing the simulation output curves, the results show that the tie-line 
exchange power response overshoot of the MPC controller controlled system is much 
smaller than the PI controller ( controlled system, and the regulation time is much 
smaller too. The frequency deviation response overshoot of these two regions with the 
MPC controller is smaller. And the regulation time is also much smaller. 

4.2 Simulation Research on System Dynamic Performance (Self-capacity of 
Each Area Is Inadequate) 

The method of research on system dynamic performance when the self-capacity of each 
area is inadequate is added by capacity limits on the simulation model. The AGC 
simulation model parameter of two-area interconnected power system is shown in 
Table 1, and 0.008p.u. capacity limit is added to the unit output of each region, which 
make 0.008 . .P p u

ti
≤ . At the time t=1s, step disturbances of the load of region-one are 

added ( 0.01 . .
1

P p u
l

Δ = ). Comparatively analyzing the system response curves of the 

MPC controlled system and the PI controlled system, Fig. 6- Fig. 8 are the AGC 
response curves of each area. 
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Fig. 6. Frequency deviation response curve of 
region-one with different controller action 
(with limits) 

Fig. 7. Frequency deviation response curve of 
region-two with different controller action 
(with limits) 

 

Fig. 8. Tie-line exchange power response curve of different controller action (with limits) 

By comparing the simulation output curves, it can be concluded that regarding the 
tie-line exchange power and the frequency deviation response overshoot, the system 
with MPC controller is better than the system with PI controller. MPC controller still 
has the superiority on the regulation time and the response overshoot. 

4.3 Simulation Research on the Performance of Anti-random Noise 

The parameters of the AGC simulation model of the two-area interconnected power 
system are still the parameter of table.1. The white noise signal of the load is added to 
each region at the time t=1s ( 1PlΔ  and 2PlΔ  are white noise signal with the amplitude 

0.01p.u. and 0.03p.u.). The ability to suppress white noise of the grid load of the MPC 
controller is compared with the PI controller, Fig. 9- Fig. 11 are the AGC response 
curves of each area. 

 



106     H. Qian et al. 

 

 

Fig. 9. Frequency deviation response curve of 
region-one with white noise signal as load 

Fig. 10. Frequency deviation response curve 
of region-two with white noise signal as load 

 
Fig. 11. Tie-line exchange power response curve with white noise signal as load 

According to the simulation output curve, the ability to suppress white noise of the 
grid load of the MPC controller is much better than the PI controller. 

4.4 Simulation Research on Model Mismatch 

In order to compare the robustness between the MPC controlled AGC system and the PI 
controlled AGC system, the dynamic characteristics of the controlled objects are 
changed. The changed parameters are shown in Table 2. The system model of Table 1 
is called model-one, and the system model of Table 2 is called model-two. The step 
disturbance of the load is added to model-one and model-two at the time t=1s 
( 0.01 . .1P p ulΔ = and 0.03 . .2P p ulΔ = ). The output curves of model-one and model-two with 

the MPC and PI control mode are shown in Fig. 12- Fig. 14. 

Table 2. Controlled objects parameter of two areas (model-two) 

parameter (s)giT   (s)tiT   * (Hz/MW)liK

  
(s)piT  (Hz/MW)iR

  12 (s)T   

Region-one 0.1 0.3 2 30 0.025 
0.545 

Region-two 0.09 0.375 1.25 20 0.01 
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Fig. 12. Frequency deviation response curve 
of region-one with different model and 
different controller action 

Fig. 13. Frequency deviation response curve of 
region-two with different model and different 
controller action 

 

Fig. 14. Tie-line exchange power response curve with different model and different controller 
action 

According to the output curve, the robustness of the system with both control modes 
is good. Compared to the PI controller, the MPC controller can get closer simulation 
output curve when the system model is changed. That shows the system with MPC 
controller has better robustness than the system with PI controller. 

5 Conclusions 

Constrained multivariable predictive control of the load frequency of the 
interconnected grid aforementioned overcomes the defect that the frequency control 
algorithm generally has. The method has practical engineering value with the 
constraints of the regional adjustment capacity limits. According to the simulation of 
the load step disturbance, the random white noise disturbance and the robustness, the 
control effect of the predictive control algorithm proposed in this paper has obvious 
advantages over the traditional methods for the control of the interconnected grid. 
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Abstract. This paper presents the mothed to establish the simulation model of 
the internal feedback motor based on the dynamic model of the internal 
feedback winding motor, which fills the gaps in the simulik module library.  
The method makes use of the S Function in the tool-list of matlab/simulink to 
complete the simulation model. Simulation cases and field tests are used to 
testify the model, and it’s found that the simulation results correspond to the 
data of field tests. Therefore the model which is established by the way, can be 
used correctly.  

Keywords: internal feedback motor, cascade speed control system, simulation. 

1 Introduction  

The internal feedback winding motor, which is produced with the development of the 
cascade control technology in recent years, is a new type of winding motor.  It adds a 
set of windings to the stator core of the asynchronous motor, which is named 
regulating winding, in order to receive the energy reacted from the rotors. And now the 
original stator winding is called the main winding[1-2].  The cascade control speeding 
system of the motor is showed in fig.1. The main winding of the stator connects with 
the grid, and the rotor winding connects with the cascade speeding control system 
which consists of rectifier and inverter, and the slip power is feedbacked to the 
regulating winding of the stator[3].  

 

Fig. 1. The topology circuit of chopping cascade control system 
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With the purpose of studying the principle of the internal feedback cascade control 
technology, the simulation method is used to do the analysis. Nowadays 
matlab/simulink is a kind of famous simulation software. However, there is not the 
available internal feedback winding motor model, which is a difficult thing for the 
project. With the purpose, this paper tells the principle of the simulation model, which 
is theoretically based on the program of matlab/simulink and the mathematic model of 
internal feedback motor, and established according to the S Function. Simulation cases 
and field tests are used to testify the model, and it’s found that the simulation results 
correspond to the data of field tests. Therefore the model, which is established by the 
way, can be used practically and feasibly[4-5]. 

2 Thematic Model of the Internal Feedback Motor 

According to the theory of the AC motor, after change the system of axes, the three-
phase asynchronous motor can be considered as the equivalence of the two-phase 
motor model on the d–q axis in the synchronous revolution axes system. Suppose the 
axes are put on the rotor, with d axis as the straight one, q axis is advanced 90’, and the 
included angel between the reference axis and the stator winding one (showed as figure 
2), then we get a set of matrix by changing the abc coordinates to the dq0: 

2 4
cos( ) cos( ) cos( )

3 3
2 2 4

sin( ) sin( ) sin( )
3 3 3

1 1 1

2 2 2

k k k
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π πθ θ θ θ θ θ

π πθ θ θ θ θ θ

 − − − − − 
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                 (2) 

 

Fig. 2. Relation between abc and dq0 coordinates 
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Because the internal feedback motor adds a set of windings to the stator core of the 
asynchronous machine, then its structure and principle is very different from the 
normal asynchronous machine. The mathematic model in the static axes of system can 
be described in the following equations[6]: 

Electric tension equations: 
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Magnetic linkage equations: 
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          (4) 

In the equations: skr ----  the resistance of regulating winding and the main winding, 

(k=1、2)； rr －the resistance of rotor winding; 11L , 22L , 1rL －the self-inductance of 

the main winding, regulating winding and rotor winding; smL －the mutual inductance 

of the stator two-phase winding; the resistance of the main winding and regulating 

winding; mL － the self-mutual inductance of the stator and rotor; u － voltage;  

ψ －magnetic linkage; i －electric current. 

Torque equations: 

1 2 1 2

2
( )

3e n m rd sq rd sq rq sd rq sdT P L i i i i i i i i= + − −                    (5) 
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Motion equations: 

d

d
m r

e L
n

J
T T

P t

ω− =                                   (6) 

In the equations: eT －Torque of electromagnetism; LT －loading torque; nP －

pole log; mJ －rotary inertia; rω －angular velocity of rotor. Then put the magnetic 

linkage equation (4) into the electric tension equation and erase the magnetic linkage 
item, then, we have the matrix equation of internal feed electromotor: 

1 1I A BI A U− −= +                                  (7) 

3 The Composition and Model Establishment of the S Function in 
M File 

According to the equation (7) and the defined grammar of S function in 
matlab/simulink, the following simulation model of internal feedback motor is 
composed by the use of S Function form board: 

 
Function [sys,x0,str,ts] =motor (t, x, u, lag,R1,R2,Rr, L11,L22, L1r,Lsm,Lm,Pn,Jm) 
%motor’s parameters 
Switch flag 
case 0   %initialization 
sys=[6,  %number of continuous states 

   0,   %number of discrete states 
   7,   %number of outputs 
   7,   %number of inputs 
   1,   %direct feed through flag 
   1];   %sample time 

case 1   %Derivatives 
A11=L11+Lsm+Lm; A13=Lsm+Lm; A15=Lm; A33=L22+Lsm+Lm; A55=L1r+Lm; 
A=[A11 0 A13 0 A15 0;0 A11 0 A13  0  A15; A13 0 A33 0 A15 0;A13 0 A33   
0  A15; A15  0  A15  0  A55  0;A15  0  A15  0  A55]; 

B52 = r mLω =u(7)*Lm; 

B56 = ( )r m rL Lω + =u(7)*(Lm+L1r); 

B＝[-R1  0  0  0  0  0 ; 
0 -R1  0  0  0  0 ; 
0 0  -R2  0  0  0; 

0   0   0  -R2  0  0; 
0 -B52  0  -B52  -Rr  -B56; 

B52  0  B52  0  B56  -Rr];  
G=inv(A);  
Sys=G*B*x+G* [u(1);u(2);u(3);u(4);u(5);u(6)]; 
case 2     %Discrete state update 
sys=[];     %do nothing 
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case 3     %outputs 
   Te=1.5*Pn*Lm*(x(5)*x(2)+x(5)*x(4)-x(6)*x(1)-x(6)*x(3)) 

sys=[x(1);x (2);x(3);x(4);x(5);x(6);Te] 
case 9      ％Terminate 
sys=[];     % do nithing 
otherwise 
sys=[]; 
end 
 
The simulation mode of internal feedback motor is built according to the s 

function, shows as fig.3. And the cascade speeding control system of internal 
feedback motor is established by software of simulink. 

 

Fig. 3. Simulation mode of internal feedback motor based on s function in matlab/simulik 

 

Fig. 4. Simulation model of chopping cascade speeding controlling system of internal feedback 
motor 
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4 Simulation Trial 

In order to test the simulation model of the internal feedback motor’s feasibility, the 
simulation model is applied in the internal feedback cascade control system. 

The parameters of the internal feedback motor: eP ＝570kw， stator: eU ＝6kv， 

eI ＝65A; rotor: 2U ＝978v， 2I ＝355A; feedback winding 3U =626v， 3I =125A，

η =0.9421, cosϕ =0.804, mJ =270 2kg m⋅ ，△/Y Rejoining method. 
Fig.5(a) is the speed wave of the internal feedback motor when it is running, and the 

fig.5(b) is the simulation wave of stator current,  and the fig.5(c) is the simulation 
wave of rotor current,  

The speed of motor can be regulated by change the IGBT chopping duty ratio. The 
simulation data of different duty-cycles of the cascade speed control system is showed 
as table.1. 

 

Fig. 5. Waves of Chopping cascade speed regulating of internal feedback motor 

Table 1. Data of different duty-cycles 

Duty 
Ratio  

(％) 

Stator current Rotor current Rotor Speed 
field 
test 

simul
ation 

Field 
test 

simulati
on 

Field 
test 

simulation 

100.0 51.7 49.8 194.6 216.4 742.4 746.8 
95.3 51.2 50.1 169.1 176.4 713.6 718.1 
90.0 49.6 48.3 161.5 176.0 694.6 701.8 
80.5 45.6 43.4 140.2 155.2 648.6 65.4 
70.3 40.9 39.8 113.3 125.4 612.4 621.6 
60.1 37.6 36.6 99.6 102.7 546.3 554.6 

 
Figure 6,7 are the simulation waves and experimental waves. Fig.5 is the rectifier 

voltage waves of internal feedback motor, fig5(a) is the experimental wave and fig.5(b) 
is the simulation wave.  
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(a) experimental wave  

 
(b) simulation wave  

Fig. 6. Rectifier voltage wave of inner-feedback motor 

The capacitance voltage wave of invertor DC side is showed as fig.6, fig.6(a) is the 
experimental wave and fig.6(b) is the simulation wave.  

 
(a) experimental wave   

 

(b) simulation wave 

Fig. 7. Capacitance voltage wave of invertor dc side 

5 Conclusion 

Through the comparison of simulation data and field test data, it’s found that the 
electric current of the model and its simulation curve nearly correspond to the field test 
data. And with the increasing duty ratio of chopped wave, the rotation speed of the 
electromotor increases gradually. Therefore, it proves the model is corrected and the 
way of establishing the internal feed electromotor introduced in this paper is feasible 
and practical. 
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Abstract. For promotion of solar energy popularization, study on effect of 
purchase price can facilitate proper product decisions making. In this paper, an 
agent based model is built to simulate the households’ dynamic adoption 
process of solar energy. With varying purchase price, scenario analysis is taken 
to investigate the relevant market share changes. Random forest is used to 
measure the effect of purchase price by data collected from the model changes. 
The results show that impacts of purchase price differ with different types of 
energy using by households. By energy subsidy, product with higher purchase 
price can still attract market share of solar energy effectively. Thus, promotion 
strategies should be variable according to local using conditions of solar energy 
in residential consumer market.   

Keywords: solar energy diffusion, agent-based simulation, households’ 
dynamic adoption process, random forest. 

1 Introduction 

Using of conventional energies is facing with problems as energy depletion and 
carbon dioxide (CO2) emission. Since these phenomena happen, the adoption of 
renewable energy sources are becoming vital for management of energy saving and 
pollution reduction.  

In residential consumer market, electricity and nature gas are mostly used energy 
resources. Launching product of solar energy into the market can benefit the 
utilization of solar energy. As conventional energies dominate the market, promotion 
of solar energy introduce a considerable amount of risk for manufactures and the 
government. In order to reduce the risk, it is significant to analyze how product 
decisions give impact on the market shares of solar energy. 
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For manufactures of solar energy product, purchase price is the important factor in 
their product decisions making. Most manufactures always believe that only low 
purchase price can brings high market shares. But during the past years, competition 
in low purchase price didn’t take obvious effects. Hence, it is essential to evaluate the 
effect of purchase price in households’ solar energy adoption process.  

Statistic analysis with surveys or historical data is the commonly used method in 
previous studies for promotion of renewable energy [1-3]. All these researches are 
designed to select the impact factors for the promotion. They can’t reveal the dynamic 
adoption process of solar energy. In residential consumer market, the adoption 
process comes from micro (households) to macro (consumer market) level. Purchase 
price which impact on the households’ energy adoption behavior will finally make the 
market share changes of solar energy. 

It is difficult to conduct controlled experiments on the dynamic adoption process 
due to the lack of experimental control on many critical variables [4]. Fortunately, 
agent based model provide a tool to systematically conduct experiments automatically 
and decide how the impact factors affect the whole dynamic adoption process.  

Several studies can be found on agent based modeling (ABM) for diffusion of 
technology. Shinde et al. [5] created an ABM framework to simulate and analyze the 
effect of multiple business scenarios on the adoption behavior of a group of 
technology products. T. Zhang et al. [6] studied the diffusion of alternative fuel 
vehicles. M. Günther et al. [7] built an agent based simulation for the new product 
diffusion of a novel biomass fule. G. Sorda et al. [8] used the agent based simulation 
to evaluate the promotion of electricity from agricultural biogas plants in Germany. 
D. J. Veit et al. [9] developed an agent-based model to study the dynamics in two-
settlement electricity markets. T. Zhang et al. [10] presented an agent based model to 
evaluate the effects of different government policies on promoting new electricity 
technologies in complex systems.  

In this paper, an agent-based model is developed to simulate the dynamic solar 
energy adoption process of households. Purchase price of solar energy product is 
selected from the impact factors to study its effect on the process. Scenario analysis is 
taken to see the changes of residential consumer market share due to purchase price 
changes. By the changing results, Random forest [11] is used as the data mining 
method to investigate the effect of purchase price. This paper is structured as follows. 
Section 2 introduces the methods used in this study. Section 3 presents scenario 
analysis and discusses the effect of purchase price. Conclusions are given in Section 4. 

2 Method 

2.1 Agent-Based Model for Households’ Solar Energy Adoption Process  

Considering the energy consuming reality, the households’ adoption process of solar 
energy is a competitive process among conventional energies. There are three single 
kinds of energies for households to choose, they are electricity (A), natural gas (B) 
and solar energy (C). Solar water heater is used as the solar energy product for 
households’ daily life use. In this model, agents represent households and differ with 
each other by kinds of energies they adopted. Types of agents are divided into 4 
categories: 1. Only electricity consuming agents (A), 2. Electricity and natural gas 
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consuming agents (AB), 3. Electricity and solar energy consuming agents (AC), 4. 
Electricity, natural gas and solar energy consuming agents (ABC). The scale-free 
network is used as the social network [12]. The whole scale-free network represents 
the residential consumer market.  

Architecture of Agents. As agents represent households, they are smart agents with 
human intelligent behavior in decision making on adoption energies. In the real consumer 
market, the sale information and policy about energies starts from energy suppliers and 
government via mass media, and travels through the households’ social network via word 
of mouth. In this model, agents have the ability to get all these kinds of information. They 
can also interact with their households and communicate with each other to understand 
their neighborhoods’ energy choice. At the time of choice making, agents update their 
satisfaction level of energy adoption. They will compare the current single kind of energy 
in feature to feature way (such as price, average using flow and so on). Value proposition 
is used to make comparisons for all the single kind of energies. Calculation of value 
proposition includes all the impact factors that will influence the households’ energy 
choice making. After comparison with value proposition, agents consider their economic 
condition and then make decisions about which kinds of energies to choose.  

Impact factors which influence the energy adoption behavior are concluded as: i) 
nature features of energy; ii) sociological factors: social influence on households (the 
social network, word of mouth mechanism and the neighborhood effect); iii) 
environmental factors: regional factor (climate condition in the area), mass media 
factor (spread information of energy and the government encouraging policies), 
government policies; v) psychological factors: features of households. 

Evaluations for Nature Features of Energy in the Model. Each kind of energy has 
certain nature features that distinguish from others. Agents compare them in feature to 
feature way. For electricity and nature gas, nature features are shown in Table1. For 
solar energy, the features of solar water heater are shown in Table 2.  

Table 1. Nature features for electricity and nature gas 

Name Value Unit 
Price 
 

[0, 3.0 ]  Yuan 

Saner 
(Saving energy per 
month) 

[0, 40] Dimensionless 
quantity 

Flow 
(Average use flow 
per day) 

[0,180] 
(electricity) 
[0,50] 
(nature gas) 

KWH 
(Electricity) 
Cubicmeter/hour 
(Natural gas) 
 

Con 
(Using Convenience 
of each kind of 
energy) 

[1, 6] Dimensionless 
quantity 

Purchase price  
Repair Cost 
(per month) 

[0, 6000] 
     
[0,500] 

Yuan 
 
Yuan 



120 Y. Guo et al. 

 

Table 2. Features for solar water heaters 

Name Value Unit 
Price 

 
[0, 3.0 ] Yuan 

Saner 
 

[0, 40] 
Dimensionless 
quantity 

Capacity [130,160] L 

Con [1, 6] 
Dimensionless 
quantity 

Purchase price 
Repair Cost 
(per month) 

[0, 6000] 
[0,500] 

Yuan 

Calculation for Value Proposition of Energy. Agents update their satisfaction level 
of energy adoption at each time increment. The satisfaction level is also the threshold 
for comparison of energy value proposition. They compare the value proposition of 
their current adopted energies with that of other available energies. After 
comprehensive consideration including their economic conditions, agents will decide 
whether to keep or to change their current energy structure with certain probability.   

For value proposition of energies features, utility theory [5,13] is used to describe 
it. Eq.1 is used when the agents target a maximum value of features (to calculate 
desirability function of saner and con). Eq. 2 is used when the target is the minimum 
value (to calculate desirability function of price and purchase price and repair cost).  
In the desirability function of price, y is defined as: y=price * flow or y=price * 
capacity.  

 11 1
1

1 1

min
( )
max min

nRn n
in

n n

y
D

−
=

−  
(1)

 22 2
2

2 2

max
( )
max min

nRn n
in

n n

y
D

−
=

−
     (2)

  

Where, n1 is energy features: saner, con; n2 is energy features: price and 
flow/capacity, purchase price, repair cost; 1nR , 2nR  are the risk variable for the 

corresponding features; i  is the type of energy: electricity (A), nature gas (B), solar 
energy (C) 

For solar water heater, the price of solar energy ( /yuan L ) has to be calculated. 

Eq.3 is used to calculate the heating cost of solar water heater per year.  

 yC ( ( 1000)c e w yK L T M T Y Y L T= ∗ ∗ Δ / / μ)∗ ∗ + ∗ / ∗  (3)
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yC : heating cost of solar water heater per year 

K : 4200J kg C/ • °  for per kg water, the consuming electricity for rising the 

temperature per centigrade                      
L : the capacity of the solar water heater 

TΔ : the increasing temperature for water in the solar water heater turns into hot  
M : 36000 /J kwh     
μ : the heating efficiency for solar water heater 

cT : the raining and cloudy days per year 

eY : the unit price for electricity : /yuan kwh  

wY : the unit price for water : / tyuan  

yT : 365 the days per year: /days year  

Eq. 4 is used to calculate the price of solar energy ( /yuan L ) per month 

 

 Price 12solar yC L=  (4)

  
For each household, the function of value proposition for energy features is 

computed as a weighted average of the desirability of the features as shown in Eq.5.  
 

 
n inn

in
nn

W D
U

W
= 


 (5)

In addition to having different desirability functions, households can assign 
different importance (weight, nW ) to different features that make up the Eq.5. Where, 

n is energy features from Table 1. 
Eq.6 is used for the value proposition of agents for social and environmental 

factors.  

             D i Sα = α ∗ α  (6)

  

D iα is the value proposition of each household for sociological and environmental 
factors of energy i . In addition to having different value proposition functions, 
households can assign different sensitivities (sensitivity, Sα ) to different factors that 
make up the Eq.6. Where, α is the social or environmental factor. Sα is the 
corresponding sensitivity. 

Eq.7 is used for the calculation of value proposition of each agent for all kinds 
of energy 

         n inn
i in

nn

W D
VP U D i S

W
= + α = + α ∗ α 

 (7)
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2.2 Data Mining Method  

In the scenario analysis section, effect of purchase price is identified. Data of model 
changes due to varying purchase price are collected. Random Forests (RF) is used 
summarize and quantify the impact of purchase price. Partial dependence plots [14] 

are used to interpret the results from the Random Forest model.  

3 Scenario Analysis for Effect of Purchase Price 

At the beginning of the simulation, Household A and AB dominate the whole 
residential market share, a small percentage of early household adopt solar energy 
(household AC or ABC).  

Scenario analysis is taken in which solar water heaters, having a variety value of 
feature levels, is introduced into the residential consumer market. In order to study the 
effect of purchase price, only simulation results for variety value of purchase price 
and repair cost is selected. The features of energy A and B are setting as constant. 
Under these conditions, solar energy (C) is introduced into the residential consumer 
market. Values of purchase price and repair cost are varied between {1280, 6280} and 
{0, 200}. The value combination is varied between runs to simulate the introduction 
of solar energy. A total of 15 replicates are run at each combination of the features. 
After each run, the maximum share of households AC and ABC in the residential 
consumer market are collected. By the simulation results, random forest is used to 
analyse the effect of purchase price.  

Figure 1 shows the partial dependency plots after using the Random Forest model. 
From Figure 1, it can be seen that purchase price is effective for the residential 
consumer market share of energy C. As the value of purchase price varies, the 
corresponding residential consumer market share of AC and ABC varies from 0.5 to 
0.25. Compared with Figure 1. (a) and 1. (b), there exists an interesting phenomenon. 
For residential consumer market share of ABC predicted, lower purchase price brings 
higher market share. While for residential consumer market share of AC predicted, 
higher purchase price brings higher market share instead. As Figure 1. (a) shows, the 
residential market share of AC is less than 0.17 when the purchase price is lower than 
4000. But when the purchase price is higher than 4000, the market tendency of AC 
begins to rise. Figure 1. (b) shows that the residential market share of ABC is always 
beyond 0.1 when the purchase price is lower than 4000. When the purchase price is 
higher than 4000, the market tendency of ABC begins to fail. In order to have better 
understand of this phenomenon, original plots corresponding to Figure 1 are presented 
in Figure 2. Figure 2. (a) and 2. (b) are original plots of the agent based model 
corresponding to Figure 1 when the purchase price is 5280 and 1280 respectively. 
From Figure 2. (a), it can be seen that there exists a long time interval before curves 
AC, ABC begin to rise. The reason can be explained as a certain amount of money is 
adding to the household’s account at each time. Some households who can’t use 
energy C because of inadequate economic condition can get enough money during the 
long time interval. Figure 2. (b) shows one original plots corresponding to Figure 
1when the purchase price is 1280. It can be seen that there exists no time interval 
before curves AC, ABC begins to rise. The consumer market share of ABC is higher 
than AC. The result is on the contrary as compared with Figure 2. (a). In order to 
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prove the explanation for long time interval in Figure 2. (a), simulations are taken by 
adding energy subsidy into households’ account. Figure 2. (c) shows the result. From 
Figure 2. (c), it can be seen that the time interval is shorten with energy subsidy.  

 
(a)                          (b) 

Fig. 1. Dependency plot showing the relative purchase price and repair cost effects on the 
residential consumer market of households AC (a), ABC (b) 

 
(a)                           (b)                           (c) 

Fig. 2. Original plots of agent based model when purchase price is 5280 (a), 1280 (b) and 
purchase price is 5280 with energy subsidy is 50 per month (c) 

4 Conclusion 

In this paper, an agent based model is developed for simulation of households’ solar 
energy adoption process. Random forest is used to identify the effect of purchase 
price for residential market share changes of solar energy. Original plots of the model 
are given to explain the analysis results from Random forest. It is shown that purchase 
price is very effective for promotion of solar energy. But the effect of purchase price 
differs between households AC and ABC. For households ABC, lower purchase price 
does brings higher residential consumer market share. But for households AC, higher 
purchase price brings higher residential consumer market share. Further study shows 
that this higher residential consumer market share is achieved after a long time 
interval. With energy subsidy, the time interval is shortening effectively. This 
indicates that different purchase price of solar energy product needs their exclusive 
promotion strategies. For areas without enough sunlight, the suitable solar energy 
product is always with higher purchase price. Hence, the promotion strategies must 
pay more attention on government policy. Subsidy should be given as to shorten the 
time interval before the residential consumer market share of solar energy rising. 
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While, for areas with enough sunlight, the solar energy product manager should pay 
more attention on the purchase price making. Lower purchase price is more 
competitive to attract market share of solar energy. 
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Thermal System Identification  
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Abstract. In order to improve the convergence speed and precision of particle 
swarm optimization (PSO) and quantum PSO (QPSO), inspired by the idea of 
quantum physics, a new improved QPSO algorithm named double QPSO 
(DQPSO) is presented. The particle’s encoding mechanism and the evolutionary 
search strategy are quantized in DQPSO algorithm, in which the evolution 
equation of the velocity vector is abandoned, thus the evolution equation is 
easier, and less parameter are used that makes the algorithm easier to control. 
Several benchmark multi-modal functions are used to test the proposed DQPSO 
algorithm, which verified that the new algorithm is superior to standard PSO and 
QPSO in search capabilities. Then, DQPSO is successfully used to the 
identification of a thermal system with pure time-delay and non-minimum phase. 
Finally, the algorithm is applied to the transfer function identification of thermal 
system based on field operation data. 

Keywords: particle swarm optimization, QPSO, DQPSO, system identification, 
thermal system. 

1 Introduction 

Control system modeling is one of the common means of analyzing the characteristics 
of the system and the controller design and performance optimization. In recent 
decades, the intelligent optimization algorithms in the field of system identification 
and modeling has been widely used. Maria [1] proposed an improved genetic 
algorithm, and a stepwise methodology was applied to parameter identification of 
fed-batch cultivation of saccharomyces cerevisiae; Hu [2] used substructure ant 
colony optimization to the structure damage identification; ChiaNan Ko [3] presented 
an annealing dynamical learning algorithm (ADLA) to train wavelet neural networks 
(WNNs) for identifying nonlinear systems with outliers; An array synthesis based on 
quantum particle swarm optimization (QPSO) is proposed for the orthogonal MIMO 
radar [4]; Guemo [5] used the Gauss-Newton (GN) method, the Levenberg-Marquardt 
(LM) method and the Genetic Algorithms (GA) method to solve this optimization 
problem in order to identify 10 parameters of a lumped parameter thermal model for a 
permanent magnet synchronous machine (PMSM). In these algorithms, particle 
swarm optimization (PSO) algorithm for its simple, high efficiency and easy to 
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implement has been favored by many scholars. Alec Banks discussed the location of 
PSO within the broader domain of natural computing, considers the development of 
the algorithm, and refinements introduced to prevent swarm stagnation and tackle 
dynamic environments [6]; In another article, Alec Banks considered current research 
in hybridisation, combinatorial problems, multicriteria and constrained optimization, 
and a range of indicative application areas [7]. 

QPSO algorithm which evolved from PSO is a recently developed optimization 
method. In QPSO algorithm, the positions of particles are encoded by the probability 
amplitudes of quantum bits, the movements of particles are performed by quantum 
rotation gates, which achieve particles searching. As each quantum bit contains two 
probability amplitudes, each particle occupies two positions in space. Hence, the 
performance of the algorithm has been improved (e.g. [8], [9]). Same as basic PSO 
algorithm, the optimizing  performance of QPSO is largely dependent on the choice 
of initial parameters, and fall into local optimal value easily. In order to solve this 
problem, the mutations of particles are performed by quantum non-gate, which 
increase the diversity of particles. The performance of the algorithm has some 
improvements, but it does not fundamentally overcome premature convergence 
defects. 

To improve search ability and optimization efficiency and to avoid premature 
convergence for QPSO, the double quantum particle swarm optimization (DQPSO) 
algorithm is proposed. In DQPSO, the evolutionary search strategy was improved. 
The particle is evolved by the median particle optimal position, local optimum 
position and global optimum position. The velocity vector is removed, the form of the 
evolution equation is simpler, smaller and easier to control parameters . 

Through the simulation experiments, compare the three algorithms optimize 
results, we can prove that convergence speed and accuracy of the DQPSO algorithms 
have achieved satisfactory results in most function optimization problems. 
Meanwhile, we use this algorithm in a thermal system identification experiment, the 
results prove the validity of the identification algorithm . 

2 PSO and QPSO Framework 

2.1 Standard PSO Algorithm 

Let there are N particles in D-dimensional search space. X and V denote the particle’s 
position and its velocity in the search space. The term velocity represents the change 
in the position of each particle. Thus, the position of the i-th particle in D-dimensional 
space is represented as 1 2( , , , )i i i id iDx x x x x=   . The velocity of the i-th particle in 

D-dimensional space is represented as 1 2( , , , )i i i id iDv v v v v=   .The best previous 

position explored by the ith particle is recorded and denoted as pid. Another value that 
is tracked and stored by PSO is the best value obtained so far by any particle in the 
population. This best value is a global best and is denoted by pgd. Each particle 
changes its position based on its current velocity and its distance. The modification 
can be represented by the concept of velocity and can be calculated as shown in the 
following formulas [10]:  
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1 1 2 2( ) ( )k k k k
id id id id gd idv wv c r p x c r p x+ = + − + −   (1) 

 
max, max,

max, max,

              

          
id d id d

id d id d

v v if v v

v v if v v

= >
 = − < −

  (2) 

 1 1k k k
id id idx x v+ += +  (3) 

where k denotes iterations number of particles. The constants c1, c2 are acceleration 
factors; r1, r2 is random number from 0 to 1. 

2.2 QPSO Algorithm 

Most of the optimization problem can be viewed as m-dimensional space of the point 
or vector in the D-dimensional space optimization problem . And the optimization 
problem can be described as 1max ( , )nf x x , [ , ]i i ix a b∈ , 1, 2,i n=  , n is the 

number of variables to be optimized; [ , ]i ia b  is the definition domain of the variable 

ix ，f is the objective function, making its value as the particle fitness [8]. 

2.2.1   Initialize the Particle 
In QPSO algorithm, the particle positions are encoded by the probability amplitudes 
of the corresponding states.  

 
1 2

1 2

cos( ) cos( ) cos( )

sin( ) sin( ) sin( )
i i in

i
i i in

P
θ θ θ
θ θ θ

 
=  
  




 (4) 

where 2ij rθ π= × , r  is random number from 0 to 1; 1,2,i m=  , 1, 2,j n=  , n is 

the number of variables to be optimized, m is the population size of the particles. The 
probability amplitude of quantum state 0 >  and 1 >  corresponds to  each particle 

as follows: 

 ( )1 2cos( ),cos( ) ,cos( )ic i i inP θ θ θ=   (5) 

 ( )1 2sin( ),sin( ) ,sin( )is i i inP θ θ θ=   (6) 

Ep.(5) is particle’s sine position, Ep. (6) is particle’s cosine position. 

2.2.2   Solution Space Transforming 

iP  is ranged in [-1,1]，we should map unit space to the optimization problem 

solution space. The solution space transformation as follows: 

 
1

(1 ) (1 )
2

j j j
ic i i i ix b aα α = + + +   (7) 

 
1

(1 ) (1 )
2

j j j
is i i i ix b aβ β = + + +   (8) 
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Each particle corresponds to  two solutions of the optimization problem, 
0 > quantum state’s probability amplitude j

iα  corresponds to 
j

icx ,
 

1 >  quantum 

state’s probability amplitude j
iβ  corresponds to 

j
isx . 

2.2.3   Particle Position Update 
The quantum-behaved particle swarm optimization algorithm updates its positions 
with the following equation: 

 1 1 2 2( 1) ( ) ( ) ( )id id l gt w t c r c rθ θ θ θΔ + = Δ + Δ + Δ  (9) 

where 1 2 1 2, , ,c c r r are same as the PSO algorithm, lθΔ  is the angle difference between 

current angle of the individual and the individual optimal value, gθΔ  is the angle 

difference between current angle of the individual and the global optimal value, 
calculated as follows: 
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l ilj ij ilj ij

ilj ij ilj ij

π θ θ θ θ π
θ θ θ π θ θ π

θ θ π θ θ π
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In the iteration it works with following equation: 
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where 1,2,i m=  ， 1,2,j n=  . 

2.2.4   Particle Mutation 
Mutation factor in the evolutionary algorithm increase the diversity of population, and 
overcome premature or local-best solution. Mutation operation is implemented by 
quantum NOT gate. Assign a random value for each quantum, the particles are 
randomly selected in 2 qubits if the value is less than the given mutation probability. 
Their optimal position and rotation vector remains unchanged. Particles mutated as: 

 
2

2

cos( ) cos( )0 1

sin( ) sin( )1 0
ij ij

ij ij

π

π

θ θ
θ θ

+    =     +     
  (13) 

where 1,2,i m=  ， 1,2,j n=  。 
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3 DQPSO Algorithm and Process Comparison 

3.1 DQPSO Algorithm 

In quantum time-space framework, the quantum state of a particle is depicted by wave 

function ( , )tψ θ
→

, According to superposition state characteristics and probabilities 

expression characteristics of quantum theory, in three-dimensional, the probability 
density function satisfying  (e.g. [12], [13], [14], [15], [16]): 

 
2

1d dydz Qd dydzψ θ θ
+∞ +∞

−∞ −∞
= =   (14) 

The state function ( , )tψ θ
→

 develops in time according to Schrodinger equation: 

 ˆ( , ) ( , )i t H t
t
ψ θ ψ θ

→ →∂ =
∂
  (15) 
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where Ĥ  is the Hamiltonian operator;   is Planck Constant. 
The Schrodinger equation for the model is 

 
2

2 2

2
[ ( )] 0

d m
E y

dy

ψ γδ ψ+ + =


 (17)
 

we can represent the normalized wave function as 

 ( ) yy e βψ −=  (18) 

Hence, the probability density function Q is given by 

 2 /1
( ) y LQ y e

L
−=  (19) 

We obtain 
2

1/L
m

β
γ

= =   is the characteristic length of Delta potential well. 

Monte Carlo Method can simulate the process of measurement. Let s be the 
random number uniformly distributed on (0 , l/L), that is  

 2 /1 1 y Ls u e
L L

−= =  (20) 

where u is random number from 0 to 1. Substitutes for Q in (20), we obtain 

 2 /y Lu e−=  (21) 
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 ln(1/ )
2

L
y u= ±  (22) 

Hence, position of the particle can be measured by 

 ( )t yθ θ= +  (23) 

L is decided by ( 1) 2 ( )L t best tβ θ θ+ = −
.
 Finally, the evolution equation of 

DQPSO is 

 
1

/
M

i
i

best Mθ θ
=

= 1 2
1 1 1

/ , / , /
M M M

i i id
i i i

M M Mθ θ θ
= = =

=    (24) 

 1 2 1 2( ) / ( )j j ij j gj j jθ φ θ φ θ φ φ= + +   (25) 

 ( 1) ( ) ln(1/ )t best t uθ θ β θ θ+ = ± − ⋅  (26) 

where jθ  is the local attractor; θbest is the mean best position, θbest is defined as the 

center of pbest positions of the swarm; M is the population size; 1φ 、 2φ is a random 

number uniformly distributed in (0, 1); β is called the contraction-expansion (CE) 

coefficient, which can be tuned to control the convergence speed of the algorithms. The 
most commonly used control strategy of β  is to initially setting it to 1.0 and reducing it 

linearly to 0.5. 

3.2 Process Comparison of Three Algorithms 

The above three algorithms calculation process shown in Table 1. 

Table 1. The comparison of algorithm flow 

 PSO QPSO DQPSO 

Step1 

Initializes the swarm: 
sets the swarm size, the 
number of variables, the 

maximum number of 
iterations, and so on. 

same as left same as left 

Step2 
Initialize positions of 
particles randomly. 

Quantum coding 
positions of particles. 

same as left 

Step3 (blank) 
Solution space 

transforming according 
to Eq (7),(8). 

same as left 

Step4 

Calculate the fitness 
value for each particle 

and determined 
individual's best pid and 

swarm's best pgd 

same as left same as left 

Step5 (blank) (blank) 
Calculate the mean best 

position θbest according to Eq 
(24) 
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Table 1. (continued) 

Step6 
Update the position of 

particle as Eq 
(1),(2),(3). 

Update the position of 
particle as Eq 

(9),(10),(11),(12). 

Update the position of 
particle as Eq (25),(26). 

Step7 (blank) 
Particles mutated as Eq 

(13). 
same as left 

Step8 
Repeat step3–8 until 

stop criteria are 
satisfied.  

same as left same as left 

4 Functions Optimization Test 

In this paper, four benchmark functions  are used to test the efficiency of DQPSO. To 
compare the performance of DQPSO with some other methods, PSO and QPSO are also 
simulated in the paper. The benchmark functions of the test as shown in Table 2.  

Table 2. Benchmark test functions 

Function Formulation 
Initialization  

range 

f1 

2 2
1

2 2 2

2

min ( , ) (1 ( 1) (19 14 3 14 6

3 )) (30 (2 3 ) (18 32 12

48 36 27 ))

f x y x y x x y xy

y x y x x

y xy y

= + + + − + − +

+ ∗ + − − +

+ − +

[ 2, 2]x y ∈ −、  

f2 
[ ] [

]} ( ) ( )

5 5

2
1 1

2 2

min ( , ) cos ( 1) cos ( 1)

0.5 1.42 0.8

i i

f x y i i x i i i y

i x y

= =

 = + + + 
 

 + + + + + 

 
 

, [ 10,10]x y ∈ −

f3 

( )

2
2 2

3 2
2 2

sin 0.5
max ( ) 0.5

1 0.001*

x y
f x

x y

 + −
 = −
 + + 

 

[ 100,10x y ∈ −、

f4 
2

4 1
1

1001
min ( ) ( 100) cos( ) 1

4000

n n
i

i i
i

x
f x x

i==

−
= − −Π + [100,600]ix ∈

 

f1 is Goldstein-Price function, there are four local minimum points: (1.2,0.8), 
(1.2,0.2), (−0.6,−0.4), (0,−1). The global minimum point is (0,−1). The global 
minimum value is 3. If the result is less than 3.005, it is judged to be qualified, and 
terminate the iterative calculation.  

f2 is Shubert function, there are 760 local minimum points, and only one global 
minimum point (−1.42513,−0.80032), The global minimum value is −186.7309. This 
function is very easy to fall into local minima value −186.34. If the result is less than 
−186.34, it is judged to be qualified, and terminate the iterative calculation. 

f3 is Shaffer's function, there is an infinite number of local maxima, and only one 
global maxima point (0,0). The global maxima value is 1. If the result is greater than 
0.99, it is judged to be qualified, and terminate the iterative calculation. 
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f4 is Griewank function. It is multi-dimensional functions, The global minimum 
value is 0. If the result is less than 5, it is judged to be qualified in 10-dimensional 
function. 50-dimensional function’s qualifying conditions is less than 150. 

Set the algorithm parameters as: swarm size is 50; the maximum number of iteration is 500; 
In DQPSO algorithm, the contraction-expansion coefficient β is initially setting  to 1.0 

and reducing it linearly to 0; In QPSO algorithm, inertia weight w=0.5, acceleration 
factors c1=2.0, c2=2.0, mutation probability is 0.05; In QPSO algorithm, w=0.5, c1=2.0, 
c2=2.0. Repeat the test 100 times, Table 3 is the comparison of optimization results. 

From Table 3, DQPSO algorithm presented in this paper has been improved on the 
number of qualified and optimization convergence precision. The optimization results 
are closer to the optimal value, especially with high accuracy in a multidimensional 
optimization problems. 

Table 3. Comparison of optimization results 

Functions Algorithm 
Best 

 result 
Worst 
 result 

Average  
value 

Theory 
value 

Qualified 
number 

f1 
DQPSO 3 3.0050 3.0028 3 49 
QPSO 3.0001 3.0048 3.0031 3 41 
PSO 3.0003 3.0581 3.0198 3 26 

f2 
DQPSO -186.7230 -166.9959 -185.5856 -186.7309 44 
QPSO -186.5971 -170.3618 -184.0189 -186.7309 27 
PSO -186.7097 146.8709 -175.2368 -186.7309 22 

f3 
DQPSO 1 0.9903 0.9966 1 50 
QPSO 1 0.9856 0.9929 1 44 
PSO 0.9990 0.9847 0.9899 1 22 

f4 

10-dim 
DQPSO 0.0015 6.3827 0.8782 0 45 
QPSO 1.8227 7.6705 4.6208 0 37 
PSO 1.1656 1.2333e+03 646.03 0 6 

50-dim 
DQPSO 24.2259 295.1235 128.2356 0 40 
QPSO 156.538 402.5672 256.78634 0 6 
PSO 219.3874 1.1359e+03 1001.5684 0 0 

5 Thermal System Identification  

5.1 Main Steam Pressure System Identification of CFB Unit 

When combustion rate disturb in circulating fluidized bed (CFB) unit, main steam 
pressure dynamic characteristics model in certain conditions can be expressed as 
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Fig.1 is the principle of system identification. Equation (28) is the initial model 
structure. The fitness function is mean square error, according to equation (29). 
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Fig. 1. Identification diagram for main steam pressure-combustion rate 

Estimate K,a,T,n,L use the PSO、QPSO and DQPSO. Optimization range of 
parameters: K∈[0,10], a∈[0,50], T∈[0,500], n∈{1,2,3}, L∈[0,200]. Other 
parameters settings are same with the classic function test experiment. 

Table 4, Table 5 and Table 6 are identification results. The result is the average of 100 
times test repeat, Their mean square errors are 4.10e-3, 1.20e-3, 2.09e-4. In PSO 
identification, the mean square error is largest, the results deviate significantly from the 
true value, the identification fall into the local optimum; In QPSO identification, the 
mean square error is large, the result is unsatisfactory; In DQPSO identification, the best 
result is the true value, it is better than the other two algorithms. Thus it can be seen that 
DQPSO algorithm is feasible and effective to identify the transfer function. 

Table 4. Identification results using PSO 

N K1) a1) T1) L1) n1) Err 

1 5.0014 36.669 226.67 61 2 5.53e-3 

2 5.0029 47.282 228.37 48 2 1.08e-2 

3 5.0019 40.824 227.27 56 2 7.43e-3 

4 5.0045 55.821 230.13 37 2 1.61e-2 

5 5.0022 45.106 227.77 51 2 9.51e-3 

6 5.0069 75.103 234.06 12 2 3.02e-2 

7 5.0026 45.692 228.08 50 2 9.93e-3 

8 5.0019 41.645 227.39 55 2 7.83e-3 

9 5.0029 47.282 228.37 48 2 1.08e-2 

10 5.0013 35.828 226.55 62 2 5.17e-3 

Average 5.0028 47.125 228.47 48 2 4.10e-32) 

Best 5.0013 35.828 226.55 62 2 5.17e-33) 

Note 1): K,a,T reserved five significant digits; Delay time L reserved integer; 
Note 2): The mean square error of average result;  
Note 3): The mean square error of best result.  
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Table 5. Identification results using QPSO 

N K a T L n Err 

1 4.9996 6.6955 224.49 94 2 1.92e-3 

2 5.0003 22.910 225.23 77 2 9.64e-4 

3 5.0010 21.296 225.49 78 2 1.08e-3 

4 5.0002 23.602 225.27 76 2 9.24e-4 

5 5.0005 24.495 225.38 75 2 1.19e-3 

6 5.0001 20.900 225.07 79 2 2.22e-4 

7 5.0000 6.6118 224.59 94 2 1.95e-3 

8 4.9998 15.252 224.79 85 2 9.45e-4 

9 5.0003 21.759 225.20 78 2 4.98e-4 

10 5.0001 20.896 225.08 79 2 2.23e-4 

Average 5.0002 18.442 225.06 81 2 1.20e-3 

Best 5.0001 20.900 225.07 79 2 2.22e-4 

Table 6. Identification results using DQPSO 

N K a T L n Err 

1 5.0001 20.909 225.07 79 2 2.21e-4 

2 5.0000 20.000 225.00 80 2 <eps4) 

3 5.0001 20.455 225.03 79 2 1.20e-4 

4 5.0001 21.825 225.12 78 2 3.49e-4 

5 5.0000 20.000 225.00 80 2 <eps 

6 5.0000 20.000 225.00 80 2 <eps 

7 4.9999 19.225 224.84 83 2 4.70e-4 

8 4.9999 19.158 224.89 82 2 4.04e-4 

9 5.0000 20.000 225.00 80 2 <eps 

10 4.9999 19.158 224.89 82 2 4.04e-4 

Average 5.0000 20.073 224.98 80 2 2.09e-4 

Best 5.0000 20.000 225.00 80 2 <eps  

Note 4): eps is the minimum value of simulation software used in this article can be represented. 

5.2 History Data Identification of Thermal System 

Keep the boiler combustion economy and optimality is an important task of the boiler 
combustion control. The oxygen content in flue gas is one of the boiler parameters to 
improve the combustion efficiency in coal power plants. If the oxygen content in flue 
gas is high, the combustion efficiency of the boiler will be reduced, and increase the 
heat loss of exhaust gas; If the oxygen content in flue gas is low, incomplete burning 
of pulverized coal will increased chemical and mechanical incomplete combustion 
heat loss, and the combustion efficiency of the boiler will be also reduced. Hence, the 
oxygen content in flue gas must be kept in a reasonable range. Best flue gas oxygen 
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content equivalent to the best air fuel ratio [17], the transfer function identification of 
oxygen control system is important to controller design and optimization. 

This experiment chose a group data of the boiler operation from a 1000MW ultra 
supercritical power plant. The data obtained from the DCS system in 900MW load 
conditions. The data obtained from the DCS system in 900MW load conditions. 
Sampling period is 6s, Sampling time is one hour. Fig.2 is the historical data curve of  
the oxygen content in flue gas, total air and total fuel. Fig.3 is the principle of oxygen 
system identification. In this model, total air and total fuel were considered as inputs 
and oxygen content was considered as outputs. 

Using QPSO to identify the transfer function based on field operation data, the 
algorithm parameters setting as: swarm size is 50; the maximum number of iteration is 
500; the contraction-expansion coefficient β  is  initially setting  to 1.0 and 

reducing it linearly to 0; mutation probability is 0.05. Optimization range of 
parameters: K1∈[0,1], K2∈[−1,0], T1、 T2∈[0,1000], L1、 L2∈[0,1000], n1、

n2∈{1,2,3,4,5}. 
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Fig. 2. The curves of original data 
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Fig. 3. Identification diagram 

The original data deal with zero mean and five-spot triple smoothing. The 
optimized results of system transfer function are 
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Fig.4 is the comparison of identification model output and the actual output. The 
identification mean square error is 7.6608e-4. It can be seen from the figure that the 
two curves are very close and the identification error can be accepted. 

10 20 30 40 50 60
2

2.2

2.4

2.6

2.8

3

3.2

O
2

/%

t/min

 

True data
Model data

 

Fig. 4. Identification results 

6 Conclusion 

The particle swarm optimization algorithm with a double quantum behavior is 
proposed in this paper. The particle’s encoding mechanism and the evolutionary 
search strategy are quantized in DQPSO algorithm, in which the evolution equation of 
the velocity vector is abandoned, thus the evolution equation is easier, and less 
parameter are used that makes the algorithm easier to control. Several benchmark 
multi-modal functions are used to test the proposed DQPSO algorithm, which verified 
that the DQPSO is superior to other algorithm in search capabilities.  

DQPSO is applied in thermal process identification in this paper. The dynamic 
characteristic between the oxygen content in flue gas, total air and total fuel in ultra 
supercritical boiler is identified, and gets perfect effect. The identification algorithm 
put forward in this paper has generality, and it can be used in other identification 
systems. 

Like PSO and QPSO algorithm, DQPSO is sensitive to parameters. In this paper, 
the contraction-expansion coefficient is  initially setting  to 1.0 and reducing it 
linearly to 0. The adaptive method of parameter control may lead to a more efficient 
algorithm and our next work is focusing on this problem. 
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Abstract. A method using OPNET for the energy efficiency analysis is 
proposed to save the energy cost of the wireless meter reading system in this 
paper. Firstly, a node energy module is generated to reveal the energy 
consumption accurately. Then, a channel noise is added to the network to 
generate the practical model. Finally, OPNET simulation is conducted to 
analyze the influence of a super frame structure on energy consumption by 
comparing the performance of the system. In comparison with other methods, 
the energy consumption of the system is minimized. Simulation results show 
that a longer lifetime of the node is acquired in the proposed method which can 
be well applied in the real meter reading system.  

Keywords: energy efficiency, wireless meter reading system, OPNET. 

1 Introduction 

The IEEE 802.15.4 protocol, combined with the ZigBee Alliance closely, constitutes 
the so-called ZigBee Stack network protocol. ZigBee technology is widely used in 
wireless meter reading system because of its protocol simplicity, low power 
consumption, high reliability, low cost, large capacity of network, data security and 
free use of frequency [1]. Two kinds of nodes are used: full function devices (FFD), 
and reduced devices (RFD). The former can be configured as a coordinator and the 
latter can be collectors. 

The Zigbee protocol is fully qualified for residential areas because the terminals 
are usually distributed closely and the data transmission rate is low [2]. For each 
meter reading terminals and concentrators, the demand of ultra-low-power, low-cost 
(equipment and operating costs are included) and the power supply by the batteries is 
desired. However two AA batteries must be ensured for a 6 to 24 months of use in the 
system because of the high cost of the battery replacement. So, saving power 
consumption is an important topic in the study of wireless meter reading system. 
OPNET, an excellent commercial software which has a strong model library and 
device model library, contains full edge of both the NS and OMNET simulation 
                                                           
* Corresponding author. 
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software. It is more conducive to a true simulation of the actual system. In this paper, 
the wireless meter reading system scenarios using the IEEE 802.15.4 protocol are 
built by OPNET. The beacon-enabled mode is introduced to extend the battery life or 
save power in data transmission process. So the performance of IEEE802.15.4 
protocol is analyzed and improved mainly by limiting the turn-on time of the device 
or the transceiver of the coordinator, or by setting them into a passive state in the 
absence of data transmission. It depends on the superframe structure which can be 
chosen by the Beacon order and the Superframe order. 

The paper is organized as follows. In Section 2, the IEEE 802.15.4 standard MAC 
layer is described and the beacon enable mode is proposed. In section 3, an energy 
module and an interference channel are introduced to the system. In Section 4, the 
simulation system is built and results are evaluated. The conclusions are presented in 
section 5. 

2 IEEE 802.15.4 Standard MAC Layer 

It is highly advantageous in the realization of ubiquitously networked societies, and 
demand has been also increased nowadays in view of significance in energy 
management usage. MAC layer may loss unnecessary energy when there is data 
transmission in Wireless Sensor Network (WSN). They are mainly shown in the 
following aspects [3]: idle listening, failure of transmitting, the control overhead and 
the crosstalk. 

All nodes of the IEEE 802.15.4 / ZigBee network are working on the same 
channel. So it may cause conflicts if the neighbor nodes send data at the same time. 
Therefore the technology of CSMA/CA is adopted for MAC layer. Simply, the node 
needs to listen to the channel before it sends the data. If the channel is idle, it can send 
data, otherwise, a random time delay has to be carried out, followed by another 
monitoring. The retreat time has an exponential increase with a maximum value. If 
the node detects busy channel again after the last backoff, the backoff time will be 
doubled. So the nodes should wait for a longer time to avoid the busy monitoring. The 
waste of energy exists in the process of competition for acquiring the channel. 

There are two kinds of channel access mode in MAC layer [4]. 
One is non-beacon enable mode; it allows the terminal node (ZE) only for periodic 

sleep, the coordinator and all the routers must be in a working condition for a long 
time. The ZigBee standard adopts the mechanism, which realizes the periodic 
dormancy of ZE. The parent node caches data for the child node and the ZE node 
extracts data from its parental node. 

The other is beacon enable mode, in which a format of super-frame is 
implemented. The beacon frame, which contains a number of timing and network 
information, is transmitted at the beginning of super frame, followed by the 
competitive access period. During the time, each node accesses channel is in a 
competitive mode. Then in the inactive period, the node goes into sleep mode and 
waits for the next super frame cycle to send the beacon frame. If the neighboring ZEs 
send a beacon frame together, conflicts must cause the child devices failing to receive 
data from the parent node. Furthermore, the synchronization will be affected. 
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According to superframe structure which is defined by the coordinator, we can see 
it is comprised of an active part and an optional inactive part from Fig. 1. The length 
of the superframe (a.k.a. beacon interval, BI) and the length of its active part (a.k.a. 
superframe duration, SD) are defined as follows: 

BI = aBaseSuperframeDuration ∗ 2BO 
SD = aBaseSuperframeDuration ∗ 2SO 

Where, 
BO = Beacon Order 

SO = Superframe Order 

 

Fig. 1. An Example of the Superframe Structure 

In the MAC layer, aBaseSuperframeDuration is a constant, which means the 
numbers of symbols occupied in a superframe when SO is zero. It is always defined 
about 960 symbols. The number of CAPs contained in a super-frame period are 2(BO-SO) 

(as BI/CAP), another (2(BO-SO)-1) CAPs can be contained in the inactive period. The 
period time may be set more reasonably by sending a stagger beacon frame so as to 
avoid conflict. In Section 4, the Beacon Order and Superframe Order will be 
discussed by simulating the system. 

3 Design of Energy Module and Channel Interference 

Among the network simulation tools, OPNET is widely used in the simulation of 
wireless network because of its rich protocol model libraries and the capability of 
wireless transmission characteristics modeling [5]. However, a lack of energy model 
reduces the perfection of OPNET tools to a certain extent. The energy model is not 
provided by the existing network simulation tool or too simple (using a linear model 
of the NS2 for example). The initial energy value is set in each node of the system. A 
specified value of energy is subtracted when each node sends or receives a data 
packet. The existing energy module is failing to be calculated under simulating the 
periodic dormancy. 

A WSN network energy modeling method is presented in this paper based on 
OPNET. At first, a battery model with the non-linear characteristics is introduced, which 
named Rakhmatov Battery Model (RM) and can be more accurately simulate the energy 
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consumption. Then an energy module is added to the IEEE 802.15.4 model by using the 
real-time interaction mechanism to get the model parameters. The battery module will 
compute the consumed and remaining energy levels. Firstly, the process is initialized by 
reading the attributes and set the global variables. Secondly, the ID of the node is got. 
The module gets the value to check if this node is coordinator or not. At last, the 
maintained and the consumed energy is updated by the formula follows as the product of 
current, time and voltage. This node module is adopted by both the concentrator and the 
collector, with a few different parameter settings in a simple proposed star network [6]. 
The survial time of wireless meter reading network can be calculated. 

 

Fig. 2. Node Model 

In Figure 2, the sensor data or the mac command in IEEE802.15.4 model produces 
a specified length of data packet and sends the packet to the MAC layer at fixed time 
intervals. The sink module is responsible for the generation of super frame and data 
statistics such as total packet from the network layer. The backoff algorithm is used to 
determine sequences when all nodes try to communicate by the arrival of beacon 
frame. The MICAZ sensor nodes, which support IEEE 802.15.4 MAC layer, wireless 
network providing services or similar system layers, are used in the RM cell model by 
default. The initial power is 200J and the supply voltage is 3V. The detailed 
parameter settings are shown in Table 1. 

Table 1. Current draw of battery 

State Current  
Receive Mode 19.7mA  

Transmission Mode 17.4mA  
Idle Mode 20μA  
Sleep Mode                                  1μA 

In the actual simulation, parameters of energy module are modified through the 
chip date sheet, and this can greatly improve the efficiency of network simulation. On 
the other hand, since the wireless meter reading network is in the open wireless space, 
the signal propagation is uncertain. The system works on free ISM frequency band, 
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the signal propagation will be inevitably disturbed by other signals on the link, 
including interference from the equipments in the communication system and the 
external equipment of communication system [7]. Internal equipment interference is 
mainly studied in this paper. Interference within the device is determined primarily by 
the performance of the radio transceiver, and the interference within the model mainly 
concentrated in the background noise, of which is made up by the total thermal noise 
and environmental noise. Environmental noise power is the product of bandwidth and 
power spectral density. The formulas of the background noise power are listed as 
follows: 

( 1.0) *rx bkT NF T= −  (1) 

( )b rx bk rxN T T B k= +  (2) 

26(1.0 )a rxN B E−=  (3) 

b aN N N= +  (4) 

In the equations above, NF is the Noise Figure, Tbk is the Background Temperature, 
Trx is the Receiver Temperature, k is the Boltzmann’s Constant, Brx is the Receiver 
Bandwidth, Nb is the Background Noise, Na is the Ambient Noise and N is the Noise. 
The default effective background temperature (Tbk) is set to 290K, which is a constant 
and is not consistent with the real environment. Since the module is either connected 
to the meter or placed in the meter, and the temperature varies at the range of 0°C to 
40°C, the attribute is modified to change randomly between 275 and 315 so that the 
randomness of interference at each time can be simulated. 

4 Simulation and Results 

The entire wireless meter reading system is simplified as the network simulation for a 
single floor. The scene of 100,000 square meters (100×100) is shown in Figure 3. The 
node turns into a concentrator or a collector depending on the parameters of the MAC 
layer. The battery process is added to the system to complete the statistics of the 
energy consumption of the whole network or a single node.  

The performance of a wireless network can be viewed through an average traffic 
received, average network delay, packet drop network or average energy consumption 
of network nodes. In a network with different values of BO or SO, the node is 
dynamic throughout the duration of the beacon. This means that the node will be 
active so hopeful synchronization between nodes for all the simulation time. The 
simulation for the BO and SO is changed between 1 and 14 on BO≥SO. We obtained 
the figure of the average traffic received and energy consumed as shown in Figure 4. 
In this figure, the traffic received on BO=8 and SO=2 is almost better than the others. 
And its consumed energy is lower. Then, a reasonable value of BO and SO is chosen 
by comparing the performance of one node. 
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Fig. 3. Simple Model of Meter Reading System 

 

Fig. 4. Traffic Receive and Global Consumed Energy with different BO or SO 

Furthermore, error code (signal) in transmission is generated due to the destruction 
of the signal caused by the change of the signal voltage. Noise, impulse caused by AC 
power or lightning, transmission equipment failures and other factors can lead to 
errors. Various specifications of equipment have strict definition of the bit error rate. 
In Figure 5, due to various reasons, the error is generated inevitably in the 
transmission of digital signal. An error is generated when the interference strengthens 
to a certain extent. The scenario with random noise interferences has a higher bit error 
rate which can well simulate the real wireless meter reading system. And it is stable at 
a reasonable value about 0.0009 which conforms to the requirements of the system. 

CSMA-CA channel access mechanism with slots is used in the case of the beacon-
enable network [8]. The backoff time slot time is exactly aligned with the beacon 
transmission in such network. The CSMA end-to-end delay (Figure 6) also changes 
cyclically with the average delay of about 1.3 seconds. An error is generated when 
signal distortion or interference strengthens to a certain extent. It can be seen that 
beacon mode is not suitable for the network of demanding high synchronicity [9]. 
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Fig. 5. Radio Receiver BER 

 

Fig. 6. CSMA End-to-End Delay 

The inside definition of protocol shows that the energy consumption is mainly 
concentrated in four modes: Receive Mode, Transmission Mode, Idle Mode, and 
Sleep Mode. The sleep period is 3.87072s (241920 symbols), which is calculated 

according to the definition of the super frame : Sleep period = BI-SD = 

aBaseSuperframeDuration (2 ^ BO-2 ^ SO). The transmitting time (tx_time) is the 
attribute passed from the parent function after calling the function. The transmitting 
process takes 0.004096s. Ideally, the energy consumption is 2.138112×10-4 J in each 
session of work and is about 1.116316×10-6 J in the sleeping time. 

The physical layer, which is ideal and has no energy loss, is a free space mode for the 
transmission of data. The local battery statistics of concentrator and collector is shown as 
Figure 7, 8. Energy consumption of the collector is significantly higher than that of the 
concentrator. So the central issue of the research is the energy consumption of the 
collector. The initial energy of each collector is 200 joules. The nodes are waked up 4s 
periodically and sending a data packet. An hour later, energy consumption of the 
collector is 1.8J. So 200 joules of energy can probably be used for five days. Two AA 
batteries (1.5V, 1600mAh, about 34,560 joules) will ensure the working time of about 
2.5 years for the system according to the last energy consumption. 
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Fig. 7. Collector of Local Energy Consumption Statistics (Unit: Joule) 

 

Fig. 8. Network of Global Energy Consumption Statistics (Unit: Joule) 

5 Conclusions 

An energy module is introduced to the MAC layer of the IEEE 802.15.4 mechanism 
by using OPNET. Analytical model is being used to predict energy consumption of 
the star networks under the beacon-enable environment. The channel interference has 
been exploited in this model to establish a real environment. Then, a relatively 
appropriate value of Beacon Order and Superframe Order is proposed. Moreover, the 
energy consumption of a single node is lower within the stable beacon-enabled model 
from the experiment. However, low system energy consumption does not guarantee 
good delay performance. In general, the beacon-enable model is suitable for real 
meter reading system and can save the energy consumption well. 
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Abstract. In modern semiconductor manufacturing facilities maintenance strate-
gies are increasingly shifting from traditional preventive maintenance (PM) based
approaches to more efficient and sustainable predictive maintenance (PdM) ap-
proaches. This paper describes the development of such an online PdM module
for the endpoint detection system of an ion beam etch tool in semiconductor man-
ufacturing. The developed system uses optical emission spectroscopy (OES) data
from the endpoint detection system to estimate the RUL of lenses, a key detec-
tor component that degrades over time. Simulation studies for historical data for
the use case demonstrate the effectiveness of the proposed PdM solution and the
potential for improved sustainability that it affords.

Keywords: PM, PdM, OES, RUL, Ion Beam Etch.

1 Introduction

Sustainability has emerged as a result of significant concerns about the unintended so-
cial, environmental, and economic consequences of rapid population growth, economic
growth and excessive consumption of natural resources. The consideration of sustain-
ability has become an integral part of many industrial activities [1]. The benefits of
sustainable energy and environmental management include better accountability, better
control and allocation of cost, improved performance and reduction in waste. For the
semiconductor manufacturing industry reliable and efficient maintenance schemes play
an important role in improving sustainability as they increase the plant yield and reduce
downtime and waste of energy and materials significantly [3]. Currently, time-based
preventive maintenance (PM) strategies are widely used in the semiconductor manu-
facturing industry where maintenance is carried out periodically according to prior or
historical knowledge of the process or equipment. However, PM is quite a conserva-
tive and yet insecure strategy as maintenances are usually performed well before the
relevant failure while the true failure development is not monitored. Frequent PM ac-
tivities also increase the cost as more energy, materials and uptime are wasted by the
maintenance activities, which impacts negatively on the environment.

Considering the disadvantages of PM, the concept of predictive maintenance (PdM)
was proposed where maintenance actions are taken only when necessary and mainte-
nance tasks can be optimally scheduled so as to improve efficiency and reduce waste

K. Li et al. (Eds.): LSMS/ICSEE 2014, Part III, CCIS 463, pp. 147–156, 2014.
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[4]. PdM utilizes all available data sources from the process to develop predictive mod-
els for remaining useful life (RUL) estimation of key equipment components which
need to be maintained. These data sources for PdM can be from existing sensors, test
sensors and test signals [5]. A broad range of data mining and machine learning meth-
ods can be used for data pre-processing, feature extraction/selection and health model
development for PdM [2,3]. For example, regularization methods are used to identify
health predictive models for ion-implantation in [6] and Bayesian networks, random
forest and linear regression modelling methods are compared in [2] for PdM on an im-
planter system. Generally speaking, there exists an ongoing shift from traditional PM
approaches to PdM schemes in the semiconductor manufacturing industry [7].

Echoing the advances in PdM technologies and the need to improve sustainability
by reducing the waste of energy and materials, this paper studies the development of an
online PdM module to replace the existing PM scheme for the lens used in the endpoint
detection system of an ion beam etch tool used in semiconductor manufacturing. The
developed PdM module uses the existing optical emission spectroscopy (OES) data
from the endpoint detection system to estimate the RUL of lenses, a key component
that degrades over time. The rest of the paper is organized as follows: Section 2 briefly
introduces the ion beam etch process and the corresponding maintenance task; Section
3 describes the proposed online PdM module for the lens used in the endpoint detection
system; Section 4 details the experiments and simulations used to evaluate the proposed
PdM lens RUL estimation module; Finally, some conclusions are drawn in Section 5.

Fig. 1. Overview of an ion bean etch tool

2 Ion Beam Etch and Maintenance Task

Ion beam etch is a versatile etch process for pattern delineation and material modifi-
cation in which the substrate to be etched is placed in a vacuum chamber in front of a
broad-beam ion source. The diagram of the considered ion beam etch tool is shown in
Fig. 1. The magnetic field for the ion source is created by a cylindrical solenoid RF coil.
High ionization efficiency is achieved as the electrons generated by the source follow
a circular path that has been designed so that the electrons have a high probability of
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collision with the process gas molecules that fill the plasma chamber. Three grid plates
which are separated with ceramic insulators are used to extract ions from the source
and accelerate them towards the wafer as beams. The wafer is held in place by clamp
claws and the fixture can rotate or tilt to change the mill angle in order to optimize the
smoothness of the etch.

An endpoint detection system is often fitted as an integral part of ion beam etch tools.
This system uses an optical sensor to capture light emission from the chamber, performs
OES to obtain the spectral decomposition of the light, and then analyzes the resulting
spectrum to determine the endpoint of each etch run. Fig. 2 shows the main components
of the interface between the endpoint detection system and the chamber. Here one key
component is the lens which acts as the light pathway.

Fig. 2. Components used in the endpoint detection system

The quality of the collected OES data influences the accuracy of endpoint detection
and thus it is vital to guarantee the reliability of the measured OES data for the ion
beam etch process. However, the lens as well as the capillary used in the endpoint
detection system becomes dirty/degrade over time. In particular, as dirt builds up on a
lens its opacity increases and this reduces the amount of light reaching the OES sensor
and hence the intensity of the recorded OES data. Thus, it follows that if we can track
these changes over time we can generate a health index for lenses that can potentially
be used to predict their RUL. This is enabled by collecting and analyzing OES data
from monitor wafters, which are blank aluminium wafers processed periodically in the
chamber as a pre-conditioning etch step before processing of production wafers. These
monitor wafers undergo a fixed processing recipe and hence identical input conditions.
Therefore, changes observed in monitor wafer OES signals over time are largely driven
by changes in tool health.

Dirty lenses need to be replaced before they degrade to a point where they impact
on tool performance. Currently this is done as part of a PM scheme, with the frequency
of replacements determined by process engineers based on past experience of lens-
related process failures. As such, many lenses are replaced prematurely due to the use
of a conservative PM strategy. In the following an online PdM module is proposed that
enables much better utilisation of lenses.
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3 The Online PdM Module

Making use of the OES data from monitor wafers and the computing capabilities from
the endpoint detection system, the proposed online PdM module is shown in Fig. 3.
At each time instant, the OES data consists of the chamber light emission intensity
recorded at 1201 distinct wavelengths. Thus the complete OES data for each monitor
wafer etch run is an m× 1201 matrix, where m is the number of sample points.

Fig. 3. The online PdM module

Using dimensionality reduction techniques the raw high-dimensional OES data can
be reduced to one dimension. Here, principal component analysis (PCA) and forward
selection component analysis (FSCA) are investigated for dimension reduction [8,9].
The reduced data is further pre-processed and a single health indicator for the lens is
computed for subsequent health model development. Based on the trend of the com-
puted health indicator over multiple etch runs, linear and nonlinear models can be iden-
tified for real-time lens RUL estimation. The simplicity of the resulting lens health
model allows it to be easily applied to different machines. In addition, the online PdM
module can continuously update the prediction model for better RUL estimation using
additional information from the expanding production history and maintenance records.

4 Experiments and Simulations

The experiments were conducted using OES data collected for 1746 monitor wafers
processed on a Seagate R© ion beam etch process from February to June 2013. The OES
data for a typical monitor wafer (each one a 170×1201 matrix) is plotted in Fig. 4. Each
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peak corresponds to a chemical species present in the plasma. As can be seen, only a
limited number of channels have peak values that are significantly greater than zero,
which is a reflection of the relatively simple chemistry of the ion beam etch process
during monitor runs.

Fig. 4. The channel intensity over time for a typical run

4.1 Dimension Reduction and Health Indicator Computation

As seen in Fig. 4, the collected high-dimensional OES data for the typical monitor wafer
is highly redundant enabling dimensionality reduction to be applied with minimum in-
formation loss. There are two main approaches for reducing dimensionality [8]: feature
extraction methods such PCA which find a new set of k dimensions that are combina-
tions of the original d dimensions and variable selection methods such as FSCA which
select k of the d dimensions that best represent the information in the full d dimensional
dataset. Here PCA is performed on the dataset to demonstrate the suitability of using
OES data for estimating lens RUL and FSCA is performed on the dataset to identify the
key channels for health indicator computation in practice.

Combining the dataset together temporally and performing PCA on the resulting
2968210× 1201 dimension matrix yields the scores for the first principal component
(PC) as plotted in Fig. 5. Here, the color of the scores changes from black to red to
reflect the evolution of time (used later). The first PC accounts for 98.49% of the data
variability confirming that the original OES data are highly redundant and that PCA
can successfully reduce the dimension with little loss of information. Cross-checking
the patterns in this plot against maintenance logs revealed that the two biggest jumps
in score corresponded to the maintenance events where a capillary change along with
lens change occurred, while all the other jumps highlighted by blue lines corresponded
to lens changes. Thus two patterns are evident. The first is a long term trend linked
to the aging of the capillary. Superimposed on this is a short term trend linked to lens
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deterioration. Thus, it can be concluded that the PCA score plot effectively captures the
evolution of the OES data over time and the score contains a clear lens and capillary
health signature.
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Fig. 5. The scores of the first PC for all 1746 runs

In order to facilitate the health indicator computation and link the health indica-
tor with physical signals rather than the scores from PCA, FSCA is performed on the
dataset to identify the key channels that account for most data variability. FSCA is
an extension of forward selection regression for selecting a subset of variables that
best represent the original full set of variables [9]. This is equivalent to selecting suc-
cessive components whose combination with the previously selected components ex-
plain the most variance across all the data. The components selected by FSCA are the
most important features. Performing FSCA on the 2968210× 1201 temporally com-
bined dataset, channel 995 is selected as the most representative channel accounting for
98.48% of the data variability. The intensity evolution for the selected top channel is
plotted in Fig. 6 for all 1746 runs. Similarly to Fig. 5, maintenance activities as well as
lens deterioration are clearly reflected in the intensity changes of the channel. Therefore,
only the OES data from this channel is needed for health indicator computation.

The OES data of channel 995 for each monitor wafer is a 170 sample time-series
signal from which a single health indicator value needs to be computed. Here, this is
achieved by defining the mean intensity of the time-series as the health indicator. Fig.
7 shows a plot of this health indicator for all 1746 processing runs. As can be seen it
retains the lens and capillary health signature observed in the raw data.

4.2 Estimating RUL of Lenses

Based on the jumps in the computed health indicator values in Fig. 7, 20 lens changes
can be identified and the identified locations are consistent with the maintenance logs.
The evolution of the health indicator tends to be linear over the life of each lens. In order
to confirm this characteristic, the 20 lenses are plotted in parallel together with their
linear approximations in Fig. 8. The time sequence of the lenses is conveyed through
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Fig. 6. The intensity evolution of the most representative channel as selected by FSCA
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Fig. 7. The health indicator values for all 1746 runs

the color changing from black to red over time. It can be seen from Fig. 8 that the
starting point and slope of every lens health indicator evolution are different and thus a
single generic linear model will not work for all lenses. Instead a new model needs to be
identified online for each lens to fit its specific linear trend. The model for each lens can
be identified and updated at each run using the health indicator values from previous
runs and the RUL of the lens can then be predicted, where the RUL is defined as the
number of runs required for the health indicator to drop below a specified threshold.

Taking the 3rd lens in Fig. 8 as an example, the threshold is set to be the health
indicator value at run 100, then the prediction using a linear model at run 50 and 75 are
shown in Fig. 9, respectively. The predicted run number at 50 is 98 with an error of -2%
while the predicted run number at 75 is 91 with an error of -9%. The RUL of this lens at
other run numbers can be computed in a similar way and the computed profile starting
from run 20 is shown in Fig.10 with the comparison to the actual RUL. Similarly, the
RUL of all other lenses can be predicted at any run number. The prediction errors at
run 50 and 75 in terms of run number and health indicator value for the 6 lenses with a
life greater than 100 runs are listed in Table 1, where the threshold is also set to be the
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Fig. 9. The linear prediction for the 3rd lens

health indicator value at run 100. Specifying the lowest health indicator value of these
6 lenses as the common threshold to reach, the life of the 6 lenses can be extended by
an average of 137% if a PdM rather than a PM strategy is employed (i.e. average lens
utilisation is only 42% with the adopted PM strategy).

It can be seen from Fig. 10 that the estimated RUL of lenses tends to be conservative
at later run numbers as the trajectory for the health indicator strays away from its linear
approximation, as shown in Fig. 9. Nonlinear models such as a polynomial model can be
used instead of the linear model to improve the accuracy of the estimation. For example,
using a third-order polynomial model to estimate the RUL of this lens at run 75 gives an
error of 3% compared to the -9% obtained with the linear model. In practice, multiple
models can be applied for online estimation and the most suitable model selected at
each run number based on the former prediction errors and prior knowledge on the
evolution of health indicator values.
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Fig. 10. Remaining useful life of the 3rd lens

Table 1. The prediction errors in terms of run number and health indicator value at run 50 and 75

5 Conclusions

This paper has demonstrated that an online PdM module can be developed for the ion
beam etch endpoint detection system with limited extra effort by making full use of
available data sources and existing computing capabilities. Data mining techniques such
as PCA have been used to develop the health model for the PdM module. The developed
PdM module can issue maintenance alerts based on real-time predictions of RUL of
lenses derived from analysis of OES data collected during the processing of monitor
wafers. This enables maintenance activities to be optimally scheduled to reduce the
waste of energy and materials, thereby improving sustainability. As such lens utilisation
approaching 100% can be achieved with PdM (compared to a utilisation level of 42%
with PM).

In general, the development and integration of similar online PdM modules using
existing data sources, such as those provided by supervisory control and data acqui-
sition (SCADA) and condition monitoring systems (CMS), can be an economic and
sustainable practice in the semiconductor manufacturing industry and in many other
manufacturing sectors as well.
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Abstract. The multi-cooling system has a decentralized control structure. 
Practice and simulation show that the temperature controllers located in the cold 
rooms tend to synchronize, which decreases the storage quality and reduces 
lifetime of the compressors. The paper takes the supermarket refrigeration 
system, a typical multi-cooling system, as example, and investigates the 
temperature synchronous phenomenon. The thermal load of the surrounding air 
in the display cases are proposed as an important factor, which dramatically 
influences behaviors of the system. By adopting different thermal loads through 
adjusting air speeds of the air curtains, the system operates in the de-
synchronization situation and achieves better performances. All simulations are 
based on a simulation model of the supermarket refrigeration system in 
Matlab/Simulink. Ideas and results in the paper are not limited into the 
supermarket refrigeration system and can be extended to other multi-cooling 
systems. 

Keywords: Multi-cooling, supermarket refrigeration system, temperature, 
synchronization. 

1 Introduction 

The refrigeration system widely exists in the supermarket, buildings, ships, etc, where 
require the air condition or goods refrigeration. The refrigeration system is a closed 
system consisting of the compressor, condenser and cold storage rooms. By utilizing a 
refrigerant in a refrigeration cycle, heat is transported from the cold rooms to the 
outdoor surroundings. The multi-cooling system is the refrigeration system with many 
independent cold rooms. Each cold room is typically equipped with a temperature 
controller which adjusts the refrigerant flow such that the desired temperature is 
reached. All the cold rooms share a compressor rack and a condenser unit. The 
supermarket refrigeration system is a typical multi-cooling system, where foods are 
classified and stored in different display cases.    

The multi-cooling system has a decentralized control structure. The temperature 
controllers located in the cold rooms perform their jobs without exchanging information 
with each other. The concept is flexible and simple; however, it neglects cross-coupling 
effects between the subsystems. It has been observed in the supermarket refrigeration 
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system that the temperature in one display case influences the temperature in the 
neighboring ones. These interactions from time to time lead to a synchronous operation 
in the display cases, that causes inferior control performance and reduces the lifetime of 
the compressors, the heart of the multi-cooling system. The similar synchronous 
phenomenon is also found in a building with thermally-coupled rooms [1]. 

The synchronization problem is significantly complicated by the fact that the 
system features switched dynamics turning the supermarket refrigeration system into 
a hybrid one. Recently, a kind of hybrid model predictive control approaches has been 
developed [2, 3], that need deal with the nonlinear programming problem and may 
lead to highly complex solutions. In our previous work, the Poincaré map theory has 
been used to analyze the synchronization dynamics [4]. The Poincaré map has been 
used before, e.g. in [5, 6], for studying stability of the switched system. Ref. [4] 
further developed the method and the synchronization is interpreted as a stable two-
periodic orbit. The numerical solution was given to the stability of the general 
decentralized hysteresis control system. The control structure of the decentralized 
hysteresis controllers is typically applied in today’s supermarket refrigeration system 
and many other multi-cooling systems. In the paper, the supermarket refrigeration 
system is taken as an example, but the method can be applied in other multi-cooling 
systems. The thermal load of the surrounding air of the display case is proposed to be 
the key parameter to dramatically influence behaviors of the system. By changing its 
value actively, the synchronous phenomenon can be avoided effectively. The 
numerical simulations are performed in Matlab/Simulink and the control performance 
is compared with the traditional method used in today’s supermarket system. 

2 Synchronization Problem Description 

Let’s consider the mathematical model of the supermarket refrigeration system 
developed in [7] because the model focuses on the dynamics of the temperature 
control in the display cases and the suction pressure control in the compressors, which 
are greatly relevant to the synchronization phenomenon. The model is summarized as 
follows:   

goods-air,i airload,i i e,max,iair,i

goods-air,i
wall,i pwall,i

air-wall,i

Q Q δ QdT

dt UA
1 M C
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where Tair,i is the air temperature of the ith display case, Psuc is the suction pressure, δi 
indicates whether the valve of the ith display case is open or closed. It is controlled by 
a hysteresis controller in the following way: 
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where k denotes the time index, Tair,i,up is the upper bound of the air temperature and 
Tair,i,low is the lower bound. 

In the supermarket refrigeration system, most display cases are open type. 
Numerous experiments show that in the open display cases, 50% of heat come from 
the surrounding air through the air curtain; in the vertical open display cases, the 
percent is more than 70%.  The heat is closely related to the temperature change in 
the display cases. Therefore, the thermal load of the surrounding air 

airloadQ  is an 

important parameter that has dramatic effect on behaviors of the system. In addition, 
the dynamics of the system can be studied through the bifurcation and chaos theory. 
The aim of the theory is to investigate dramatic changes in the qualitative or 
topological structure of a system by changing smoothly a system parameter [8]. It can 
be dated back to 1975 when the first mathematical definition of ‘chaos’ was given [9]. 
Fig. 1 gives a bifurcation diagram to show how the temperature in the first display 
case Tair,1 behaves with the smooth change of the parameter, the thermal load of the 
second display case 

airload,2Q . Here, the supermarket refrigeration system model with 

two display cases and two compressors (2d-2c) are used and the thermal load of the 
first display case is kept to 3000w.  It can be seen that the system has very 
complicated behaviors with any bifurcations occurring when small smooth changes 
are made to the values of 

airloadQ . 

 

Fig. 1. The bifurcation diagram 

Fig. 2 shows that when the thermal loads of two display cases are the same, or 
almost same, the temperatures in the display cases tends to agree (see Fig. 2a), that 
leads to their temperature controllers act synchronously, thus periodic high and low 
amount of vaporized refrigerant flow into the suction manifold. Hence, large 
fluctuation in the suction pressure Psuc  is a consequence (see Fig. 2b) which then 
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induces frequently switching on and off compressors in the compressor rack (see Fig. 
2c). This subsequently leads to excessive wear on the compressors, and thus reducing 
lifetime of the compressors, the heart of the refrigeration system. 

From above analysis, it can be seen that the thermal load 
airloadQ  is an important 

parameter that affects behaviors of the system and when the values of two display 
cases are the same, or almost same, the synchronous phenomenon tends to happen.  
Therefore, if one of the thermal loads of the display cases is actively changed, the 
synchronization can be avoided. Because 

airloadQ  is the result that heat passes into the 

display case through the air curtain, if one want to change its value, he needs to 
change the temperature difference between the inside and outside of the display case, 
or change the heat transfer coefficient according to the Newton’s law of cooling. It 
can be easily accomplished by adjusting the air speed of the air curtain. When the 
speed decreases, the heat transfer coefficient increases. 

 

Fig. 2. The synchronization effect (2d-2c) 

3 De-synchronization Effect 

To evaluate the de-synchronization effect mentioned in Section 2, a simulation model 
of the supermarket refrigeration system is developed mainly based on the 
mathematical expressions in [7] and uses the Matlab/Simulink environment 
exclusively. Ref. [10] provides the downloadable simulation model in two 
environments: Windali and Matlab/Simulink. 

Fig. 3 shows the total simulation model. The model is attained by connecting in- 
and outputs from four sub-models, namely, the display case module, the compressor 
control module, the suction manifold module and the performance evaluation module. 
The display case module can embed any number of the display cases, which is useful 
for studying the large-scale multi-cooling system. In the compressor control module, a 
suction pressure controller with a dead band is equipped in the compressor rack 
consisting of many compressors. The controller can turn one or more compressors 
on/off according to the refrigeration demand. The number of compressors also can be 
chosen for application in the large-scale multi-cooling system. The suction manifold 
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module mainly describes dynamics of the suction manifold injected into the 
compressor rack. The performance evaluation module gives three indices to examine 
the control performance of the de-synchronization scheme. The indices are: the 
constraint satisfaction of the temperature controller γcon , which measures the storage 
quality; the number of switches in the compressor rack γsw, which measures lifetime 
of the compressors; γpow and the power consumption of the compressors . The three 
indices are smaller, the control performance is better. In addition, all simulations in 
the paper use the parameter settings shown in the graphic user interface as Fig. 4. 

 

Fig. 3. The total simulation model of the supermarket refrigeration model 

 

Fig. 4. Parameter settings of the simulation model 

Fig. 5 shows the de-synchronization effect of the supermarket refrigeration system 
with two display cases and two compressors (2d-2c). Comparing with Fig. 2, it can be 
seen from Fig. 5 that the temperatures in the two display cases don’t synchronize (see 
Fig. 5a), the suction pressure oscillates in a relative small range (see Fig. 5b) and the 
switching frequency of the compressors dramatically decreases (see Fig. 5c). 

Furthermore, simulations are performed in the large-scale supermarket 
refrigeration system with eight display cases and four compressors (8d-4c). Fig. 6 



162 B. Wang et al. 

shows the almost synchronous operation and Fig. 7 shows the de-synchronization 
effect by using the method proposed in the paper, where the values of 

airload,iQ  are 

2700, 2800, …, 3400, respectively. In Fig. 7, the temperatures’ curves are much 
denser than those in Fig. 6, which implies the de-synchronous phenomenon. 

 

Fig. 5. The de-synchronization effect (2d-2c) 

 

Fig. 6. The synchronization effect (8d-4c) 

 

Fig. 7. The de-synchronization effect (8d-4c) 
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Table 1 summarizes the three performance indices by comparing the de-
synchronous operation with the synchronous one. From Table 1, it can be concluded 
that for the performances of the storage quality γcon and lifetime of the compressors 
γsw,, the method proposed in the paper has obvious improvement over the tradition 
control used in today’s supermarket refrigeration system. For example, for the system 
with two display cases and two compressors (2d-2c), the number of the temperature in 
the display case going out of the hysteresis control bounds reduces 65.77% by 
comparing the method in the paper with the tradition one; and the number of 
compressor switches decrease 89.09%. The performance improvement proves in some 
extent that the thermal load of the surrounding air 

airloadQ  is more important as a key 

parameter to affect behaviors and performances of the system. In addition, for the 
index of the energy consumption, the values remain almost unchanged. The main 
reason may be because the major reduction in the energy consumption comes from 
increasing the reference value of the suction pressure in the suction pressure 
controller [11]. It can be easily achieved at the same time when using the above de-
synchronization methods. 

Table 1. Performance Indices 

 γcon γsw γpow 

2d-2c -65.77% -89.19% -0.97% 
8d-4c -52.67% -42.47% -0.6% 

4 Conclusions 

The paper proposes that the thermal load of the surrounding air is an important factor 
which can influence behaviors of the system. By adopting different thermal loads in 
the display cases through adjusting air speeds of the air curtains, the system operates 
in the de-synchronization situation and achieves better storage quality and longer 
lifetime of the compressors. All simulations are based on the simulation model of the 
supermarket refrigeration system in Matlab/Simulink. Ideas and results in the paper 
can be extended to other multi-cooling systems. 
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Abstract. In recent years, renewable energy resources have drawn a lot of atten-
tion worldwide in developing a more sustainable society. Among various forms of
renewable energies, wind power has been recognized as one of the most promis-
ing ones in many countries and regions including Northern Ireland and Ireland
according to the National Renewable Energy Action Plans (NREAPs). However,
due to the variability nature of wind power, the wind generation forecasting hours
even days ahead proves to be imperative to enhance the flexibility of the operation
and control of real-time power systems. In this paper, a variant Gaussian Process
employing only nearby measured wind power data is proposed to make short term
prediction of the overall wind power production for the whole island of Ireland.
Multi Gaussian Process submodels are developed, and the model capability in re-
flecting the variability and uncertainty in the wind generation system is enhanced.
In such method, local data could be utilized more efficiently and computation
complexity is reduced at the same time. The forecasting results have been ver-
ified in comparison with standard Gaussian Process and persistence model, and
improvements can be observed in terms of the model complexity and prediction
accuracy. Moreover, a recently proposed teaching-learning based optimization al-
gorithm (TLBO) is applied to build the Gaussian model, and simulations show its
faster convergence speed and better global searching capability.

Keywords: Gaussian Process, TLBO, Wind Power Forecasting.

1 Introduction

In the era when the importance of renewable energy supply can not be underestimated
any more, the European Union (E.U.) has set ambitious goals for its development and
commits to devote a lot more to achieve the targets. Considering the special meteorolog-
ical and topographic characteristics in the island of Ireland, the power system operation
company Eirgrid has put a lot of effort to develop wind power to contribute to the target.
However, the variability nature of wind makes the wind power forecasting imperative
before it is integrated into grid.

Wind power forecasting methods could be grouped into several types with reference
to different forecasting horizons. Numerical weather prediction (NWP) is usually em-
ployed for long term prediction from 6 hours to several days ahead. Future local weather
information (wind speed, wind direction, temperature, air density etc.) is obtained first

K. Li et al. (Eds.): LSMS/ICSEE 2014, Part III, CCIS 463, pp. 165–174, 2014.
c© Springer-Verlag Berlin Heidelberg 2014



166 J. Yan et al.

with NWP method and then converted into wind power generation with statistical meth-
ods [1]. For short term and very short term wind power prediction, from few minutes
to 6 hours ahead, time series model could be developed directly using solely historic
measurement data [2]. The time-series model recursively predicts wind power by em-
ploying the output data in a fixed window. Many statistical methods have been applied
in this area, such as ARMA (autoregression moving average) [3], neural network based
models [4], and Gaussian Process [5] etc.

As a non-parametric method, Gaussian process shows great global property [6] and
has been applied in system identification [7]. It supposes that the system outputs fol-
low multi-variable joint Gaussian distribution with fixed mean function and covariance
function. Such assumption could only be satisfied when the system is stable enough
during the relevant horizon. However, due to the uncertainty of wind power, it becomes
inappropriate to assume all the available data follow one joint Gaussian distribution
when the data covers a large horizon up to several days. In such a situation, a novel
multi local Gaussian Process is developed assuming that each prediction point follows
a joint Gaussian distribution with only its former L outputs which loosens the assump-
tion of the standard one. In this way N (referring to the number of available data)
sub-models are built at each available point and the hyperparameters related to the co-
variance function and mean functions are tuned by minimizing the estimation error of
training data set. This model is supposed to fit better to the actual situation.

For the optimization of the proposed model, non-linear complex optimization prob-
lems impose difficulties on conventional optimization techniques such as linear pro-
gramming and quadratic programming, while the dynamic programming often has to
endure its dimension curse. Meta-heuristic algorithms open a new window to such
predicament. They are immune from the formulation behaviour of the objective func-
tion as well as the constraints and almost omnipotent to tackle all kinds of problems
though not being able to guarantee to find the global optimum. The teaching-learning
based optimization is a new member of this family [8, 9] and has be adopted to solve
real-world problems [10–14] due to the fast convergence speed and good exploitation
ability. In this paper, TLBO is used to optimize the proposed non-linear Gaussian Pro-
cess variant model.

This paper is organized as follows. First, the reference model Gaussian Process for
time series forecasting is illustrated in Section II. Then Section III proposes the predic-
tion error adjusted variant Gaussian process. In Section IV, TLBO optimization method
is introduced and analysed. Section V designs the experiment and presents the results.
Finally, section VI concludes the paper.

2 Gaussian Process for Wind Power Forecasting

As shown in (1), a multi-input-single-output (MISO) nonlinear system output could be
expressed as the sum of a fixed function of the input and the noise where x(k), y(k)
denotes available input-output measurements for the kth sample and v(k) is an i.i.d
random sequence of zero mean and finite variance σ2

v .

y(t) = f(x(k)) + v(k) (1)
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Gaussian Process is a collection of random variables, any finite number of which have
(consistent) joint Gaussian distributions [6]. During the implementation of Gaussian
Process modelling, the available data Y =(y(1), y(2), . . . , y(N))� and the new output
y0 are assumed to follow one joint Gaussian distribution. The mean function could be
set to zero and the covariance matrix could be defined by a covariance function, which
is expressed as [

y0
Y

]
∼ N(0,

[
Ap Bp

B�
p Cp

]
) (2)

where

Ap = covp(y0, y0)

Bp = (covp(y0, y(1)), . . . , covp(y0, y(N)))

Cp(i, j) = covp(y(i), y(j))

(3)

cov(.) represents the covariance between two variables, and p represents the hyper-
parameters used to define the covariance. There are many different forms of covariance
function, of which automatic relevance determination (ARD) shown in (4) is a very
popular one due to its infinite differentiability. In (4), D refers to the dimension of the
model input and δij refers to the Kronecker delta representing the observation noise for
each case. p = [v1, v2, w1, . . . , wD], and all the elements are non-negative.

covp(y(i), y(j)) = Φ(x(i),x(j)) = v1 exp[−1

2

D∑
d=1

ωd(xd(i)− xd(j))
2] + v2δij (4)

From (2), it can be verified by the Bayesian Theorem that the conditional density of
y0 on Y also follows the Gaussian distribution with the mean value of BpC

−1
p Y and

variance of Ap − BpC
−1
p B�

p shown in (5)(6). The hyper-parameters in cov could be
tuned by maximizing the marginal density as shown in (7).

y0|Y ∼ N(BpC
−1
p Y,Ap −BpC

−1
p B�

p ) (5)

ŷ0 = BpC
−1
p Y (6)

p∗ = arg max
p

1

(2π)
N
2 |Cp| 12

exp(−1

2
Y ′C−1

p Y ) (7)

No matter whether a system has exogenous input, Gaussian Process could be utilized.
For a time-series systems, let L represent the time lag, then

y(t) = f(y(t− 1), y(t− 2), . . . , y(t− L)) + v(t) (8)

Denote x(t) = (y(t − 1), y(t − 2), . . . , y(t − L)), representing the state space vector
which decides the system state at time t, then (8) has the same form as (1). Given a set
of data as training data, for any time t, the output could be predicted as follows, similar
to (6).

ŷ(t) = B(t)C−1Y

B(t) = (Φ(x(t),x(1)), Φ(x(t),x(2)), . . . , Φ(x(t),x(N)))

C(i, j) = Φ(x(i),x(j)) i, j ∈ [1, N ]

(9)
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Here Y represents the training data and N represents the number of training data. It
is obvious that when N is large enough, the computation complexity of C−1 would be
huge which is a burden for the application of Gaussian Process.

3 Proposed Modelling Method

Standard Gaussian Process assumes that all the available outputs follow one joint Gaus-
sian distribution with the new prediction, however, this might be too strict for the wind
power system which shows strong uncertainty and variability. In this paper, a variant
of Gaussian Process is proposed, assuming that each sample follows one Gaussian
distribution with its previous L samples, and prediction can be made based on this
kind of smaller sized Gaussian Process submodels. Instead of maximising the marginal
likelihood method, the sum of squared prediction errora is minimized to identity the
hyper-parameters involved in covariance function. So this model could be regarded as
a mixture of multi local Gaussian Processes. In this way, the influence of faraway data
point could be reduced and the computation complexity for matrix inversion could be
reduced.

As illustrated above, when making a new prediction y(t), only the L outputs before
t, denoted as Y (t) = (y(t− 1, y(t− 2), . . . , y(t−L))�, follow one joint Gaussian dis-
tribution with y(t), and only those L data are used to estimate it. In such circumstance,
the computation demand is greatly decreased because the size of Y (t) is much smaller
than that of Y in (9). In spite of the reduction in used dataset dimension, the accuracy
of this method could be guaranteed due to the efficient use of highly correlated data.
The proposed method could be expressed in (10).

ŷ(t) = Bp(t)C
−1
p (t)Y (t)

= Bp(t)C
−1
p (t)

⎛⎜⎜⎜⎝
y(t− 1)
y(t− 2)

...
y(t− L)

⎞⎟⎟⎟⎠ (10)

Bp(t) and Cp(t) are shown in (11) where x(t− i) is the corresponding input to y(t− i)
(i = 1, . . . , L).

Bp(t) = (Ψ(x(t),x(t− 1)), . . . , Ψ(x(t),x(t− L))

Cp(t) =

⎛⎜⎝ Ψ(x(t− 1),x(t− 1)) . . . Ψ(x(t− 1),x(t− L))
...

. . .
...

Ψ(x(t− L),x(t− 1)) . . . Ψ(x(t− L),x(t− L))

⎞⎟⎠ (11)

For a time sequence of data, the proposed method works like a moving window. Each
point is estimated with its former L data, and the window move forward step by step to
make further prediction. The hyperparameters could be tuned by minimizing the sum
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of square error in (12), and all the submodels employs the same covariance function.
The validation procedure is similar.

p∗ = arg min
p

N∑
t=1

(ŷt − yt)
2

= arg min
p

N∑
t=1

(Bp(t)Cp(t)
−1Y (t)− yt)

2

(12)

For multi-step ahead prediction, iterative prediction is employed [15], so that the fore-
casting horizon could reach multi sampling intervals and the model does not have to be
trained separately for different prediction steps [16].

4 Teaching-Learning-Based Optimization

Teaching-learning based optimization is a novel population based meta-heuristic algo-
rithm proposed by Rao et.al [8, 9] in 2011. The general process is partly inspired by its
ancestors particle swarm optimization (PSO) and differential evolution (DE) but com-
bines both of their strengths. A teaching phase is designed first to select a teacher (e.g
the best student) and share knowledge for the other students, trying to lead the class
towards the better direction. Such scheme is similar with the social learning of PSO
that solutions learn from the global best solution. The teaching phase is associated by
a second stage named as learning phase, where students share knowledge by randomly
selecting a classmate and learning from him/her. The idea is basically taken from DE
in which particles learn from the interaction. One of the most salient features of TLBO
lies on the non-tuning-parameter process. The social learning parameter in PSO and
mutation and crossover parameters in DE are all removed, and particles mutation all
depend on the statistics information of the whole population and solutions interaction.
The procedure of TLBO is illustrated as follows.

4.1 Teaching Phase

As aforementioned, a teacher will be first selected by sorting all the fitness function
values of the whole population. Moreover, the mean values of each dimension in the
population is calculated and treated as the mathematical statistics for providing valu-
able information to the teacher. By utilizing these data, the teacher will try to share
knowledge to the class. The knowledge is quantitatively measured by the difference be-
tween the teacher and the mean values. A fixed teaching factor is utilized to decide the
difference value which denoted by the following equation,

DMi = rand1 × (Ti − TFMeani) (13)

where DMi is the value difference of i-th iteration while Meani denotes the column-
wise mean value in all dimensions in the solutions of i-th iteration. Ti denotes the
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selected teacher, and TF is the teaching factor. According to the original paper of TLBO,
the TF can be either 1 or 2 denoted as:

TF = round(1 + rand2(0, 1)) (14)

where the length of the learning step (value difference) is various. Students will subse-
quently gain knowledge from the difference as:

pnewij = poldij +DMi (15)

where pnewij and poldij denote the old and fresh learners before and after gaining knowl-
edges respectively in the j-th solution of i-th iteration . The fresh learners will compete
with his/her predecessor and replace him/her if a better fitness value is achieved.

4.2 Learning Phase

Besides learning from the teacher, each student has a chance to learn from a classmate in
a second stage named learning phase. In this phase, each solution would randomly select
another solution to compare the fitness, and update the knowledge storage according to
the interaction. The phase is denoted as follow,

pnewij =

{
poldij + rand3(pik − pij) if f(pik) < f(pij)

poldij + rand3(pij − pik) if f(pij) < f(pik)
(16)

where the j-th learner pij and k-th learner pik are randomly selected from the popu-
lation in the i-th iteration. Through a competition, the initial learner pij will refresh
his/her knowledge based on the deviation of the two learners. Similarly with teaching
phase, the refresh student will have to compete with its predecessor and the better one
will be selected.

It could be observed that none of any pre-set tune-able parameters has been intro-
duced into the optimization process besides the common initialization parameters: the
size of particles and the number of iterations. Solutions update their values entirely
based on the interactions between the teacher and other students. Experiments on well
known benchmarks have been conducted and the prominent performance of TLBO has
been proved [8, 9].

5 Experimental Results and Discussions

In this section, the overall wind power generation in the island of Ireland was pre-
dicted with the introduced time series models which could benefit the economic dis-
patch among different forms of energy and different generating countries. The power
generation of 15th and 16th of April 2013 were acquired every 15 minutes, and that of
17th and 18th were forecast, therefore there were 384 data points in total, half of which
were used for training and the other half for validation. These data were normalized
first and then the automatic relevance determination (ARD) covariance function shown
in (4) was employed. According to some trial-and-error experiment results, the length
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Table 1. The Normalized RMSE of three different models and the accuracy improvement for 8
steps prediction (2 hours)

RMSE(m=10) 1 2 3 4 5 6 7 8
Persistence

model 0.0752 0.1071 0.1383 0.1727 0.2069 0.2385 0.2744 0.3063
Standard Gaussian

Process (SGP) 0.0678 0.1051 0.1342 0.1689 0.2012 0.2335 0.2673 0.2980
Proposed variant of
Gaussian Process 0.0676 0.0997 0.1295 0.1622 0.1942 0.2239 0.2542 0.2836
Improvement over

Persistence 10% 6.9% 6.3% 6.0% 6.1% 6.1% 7.3% 7.4%
Improvement over

SGP 0.3% 5% 3.5% 4.0% 3.4% 4.3% 5.0% 4.8%

of the state vector was set as L=10, generating 12 parameters in all to be tuned. TLBO
was employed to identify those hyper-parameters and the global optima could be ap-
proximately approached with multi simulation and proper setting of initial points. The
validation result can be seen from Fig.1 indicating the effectiveness of the model with
the maximum error of 10%.

The effectiveness of the proposed variant of Gaussian Process for multi-step predic-
tion could be seen from Fig.2. The proposed method beats the persistence model in the
whole forecasting horizon and the maximum accuracy improvement can reach as much
as 10% according to Table I.
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Further, from Fig.3, it can be seen that TLBO shows much faster convergence rate
and better capability to find the global optima when the optimisation starts with initial
particles distributing all over the working space. Although it is generally considered
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that in each generation, the fitness function gets evaluated twice that number for PSO
and GA, the convergence rate of TLBO is still much faster with respect to the number
of function evaluations according to Fig.3.

6 Conclusion

This paper proposes a variant of standard Gaussian Process for short term wind power
forecasting with time series models. It weakens the assumption that all the available
data have to follow one joint Gaussian distribution, and therefore reduces the influence
of less correlated samples which is faraway. Local information are employed more effi-
ciently, and more accuracy results can be achieved even for multi step prediction up to
2 hours.

The hyper-parameters in the covariance function are optimized by minimizing the
sum of square error of the estimated value for the training data. TLBO is employed and
proven to be an efficient tool to optimize non-linear problems with faster convergence
rate and better exploitation capability. The method could help in economic load dispatch
with large penetration of wind power and other renewable resources.
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Abstract. High penetration of electric vehicles (EVs) in power system
will significantly bring a large number of load and storage capacities. Dif-
ferent competition modes of EVs will have different effects on electricity
markets. In this paper, Cournot competition equilibrium models of elec-
tricity market with different competition modes of EVs are developed and
the theoretical analysis of market prices become leveled during off-peak
and peak period is made. Numerical examples are presented to verify the
validity of the theoretical analysis and the effectiveness of the proposed
models. It is shown that EVs fleet can smooth market prices curve with
arbitrage charging and discharging, especially when EVs fleet acts as a
price-taker, it can reach the effect of ”peak load shifting”. In addition, the
battery depreciation costs will largely affect the price-smoothing effect.

Keywords: Electric Vehicles, Electricity Market, Cournot Competition,
Equilibrium Analysis.

1 Introduction

With the development of power industry reform in the 1980s, the competitive
electricity markets are restructured in many countries [1]-[3]. The fossil fuels
scarcity, higher environmental awareness as well as technological improvements
in battery manufacturing have brought extensive use of EVs in the electricity
markets [4]-[5]. Using vehicle-to-grid (V2G) technology [6], a fleet of EVs will
bring a large number of load and storage capacity to power systems, which will
affects the strategic behaviors of each player. Equilibrium analysis of oligopoly
electricity market is often used to research the strategic behaviors of generators
and assessment of market power [7]. In this context, researching in the equi-
librium models of electricity markets with EVs are identified as an important
issue.

Until now, a considerable amount of research about EVs is mainly concen-
trated on the impacts of electric network security and dispatching. As reported
in [8]-[10], a large number of EVs’ uncontrolled charging will increase the power
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distribution network loss and voltage deviation. Instead, the controlled charg-
ing can reduce the peak load demand and improve the above negative effects
effectively. The different optimal dispatching strategy of EVs are presented and
analyzed in [11]-[14]. The research shows that using the storage characteristics
of EVs battery in optimal operation will contribute to improve the security and
economy of power systems. It can be noted that to date, the researches concern-
ing the impacts of EVs’ charging and discharging on each participant’s behaviors
are still less.

According to the different competition modes of EVs, Cournot-Nash equilib-
rium models of electricity markets with EVs are presented in this paper [7],[15].
The influence of market prices curve is theoretically examined in detail, as EVs
are price-taker. Numerical example is presented to verify the validity of the the-
oretical analysis and examine the impacts of EVs’ charging and discharging on
generators’ strategic behaviors and market equilibrium.

2 Theoretical Model

2.1 Assumptions

Assuming that in a power market, there are n traditional strategic generators
and a certain number of EVs. Then a given day is divided into 24 hours. The
market demand in period t is expressed by the following linear demand function:

Dt = at − btpt . (1)

Where, pt is the hourly market prices; Dt is the hourly power demand; at and
bt (at, bt ≥ 0) are constant coefficients with given values greater than 0.

The conventional generators have the following quadratic cost functions in
period t:

Ci,t(xi,t) = αixi,t + 0.5βix
2
i,t, i = 1, 2, ..., n . (2)

Where, xi,t is the generation of generator i in period t; αi and βi are cost
parameters with given values greater than 0.

Assuming that a fleet of EVs connecting to power systems by V2G in period
of low prices and discharges in period of high prices. The output of EVs fleet in
period t is expressed by the following function:

xv,t = −Lt + SOt − SLt . (3)

Where Lt is the EVs’ charging for driving in period t; SOt and SLt represent
EVs’ charging and discharging for arbitrage in period t respectively.

Since the market demand Dt in period t satisfies:

Dt =
n∑

i=1

xi,t + xv,t . (4)
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The demand function (1) can be reformulated as follows:

n∑
i=1

xi,t − Lt + SOt − SLt = at − btpt . (5)

During any given hour of the day, the amount of each hourly charging and dis-
charging cannot exceed the battery available capacity. There is a certain energy
loss in EVs fleet storage for arbitrage. Symbol η presents charging efficiencies
of EVs, and SLtη is used to represent the actual energy for arbitrage. Further
assume that utilizing EVs battery for arbitrage may lead to battery depreciation
costs vc · SOt, where symbol vc is the variable costs of storage operation.

According to the different competition modes of EVs involved in electricity
markets, three cases are used to discuss in this paper: Case 1, EVs fleet is a
price-taker to participate in market competition; Case 2, EVs fleet is owned by
a monopolist player without any generation capacity; Case 3, EVs fleet is owned
by a monopolist traditional generator.

2.2 The Equilibrium Model

The following program formulates the optimization problem of each player:

max
xi,t

Lt
SLt
SOt

∑
t∈T

[pt(xi,t − Lt + SOt − SLt)−(αixi,t + 0.5βix
2
i,t)− vc · SOt] . (6a)

s.t. 0 ≤ xi,t ≤ x̄ (λi,t, ∀i, t) . (6b)

xi,t − xi,t−1 − ξupi x̄i ≤ 0 (λrup
i,t , ∀i, t) . (6c)

xi,t−1 − xi,t − ξdown
i x̄i ≤ 0 (λrdo

i,t , ∀i, t) . (6d)∑
t∈d

Lt − Ldd = 0 (λLd
d , ∀d) . (6e)

Lt + Lt − st
in ≤ 0 (λsi

t , ∀t) . (6f)

SOt − st
out ≤ 0 (λso

t , ∀t) . (6g)

t∑
τ=1

SOτ −
t−1∑
τ=1

SLτη ≤ 0 (λstlo
t , ∀t) . (6h)

t∑
τ=t−1

SLτη ≤ st
cap − [

t−1∑
τ=1

SLτη −
t−1∑
τ=1

SOτ ](λ
scap
t , ∀t) (λscap

t , ∀t) . (6i)

Lt, SLt, SOt ≥ 0 ∀t . (6j)

Eq.(6a) represents the profit function faced by each player in the model. It
includes revenues from selling electricity, which are either generated by firms
(ptxi,t) or previously stored (ptSOt). It also includes quadratic cost for generator,
variable costs of storage operation (vc), costs of storage loading (ptSLt), and
costs of storage recharging (ptLt).



178 M. Xie, X. Wang, and S. Zhang

Condition (6b) demands that player’s electricity generation never exceeds its
available generation capacity x̄i. Eq.(6c) is a ‘ramping up’restriction: between
two subsequent time periods, electricity generation can only be increased to a
certain degree, depending on the total available capacity and a parameter ξup,
which takes on values between 0 and 1. Likewise, Eq.(6d) represents a ‘ramping
down’restriction. Condition (6e) specifies the daily vehicle fleet requires a certain
amount of energy for driving purpose: It can take place during any given hour
of the day, or it could be split up over all 24 hours. Eq.(6f) ensures that the EVs

battery loading rate never exceeds the available storage charging capacity st
in
(in

MW). Likewise, (6g) ensures that selling electricity back to the market from

storage never exceeds the available storage discharging capacity st
out

. Eq.(6h)
ensures that discharging never exceeds the net of previous storage charging and
discharging. Eq. (6i) ensures that the amount of electricity used to be stored in
period t cannot exceed the total available capacity of battery st

cap
(in MWh),

minus the net amount of previous storage. Eq.(6h) and (6i) include efficiency
losses: only a share η of previously stored electricity can be sold back to the
market. Finally, Eq.(6j) ensures non-negativity of the decision variables. λi,t,
λrup
i,t , λrdo

i,t , λLd
d , λsi

t , λ
so
t , λstlo

t , λscap
t are dual variables.

The equilibrium model of electricity markets with EVs is composed of the op-
timization problem of each player (6a)-(6j) and the condition of market clearing
(5).

2.3 Model Solution

From condition (5), pt is solved and inserted into (6a). The resulting equation
does no longer include the market prices, but only the production decisions
of each player. Then each player’s first-order optimality (Karush-Kuhn-Tucker,
KKT) conditions are developed. The KKT conditions for each player’s optimiza-
tion problem can be expressed as follows:

0 ≤ −pt + λi,t − λrup
i,t − λrup

i,t+1 − λrdo
i,t + λrdo

i,t+1 + αi + (βi +
1

bt
)xi.t+

μi
1

bt
[−Lt + SOt − SLt]⊥ xi,t ≥ 0 ∀i, t .

(7a)

0 ≤ pt + λLd
d + λsi

t − ψ
1

bt
[−Lt + SOt − SLt]− μi

1

bt
xi,t⊥ Lt ≥ 0 ∀i, t . (7b)

0 ≤ vc+ λso
t +

T∑
τ=t

λstlo
τ −

T−1∑
τ=t

λscap
τ+1 − pt + ψ

1

bt
[−Lt+SOt − SLt]+

μi
1

bt
xi,t⊥ SOt ≥ 0 ∀i, t .

(7c)

0 ≤ pt + λsi
t −

T−1∑
τ=t

λstlo
τ+1η +

T∑
τ=t

λscap
τ η − ψ

1

bt
[−Lt + SOt − SLt]−

μi
1

bt
xi,t⊥SIt ≥ 0 ∀i, t .

(7d)
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0 ≤ −xi.t + x̄i ⊥ λi,t ≥ 0 ∀i, t . (7e)

0 ≤ −xi.t + xi.t−1 + ξupi x̄i ⊥ λrup
i,t ≥ 0 ∀i, t . (7f)

0 ≤ −xi.t−1 + xi.t + ξdown
i x̄i ⊥ λrdo

i,t ≥ 0 ∀i, t . (7g)∑
t∈d

Lt − Ldd = 0 λLd
d free . (7h)

0 ≤ −SLt − Lt + st
in ⊥ λsi

t ≥ 0 ∀t . (7i)

0 ≤ −SOt + st
out ⊥ λso

t ≥ 0 ∀t . (7j)

0 ≤ −
t∑

τ=1

SOτ +
t−1∑
τ=1

SLτη ⊥ λstlo
t ≥ 0 ∀t . (7k)

0 ≤ −
t∑

τ=1

SLτη +
t−1∑
τ=1

SOτ + st
cap ⊥ λscap

t ≥ 0 ∀t . (7l)

at − btpt =
∑
i

xi,t − Lt + SOt − SLt pt free . (7m)

Using a special nonlinear complementarity function, these KKT conditions
are reformulated as a set of nonlinear algebraic equations. Then the market
equilibrium can be obtained by solving these equations.

These conditions include market parameters ψ, and μi. ψ = 0 indicates that
the EVs operator is a price-taker, otherwise ψ = 1. μi = 0 indicates that gener-
ator i dose not operate EVs fleet, otherwise μi = 1.

Through theoretical analysis in the appendix, it can find that market prices
curve will reach the effect of “peak load shifting”, when EVs fleet is a price-taker
for arbitrage.

3 Numerical Example

3.1 Date

A day is divided into 24 hours in this example. The coefficients of demand
function are given to simulate the demand curve in electricity markets: bt = b =
0.4(MWh/$), at is shown in Table 1 and Fig. 1.

Table 1. Parameter at

Time 1 2 3 4 5 6 7 8 9 10 11 12

at(MW) 40 35 32 30 35 40 60 75 90 100 110 115

Time 13 14 15 16 17 18 19 20 21 22 23 24

at(MW) 123 127 125 123 120 118 120 125 120 100 72 60
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Fig. 1. Parameter at

Table 2. The Parameters of Generator

Generator x̄i(MW) ξup ξdown αi($/MWh) βi($/(MW)2h)

1 150 0.22 0.18 10 1.5
2 170 0.22 0.18 15 1.0

The electricity market includes three players, among them two are oligopolistic
generators. The remaining is an EVs operator without any generation capacity.
Table 2 lists the parameters of oligopolistic generator.

The amount of average daily recharging requirement (Ldd) is 20MWh. The

available storage charging capacity is around 20MW (st
in
), as well as discharging

capacity (st
out

). The total available capacity of battery is around 40MW (st
cap

).
Furthermore assume a round-trip efficiency of η = 0.8 for EVs battery.

In Case 1, EVs fleet is a price-taker; In Case 2, EVs fleet is owned by EVs
operator; In Case 3, EVs fleet is owned by generator 1.

The Baseline which does not include any EVs is defined in order to serve as
a point of reference.

3.2 The Effect of EVs on Market Equilibrium

Fig.2 and Fig.3-Fig.5 indicate the impacts of EVs on market prices and the
strategic behaviors of each player in each case respectively. EVs fleet charges as
consumer during off-peak period and discharges as suppliers during peak period.

It can be seen from Fig.2 that compared to the Baseline, the smoothness of
market prices is significantly improved after introduction of EVs. Besides, the
degree of improvement is related to the competition modes of EVs fleet.

Combined with Fig.3-Fig.5, it can find that the remaining battery capacity
is fully used when EVs operator is a price-taker (Case 1). In this case, the off-
peak prices are the highest because of the highest additional electricity demand.
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Conversely, the peak prices are lowest owing to the highest electricity supply.
Besides, the market prices curve achieves the effect of “peak load shifting”.

In Case 2, the EVs operator withholds some battery capacity during off-peak
period. As a result, the off-peak prices are lower, and the peak prices are higher
than Case1.

Fig. 2. Market prices in equilibrium
under different case

Fig. 3. Players strategy in equilibrium
under case 1

Fig. 4. Players strategy in equilibrium
under case 2

Fig. 5. Players strategy in equilibrium
under case 3

In Case 3, the generator 1 substantially increases its generation in order to
strategically decrease market prices during the period of EVs charging. Further-
more generator 1 decreases its generation for obtaining more arbitrage profits
during the period of EVs discharging. For this reason, the smoothness of its
market prices curve is the worst.
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3.3 Sensitivity Analysis of Battery Degradation

All of the previous analyses is to assume zero variable costs of battery storage
(vc = 0). In actuality, it cannot be ignored. However, it is difficult to find a fixed
value to describe it, because of battery depreciation costs depend on battery
technology, the depth of discharging, and the kind of charging and discharging
cycles heavily[16],[17]. Therefore, the sensitivity analysis of battery degradation
is necessary.

Fig.6 shows the utilization of battery storage while the variable costs of bat-
tery storage is 0,20,40,60,80($/MWh). It can be seen that the utilization of stor-
age decreases with increasing variable costs of battery storage. The utilization
of storage is the highest in Case 1, while the variable costs of battery storage
is greater than 20$/MWh. In Case 1, the utilization of storage begin to de-
crease, while the variable costs of battery storage is greater than 40$/MWh. For
80$/MWh, hardly any battery storage is used for arbitrage in all cases.

Fig. 6. EVs storage utilization under different case and the coefficient of battery de-
preciation costs

4 Conclusion

Large-scale introduction of EVs in power systems will significantly bring a large
number of load and storage. This will have different effects on electricity market
with different modes of EVs competition. In this paper, equilibrium models of
electricity market with EVs are established and theoretical analysis is made to
prove that the electricity prices become leveled during off-peak and peak periods
while EVs fleet is a price-taker. Numerical examples are presented to verify the
validity of the theoretical analysis and the effectiveness of the proposed models.
The main work and key contributions of this paper are as follows:

1. Introduction of EVs fleet with controlled charging and discharging on elec-
tricity market can smooth the price curve. In addition, its smooth effect
depends on the competition mode of EV.
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2. If EVs fleet is a price-taker, the smoothness of market prices curve is best by
making full use of storage, and achieves the effect of “peak load shifting”. If
EVs fleet is an oligopoly without any generation capacity, it may withhold
some storage capacity in order to obtain more profits. If EVs fleet is owned
by an oligopolistic generator, it not only withholds some storage capacity
but also increases generation during off-peak period and reduces generation
during peak period, which makes the worst price-smoothing effect.

3. The utilization of battery decreases with increasing degradation costs. High
battery degradation costs can hardly bring the price-smoothing effect.
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Appendix

EVs fleet is a price-taker. Suppose that T is the set of 24 hours. T 1 is the set of
periods of charging. T 2 is the set of period of discharging. T 3 is the set of period
of no charging and discharging. So T 1 + T 2 + T 3 = T .

a).Period of charging
The expression of market prices can be obtained by Eq.(7b) and Eq.(7d):

pt = λLd
d + λsi

t (8)

pt = −λsi
t +

T−1∑
τ=t

λstlo
τ+1η −

T∑
τ=t

λscap
τ η (9)

From the Eq.(7i), it can be found that if st
in

> SLt+Lt, λ
si
t equals to 0. This

means that battery hourly charging capacity is so large that cannot be reached,
when t ∈ T .

From the Eq.(7k), it can find that when

−
t∑

τ=1

SOτ +
t−1∑
τ=1

SLτη > 0 (10)

λstlo
t equals to 0.
The Eq.(10) indicates that discharging never exceeds the net amount of pre-

vious storage, which only occurs to the last discharging. That is to say when t
is before the period of last discharging, λstlo

t = 0, otherwise λstlo
t > 0. Owing to

η is a constant,
T−1∑
τ=t

λstlo
τ+1η equaling to

T−1∑
τ=Tl

λstlo
τ+1η (T l is the last period before

discharge) is a constant, when t ∈ T 1.
From the Eq.(7l), it can find that when

−
t∑

τ=1

SLτη +
t−1∑
τ=1

SOτ + st
cap

> 0 (11)

λscap
t equals to 0.
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The Eq.(11) indicates that the amount of electricity used to be stored in
period t cannot exceed the total available capacity of battery, minus the net
amount of previous storage. That is to say when t ∈ T 3, λscap

t > 0, otherwise

λscap
t = 0. So

T∑
τ=t

λscap
τ η is a constant when t ∈ T 1.

As λLd
d is a constant and market prices is a continuous function, the market

prices is a constant in period of EVs’ charging, when st
in

is so large that quantity
of discharging cannot reach it. The market prices will completely be filled during
this period.

b).Period of discharging
The expression of market prices can be obtained by Eq.(7c):

pt = vc+ λso
t +

T∑
τ=t

λstlo
τ −

T−1∑
τ=t

λscap
τ+1 (12)

From the Eq.(7j), it can find that if st
out

> SOt, λ
so
t equals to 0. This situation

will happen when battery hourly discharging capacity is so large that cannot be
reached, when t ∈ T .

According to the above, it can be found that when t is in period of discharging,
T∑

τ=t
λstlo
τ equals to

T∑
τ=Td

λstlo
τ (Td is the last period of discharging), which is a

constant,
T−1∑
τ=t

λscap
τ+1 and equals to 0. Besides, vc is a constant, the market prices

is a constant in period of EVs’ discharging,when st
out

is so large that quantity
of discharging cannot reach it. The peak of market prices will be clipped.

To sum up, the “peak load shifting” will happen when EVs fleet is a price-

taker and st
in

and st
out

are large enough in this model.
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Abstract. This paper studies the plug-in electric vehicles charging/discharging 
mode under the intelligent power grid in Shanghai with the objective of 
minimizing the total mean square of load curve of charging and discharging 
electricity. Considering constrains on battery capacity, electricity power and 
available time, an electric vehicles charging/discharging optimization model is 
build for power grid in Shanghai. Based on the parasitic and anti-parasitic 
behaviors in the nature, we propose a Novel Quantum Particle Swarm 
Optimization (NQPSO) to solve the problem. Two populations - host group and 
parasitic group are generated to dynamically changing the population size 
within the parasitic mechanism so as to improve the population genetic. A 
quantum particle encoding method is designed according the characteristics of 
the problem. Finally we apply NQPSO upon instances to explore the 
performance of our algorithm, and the results have showed the computational 
evidence for its effectiveness.  

Keywords: smart power grids, electric vehicle, charge and discharge mode, 
quantum particle swarm optimization. 

1 Introduction 

Recently, the countries all over the the world are facing the common problems of 
energy shortage and environmental deterioration, and the energy saving and emission 
reduction are in sight and vocal. Under this background, the plug-in electric vehicles 
(PEV) come on stage with the properties of saving energy and protecting 
environment. For this reason, the industry has kept developing and growing in recent 
years, and the number of PEV increases year by year.  

The PEV are connected to the power grid by the distributed energy storage element 
- automobile battery. The electricity needed by the vehicles is the power load in the 
grid, and it will bring additional enormous pressure to the power grid and 
transformers. On the other hand, PEV also act as power storage “batteries”, which 
will improve the capacity and reliability of power grid. Therefore, it is of realistic 
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significance and research value to realize the intelligent management of charging/ 
discharging for PEV, i.e. charging the vehicles in the "Valley" and discharging in the 
"Peak". 

Some intelligent algorithms have been proposed for the PEV charging/ discharging 
problems. In 2011, based on real-time price Zou et al. [2] defined a PEV centralized 
charging mechanism. Activated by the idea of dynamic estimation interpolation, they 
proposed an algorithm to fill valley on electricity-supply side and balance the cost 
paid by users. In addition, Zhao et al. [3] researched the electric vehicle scheduling 
problem and designed an algorithm for the problem. They also assessed the economic 
benefits of electric vehicles joining in the power grid, and gave their advices. From 
the perspective of economy, the paper [4] studies the setting where we could cut peak 
and fill valley for the power grid with PEV. Our paper focuses on the power grid with 
PEV in Shanghai, and research how to use the pricing of electricity to manage the 
charging/discharging of PEV, and finally optimize the PEV charging/discharging 
mode in power grid.  

We are interested in applying Particle Swarm Optimization (PSO) to solve the 
problem in this paper. PSO is an effective tool to solve many optimization problems. 
Because of its properties: simplicity and effectiveness, the algorithm attracts the 
attention of many researchers, and is applied upon problems in many fields. In 
literature [5], [6], the authors proposed modified PSO to forecast the electricity load 
of PEV. Based on numerical experiments, they proved the effectiveness of the 
algorithm. Hutson et al. [7] researched the plug-in hybrid electric vehicles problem 
with the objective to maximize the profit of vehicle owners. They designed a binary-
based PSO and found that the algorithm accurately finds near optimal solutions and 
significantly increases the potential profits for the vehicle owners. 

However, the experimental results show that traditional PSO is unsatisfactory in 
some situations. One of the reasons is that too much attention is focused on the 
strategies of single population improvement, while the mutual influence within 
populations and the influence between populations and external environment are 
ignored. Built on the natural parasitic behavior mechanism where multiple 
populations influence each other, we propose a Novel Quantum Particle Swarm 
Optimization (NQPSO). We define two populations named as host group and 
parasitic group, and define a population evolution model for the problem. In this 
model the sizes of the two populations are updated dynamically by simulating 
parasitic and anti-parasitic relationships in the nature. This idea could help to improve 
the population diversity, speed up the convergence and overcome the premature 
phenomenon. In the end of the paper, we verify the feasibility and effectiveness of 
NQPSO by numerical experiments.  

2 Problem and Model 

2.1 Objective Function 

Define each time period consists of 24 time pieces, and for each vehicle the power of 
charging/discharging is a variable. By considering PEV in power grid, the peak of the 
load curve could be cut and the valley could be filled, which helps to smooth the 
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fluctuation of load curve. This paper considers the optimization problem with PEV in 
power grid with the objective to minimize the total mean square of load curve, i.e. 

min 

2
24 24

1 1 1

24
n

j ij j
j i j

S P P P
= = =

 
= + − 

 
                      (1) 

where S denotes the total cost, n is the number of vehicles. jP is the power in j-th time 

piece, i.e. the original value of power before vehicles join in. 
24

1

24j
j

P
=
 denotes the 

average value of power of the 24 time pieces, and ijP is the power capacity of the j-th 

time for the i-th vehicle. 

2.2 Constraints 

(1)  Power Load 
For the j-th time piece, we define the maximum current for charging is 3iI , and 

2 iI for discharging. Circuit power is no more than 15KW. So we have 

                ( ) ( )min 15, 2 max 15, 3ij i ij ij iV I P V I× ≤ ≤ − − ×                 (2) 

where ijV is the real-time voltage of battery, iI is the rated current, depending on the 

type of vehicle i. 
(2)  Quantity of electricity 
Denote by ijQΔ the modified quantity of the electricity in the battery of vehicle i in 

the j-th time piece. We define 
              ( ) ( )min max max maxsocij i ij socij iS S Q Q S S Q− ≤ Δ ≤ −                   (3) 

where maxiQ is the maximum capacity of the battery of vehicle i. socijS denotes the 

state of charge (SOC) of vehicle i in the j-th time piece, where SOC is the ratio of 
remaining amount of electricity over maximum capacity. minS and maxS  respectively 

denote the minimum and maximum values of SOC, usually taking values 0.2 and 1. 
(3)  Fluctuation of the Power 

( )
24

1 1

n

ij ij j ij ij j
i j

Y I P p I P p Hγ η
= =

 = − + − ≤                 (4) 

Where Y denotes the total cost. We define two indicators ,ij ijI I . 1ijI = if the i-th 

vehicle is charging in the j-th time piece, otherwise 0ijI = . 1ijI = if the i-th vehicle 

is discharging in the j-th time piece, otherwise 0ijI = . jp  represents the price of 

electricity in j-th time piece, γ denotes the government subsidy for each unit of 

electricity discharged by vehicles, andη denotes the loss ratio of batteries. H is an 

upper bound on the cost of power, which is a given constant. 
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The price of the electricity for household use in Shanghai is shown in Table 1. 
According to statistics, a vehicle in Shanghai travels averagely 39 km each day. 
Assume each vehicle consumes electricity 0.215KW·h per mile, then 251.55 KW·h is 
needed for a vehicle each month. The amount of electricity used for other purposes is 
assumed to be 110-150 KW·h for each family. Then the total consumption of 
electricity must be out of the first power range [0, 260). Based on the principle of 
saving energy, the total electricity consumption each month lies in interval [261, 400). 
Therefore, we have 0.677jp = for peak period and 0.647jp = for valley period.  

Table 1. Fee standards for Shanghai household electricity 

Quantity of 
electricity (Monthly) 

Peak Period  
(6:00 am-22:00 pm)  

Valley Period  
(22:00 pm-6:00 am ) 

0-260 0.617 RMB/ KW·h 0.307 RMB/ KW·h 
261-400 0.677 RMB/ KW·h 0.647 RMB/ KW·h 
≥ 400 0.977 RMB/ KW·h 0.797 RMB/ KW·h 

 
For the fee involving charging and discharging, let 0.6γ η− = , i.e. by discharging 

1 KW·h electricity, vehicle owners could get 0.6 RMB from the government subsidy 
after deducting battery cost. The data 0.6 RMB is almost like the price of electricity in 
the valley period of the interval (261,400). 

(4)  Available Time 
For PEV owners, it is common that charging/discharging operation is carried out 

after work hours. We assume each family charges/discharges one time each day. 
Since government gives supply subsidy during peak period, we define PEV owners 
choose to discharge electricity during the peak period, i.e. from 18 pm to 22 pm, and 
charge electricity in the valley period from 22 pm to 6 am. We give the following 
inequalities: 
                               1 118 22s fT T≤ ≤ ≤                                   (5) 

                            2 222 30s fT T≤ ≤ ≤                                   (6) 

where 1sT and 1fT respectively denotes the start and completion times of discharging 

operation, and 2sT and 2fT are start and completion times of charging operation. 

3 The Parasitic Mechanism 

3.1 Growth Model for Parasite Population 

During the long history of nature evolutionary, the relationship between different 
populations is complex. The phenomenon that two populations live together is 
generally referred to as symbiosis. This paper studies a type of symbiosis named 
parasitic, which refers to two populations of birds living in the same environment. 
One population obtains benefit from the other one, and the other (called host) 
provides nutrition and residences for the former (called parasite). 
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Generally, the parasite try to put their eggs into the host’s nest, and the young will 
also damage eggs of host in the nest, reducing the survival rate of host, or even 
completely killing chicks of host. On the other hand, the host will try to improve their 
immunity to eliminate eggs of parasite. The relationship between host and parasite is 
a dynamic development process, similar to a long "arms race". After a long period of 
evolution, some of the features are to be preserved within the interaction between 
parasite and the host, and then reflected on genes of populations.  

In the field of mathematical biology, the parasitic relationship between host and 
parasite has always been a hot topic, but few papers consider applying parasitic 
mechanism into optimization algorithms. This paper will try to simulate the parasitic 
relationship to improve the population genetic of the optimization algorithm. The 
parasitic behavior of two populations can be defined by the following differential 
equations model, denoted by the following model (7).  

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

2
21 11

1 2 1 2 1
1

2
2 12

1 2
2

2
3 11

3 2 1 1 1
3

2
4 22

1
4

( )
( ) ( )

( )

( )
( )

( )

r t x tdx
r t x t k t x t y t x t

dt K

r t x tdx
k t x t y t

dt K

r t y tdy
r t y t c t y t p t x t y t

dt K

r t y tdy
c t y t

dt K


 = − −


 = −



= − − −


 = −


           (7) 

Here, 
1 2,x x respectively denote the numbers of young individuals of parasite (YIP) 

and adult individuals of parasite (AIP). 
1 2,y y are the numbers of young individuals of 

host (YIH) and adult individuals of host (AIH) respectively. 
1 2 3 4, , ,K K K K are the 

largest possible numbers of the corresponding individuals, and 1 2 3 4, , ,r r r r denote the 

growing rates. k denotes the proportion of the number of parasite individuals fed by 
host, and c is the proportion of number of host individuals growing into adult. p is the 
proportion of the number of YIH killed by parasite. 

3.2 The Nest Parasitism Schema 

In this section, we will introduce the mechanisms how the number of host individuals 
and parasite individuals are updated. Firstly, we define the fitness of an individual 
(chromosome) is the reciprocal of the objective function value. For a fight between 
two individuals of host and parasite, we define the one with lower fitness is defeated. 
Next we introduce the four mechanisms, and describe how the numbers of individuals 
are updated.  

(1)  Parasitic mechanism 
Assume parasite is in the dominant position. If some AIHs are defeated, then we 

will put YIPs host’s nest, and the YIPs will absorb host’s nutrition and create damage 
to the host. 



 A Novel Quantum Particle Swarm Optimization for Power Grid 191 

 

If ( 2 2x y≤ ) 

For each AIP, assign 
2 2/sN x y=     AIHs to fight against it. Denote 

by in the number of AIHs who are defeated. Obviously, the 2x -th AIP may have 

less than sN AIHs opponents. Define the defeated rate of host 

is 2
1 21

x
ii

C n y== , and the successful rate of parasite is ( )2
2 21

x
i si

C n N x== . 

In this case, we choose 
2 1C x   YIPs to migrate into the population of YIHs.  

Else 

Noting the number of AIHs is limited, we let some AIPs left with no 
opponent while each of the remaining AIPs has one AIH to fight. 

Let
'
2

1 21

x
ii

C n y== ， ( )
'
2

2 21

x
i si

C n N x== , where denotes the number of 

AIPs, each of which has an opponent. We still choose 
2 1C x    YIPs to migrate 

into the population of YIHs. 
End 

(2)  Killing young host mechanism 
After YIPs migrate into the population of YIHs, YIPs may create damage to YIHs, 

which is called the killing young host mechanism. We define a half of YIHs with 
lower fitness are killed by YIPs, and the same amount of new YIHs are initialized in 
order to keep the same amount of YIHs in the current generation.  

(3)  Counter parasitic mechanism 
We define each AIH has the ability or to clean up YIPs or to reject the migrating of 

YIPs, in order to enhance its immunity. We allow removing of a YIP under the 
situation where the fitness of an AIH is greater than that of the YIP, then the AIH 

could remove the YIP with the probability
3C , where 2

3 21
( )

x
s ii

C N n y== − . Thus 

we can remove about
3 1C x  YIPs. 

(4)  Growing mechanism 
The growing mechanism exists both in parasite populations and the host 

population. In the parasite population, the youth individuals are all grow up to be 
adult individuals. 

In the host population, we regard the growing mechanism as a migration process. 
Traditionally, the ratio of the YIHs growing up to be AIHs is fixed. But this approach 
is not flexible and cannot follow the dynamic migration situation. In order to improve 
the efficiency of our algorithm, we propose a new migration strategy. Let

1 2,fit fit  

respectively be the minimal fitness values of AIHs and YIHs, and
1 2,f f be the average 

fitness values of AIHs and YIHs. In the evolution of every generation, the important 
work is to determine the growing up ratio λ , which can be calculated as follows: 
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    (8) 

This mechanism has the property of spreading good genes to AIHs, which 
increases the host's ability to fight against parasitic individuals. 

4 The Novel Quantum Particle Swarm Optimization 

4.1 The Quantum Particle Coding 

In order to express more states of the particle, we learn the characteristics of 
superposition and probability expression of quantum theory, and introduce the qubit 
representation (see Fig. 1). Each dimension for quantum particles is 24n , where n 

represents the number of electric vehicles. ( ), 1, 2,..., , 1, 2..., 24
T

ij ij ijq i n jα β = = =  is 

a qubit. We only consider non-working hours, i.e. from 18 pm to 6 am in the next day. 
Therefore, the quantum coding dimension of the particle can be shorten to 12 n. Map 
the quantum particles to space domain of the problem, then mapping relation can be 

expressed as 2 ( )ij ijq q ub lb lb= ⋅ − + . 

1,1 1,2 1,24 2,1 2,2 2,24 ,1 ,2 ,24... ... ....... ...n n nq q q q q q q q q  

1,1 1,2 1,3 1,24 2,1 2,2 2,3 2,24 ,1 ,2 ,24

1,1 1,2 1,3 1,24 2,1 2,2 2,3 2,24 ,1 ,2 ,24

... ... ...... ...

... ...... ...
n n n

n n n

α α α α α α α α α α α
β β β β β β β β β β β

 
 
 
  



First car          Second car  n-th car

1,1 1,2 1,3 1,24 2,1 2,2 2,3 2,24 ,1 ,2 ,3 ,24| | | | | | | | ... | | ...... | | | | ... |n n n nθ θ θ θ θ θ θ θ θ θ θ θ  
 

Fig. 1. Coding method of quantum particle 

4.2 Updating Operation of Quantum Particle 

Base on the speed updating method in the basic PSO, we could calculate the amount 
of updating phase shift of quantum particles by the following formula:  

        1
1 1 2 2( ) ( )t t t t

ij ij Gbest ij Pbest ijC r C rθ ω θ θ θ θ θ+Δ = × Δ + ⋅ ⋅ − + ⋅ ⋅ −           (9) 
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where t
ijθΔ  represent the amount of updating phase shift of the j-th dimension in i-th 

particle quantum at the t-th iteration. ijθ is the current phase. Gbestθ  and Pbestθ  
respectively denote the best phases in the current generation and in history. ω is an 
inertia weight coefficient and 1C and 2C are acceleration coefficients. Then update the 

quantum particles according to the formula below: 

       

1 1 1

1 1 1

cos sin

sin cos

t t t t
ij ij ij ij

t t t t
ij ij ij ij

α θ θ α

β θ θ β

+ + +

+ + +

     Δ − Δ
     =
     Δ Δ     

,                   (10) 

where ( ),t t
ij ijα β  represents the j-th probability amplitude of the t-th iteration.  

4.3 The Main Procedure of NQPSO 

The process of novel quantum particle swarm optimization (NQPSO) is shown 
in Fig. 2. 

start

Initializes the parasitic group and the host group
t=0

Calculate the individual fitness of two species, track
the optimal location and  the optimal individuals

j=1

Operate the parasite mechanism, adjust the population
  number of two species and individual genes

Perform the update operation of quantum particle,
calculate the fitness value and update the optimal

location

t<Gen

j<n

stop

yes     t=t+1

 j=j+1       yes
no

no

 

Fig. 2. The flow chart of novel quantum particle swarm optimization (NQPSO) 
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5 Computational Results 

Assume the number of PEV is limited, the load of electricity which could be adjusted 
is small, and it has little influence on the whole Shanghai area, but still can improve 
the load curve of a community area. In contrast, for the problem with many vehicles, 
if each vehicle has its own charging/discharging power capacity, and the available 
time varies, then it is a complicated, difficult and high-demission problem. Therefore, 
we assume the whole Shanghai area can be divided into several research centers, and 
the management of charging/discharging could be carried out in each center, which 
could finally realize the optimization of PEV charging/discharging in power grid in 
Shanghai area. Hence this experiment is divided into two parts: a community, an area 
consisting of several communities. 

5.1 Charging/Discharging PEV in a Community 

For the small PEV, let 80iI A= , minij iV V= and max mini i iQ V I= ⋅ . Considering 5 

vehicles, define the initial capacity of battery 0.3( 1,2,...)SOCiS i= = . The daily power 

load of the community is shown in Table 2. We only consider the time period from 18 
pm to 6 am, and the time period is divided into 12 time pieces (No. 
1,2,…,6,19,20,…,24). In NQPSO, the sizes of host and parasite populations are 100, 

and the number of iterations is 1000. [ ]0.4,  0.95ω ∈ , 1 2 2C C= =  and 

[ ]1 2, 0,1t tr r ∈ . lbub, are the maximum and the minimum power values respectively. Based 

on NQPSO, we get the results, and the corresponding power per vehicle in each 
period is shown in Table 3. In the table, a positive value indicates discharging while a 
negative value indicates charging. The results reported in Table 3 shows that the all 
vehicles discharging highest at time 22 pm, which actually performs “fill the valley”. 
The time period from 18 pm to 22 pm is the peak, and government give subsidy. 
Therefore, vehicles owners will choose to discharge to “cut the peak”, which also 
reduces the total fee of electricity for vehicles owners. We have performed an instance 
with the data in Table 2 and 3, and the results are shown in Fig. 3. In the figure, we 
find that the power curve of the grid becomes more stable than before.  

Table 2. Daily power load of the community 

Time piece Power(KW) Time piece Power(KW) 
1 66 99 106 
2 66 20 98 
3 63 21 104 
4 67 22 93 
5 69 23 70 
6 68 24 66 
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Table 3. The charging/discharging power load of the PEV 

No. of 
Vehicle 

Power (W) of time pieces 

1 2 3 4 5 6 19 20 21 22 23 24 
1 -3 -5 -3.9 -5 -4 -1 5 2 3 0 -4.1 -2.9 
2 -6 -6 -9 -2.7 -3 -3 8.3 3.3 1.3 0.3 0 -3 
3 -7 -4 -1 -3 -2 -1 2.3 2 6 0 -5.5 -5 
4 -2.7 -5 -6 -3 -3 -1 3 3 0 0 0 -4 
5 0 0 0 0 0 0 0 2 6.1 2.7 -1 -7.5 

1      2      3       4      5      6     19     20     21    22    23    241      2      3       4      5      6     19     20     21    22    23    24
time

po
w

er
/K

W

Curve of original power load in grid

Curve of the power load of PEV

Curve of the power load fo grid with PEV
 

Fig. 3. Curves of power load in a community 

5.2 A Charging/Discharging PEV in an Area Consisting of Communities 

In this section, we consider the management of charging/discharging PEV in an area 
consists of several communities, and the values of power in time pieces are given in 
Table 4. Obviously, compared to the situation in a community, the power load in this 
section is larger. In this way, more vehicles are needed, and the improvement of 
power curve is bettered. But the cost of charging/discharging will also be increased. 
We perform NQPSO and particle swarm optimization (PSO) upon instances with 
different number of vehicles (10vehicles, 20 vehicles, 30 vehicles, 40 vehicles and 50 
vehicles). The results are reported in Table 5.  

For each instance, the two algorithms are ran 10 times, and we obtain the average 
objective value and average convergence generation. The results in Table 5 imply that 
compared to PSO, NQPSO performs better on the perspectives of average objective 
function value and average convergence generation. The reason is when dealing with 
instance with high dimension, PSO is easy to fall into a local optimum and get 
prematurity. But the algorithm NQPSO always has smaller fitness value and a faster 
convergence speed. By parasitic mechanism, NQPSO carries out the explicit key 
selection in the neighborhood of each solution, which improves the speed and 
performance of NQPSO. In addition, we use quantum and particle updating operation 
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to search solutions, so the whole population will give sub-populations a momentum 
when the whole population is trapped in a local optimum, and help to escape from the 
local optimum. In conclusion, our algorithm NQPSO is more competitive than the 
basic PSO.  

Table 4. Daily power load of an area consisting of communities in Shanghai 

Time piece Power(KW) Time piece Power(KW) 
1 330 19 530 
2 330 20 540 
3 285 21 520 
4 325 22 450 
5 290 23 350 
6 295 24 330 

Table 5. Comparison of NQPSO with PSO 

No. of 
vehicles 

Avg Objective value 
Avg convergence 

generation
Avg running time 

 

PSO NQPSO PSO NQPSO PSO NQPSO  
10 165308 144910 35.4 29.8 23 51  
20 141170 121647 52.8 32.5 36 78  
30 150271 117703 41.4 40.7 42 103  
40 176271 120323 167.2 68.9 56 129  
50 183260 135208 123.4 62.8 96 188  
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Fig. 4. Curves of power load of an area consisting of communities 

6 Conclusion 

This paper studies the power grid with PEV charging/discharging problem in power 
grid in Shanghai with the objective to minimize the total mean squares of load curve 
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of charging and discharging. We consider constrains on the battery capacity, electric 
power and available time, and establish the mathematical model regarding the price of 
electricity in Shanghai. To overcome the defect that PSO is likely to trap in a local 
optimum when dealing with problems with high dimension, we propose NQPSO. 
Through implementation of our algorithm, we show that NQPSO dominates PSO 
including average objective value and average convergence generation. Of course, 
this paper studies the problem only with household PEV. Other vehicles such as bus, 
tax and so on could also be considered. Therefore, the charging/discharging problem 
with other types of vehicles could be one of the future topics.  
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Abstract. Fatigue testing plays a more and more important role in modern 
industry. In order to obtain the general features and the optimal algorithms of 
closed-loop control systems of the electro-hydraulic fatigue testing machines, a 
mathematical model of servo electro-hydraulic fatigue testing machine based on 
xPC real-time control system is developed and simulated in Simulink. In this 
model, the compound control system with feed-forward (speed feed-forward 
and acceleration feed-forward) is introduced. And then the static and dynamic 
loading testing for both position and force control are done to get the control 
laws and strategies. The research and results not only reveal the control laws 
and suitable control strategies of the fatigue-testing machine but also prove that 
the system has high control accuracy, fast signal processing and response 
ability. It can also realize the position and force control of the fatigue testing 
machines perfectly.  

Keywords: servo electro-hydraulic fatigue testing machines, xPC real-time 
control system, compound control system, feed-forward control. 

1 Introduction 

Fatigue testing of specimens is playing a more and more important role in modern 
industry through which people can obtain the fatigue lives of the specimens under 
different forces. This will contribute greatly to the structure design of the instruments 
[1]. Nowadays, fatigue testing is conducted mainly by electromagnetic resonant 
fatigue testing machines and servo electro-hydraulic fatigue testing machines [2]. And 
there are also thousands of control algorithms for fatigue testing which are with low 
real-time response characteristics. As a result, designers should do much more study 
and research on choosing the optimal algorithm to make sure that the testing machines 
are in their best conditions and so they can get their best performances. This paper 
mainly explores the control characteristics and strategies of closed-loop control 
systems of the electro-hydraulic servo fatigue testing machine based on the xPC real-
time control platform. The feed-forward control algorithm with speed-forward and 
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acceleration-forward control is introduced to compare with the traditional closed-loop 
control algorithm without feed-forward control [3], [4]. The testing results also 
showed that the algorithm this paper introduced have great advantage over the 
existing PID control algorithms on servo electro-hydraulic fatigue testing machines. 

2 Principle of Feed-Forward Control 

2.1 Introduction of Feed-Forward Control 

Feed-forward control takes advantage of the information that the controller gives out 
which is mainly aimed at setting the target’s motion curve [5]. Generally speaking, 
the standard of high-quality controller is that the controller set the target’s motion 
curve and the actuator moves along with the curve precisely. In traditional closed-
loop PID control system, the target generator will calculate the position, speed and 
acceleration of the target to be pre-generated [6], [7] after the PID controller updates 
the controlling information. Therefore, feed-forward control doesn’t need to wait to 
update after the PID controller has made a comparison of the target position and the 
real position. It can directly control and set the speed and acceleration of the target 
through feed-forward which makes the control action more prompt and less-
influenced by the system delay. The output gain of traditional PID controller is the 
product of PID parameters and the feed-back error. While the output of the feed-
forward PID control system is the sum of two products [8]. One is the product of the 
parameters and speed. The other is the product of the parameters and acceleration as 
is shown in equation (1). The structure diagram of compound PID control with feed-
forward control is presented in Fig.1. 

 tionetacceleraTKetspeedTKdoutputFeedforwar av argarg ×+×=  (1) 

In equation (1), Kv refers to the speed feed-forward gain; and Ka is the acceleration 
feed-forward gain. 
 

 

Fig. 1. Structure diagram of compound PID control 
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The advantage of feed-forward control is its quick response feature while the weak 
point is the low accuracy compared with normal PID closed-loop control. There is a 
contradiction between improving the accuracy and the response speed. The compound 
control system keeps the whole system in an open-loop state while the system is in 
transient state. And it turns to the closed-loop state when the system goes to steady-
state. In conclusion, the compound control system can handle the contradiction 
between the control accuracy and the system stability perfectly. 

2.2 Establishment of Feed-Forward Control Model 

In this paper, we make great efforts to study the servo electro-hydraulic system and 
Fig.2 shows the block diagram of the compound control system with differential feed-
forward control. This block diagram introduces the speed feed-forward and 
acceleration feed-forward control on the basis of traditional PID control [9], [10], [11]. 

 

 
Fig. 2. Block diagram of compound control with forward feedback 

Set the main controller as proportional control whose gain is K1. We can obtain the 
transfer function shown as equation (2).  
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If Kf =1, the error transfer function of input signal can be described as equation (3). 

 

2 2

2 2

2 2

12 2

2 2
( 1)( 1) ( )

( )
2 2

( 1)( 1)

sv h
V F

sv sv h h

sv h
V

sv sv h h

s s
s s s K G s

E s
s s

s s s K K

ξ ξ
ω ω ω ω

ξ ξ
ω ω ω ω

+ + + + −
=

+ + + + +

 (3) 

From the equation above, if we make the numerator equal to 0 as equation (4) 
shows we can easily obtain equation (5). 
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The result means the output can completely “track” the input signal )(tiθ , which 

also can be understood that the system has infinite response bandwidth and zero track 
error. Considering the fact that the parameters of servo hydraulic systems are time-
variant and uncertain, we know that it is nearly impossible to achieve full-
compensation. So in engineering practice, people use approximate compensation 
method to imitate full-compensation. So we use approximate compensation to get 
equation (6). 

 2
1 2( )FG s s sλ λ= +  (6) 

1λ , 
2λ are two non-dimensional coefficients. That makes the compound system to 

be a type “3” system. The steady-state error of the system for the ramp function input 
and parabolic function input are nearly zero. From equation (3) and equation (6) we 
can see if 1λ and 

2λ are set properly, we can get equation (7). a, b and c are constants. 
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In conclusion, the compound control system with speed and acceleration feed-
forward can greatly improve the magnitude frequency characteristics of the whole 
system comparing with the traditional closed-loop control system. 

3 Simulation of Compound Control System in Matlab 

Based on the transfer function and the block diagram of the compound control 
system, this paper establishes the simulation model in Matlab as is shown in Fig.3 and 
it completes the time domain simulation analysis [12], [13], [14].  

 

 

Fig. 3. Simulink simulation model of position control system 

Here are four figures that show the simulation results of the system with and 
without compound control. Fig.4.a and Fig.4.b present the traditional PID closed-loop 
control system. Fig.4.c and Fig.4.d are the compound control of position and force 
with feed-forward control. 



202 Z. Miao et al. 

 

 

(a) Traditional position closed-loop control 

 

(b)  Traditional force closed-loop control 

 

  (c)   Position closed-loop control with        (d)   Force closed-loop control 

feed-forward                            with feed-forward 

Fig. 4. Sine response curves of traditional PID control and compound control with forward 
feedback (20Hz) 

From the comparison of the simulation results we can see that traditional PID 
closed-loop control of position and force has its own limitations. There are certain 
phase-lag and track error in traditional PID closed-loop control system. There is also 



 Strategy and Loading-Test of Servo Electro-Hydraulic Fatigue Testing Machine  203 

 

an oscillation in the early stage which definitely is not required in a control system. 
While from Fig.4.c and Fig.4.d we can see the output signal tracks the reference input 
in a very accurate way and there are slight errors between the input and output 
signals. So the system with compound PID control can make the output signal “track” 
the input signal. 

4 Loading Testing on Fatigue-Testing Machine 

Test experiments of the compound system with feed-forward control on the fatigue-
testing machine are divided into two parts which are position-loading test and force-
loading test. Detailed analysis is done to reveal the characteristics and control 
methods of the servo electro-hydraulic fatigue testing machine. 

4.1 Loading Test of Position Closed-Loop Control 

Position closed-loop control is the basis of force closed-loop control which makes it 
more important for us to put much more efforts on position closed-loop control. 
Loading-test of position control includes static and dynamic loading testing. 
Apparently, we will get different outputs when we adjust the parameters of the 
compound PID control system, such as P, I or D. What this paper wants to find out is 
how the compound PID control system improves performance.  

Static Loading Test of Position Control 
The static loading test of position is divided into two parts. One is only with P control 
and the other is with P, I and D control. The loading-test results are shown in Fig.5. 
 

 
(a)  P=0.5                           (b)   P=0.5, I=0.2, D=0.002 

Fig. 5. The static test of position closed-loop control 

From Fig.5.a we can see that the rise time is 0.056s, the maximum overshoot is 
23.5%, and the steady-state error is 0.06. While from Fig.5.b we can get that the rise 
time is 0.040s, the maximum overshoot is 13.9% and the steady-state error is 0.03.  
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Because the closed-loop control system of fatigue testing machine is type “1” system, 
the theoretical steady-state error is zero. We only need P and D control in position 
closed-loop control to meet the system demand of dynamic and static characteristics. 

Dynamic Loading Test of Position Control 
The amplitude of the input sinusoidal signal in Fig.6 is 2mm and the frequency is 
10Hz. From Fig.6 we can get that the control system with traditional PID control has 
a lag-behind which means that traditional PID control is not able to meet the 
command in real-time signal tracking. While just as Fig.6.b reveals the performance 
of system has been greatly improved when the feed-forward control is introduced into 
the closed-loop control system. As the frequency of the input signal increases, the 
skewing aggravates and the median line of the response curve deviates downward. 

 

(a) f=10Hz,P=0.55,D=0.018       (b) f=10Hz,P=0.55,D=0.018, 

feed-forward P=0.003,D=0.00015 

Fig. 6. Dynamic Loading-test of Force 

In this part we did some analysis on the features of the response curve of the 
fatigue testing machine from which we get the control strategies. In conclusion, when 
the frequency of the input signal is 10Hz, there is a phase-lag in the output. From the 
figures we can see the system with speed feed-forward control and acceleration feed-
forward control can greatly improve the dynamic characteristics. When the system 
goes in a higher frequency, the dynamic characteristics of the system become worse 
which mainly presents in the amplitude attenuation and the adjustment in PID 
parameters does not work anymore.  

4.2 Loading Test of Force Closed-Loop Control 

The loading test of force closed-loop control is the main function that the fatigue 
testing machine is to realize. Force closed-loop control includes static loading test and 
dynamic loading test. The static loading test is to give the fatigue testing machine a 
constant force input and then get the related data to check the static characteristics and  
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dynamic characteristics of the system. While the dynamic loading-test is to load 
sinusoidal signals on the fatigue testing machine and adjust the parameters of PID 
controller to check the output signals of the whole system. 

Static Loading Test of Force Control 
This paper divides static loading-test into two groups. One is only with P control and 
the other is with normal PID control namely P, I and D control. The testing results are 
shown in Fig.7. 

 

(a)  P=0.00055                   (b)   P=0.00055,I=0.005 

Fig. 7. Static test of force closed-loop control 

From Fig.7.a we can get that the rise time is 0.026s, the maximum overshoot is 5%, 
and the steady-state error is 50N. While we can see the rise time of the response curve 
in Fig.7.b is 0.017s, the maximum overshoot is 33.0% and the steady-state error is 3N 
which is greatly reduced compared to Fig.7.a. Due to the fact that the system of 
fatigue testing machine is a type “0” system, the theoretical steady-state error is zero 
when the input signal is a step signal. So we add the integral (I) control in the control 
system in the force loading test. 

Dynamic Loading Test of Force Control 
We load sinusoidal signals on the fatigue-testing machine to obtain the dynamic 
characteristics of the force closed-loop control. The amplitude of the input sinusoidal 
signals is 200N and the same offset which is 1000N. Fig.8 shows the test curves of 
the force loading-test with simple PID control and compound PID control when the 
input signals are with frequencies of 10Hz and 15Hz. With the frequency of the input 
signal increases, systems with simple PID control perform not well. Just as Fig.8.a 
and Fig.8.b imply, the phase-lag increases and the amplitude attenuates but “flattop” 
is gone gradually. With the increase of the input frequency, the phase-lag of the 
dynamic response is larger and the median line of the amplitude starts to move 
downwards. From Fig.8.c and Fig.8.d we can see the improvement of the performance 
when the speed feed-forward control and the acceleration feed-forward control are 
imported into the control strategy. 

 



206 Z. Miao et al. 

 

(a)  f=10Hz,P=0.003,I=0.01,D=0.0004       (b)  f=10Hz,P=0.0003,D=0.00003, 
feed-forward P=0.000001,D=0.0000003 

 
(c)  f=15Hz,P=0.0003,I=0.02,D=0.00002   (d)  f=15Hz,P=0.003,I=0.01,D=0.0003  

feed-forward P=0.000001,D=0.00000012 

Fig. 8. Dynamic Loading-test of Force 

In this part we did some analysis on the features of the response curves of  
the fatigue testing machine and from which we discuss the control strategies. When 
the system is with simple PID control algorithms, the system performs badly and the 
response curve is not smooth. The dynamic performance improves as the feed-
forward control is imported and the “flattop” is gone. When the system is in middle-
frequency band, the “flattop” is fading away gradually but the median line of the 
response curve is shifting downward. When the system goes in a higher frequency 
band, the dynamic characteristics of the system become even worse and the phase-lag 
increases.  

5 Conclusion 

Through the study on the control system of servo electro-hydraulic fatigue testing 
machine, this paper figures out the transfer functions of traditional PID control system 
and compound PID control system. This paper establishes the Simulink model of two 
systems. Simulation results have shown that compound PID control with feed-forward 
can decrease the error between the input and output of the system and increase the 
dynamic characteristics of the system. And then it implements the static and dynamic 
loading test of position and force on the fatigue testing machine control system.  
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This paper also does analysis on the loading test results and obtains the features and 
control strategies of the whole system. It points out that the compound PID control 
system with speed feed-forward and acceleration feed-forward can greatly improve 
the dynamic characteristics and the stability of the servo electro-hydraulic fatigue 
testing machine control system. But compared with speed feed-forward control the 
acceleration feed-forward control needs much more calculation and it needs to 
consider more comprehensive factors. It recommends that we use adjustable modern 
controller to implement the auto calculation and design of the acceleration feed-
forward element which is just what we need to study and research on in the future. 
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Abstract. In this paper, an iterative learning control algorithm was proposed for 
improving the permanent magnet linear motor (PMLM) velocity tracking 
performance under iteration-varying desired trajectories. A high-order internal 
model (HOIM) was utilized to describe the variation of desired trajectories in 
the iteration domain. By incorporating the HOIM into P-type ILC, the 
convergence of tracking error can be guaranteed. The rigorous proof was 
presented to show that the system error converge well. The simulation results 
indicate that the proposed high-order internal models based approach yields a 
good performance and achieves perfect tracking. 

Keywords: iterative learning algorithm, high-order internal models, discrete-
time plant, permanent magnet linear motors. 

1 Introduction 

Along with the rapid development of manufacturing industry, high speed and high 
precision motion control systems are playing an increasingly important role. 
Permanent magnet linear motors (PMLMs) are the basis of the high speed and 
positioning precision machines in motion control system due to its mechanical 
simplicity. The main features of a PMLM include high force density achievable, low 
thermal losses, high dynamic performance and high positioning precision, etc [1].  

PMLM operates repeatedly in a finite interval. This makes iterative learning 
control (ILC) particularly useful in such a circumstance. ILC is a well-known control 
method in applications with repetitive tasks [2]. The basic objective of ILC is to 
overcome the imperfect knowledge of the plant using previous tracking information 
and to achieve output tracking through repetition [3-5].  

However, in the conventional ILC, the desired trajectories are assumed to be 
iteration-invariant. And it is difficult to ensure in the control practice. Sometimes, 
tracking tasks vary in different iterations. The approaches to the problems of 
nonrepetitiveness always are hot topics in the field of ILC. All of the iteration-varying 
problems, such as variant disturbances, uncertainties and desired trajectories have 
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been discussed in [6], and two methods were designed to make use of the 
nonrepetitiveness in ILC. Recently, a discrete-time adaptive ILC approach is 
presented in [7] for the system with random initial condition and iteration-varying 
reference trajectory. The scheme can achieve the point-wise convergence over a finite 
time interval along the iterative learning axis. In [8], an adaptive ILC method was 
proposed for a class of nonlinear strict-feedback discrete-time systems with random 
initial conditions and iteration-varying desired trajectories. And by using high-order 
internal model (HOIM), an ILC approach has been studied for iteratively varying 
reference trajectories for continuous-time linear time-varying systems, and the initial 
resetting condition, extension to nonlinear cases are also explored [9]. 

ILC algorithm has been developed widely from continuous-time system to 
discrete-time system for the last two decades associated with the real implementation 
[10]. [11] deals with the uncertainties in system parameters and disturbance of 
discrete-time ILC algorithm. A unified learning scheme was designed for a class of 
discrete-time nonlinear systems with the initial shift problem [12]. A 2-D system 
theory based ILC has been studied in [13] for discrete linear time-invariant systems 
with variable initial conditions.  

In this paper, we deal with the ILC problem for PMLM system tracking iteration-
varying desired trajectories. Furthermore, a sufficient condition is derived under 
which the convergence of the learning process is guaranteed. Simulation results are 
documented to illustrate the effectiveness of the proposed robust ILC algorithm for 
PMLM velocity tracking control. 

2 Problem Formulation 

Consider a discrete linear time-invariant system with the relative degree of one as 
follows:  

 
( ) ( ) ( )
( ) ( )

1
,

k k k

k k

x t Ax t Bu t

y t Cx t

+ = +


=
 (1) 

where k indicates the number of operation cycle and t is the discrete-time index; 
( ) n

kx t ∈ R , ( ) m
ku t ∈ R  and ( ) m

ky t ∈ R denote the state, input and output vector, 

respectively; n nA ×∈ R , n mB ×∈ R  and m nC ×∈ R  are real matrices; and without loss 
of generality, it is assumed that matrices B and C are of full rank. 

Let ( ) ( ) ( )r
1 1 1k k ke t y t y t+ + += −  be the tracking error at the time interval 

[ ]0,t T∈ of the (k+1)-th iterations. The objective of ILC is to find an appropriate 

control input sequence ( )k 1u t+  such that the system output ( )ky t follows the 

reference trajectory ( )r
ky t . Consider the iteration-varying reference trajectories 

( )r
ky t  which are related to the reference trajectories of past iterations. The variations 

of desired trajectories along the iteration axis can be expressed by a high-order 
internal model (HOIM) as follows: 
 ( ) ( ) ( ) ( ) ( ) ( )r r r r r

k 1 1 2 1 3 2 1 ,k k k m k my t h y t h y t h y t h y t+ − − − −= + + + +  (2) 



210 W. Zhou, M. Yu, and D. Qi 

 

where ih  ( 1,2,...,i m= ) are the coefficients of a stable polynomial 

 ( ) 1 2
1 2 .m m m

mH z z h z h z h− −= − − − −  (3) 

From (2) and (3) we can see that, the trajectory ( )r
1ky t+ generated by m-order 

internal model is related to the trajectories of past m iterations. Then introduce a shift 
operator 1ω−  [14] with the property that ( ) ( )1 r r

1k ky t y tω −
+ = , [ ]0,t T∀ ∈ . We can 

rewrite (2) as 

 ( ) ( ) ( )r 1 r
1 ,k ky t H y tω−

+ =  (4) 

where polynomial ( )1 1
1 ... m

mH h hω ω− − += + +  is used to describe m-order internal 

model.  

Definition: The λ -norm [15] is defined for function ( )ke t  as 

( )
[ ]

( )
0,

sup t

T
k

t
ke e tet λ

λ
−

∈
= . And the λ -norm for function ( ) ( )1

kH e tω−  is defined as 

 ( ) ( ) ( ) ( ) ( )1
1 1

1 = ... .k k k k mme t e e th t eH H hλ λ λλ
ω ω −

−
+

− = + +  (5) 

With respect to the system dynamics (1) and desired trajectories (4), we have the 
following assumptions: 

Assumption 1: Initialization is satisfied throughout repeated trainings, ( )0 0,ke =
 

1,2...k = . 

Assumption 2: The matrix Q  is defined with bound [ ]0,
supQ

t T
b Q

∈
=  ( { }, ,Q A B C∈ ). 

Assumption 3: ( )H z  is stable or critical stable which means that all roots of 

( ) 0H z =  are within the unit circle or at least one root is lying on the unit circle. 

According to the internal model principle [16], the generator of nonrepetitiveness 
must be involved in the ILC controller to improve tracking performance. For the 
known law of iteration-varying desired trajectories (4), the HOIM must be 
incorporated into the design of learning control update law. Use HOIM of (2) and we 
can design an iterative learning control update law, after k-th operation cycle, 

   

( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

k 1 1 2 1 1 1 1

1 1

... 1 ... 1

1 ,

k k m k m k m k m

k k

u t h u t h u t h u t e t e t

H u t e t

γ γ

ω ω
+ − − + − +

− −

= + + + + + + + +

= + Γ +
 (6) 

where learning gain polynomial ( )1 1 1
1 2+ ... .m

mω γ γ ω γ ω− − − +Γ = + +  

3 Learning Convergence Analysis 

In this section, we discuss the ILC convergence. 

Theorem 1: For the discrete linear time-invariant system (1), given the HOIM-based 
desired trajectories (4), assume that the Assumptions 1-3 are satisfied. If the learning 
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gains kγ  are chosen such that the asymptotic stability of the following polynomial is 

guaranteed 

( ) 1
1... ,m m

k k mP z z zζ ζ−
− += − − −

                    
(7) 

where 1 1=j k j k jh CBζ γ+ − + −− , [ ],..., 1j k k m∈ − + , then the output error ( )ke t  

converges to zero in [ ]0,T  as k → ∞  under the HOIM-based ILC law (6), that is, 

( )lim 0k
k

e t
→∞

= . 

Proof: Substituting desired trajectories (4) to the (k+1)-th tracking error ( )1 1ke t+ + , 

we obtain 

( ) ( ) ( ) ( )1 r
1 11 11 .k k kte H y y tt ω−

+ ++ = −+ +
                  

(8) 

Then substituting system dynamics (1) to (8) yields 

( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

( ) ( ) ( )

1 1
1 1

1
1 1

1

1 1 1 1

1

.

k k k k

k k k

k k

e t H e t Cx t H Cx t

H e t C Ax t Bu t

H C Ax t Bu t

ω ω

ω

ω

− −
+ +

−
+ +

−

+ = + − + + +  

= + − +  

+ +            

(9) 

From the HOIM-based ILC law (6), we get 

( ) ( ) ( ) ( ) ( ) ( ) ( )1 1 1
1 11 1 .k k k ke t H CB e t CA x t H x tω ω ω− − −

+ +
   + = − Γ + − −       

(10) 

Taking the norms of (10) and considering Assumption 2, it can be derived that 

( ) ( ) ( ) ( ) ( ) ( ) ( )1 1 1
1 11 1 + .k k C A k kt te H CB e b b x t H x tω ω ω− − −

+ ++≤ − Γ −+
  

(11) 

From plant (1), we have 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1 1
1 1 1 .1 1 +k k k k k kx H x Ax t Bu t H A Bt x t u tt ω ω− −

+ + +− = + − +  +
 

(12) 

Taking the norms of (12) yields 

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

1 1
1 1

1
1

1 1

.

k k k k

k k

x t H x t A x t H x t

B u t H u t

ω ω

ω

− −
+ +

−
+

 + − + ≤ − 

 + −          

(13) 

Substituting (6) to (13) yields 

( ) ( ) ( ) ( ) ( ) ( )

( ) ( )

1 1
1 1

1

1 1

1 .

k k k k

k

x t H x t A x t H x t

B e t

ω ω

ω

− −
+ +

−

 + − + ≤ − 

+ Γ +
          

(14) 

Applying Assumption 2 and we get 

( ) ( ) ( ) ( ) ( ) ( )

( ) ( )

1 1
1 1

1

1 1

1 .

k k A k k

B k

x t H x t b x t H x t

b e t

ω ω

ω

− −
+ +

−

+ − + ≤ −

+ Γ +
            

(15) 
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Now we can write the above inequalities from 0t =  to t T= . When 0t = , we have 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1 1 1
1 11 1 0 0 1 .k k A k k B kx H x b x H x b eω ω ω− − −

+ +− ≤ − + Γ
   

(16) 

From Assumption 1, we get 

( ) ( ) ( )
( )

( ) ( )

r0 0 0

0

= 0 0 .

r
k k

k

k

y C x

y

C x

=

=

                              

(17) 

Thus we have ( ) ( )0 0r
k kx x= . And noting that 

( ) ( ) ( )
( ) ( ) ( )

( )
( ) ( )

r 1 r
+1

1

+1

1

0 0

= 0 0

0

0 0 ,

k k

k

k

k

y H y

H C x

y

C x

ω

ω

−

−

+

=

=

=
                        

(18) 

we get ( ) ( ) ( )1
1 0 0k kx H xω−

+ = . Substituting it into (16), we can obtain that 

( ) ( ) ( ) ( ) ( )1 1
1 1 1 1 .k k B kx H x b eω ω− −

+ − ≤ Γ
              

(19) 

Similarly, when 1t =  we get 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1 1 1
1 12 2 1 1 2 .k k A k k B kx H x b x H x b eω ω ω− − −

+ +− ≤ − + Γ
   

(20) 

Following the same procedure, we can now conclude that for [ ]0,t T∈ , 

( ) ( ) ( ) ( ) ( )
1

1 1 1
1

0

1 .
t

t j
k k A B k

j

x t H x t b b e jω ω
−

− − − −
+

=

− ≤ Γ +
           

(21) 

Substituting (21) into (11), we have 

( ) ( ) ( ) ( ) ( ) ( )
1

1 1 1
1

0

+ 11 .1
t

t j
k k C A B k

j

e H CB e b et t b b jω ω ω
−

− − − −
+

=

≤ − ++ Γ Γ+ 
  

(22) 

Multiplying both sides of (22) by ( )1te λ− + , we can derive from the definition of λ -
norm that 

[ ]

( ) ( ) ( ) ( ) ( )1 1 1 2 1
1

0,
sup ,1t

k k k
t T

te e H CB e a eλ
λ λω ω δ ω− + − − −

+
∈

≤ − ++ Γ Γ
   

(23) 

where 
( )

( )

1

1

1
=

1

Ta

a

λ

λδ
−

−

−
−

 and { }max , , ,A B Ca e b b b= . Choose λ  large enough so that δ  

is arbitrarily small. By expressing the HOIM in the above inequality, we can derive 

( ) ( )1 1
1 1 1... ,k k m m k mH CB e h CB e h CB eλ λ λω ω γ γ− −

− +− Γ = − + + −
   

(24) 

and  

( ) ( ) ( )2 1 2 2
1 1... .k k m k ma e a e t a e tλ λ λ

δ ω δ γ δ γ−
− +Γ = + +

        
(25) 
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Substituting (24) and (25) into (23), we get 

 

2
1 1 1 1 1

2
1

... ...

.

k k m m k m k

m k m

e h CB e h CB e a e

a e

λ λ λ λ

λ

γ γ δ γ

δ γ
+ − +

− +

≤ − + + − + +

+
 (26) 

Now rewrite (26) from 0t =  to t T= . We can deduce that 

 

( )

( )

( )

( )

( )

( )

1

1

1 1 1

,

1 1 1

k k k m

k k m

k k k m

e e e

e T e T e T

λ λ λ

λ λ λ

+ −

−

+ −

     
     

≤ + +     
     + + +          

F F     (27) 

where 

0 0

0 0

0 0

j

j

j

j

ρ
ρ

ρ

 
 
 
 
 
 

=



F




  


, 2
1 1 1j k j k j k jh CB aρ γ δ γ+ − + − + −= − + , 

[ ], 1,..., 1j k k k m∈ − − + . Finally, from (27) we can see that the convergence of 1ke λ+  is 

determined by diagonal matrix jF . Considering definition of δ , we can furthermore deduce that 

the convergence of 1ke λ+  is determined by polynomial ( ) 1
1...m m

k k mP z z zζ ζ−
− += − − − , 

where 1 1=j k j k jh CBζ γ+ − + −− , [ ],..., 1j k k m∈ − + . Clearly, we have ( )lim 0k
k

e t
→∞

→ as 

result.  

4 Simulation Example 

The simulation results are given to verify the effectiveness of the presented ILC 
design with HOIM. 

Consider the PMLM system[17, 18] as follows: 

 

( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( )

1 2 1

2
1 2 2

2 2 2

2

1

1 ,f f

x t x t x t

k k k
x t x t x t u t

Rm Rm
y t x t

ψ ψ

+ = Δ +

 + = −Δ + + Δ

 =


 (28) 

where ( )1x t  and ( )2x t  are the motor position and rotor velocity, respectively; 

( )u t  is the voltage of stator; 1 /k π τ= , 2 1.5 /k π τ= , τ  is pole pitch; fψ , R  and 

m are the flux linkage, resistance of stator and rotor mass, respectively; the discrete 
time interval 10 msΔ = , the operation cycle is { }0,1,...100N =  which means that 

plant (28) will operate repeatedly in time interval [ ]0,1s . The parameters of PMLM 

are described in Table 1. 
The iteration-varying desired trajectory can be described by a second-order internal 

model: 

 ( ) ( )1 12cos 10 .H ω ω− −= Δ −  (29) 
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And the desired trajectory of first iteration and second iteration are 

 
( ) ( )
( ) ( )

r 2 3 2 4 2
1

r 2 3 2 4 2
2

0.3 60 30 30 ,

0.2 50 31 27 .

y t t t t

y t t t t

= − Δ Δ − Δ −

= − Δ Δ − Δ −
 (30) 

Table 1. Parameters of PMLM 

Parameters / mτ  /R Ω  / kgm  /Wbfψ  

 0.03 8.6 1.635 0.35 

 
Fig. 1 illustrates the reference trajectories in time and iteration domains. We can 

see the variation of the desired trajectories. Fig. 2 gives iteration-varying tracking 
trajectories in 0.2st =  and 0.6st =  to show the variation in iteration domain.  

From (28) we can see that the product of the output/input coupling matrix 
0.0378CB =  is full column rank. The ILC update law with HOIM is designed as 

 ( ) ( ) ( ) ( ) ( )1 1 11.99 34.8 1 27.5 1 .k k k k ku t u t u t e t e t+ − −= − + + − +  (31) 

We can calculate the coefficients of polynomial ( )P z  that 11 1.99 0.67CBγζ − == , 

and 2 21 0.04CBζ γ= − − = , respectively.  

The maximum absolute tracking results of HOIM-based ILC are illustrated in  
Fig. 3. It can be found that the convergence is achieved as the iteration number 
increases. To show the time-domain behavior, Fig. 4 gives the tracking profiles at the 
4th and 15th iterations. And we can clearly see that the convergence of 15th iteration 
can give better performance than that of 4th. 
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Fig. 1. Iteration-varying tracking trajectories. 
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Fig. 2. Iteration-varying tracking trajectories in 0.2st =  and 0.6st =  
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Fig. 3. The maximum absolute tracking error along the iteration axis 
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Fig. 4. Tracking profiles of the HOIM-based ILC for the 4th and 15th iterations 

5 Conclusions 

A high-order internal model (HOIM) based ILC scheme was proposed to tackle the 
tracking problem under iteration-varying desired trajectories for PMLM plant for a 
class of discrete-time linear system. It is shown that the ILC method uses P-type 
tracking error can ensure the convergence of output to the iteration-varying desired 
trajectories with k → ∞ . The simulation results show that the convergence is 
satisfactory. 
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Electron Beam Welding of Dissimilar Materials  
and Image Acquisition 

Shun Guo, Qi Zhou*, Yong Peng, and Meiling Shi 

Nanjing University of Science & Technology, Nanjing,  
Jiangsu Province, China 210094  

Abstract. Use of electron beam welding method for welding dissimilar 
materials of nitrogen steel and armor steel is proposed in this article. Used high 
energy electron beam as heat source, by means of welding experiment,  
the welding performance, joint microstructure, hardness which all had been 
tested, experimental results show that main organization of the weld zone is 
dendrite, main components between dendrite is low melting phase and 
impurities, hardness of the weld zone is higher than two kinds of steels, heat 
affected zone of armor steel is highest. Experiments had also established a 
visual collection system, image of electron beam welding of two dissimilar steel 
had been collected and processed, which can provide a reference for future 
research in this area. 

Keywords: nitrogen steel, armor steel, electron beam welding, image 
acquisition. 

1 Introduction 

In general, ferritic steel with nitrogen content more than 0.08% (mass fraction) and 
austenitic steel with nitrogen content more than 0.4% (mass fraction), are called high 
nitrogen steel [1]. The use of nitrogen has many advantages: promote refinement of 
grain, reduce ability of formation of the ferrite and deformation martensite, and 
greatly improve material resistance to pitting and crevice corrosion. 

Armor steel is one of the main materials for armor protection, which has higher 
requirements for crack resistance. Armor steel commonly used is 616 armor steel and 
manual arc welding is used to weld it. Due to low efficiency of manual arc welding, 
developing advanced welding methods is necessary [2-4]. At the same time, due to the 
high strength of armor steel, welding which is a rapid heating and cooling process will 
cause joints crack. The main types of cracks are cold crack and hot crack [5]. So it has 
a very important significance to use an efficient and reasonable welding method to 
weld armor steel. 

In some cases, any kind of metallic material cannot fully meet the requirements of 
practical application. Therefore, combination of dissimilar materials will be a good 
attempt. High nitrogen steel and armor steel both of them have outstanding 

                                                           
* Corresponding author. 
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performance, so achieving docking of these two kinds of steels will have a good 
meaning in fully reflecting its good superiority. 

Electron beam welding is easy to achieve deep penetration, small heat affected 
zone and is under condition of vacuum which is cut off the adverse effects of air to 
welded joints. Therefore, the use of electron beam welding to weld these two 
dissimilar materials is a good method. 

Weld appearance is a major factor which affects weld quality. By visual inspection 
to discover geometry of the weld pool, it can play an important role on controlling of 
weld quality. However, vision sensing of the electron beam welding is not mature, 
carrying out research on visual sensing of electron beam welding will have an 
important reference on its future development. 

2 Experimental 

616 armor steel and 1Cr22Mn16N high nitrogen steel are selected as experimental 
materials. Size of two plates is determined to be 130mm×50mm×9mm, docking 
without groove is adopted as the joint assembly method. Chemical components and 
mechanical properties of 616 armor steel and 1Cr22Mn16N high nitrogen steel are as 
Tab.1a-b: 

Table 1a Chemical components（Wt.％） 

Element C Si Mn S P Ti N P 

616 
0.19

-
0.25 

0.7-
1.0 

1.5-
1.8 

0.025 0.025 
0.02-
0.05 

/ / 

1Cr22Mn
16N 

0.14
8 

0.49 16.00 0.002 0.029 / 0.56 
0.02

9 

Table 1b Mechanical properties 

Standard range  σb/MPa σs/MPa 

616 1580-1590 1470-1540 

1Cr22Mn16N 1100-1200 800-900 

Table 2. Main equipment parameters 

Model 
Accelerating 
voltage 
Ua/kV 

Filament 
current 
If/mA 

Focusing 
current 
II/mA 

Electron 
beam 
Ib/mA 

Vacuum 
chamber 
space /m3 

ZD60-
6A 
500L 

60 0~850 0~1000 0~100 0.5 
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ZD60-6A CV500L which is selected as experimental welding machine is 
manufactured by AVIC Beijing Aeronautical Manufacturing Technology Research 
Institute. The equipment mainly consists of vacuum chamber, a vacuum pump, the 
electron gun, a monitor, cooling water system, power control component. The main 
technical parameters are as Tab.2. 

Before experiment is carried out, focus of electron beam is needed to be measured. 
In the absence of constraints of external electric or magnetic field, electron beam 
would be dispersed due to the action of the electric field of its space charge, In order 
to maintain a certain cross section of a long transmission distance in the axial, 
electron beam must be focused by effect of electric or magnetic. The focused electron 
beam is generally first converged and then diverged. In this process, a minimum 
cross-section of the beam trajectory is called electron beam focus [6-7].  

In this experiment, a test of parameters to weld butt steel well has been done on 
Q235 steel, parameters of preliminary current and voltage are obtained. When 
penetration is almost equal to the thickness of 10mm Q235 steel, focus current is 
710mA; current of electron beam is 54mA. According to the current, focus position 
used a similar AB method is measured. Test results is shown as Tab.3, Referring to 
the above data, range of If  is 700-720mA, Ib is 60-90mA. 

Reasonable tooling of welding steel is needed. a fixture for the docking is designed 
as Fig.1a. The fixture can ensure a good butt, improve weld quality and reduce 
distortion. In addition, a magnetic fixture which makes device of image acquisition a 
good placement inside the vacuum chamber is designed as Fig.1b. 

Table 3. relationship between focus current and focus position (distance of working) 

Number 
Focus 
current 
If/mA 

Electron 
beam 
Ib/mA 

Welding 
speed 
V/mm/s 

Distance 
of arc 
H/mm 

Distance 
of 
closing 
arcH/mm 

Distance 
of working 
H/mm 

1 700 20.9 6 202 322 
Unobvious 
change 

2 705 20.9 6 202 322 246 
3 710 20.9 6 208 323 244 
4 715 20.9 6 202 322 239 
5 716 20.9 6 203 320 238 

 

Fig. 1. a fixture for the docking              b magnetic fixture for camera 
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      Fig. 2. a Weld formation of surface               b Section condition 

Electron beam welding and image acquisition are carried out on the butt of high 
nitrogen steel and armor steel. When the penetration is close to thickness of steel as 
Fig.2b, distance of working is 233mm, If is 718mA, Ib: is 90mA, welding speed is 
3mm/s. At the same time, weld formation is relatively good as Fig.2a, but there are 
some splashes. The main reason is oversaturation of nitrogen which forms N2 escaped 
from the weld pool. 

3 Analysis of Micro Organizational Characteristics of Electron 
Beam Joint 

Metallurgical analysis is an important means of metallic materials. It can help us 
understand internal organization of material and determine material properties. 
Metallographic sample is cut from the sample of Fig.2. It’s taken some pretreatment, 
including polish and corrosion, and Axiover 40MAT metallurgical optical microscope 
is selected to observe its organization. Pictures are shown as Fig.3a-f. 

From Fig 3a,results of metallographic analysis show microstructure of armored 
steel is low carbon lath martensite and bainite. 

From Fig 3b, heat affected zone from inside to outside can be divided into four 
parts,the fusion line, coarse grain zone, fine crystal zone and transition zone. In 
process of welding, temperature of fusion area is very high which reaches a semi-
molten state,and the temperature of coarse crystal nearby is also a little high. 
overheating makes austenite grains grow quickly and convert to coarse martensite 
after rapid cooling. A little far from the fusion area, grains are relatively small fine 
grain, in this fine grain zone, austenite transformation temperature is moderate, 
therefore, austenite is transformed to fine martensite. 

From Fig 3c, the organisation of HAZ (heat affected zone) is lots of martensite and 
ferrite structure ,near the weld pool. the grain size of martensite and ferrite is smaller 
,central fusion zone is composed of thick lath martensite, martensite of interface near 
HAZ becomes small, the growth direction of columnar crystals and the interface of 
HAZ are perpendicular, this region has experienced process of rapid melting and 
solidification, after crystallization, coarse austenite is transformed into coarse 
martensite. Due to the large temperature gradient, fast thermal conduction and better 
dendrite growth conditions which is perpendicular to the interface of fusion line, in 
this direction,columnar crystals preferentially which is extended to the fusion center is 
formed and then a transitional organization has been resulted. 

From Fig3.d, results of metallographic analysis show that the main organization of 
weld area is dendrite. between the dendrite, there are some precipitate coagulated 
finallys, defect, or air mass which formed by some alloy elements gathered. There are  
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abc

 

 

Fig. 3. a-f: phase diagram of microstructure of welding joint 

enrichment of low melting phase and inclusions between the dendritic. Material 
contains a large amount of alloy elements of N, Cr. In weld zone, Nitride are formed 
by the interaction between these elements,which is deposited finlly before 
solidification. 

From Fig.3e, the main organization of high nitrogen steel near the fusion line is 
austenite and ferrite, due to excessive welding heat input, size of austenite grain close 
to weld pool is quite thick, because of lower input, the size of austenite grain close to 
heat affected zone is relatively small. 

From Fig3.f, organizations of heat affected zone are austenitic and small amounts 
of ferrite which is distributed on the boundary of austenitic grain. Ferrite of coarse 
grained region grows along the grain boundaries. The main organizations of high 
nitrogen steel components are austenite and a small amount of ferrite. 
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4 Analysis of Hardness of Joints 

Mechanical properties of metals are an important reference of material application, 
thus, it’s strongly necessary to test the mechanical properties. In the experiment, tests 
of hardness are carried out. 

Select appropriate sample from the joint area and take some pretreatment of the 
sample, including polish and corrosion. HVS-1000Z digital micro hardness tester is 
selected to test the hardness. Preload and dwell time are designed as 0.5kg and 10s. 
Sampling point of specimen is shown as Fig.4a-b schematically. 

When dot Pitch is 0.3mm.Accessing points along dashed line of Fig.4b, hardness 
distribution chart is gotten as Fig.5. Weld centerline is shown as vertical line of Fig 
4a. The right side of the weld centerline is high nitrogen steel, coordinate value is 
negative. The left side of the weld centerline is armor steel, coordinate value is 
positive. 

     

Fig. 4. a Sampling point of specimen  b Schematic diagram of sampling point of  
        specimen 

 

Fig. 5. hardness distribution chart 
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From Fig.5, hardness of HAZ of high nitrogen steels is higher than base metal. In 
the process of electron beam welding, due to the large heat input and quick welding 
speed, HAZ of high nitrogen steels are heat-treated, which is like to quench. Fusion 
zone near the high nitrogen steel, the hardness decrease, and slightly lower than base 
metal. By metallographic observation, the organizations of this location are coarse 
ferrite and austenite, hardness of both are very low, In addition, due to the loss of 
nitrogen, effect of solid solution strengthening weakened, which reduce the hardness. 

In weld zone, hardness increases with the location of sampling points closer to the 
armor steel. The reason may be that distribution of solute is not uniform, organization 
near high nitrogen steel is mainly formed by prior austenite of high nitrogen steel, and 
organization near armor steel is mainly formed by prior lath martensite of armor steel, 
thus, hardness is higher.  

Hardness of weld is higher than both base metals. Two dissimilar materials have 
been achieved metallurgical bonding in weld zone. On figure of hardness, weld zone 
is like to a transition layer, which organization is a combination of soft organization 
of high nitrogen steel and hard organization of armor steel.  

The highest hardness is the junction of fusion zone and HAZ of armor steel. The 
lowest hardness is the junction of fusion zone and HAZ of high nitrogen steel. In 
process of welding, these areas have gone through rapid heating and cooling, previous 
lath martensite of armor steel is refined, which is similar to quench. Thus, hardness 
gets increased, but, previous austenite becomes thick, hardness gets decreased. At the 
same time, nitrogen content of high nitrogen steel is very high. In the process of 
welding, nitrogen will be reallocated in part of joint. Part of nitrogen in form of 
nitrogen gas overflow from weld pool or form nitrogen hole. Also some nitrogen in 
the form of nitrogen atoms are penetrated into HAZ of armor steel which is at 
influence of heat and concentration difference of nitrogen between weld and armor 
steel, so nitride hardened layer is formed which improves the hardness. As loss of 
nitrogen of high nitrogen steel, solid solution strengthening effect weakened, hardness 
gets decreased 

5 Image Acquisition of Electron Beam Welding 

Weld pool image has an important reference to reflect state of weld pool. In this 
paper, CMOS vision sensing system is established to take photograph to observe weld 
pool. It consists of industrial CMOS camera and power line of its subsidiaries, data 
transmission lines, MP3514 lens, less light piece, narrowband filter system, 
mechanical fixtures of adjustable angle and position. In addition, camera model is 
ImagingSource GigE CMOS high-speed monochrome camera which MT9V024 
sensor is Carried (image resolution≥640*480, Sampling rate≥50FPS). Center 
wavelength narrowband filter is 630nm, and half bandwidth of narrowband filter is 
10nm. Internal schematic of composite filter system and system architecture are 
shown as Fig.6a-b. 
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      Fig. 6. a Internal schematic of composite                   b line connection 
  filter system 
 
Exposure and gain of camera is auto, acquisition frame rate and storage format are 

set as 115FPS and AVI. One of collected image is shown in Fig 7a. Image processing 
software has been prepared to deal with the boundary of weld pool. Fig 7b-d are 
shown which are treated by the software with different threshold of 210,220,230 gray. 

    

a Original image b Thresholding210gray  c Thresholding220gray d Thresholding230gray 

  

e Median filter     f Edge detection 

Fig. 7. extraction of boundary of weld pool 

Observed by different thresholds, a reasonable threshold is set as 230 gray. The 
image is processed by median filter which image is gotten as Fig.7e, then Fig.7e is 
extracted the boundary which result is as Fig.7f. Boundary of keyhole and weld pool 
is gotten. 

6 Conclusion 

1. Electron beam welding of dissimilar materials of high nitrogen steel and armor 
steel is carried out. When penetration is close to the thickness of 9mm steel,  
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the parameter of electron beam welding machine is that distance of working is 
233mm, If is 718mA, Ib: is 90mA, welding speed is 3mm/s. 

2. Main organization of high nitrogen steel and armor steel are austenite and 
martensite. Organizations of each heat affcted zone become thick. Organization of 
weld pool is dendrite, between the dendrite, there are some precipitate coagulated. 

3. Hardness of weld is higher than both base metals. The highest hardness is the 
junction of fusion zone and HAZ of armor steel. The lowest hardness is the junction 
of fusion zone and HAZ of high nitrogen steel. The main reason is the organization 
change and also may be related greatly to reallocation of nitrogen. 

4. Establishment of an image acquisition system of electronic beam welding has 
provided a reference to observe the weld pool of electron beam welding. Clear pool 
images have been collected. By this system and software, boundary of keyhole and 
weld pool are shown in figure. 
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Abstract. In this paper, we propose a hybrid algorithm aimed at optimally 
synthesizing reversible Toffoli circuits in terms of the quantum cost for 4-bit 
and 5-bit reversible benchmarks. The hybrid algorithm alternates a variable-
length evolutionary process with a heuristic factor subtraction algorithm based 
on Positive Polarity Reed Muller (PPRM) expansion. Further more, the variable 
length evolutionary algorithm employs a new constraint solving method, which 
introduces a trade-off factor to control a pair of contradictions: the decreasing 
of constraint violation and the increasing of quantum cost. The experimental 
results show that the hybrid algorithm outperforms existing combinations of a 
definite synthesis approach and a post-optimization method on some commonly 
used 4-bit and 5-bit benchmarks in point of quantum cost, and obtain some 
better results than the best known ones. 

Keywords: reversible logic circuit, hybrid algorithm, variable-length 
evolutionary algorithm, constraint solving. 

1 Introduction 

Reversible logic gained extensive attention in the area of low-power design, optical 
computing and quantum computing. Hence, the synthesis of reversible logic has 
become a flourishing research area in the recent years.  

Mathematically, the synthesis of reversible logic circuits can be formulated as 
decomposing the expected reversible matrix to some smaller reversible matrices 
which corresponding to the general reversible gates. In contrast to synthesis with 
traditional irreversible gates there are two main restrictions for reversible gates: fan-
out and feed-back are not allowed. Consequently a circuit or network for a reversible 
logic consists of a cascade of reversible gates. Apart from satisfying the reversible 
specification, the obtained circuit should be minimized in the gate count (GC) or 
quantum cost (QC). 
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Reversible synthesis algorithms can be classified into three categories: definite 
algorithm, heuristic algorithm and hyper heuristic algorithm.  

Some definite algorithms employ different representations of a reversible logic and 
can always find solutions in less time even for a large scale problem, such as 
transformation method [1], cycle based algorithm [2][3], Binary Decision Diagram 
(BDD) based synthesis [4][5]. However, the appropriate optimization techniques are 
required to reduce the cost of obtained circuits, such as rewriting rules based approach 
[6], templates based techniques [7] or detection and elimination of non-trivial 
reversible identities [8]. Other definite algorithms use exhaustive search method 
which can find the minimized result on GC for 3-bit [9] and 4-bit circuit [10][11][12] 
or on QC for 3-bit circuit [13]. However due to the super-exponential increase on the 
memory requirement, the exhaustive method can not apply to the reversible functions 
with more than 4 bit so far. 

Reed-Muller Reversible Logic Synthesizer (RMRLS) [14] is an innovative 
heuristic algorithm. It proceeds to subtract factors from the Positive Polarity Reed-
Muller (PPRM) expansion of a reversible function, then to construct a priority-based 
search tree and employ heuristics to rapidly prune the search space. Many other 
algorithms employ the idea to improve the performance of their algorithms, such as 
[3] and [7]. While the greedy nature of the heuristics method may sometimes lead the 
algorithm to trap in local optimum.  

Some evolutionary algorithms are already used in reversible circuit synthesis 
[15][16]due to its global search ability. However, owing to some innate aporia, such as 
the unknown length of the optimum, the difficulty of construction of feasible solutions 
and the absence of infeasible reparation mechanism, only some small scale problems 
with low complexity were tested.  

Considering the above discussion, we introduce a new hybrid algorithm aimed at 
synthesizing reversible circuits with generalized Toffoli gates and reducing the 
quantum cost meanwhile. We formulate the synthesis of reversible logic circuit 
(RLC) as a minimization problem with equality constraint. The hybrid algorithm 
alternately conducts a variable-length evolutionary process and the factor subtraction 
operation inspired by Gupta’s RMRLS algorithm [14]. The two process are 
complementary each other. On the one hand, the factors subtracted from the PPRM of 
a selected individual can provide information about potential search space for the 
subsequent evolutionary process. On the other hand, the evolutionary process can 
conquer the myopia of greedy heuristic and avoid mistake pruning according to the 
priority of factors. Further more, a new constraint solving method is proposed and 
employed in the variable-length evolutionary process. It introduces a trade-off factor 
who can balance the decreasing of constraint violation (CV) and the increasing of 
objective value, or quantum cost, and at the same time avoids the chromosome bloat, 
the common problem in variable-length evolution. 

The tests are mainly focused on 4-bit and 5-bit functions which exceed the 
processing capability of current computer system using exhaustive algorithm.  The 
experimental results show that we can obtain some superior results than the definite 
algorithm combined with post-optimization method in terms of QC. 

Section II gives the background knowledge about reversible logic, variable-length 
evolutionary algorithm and equality constraint solving. Section III describes the 
details of the hybrid algorithm. Section IV shows the experimental result. 
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2 Preliminaries 

Before detailing the hybrid algorithm, we introduce some basics about reversible 
logic, variable-length evolution algorithm and equality constraint solving. Hence, the 
idea behind the algorithm can be understood better. 

2.1 Reversible Logic 

Definition 1. A gate is reversible if the function it computes is bijective. If it has n 
input and out wires, it is called n×n gate, or a gate on n wires. 

Definition 2. Let X:={x1,x2,…,xn} be the set of variables. A generalized Toffoli gate 
has the form TOF(C, t), where C={xi1, xi2, …, xik}⊂X is the set of control lines and 
t={xj} with C∩t=∅ is the target line. It maps the Boolean pattern {x1

0, x2
0,…, xn

0} to 
{x1

0, x2
0,…, xj-1

0, xj
0⊕xi1

0xi2
0…xik

0, xj+1
0,…, xn

0}. For |C|=0, |C|=1 and |C|=2, the gates 
are NOT, CNOT and Toffoli respectively. See Fig. 1. 

 

Fig. 1. NOT, CNOT and Toffoli gates 

Reversible circuit is to find a series of reversible gates from a universal reversible 
gate set, which can realize the specification of a reversible function. For example, the 
specification of 3-bit reversible function 3_17 is [7, 1, 4, 3, 0, 2, 6, 5]. One of 
reversible circuits of function 3_17 is shown in Fig. 2. 

 

 

Fig. 2. One of reversible circuits for 3_17 on GTs 

Definition 3. The quantum cost of a reversible circuit rc is the sum of the quantum 
cost of each reversible gate gi consisting of the circuit, and can be represented as  

( )( ) 1

1 0
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C
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− ≥

 (1) 

 



230 X. Wang, L. Jiao, and Y. Li 

 

Where gqc(gi) represent the quantum cost of a general Toffoli gate gi and len(rc) is 
the number of gates consisting rc.  

The quantum cost (QC) of a general Toffoli gate is calculated according to the 
mechanics reported at http://webhome.cs.uvic.ca/~dmaslov/definitions.html. If the 
number of control bit of a general Toffoli gate is less than or equal to 1, its quantum 
cost is 1, else is 2|c|+1-3. 

Definition 4. Positive Polarity Reed-Muller Expansion of Reversible Function is the 
form of representation using an EXOR sum-of-products (ESOP) expansion in which 
only uncomplemented variables are allowed. The PPRM expansion of the function 
3_17 is as follow: 

1

1

1

o

o

o

a b ab c bc

b a b c

c a c ac bc

= ⊕ ⊕ ⊕ ⊕
= ⊕ ⊕ ⊕
= ⊕ ⊕ ⊕ ⊕

 
(2) 

References [12] gave efficient techniques for transformation from the truth table to 
the PPRM of a reversible function. 

2.2 Equality Constraint Solving Method 

Existing evolutionary algorithms formulate RLC synthesis as a minimization problem 
and define the fitness function as a weighted sum of the circuit cost and the error 
(reciprocal relation to correctness) [15], [16]. It is difficult to adjust the weighting 
coefficient and the correctness of the circuit is not guaranteed. In order to find correct 
circuit, we formulate the problem as a minimization problem with equality constraint. 

The constraint violation (CV) is often inversely proportional to the correctness. 
Here we propose a new way to calculate the CV drawn inspiration from RMRLS [14], 
which is defined as (3). 

cv( ) diffTerm( )rc reduced PPRM=  (3) 

The function diffTerm (p) returns the number of different terms between p and the 
PPRM of identical function of the same size. The reduced PPRM is obtained through 
substituting the series reversible gates of the synthesized reversible circuit rc 
successively into the PPRM of the reversible function. 

The handling of equality constraints has long been a difficult issue for evolutionary 
optimization methods, on account of feasible space being very small compared to the 
entire search space. Recently appeared algorithms for equality constraint handling are 
specialized for continuous functions.  

For RLC synthesis, its feasible solutions are difficult to build and there are not 
feasible reparation methods. Consequently, the evolving population is full of infeasible 
ones and the ranking of infeasible solutions needs to be paid attention to particularly. 
This paper employs the separation of objectives and constraints mechanism to solve 
equality constraints and emphasis the comparison of infeasible ones. The new 
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constraint solving method is proposed based on stochastic ranking (SR) [21]. SR ranks 
the individuals in the population according to the objective value or the CV 
stochastically through a probability pf. It may sometimes ranks the individual with a 
small cost and overlarge CV or the individual with a small CV and overlarge cost front 
and hence result in evolution degradation or chromosome bloat. The new constraint 
solving method introduces a trade-off factor which is used when ranking two infeasible 
ones. It means that one unit of the decreasing of CV worth at most ρ unit of the 
increasing of objective value or quantum cost. 

2.3 Variable-Length Evolutionary Algorithm 

Variable-length representation falls into three categories according to the size of 
solutions: fixed size, bounded size and unbounded size. Unbounded size is referred to 
the situation where the length of optimum solution is unknown, which has open-ended 
complexity. RLC synthesis belongs to the third category. 

Evolutionary algorithms solving the unbounded size problem usually initialize the 
population with chromosomes of small sizes and naturally evolve populations whose 
mean chromosome length grows short over time by the effect of combination operator 
and selection bias [17]. What is the matter is how to avoid bloat - chromosome 
redundancy and undue growth. 

Methods for controlling bloat are numerous in the GP literature. The review and 
comparison of different GP model to avoid bloat are given in [18] [19]. We use three 
mechanisms to control bloat, including size limit, nondestructive crossover-SVLC 
[20] and the new constraint solving method proposed in this paper. We set the 
maximum length of chromosomes according to the complexity of RCL problem, see 
Sec. 3. If recombination produces an individual larger than the maximum length, 
truncation is conducted. Nondestructive crossover-SVLC ensures that genome size 
within a population be increased gradually over time. The small variation in size over 
time affords the GA the opportunity to search for solutions in more correlated 
landscape.  

3 Hybrid Algorithm for RLC Synthesis  

The framework of the hybrid algorithm for RLC synthesis is seen in Fig. 6. There are 
two main differences compared with common GA framework. Firstly, if the best 
solution does not been improved for more than t generations, we conduct the 
operation of factor subtraction to the tournament-selected individuals, and update 
them by randomly appending selected factors to the corresponding individuals. 
Otherwise, the variable-length evolutionary algorithm grows the length of individuals 
gradually under the effect of SVLC crossover. Secondly, the revised stochastic 
ranking (RSR) method is used to ranking the individuals in the population through a 
bubble-like process and the subsequent tournament selection is conducted based on 
the ranking results. The RSR is not only a constraint-solving method but also an 
implicit bloat-avoiding method. 
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3.1 Chromosome Coding 

A chromosome is encoded by a series of structures, each of which represent a GT gate 
and consists of two parts: control bits and a target bit. For a circuit of size n, the 
control bits are represented by a 0-1 bit string of length n. The target bit is represented 
by an integer which denotes the position of the target bit. For example, if a 3-bit 
circuit includes three gates: CNOT(a, b), NOT(0), Toffoli(a, b, c), the encoding is as   
follow:  

Control bit: (0 0 1) (0 0 0) (0 1 1) 
Target bit:   1     0     2       

3.2 Factor Subtraction and Individual Update 

Eligible factors can be subtracted from the PPRM of a reversible function. For each 
variable vi, we search for eligible factors in the PPRM expansion of vo,i  that do not 
contain vi. 

During the initialization phase, the eligible factors generated from the original 
PPRM of the reversible function can be used to construct an individual. For example, 
we can extract 9 eligible factors from (2), among them there are 4 factors for variable 
a, including a=a○+ 1, a=a○+ b，a=a○+ c and a=a○+ bc, corresponding NOT(a), CNOT(b, a) 
, CNOT(c, a) and T(b, c, a) respectively. 

 

Fig. 3. The flow chart of the hybrid algorithm for RLC synthesis 
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When the evolution falls into stagnation, for each tournament-selected individual, 
we can subtract factors from the reduced PPRM which is obtained through 
substituting each gate of the individual into the original PPRM of the reversible 
function. Then a fixed number of factors randomly selected were appended to the 
individual. The heuristic operation can detect the reduced search space and pull out 
the evolution from stagnation.  

Program Update(Ij) 
Output: an extended individual Ij’ based on Ij. 
const Unit=10; 
var MaxLen,RealLen,DiffLen,AddLen 
begin 
  get the maximum length of an individual MaxLen; 
  get the real length of an individual RealLen; 
  DiffLen:= MaxLen-RealLen;  
  if DiffLen > Unit then 
      AddLen:= Unit; 
  else 
      AddLen:= DiffLen; 
  if  rand()%5==1 then 
   for i:=RealLen to RealLen+AddLen do 
         append a gate from subtracted factors to 
Ij’; 
  else 
      for i:=RealLen to RealLen+AddLen do 
         append a gate random generated to Ij’; 
  compact and evaluate updated Ij’; 
end. 

3.3 Revised Stochastic Ranking 

Program RSR 
Const 
var Pf, , population, population(I1,...,In) 
begin 
   Ij is the jth chromosome in the population 
   for i:=1 to n do 
      for j:=1 to n do 
          sample u• U(0,1) 
          if cv(Ij)> =cv(Ij+1)and f(Ij)>=f(Ij+1)then 
              swap(Ij,Ij+1); 
          else if cv(Ij)>cv(Ij+1)&& f(Ij)<f(Ij+1) then   
             if((f(Ij+1)-f(Ij))/(cv(Ij)-cv(Ij+1))<  then  
                  swap(Ij,Ij+1)    
             else if u<Pf  then  
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                  swap(Ij,Ij+1)    
          else if cv(Ij)<cv(Ij+1)&&f(Ij)>f(Ij+1)  then  
             if((f(Ij+1)-f(Ij))/(cv(Ij)-cv(Ij+1))>  then  
                  if u>Pf  then  
                      swap(Ij,Ij+1)  
      end for  
      if no swap done break 
    end for 
end. 

The pseudo code of RSR is listed above. cv() is used to compute the CV of an 
individual according to (3) and f() to compute the quantum cost of an individual in 
accordance with (1). If two adjacent individuals Ij and Ij+1 have the dominate 
relationship in light of their objective value and CV. The dominating one will rank 
first. If they are non-dominated each other, we compute the ratio of the discrepancy of 
CVs to the discrepancy of costs. If the result is small than the trade-off factor ρ, the 
individual with lower CV should rank first, otherwise, the individual with lower CV 
and overlarge cost will rank first with small probability. 

4 Experimental Studies 

We conduct four experiments to dissect the performance of our hybrid algorithm. 
First, we compare our algorithm with a definite algorithm with a post-optimization on 
a group of 4-bit benchmark functions [8]. Then, we test another group of 4-bit 
problems from the exhaustive method for GC minimization [10], due to the absence 
of QC minimization algorithm. In the next experiment, we aimed at explain the 
function of heuristic process, that is, the factor subtraction and individual update. The 
comparison are made between the results obtained from the hybrid algorithm and 
those from pure evolutionary process on some commonly used 4-bit and 5-bit 
problems coming from http://webhome.cs.uvic.ca/~dmaslov/. The last experiment 
tests some randomly generated 5-bit functions. 

Table 1 shows the value of experimental parameters. Apart from the parameters in 
evolutionary process, such as the size of population ps, the maximum generation g, the 
ratio of crossover pc and the ratio of permutation pm, there are another three 
parameters: the trade-off factor ρand the probability pf used in RSR and t which 
decides the opportunity when individual update is conducted. The value of ρis 9 for 4-
bit funciotn and 21 for 5-bit function respectively.  

 

Table 1. Parameter values for the hybrid algorithm 

ps g pc pm ρ pf t 

300 3000, 9000 0.8 0.2 9, 21 0.2 100 
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4.1 Comparison the Hybrid Algorithm with the Post-Optimization Algorithm 

The results coming from [8], our hybrid algorithm and the pure evolutionary process 
without the update of individuals over 30 runs are listed in Table 2. We can see that 
the hybrid algorithm can acquire the superior QC than 0 on 12 problems, and superior 
GC on 9 problems. If the operation of individual update is eliminated, we will obtain 
the lower feasible ratio Fr on 5 problems and the larger average convergence 
generation Gm on 13 problems. 

Table 2. Comparison between the hybrid algorithm and [8] 

Func. 
[7]     Hybrid algorithm       Hybrid-individual update 

(g, c) (g, c) Fr Gm (g, c) Fr Gm 

App2.1 (10,30) (11,31) 1 248 (11,31) 1 330 
App2.2 (18,102) (12,40) 1 523 (13,41) 0.9333 828 
App2.3 (13,43) (12,32) 1 427 (12,32) 1 550 
App2.4 (9,36) (10,34) 1 378 (10,34) 1 448 
App2.5 (10,50) (9,29) 1 510 (15,35) 0.9333 535 
App2.6 (6,14) (4,12) 1 14 (4,12) 1 23 
App2.7 (15,59) (9,29) 1 360 (9,29) 1 410 
App2.8 (15,53) (11,43) 1 500 (12,44) 0.9000 558 
App2.9 (11,47) (11,33) 1 360 (10,34) 0.9667 470 
App2.10 (13,57) (10,38) 1 525 (13,41) 1 630 
App2.11 (12,80) (11,31) 1 320 (11,35) 1 650 
App2.12 (17,35) (8,32) 1 550 (10,34) 1 720 
App2.13 (12,52) (13,45) 1 920 (13, 45) 0.9333 1200 

4.2 Comparison the Hybrid Algorithm with the Exhaustive Search Method 

Table 3 lists the results coming from the exhaustive search method for GC 
minimization on 4-bit problems and those from our hybrid algorithm for QC 
minimization. We have obtain dominate solution on oc8 in terms of GC and QC, un-
dominated solutions on oc5, oc6 and oc7 and the same solution on 4_49, 4bit-7-8 and 
decode42. This experiment can reflect the search capability of our hybrid algorithm. It 
can find the circuits with smaller QC. 

4.3 Synthesis of Random Generated 5-Bit Reversible Functions 

In this test, we first choose 10 complex permutations of 5-bit (r5_1 to r5_10) from the 
permutations randomly generated. The maximum number of control bit of each 
function is 4 and the specifications are listed in the appendix. Then we choose two 
commonly used 5-bit benchmark functions [14]. The value ρis 21 for r5 and 9 for 
5one013 and 5one245. We synthesize their circuits using our hybrid algorithm over 
30 runs. The maximum generation is 9000. 
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We can see in the Table 4, the minimum feasible ratio is 0.7667 and the average 
quantum cost is 195 for random permutations. We obtain the best QC on 5one013 and 
5one245 by far. 

Table 3. Comparison between the hybrid algorithm and [10] 

Func. [9] (g, c) Our (g, c) Our optimal circuit 

4_49 (12,32) (12,32) 
C(3,0)C(1,2)N(0)T(3,2,1)C(0,2)T(1,0,2)C(2,0)T4(2,1,0,3)C(3,2) 

C(3,1)T(2,1,3)C(0,2)C(2,1) 

4bit-7-8 (7,19) (7,19) C(3,1)C(3,0)C(2,3)T4(0,1,3,2)C(2,3)C(3,1)C(3,0)

decode42 (10,30) (10,30) 
C(2,1)C(3,0)C(1,3)C(0,2)T4(3,2,0,1)T(3,1,0)C(1,3)T(3,2,1)C(0,2)

C(0,1)

hwb4 (11,23) (11,23) 
C(2,0)C(3,1)T(3,1,2)C(1,2)C(0,1)T(2,1,3)T(3,0,2)C(1,0)C(3,1) 

C(0,3)C(2,0)

oc5 (11,39) (13,37) 
C(3,0)C(1,2)T(3,2,1)T4(2,1,0,3)N(0)T(1,0,2)C(3,0)C(3,1)C(0,2) 

T(2,1,3)C(0,1)C(2,0)C(0,2) 

oc6 (12,44) (13,41) 
C(2,0)T4(2,1,0,3)C(3,2)T(2,1,3)C(2,1)T(3,0,2)C(1,3)C(2,0) 

T(2,1,0)T(3,0,2)N(0)C(0,3)C(1,0) 

oc7 (13,41) (13,41) 
T(1,0,2)C(1,3)C(2,0)N(1)T(3,1,2)T(3,0,1)C(0,3)C(2,3)N(0)C(1,0) 

T4(2,1,0,3)T(3,2,1)C(1,2)

oc8 (12,48) (12,40) 
C(0,1)T(3,2,1)N(0)T4(3,1,0,2)C(1,3)T(3,0,1)C(1,0)C(0,2)N(1)T(3,2,1

)T(2,1,3)C(0,2)

Table 4. Synthesis results on number of 5-bit permutations 

Func. Gm Fr Best (g, c) 

R5_1 6532 0.8000 (35,195) 

R5_2 5315 0.8333 (43,199) 

R5_3 6822 0.8000 (40,188) 

R5_4 5980 0.8667 (42,190) 

R5_5 5202 0.8333 (45,185) 

R5_6 5026 0.8000 (43,187) 

R5_7 6231 0.7667 (39,203) 

R5_8 5189 0.7667 (31,207) 

R5_9 5369 0.8000 (44,196) 

R5_10 5062 0.7667 (39,195) 

5one013 2968 1 (19,59) 

5one245 1643 1 (17,61) 

5 Conclusion 

This paper studied on a hybrid algorithm for reversible synthesis using Toffoli gates. 
The hybrid algorithm combines two complementary methods together. The heuristic 
factor subtraction operation can provide the information for the variable search  
space of the variable-length evolution and improve the convergence speed and the 
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feasible ratio. The evolution process can conquer nearsightedness of the heuristic 
method [14] in some degree. 

The experimental results show that it outperforms the definite algorithm with post-
optimization [8] and can compete with the exhaustive search [10] on some 4-bit 
benchmarks. Moreover, the hybrid algorithm can synthesize and optimize 5-bit 
circuits perform well on 5one013 and 5one245. It may be a solution between the 
exhaustive method and the definite algorithm. 
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Appendix: Specifications of Random 5-Bit Permutations  

R5_1    
[ 21, 7, 5, 3, 18, 19, 12, 23, 31, 4, 27, 16, 22, 10, 26, 20, 2, 25, 30, 1, 11, 15, 14, 28, 
24, 13, 0, 6, 29, 9, 17, 8] 
R5_2   
[23, 19, 26, 30, 9, 24, 12, 1, 28, 21, 11, 5, 4, 27, 16, 15, 18, 31, 20, 25, 13, 7, 6, 8, 29, 
2, 3, 10, 22, 0, 14, 17] 
R5_3 
[31, 6, 9, 3, 10, 0, 8, 27, 2, 1, 4, 16, 26, 22, 14, 7, 20, 13, 11, 24, 12, 19, 30, 29, 23, 17, 
25, 28, 5, 15, 21, 18] 
R5_4 
[0, 8, 5, 10, 13, 28, 1, 9, 22, 21, 16, 20, 19, 17, 30, 7, 2, 31, 23, 29, 14, 24, 6, 18, 4, 27, 
25, 12, 11, 3, 15, 26] 
R5_5 
[2, 9, 6, 8, 11, 16, 3, 21, 19, 26, 18, 0, 12, 30, 24, 29, 27, 22, 25, 23, 5, 14, 10, 20, 4, 
13, 17, 1, 31, 7, 28, 15] 
R5_6 
[29, 30, 27, 0, 1, 20, 31, 22, 15, 28, 9, 7, 3, 11, 10, 23, 21, 12, 2, 13, 17, 24, 26, 4, 8, 5, 
16, 14, 18, 25, 6, 19] 
R5_7 
[28, 22, 3, 7, 18, 29, 30, 8, 27, 13, 16, 24, 17, 14, 10, 0, 20, 5, 31, 2, 11, 19, 21, 4, 1, 
25, 26, 12, 23, 6, 9, 15] 
R5_8 
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[31, 0, 8, 21, 23, 4, 30, 25, 15, 27, 18, 24, 2, 5, 22, 17, 11, 26, 28, 19, 3, 10, 13, 7, 29, 
1, 14, 16, 6, 9, 12, 20] 
R5_9 
[24, 1, 20, 17, 5, 25, 14, 16, 9, 31, 8, 23, 21, 7, 26, 27, 30, 11, 2, 22, 19, 10, 3, 0, 29, 
13, 12, 18, 28, 4, 6, 15] 
R5_10 
[21, 5, 12, 2, 16, 4, 23, 29, 19, 20, 26, 1, 22, 15, 17, 31, 7, 18, 11, 6, 28, 24, 14, 10, 30, 
13, 9, 25, 8, 3, 27, 0] 
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Abstract. Adopting piezoelectric material as sensors and actuators, active 
vibration control of  a cantilever beam is studied in this paper based on Linear 
Quadratic Regulator (LQR). Firstly, the actuator equation, sensor equation, and 
the vibration equation is constructed, and then the vibration equation is 
converted to modal state equation using modal analysis method. Secondly, the 
optimal control law is given by LQR method, with the detailed control flow. 
Finally, the active vibration control simulation is done for the vibration 
suppression of a piezoelectric beam. The results show that the control 
performance for the step response of the first and second vibration modal is 
good, as well as the coupled modal of the first two modal. And the effectiveness 
of the proposed LQR method is verified. 

Keywords: piezoelectric material, smart structure, LQR control, active 
vibration control. 

1 Introduction 

Piezoelectric materials have been widely used as sensors and actuators for the smart 
structures [1-2]. Meanwhile active vibration control for flexible structures with 
attached piezoelectric materials becomes a hot spot [3-5]. And many control strategies 
have been proposed, Glugla and co-workers[6] presents a modification of the LMS 
algorithm by adjusting the underlying gradient descent alogrithm in active vibration 
control; Jae Hanghan and Keun Horew[7] utilizing a linear quadratic Gaussian control 
algorithm using the laminated composite beam with piezoelectric sensors and 
actuators reduce the beam vibration; Yan Ruhu and Alfred Ng[8] developed active 
robust vibration control method for active vibration control of flexible structures; 
Gustavo et al[9] proposes an on-line self-organizing fuzzy logic controller design 
applied to the control of vibration in flexible structures containing distributed 
piezoelectric actuator patches. 

                                                           
* Corresponding author. 
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With optimal configuration of the piezo patches according to the same location 
principle, the controlled system is guaranteed to be minimum phase system, and the 
observation and control spillover can be prevented from modal truncation[10]. Using 
modal analysis method, the vibration equation of cantilever beam is converted to modal 
state space equation. With LQR based independent modal control method adopted, this 
paper takes a cantilever piezo beam as an example, and gives simulation results of the 
step response and control output voltage for the first two modal frequency. And the 
effectiveness of the method has been approved by the simulation results. 

2 Kinetic Equation for Smart Piezoelectric Structures 

2.1 Character of the Piezoelectric 

The piezoelectric characteristics can be described as a constitutive relation which 
characterizes the coupling effect between mechanical and electrical properties as 
follows: 

E
p pq q ip iS d Eε σ= + , , 1, ,6p q =     (1) 

i ip q ik kD d Eσσ ε= + , , 1,2,3i k =    (2) 

Where qσ  and pε  represent the stress and strain, respectively, kE  and iD  

represent the electric field and electric displacement, respectively. Also E
pqS , ipd  and 

ik
σε  represent the elastic compliance, piezoelectric strain/charge coefficient, and 

electric permitivity, respectively. In (1) and (2) a lamina can be either a piezoelectric 
material or a conventional composite lamina. Take the relations (1) and (2) 
transformed into the relations in the geometric axes, and, recalling that the stress 
component except xσ  are negligible, the induced strain of an unconstrained 
piezoelectric actuator can be written as 

31 31 /x z ped E d u tε = =           (3) 

Where 31d  is the transformed piezoelectric constant, u  is the input voltage of the 

piezoelectric voltage, and pet  is the thickness of piezoelectric actuator. 

2.2 Piezoelectric Actuator Equation 

The moment of actuator force for the cantilever beam when control voltage is input 
by the control circuit is got from integrating (3) 

( ) ( ) ( )[ ]12, xxhxxhuKtxm a −−−=                           (4) 

( ),m x t  is the moment force, and ( )xh  is the Heaviside step function. 1x  and 2x  is 

the distance between the edges of the piezoelectric patch and the cantilever fixed end. 

aK  is the proportional constant and it can be got by (5). 
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( )pepea ttEbdK += 312

1
   (5) 

Where b  is the width of the cantilever beam and the piezoelectric patch. peE  is 

the elastic modulus of the piezoelectric actuator. And t  is the thickness of the beam. 
By taking the derivative of (4) with respect to x, the actuator force is 

( ) ( ) ( )[ ]12
,

xxuk
x

txm
iia ϕϕ −=

∂
∂

    (6) 

Where ( )xiϕ  is the mode shape of free vibration. 

2.3 Piezoelectric Sensor Equation 

While the beam is subjected to symmetric bending stress and small deformation and 
the applied electric field is zero, the output voltage of the i-th piezoelectric sensor 
amplified by the charge amplifier is shown in (7). 

( )2

1

2
31

2

,xpe pe pe
i x

pe

kd b r E w x t
U dx

C x

∂
=

∂    (7) 

Where ri ,,1= , and r  is the number of the sensors, k  is the amplification 

factor of the charge amplifier. ( ),w x t  is deflection function. peb  is the width of the 

sensors. per  is the distance between the sensor's neutral plane and the flexible beam's 

neutral plane in z direction. peC  is the capacity of the piezoelectric sensors. 

2.4 Vibration Equation of the Cantilever Beam 

Assuming the principal inertia axis of all the cross section and the external load are in 
xoy plane, the transverse vibration of the beam is also in the same plane, then the 
major transformation of the beam is bend transformation. And if the shear 
deformation and the rotational inertia influence is ignored, the beam is called 
Bernoulli-Euler beam. And its vibration mode can be expressed by the deflection 

( ),w w x t= , a function of coordinate x  and time t . ),( txf  is the external force of 

unit length beam. 
),( txm  is the applied moment, )(xρ  is the linear density of the beam, A  is the 

cross section area. E  is the elastic modulus of the cantilever beam. )(xI is the 
inertia moment of the cross section and the neutral surface. 

( ) ( ) ( ) ( ) ( ) ( )4 2

4 2

, , ,
,ρ

∂ ∂ ∂
+ = −

∂ ∂ ∂
w x t w x t m x t

EI x A x f x t
x t x

 (8) 
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Equation (8) is the transverse vibration differential equation of the Bemoulli-Eule 
beam. And the boundary conditions for fixed end beam is, 

( )0, 0w t =
，

( )0,
0

w t
EI

x

∂
=

∂
    (9) 

According to the related theory of the vibration mechanics and the given boundary 

conditions, to use the assumed modes method, the function ( ),w x t  is expanded as 

an infinite series in the form: 

( ) ( ) ( )
∞

=

=
1

,
i

ii tqxtxw ϕ
    (10) 

In the above (10), ( )tqi  is the generalized displacement. 
Substitute (10) into (8), the transverse vibration differential equation can be gained 

as follows: 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )4 (2)

1 1

,
,

n n

i i i i
i i

m x t
EI x x q t A x x q t f x t

x
φ ρ φ

= =

∂
+ = −

∂   (11) 

Both side of the (11) multiply the mode function ( )xiϕ , and calculate the integral 
along with the whole length of the beam, with the perpendicular of the mode function, 
the decoupled mode coordinate equation can be expressed as: 

( ) ( ) ( ) ( )[ ]12
2 xxuktqtq iiaiii ϕϕω −=+    (12) 

Assume: ( ) ( )[ ]12 xxkB iiai ϕϕ −= , (12) change into： 

( ) ( ) uBtqtq iiii =+ 2ω     (13) 

Substitute the (10) into (7), the output voltage of the ith piezoelectric sensor can be 
gained as follows: 

( ) ( )

( ) ( ) ( )

2

1

2
31

2
1

31
2 1

1

,j

j

xpe pe pe i
i i x

ipe

n
pe pe pe

i i i
ipe

kd b r E x t
U q t dx

C x

kd b r E
x x q t

C

φ

φ φ

∞

=

=

∂
=

∂

′ ′=  −  

 


  (14) 

Assume: ( ) ( )[ ]12
31 xx

C

Erbkd
C ii

pe

pepepe
i ϕϕ ′−′=  

So (14) can be written as： 

( ) ( )
=

=
n

i
iii tqCtU

1

    (15) 



244 E. Jiang et al. 

 

3 State Space Equation for Cantilever Piezoelectric Beam 

Where ( ) ( ) ( ) ( ) ( ) ( ) ( ){ }1 2 1 2
, , , , , , ,

T

n nx t q t q t q t q t q t q t=     is the state space vector, then, 

(12) and (14) can be converted to state-space form. 

( ) ( ) ( )
( ) ( )




=
+=

tCxty

tButAxtx
    (16) 

( )ty  is output of the sensor and ( )tu  is the input of the actuator. A is state matrix, 

B is control matrix, D is output matrix. 

2

0

0
n n n nI

A × × =  −Ω 
，























=

×

n

n

B
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B
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1
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，
[ ]1 2 10n nC C C C ×=   (17) 

where 



















=Ω

nω

ω
ω


2

1

   
(18) 

As the low frequency response is the main concern, only the first two modal is 
considered in this paper. The natural frequency of the flexible beam can be obtained 
by (19). 

m

EI
ii
2λω =     (19) 

12

3bt
I =  is the cross-section inertia moment about y axis, m is the mass per unit 

length of the cantilever beam. 

 ( ) ( ) ( ) ( ) ( )xFxExDxx iiiiiiii λλλλϕ coshsinhcossin +++=
  (20) 

( ) ( ) ( ) ( ) ( )]sinhcoshsin[cos xFxExDxx iiiiiiiii λλλλλϕ ++−=′
  (21) 

For the first vibration modal, l/875.11 =λ ， 3622.11 −=D ， 11 −=E ，

3622.11 =F ; For the second vibration modal, l/694.41 =λ ， 9819.02 −=D ，

12 −=E ， 9819.02 =F . l  is the length of the cantilever beam. 

4 Linear Quadratic Regulator 

4.1 A Linear Quadratic Regulator Algorithm 

While the control system is linear, the performance function of the state variables and 
control variables is quadratic function, and this optimal control problem is called 
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linear quadratic optimal control problem. As the solution of linear quadratic problem 
is linear function of state variables, and closed loop optimal control can be achieved 
by state variable feedback, so the practical value of this method is rather high. The 
quadratic performance index of the state variables and control variables is defined as, 


∞

+=
0

][
2

1
dtRuuQxxJ TT

s    (22) 

Q is the weighting matrix of state variables and R is the weighting matrix of input 
variables. And Q is a positive definite matrix, R is a positive definite matrix. 

As ( )u t  is not restricted, the optimal control should satisfy 

( )T TH
R u t B

u
λ∂ = +

∂    
(23)

 

As R is positive definite matrix and its inverse exists, thus 

( )* 1 Tu t R B λ−= −
   

 (24)
 

As 

2

2
0

H
R

u

∂ = >
∂ , ( )*u t

makes the minimum value of H exist. 

Substitute ( )*u t
 into the Hamilton canonical equation 

( ) ( ) ( ) ( )1
0 0,Tx t Ax t BR B t x t xλ−= − =

                    
(25)

 

( ) ( ) ( )Tt A t Qx tλ λ= − −
                              

(26)
 

It is the linear homogeneous equation of ( )x t  and ( )tλ , and the relation of 

( )x t  and ( )tλ is linear at any moment. 
Take derivations of (26) about t, and put (25) together 

( )( ) ( ) ( ) ( ) ( ) ( )( ) ( )1T TQ A P t x t P t P t A P t BR B P t x t−− − = + −
           

(27)
 

As equation (27) works for any value of ( )x t
 

( ) ( ) ( ) ( ) ( )1 0T TP t P t A A P t P t BR B P t Q−+ + − + =
  

(28)
 

Equation (28) is the first order differential equation about ( )P t , and it is called 

differential Riccati equations. And it can be approved that while the elements of 
, , ,A B Q R is sectional-continuous function about t  on [ ]0 ,t ∞ , equation (28) has the 

unique solution by discovering convergence condition of the boundary condition. 

( ) ( )* 1 Tu t R B P t x−= −
   

 (29)
 

Let ( ) ( )1 TK t R B P t−= , thus 

( )*u K t x= −
                                       

(30)
 

And closed linear feedback control can be realized by using state variable linear 
feedback. 
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Substituting (29) into (15), and the state equation of the closed loop system is 







=
−= −

Cxy

PxBBRAxx T1
    (31) 

The closed loop control principle diagram of LQR control with state feedback is 
shown in Figure 1. 


( )x t

 

Fig. 1. LQR closed loop control principle diagram 

As the low frequency vibration of the cantilever beam plays a major role, 
suppressing the first few order vibration energy is enough. Taking x(t) as the modal 
control variable and using LQR method, state feedback control is designed to control 

( )u t  to drive actuators' control moment ( ),m x t . During [ ]0 ,t ∞ , optimal control is 

used to find the optimal control force and the input voltage Kxu −=*
 to let the 

system performance function achieve the minimum value and transfer the system 
from initial state to zero state. And the output voltage of the piezo sensors  reflects 
the vibration state of the piezo cantilever beam. 

4.2 The Controllability of Control System 

For linear time-invariant systems are infinite state regulator, request system can fully 
controllable. Because the control region in the infinite state regulator, when the time 
extend to infinity, so whatever control vector will be extend to infinity if the system 
can’t be controlled. While for a limited time state regulator, Because the system 
performance in the upper limit of the integral term is finite, even if the system was not 
entirely controllable, but in the limited integration time, the integral value is limited, 
so for a limited time state regulators, can control the system from time to emphasize 
of the requirements. 

The size of the aluminium base plate and piezoelectric patches and the physical 
parameters is listed in Table 1. According to the closed loop state (33), and the 
derived system state matrix A and system input B, the system matrix can be obtained, 



















=

008.17120

0003.273

1000

0100

A , [ ]0 0 0.1565 0.1381
T

B =  

Thus [ ]( ), * , ^ 2 * , ^ 3* 4rank B A B A B A B =  
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Therefore, the system is controllable, as the rank of the system controllability is 4, 
and it is equal to the system dimension. And considering that the Q and R is 
symmetric positive definite matrix, optimal control exists and is unique. 

Table 1. Parameters of the beam and piezo patch 

 
E 

(Gpa) 
Density 
(kg/m3) 

Length 
(mm) 

Width 
(mm) 

Thickness 
(mm) 

Piezo 
Constant 

(m/v) 

Capacity 
(μf) 

Beam 59.7 2500 400 20 2.5   

Piezo 
Patch 

18.95 1800 100 20 0.3 4.47*1010 0.06 

5 Simulation Example 

The smart cantilever beam illustrated in Fig. 2 is taken as a simulation example with 
the sensors and actuators in the same direction. Step signal is imposed on the system. 
While the system is undamped, the initial conditions of the modal variables 
are ( ) ( )00 21 qq =

,

( ) ( )00 21 qq  =
,

 Linear quadratic regulator control is used to suppress 

vibrations of the first two modal frequencies, while 







=

7100

0710

e

e
Q

,

[ ]1=R
.

 

 

Fig. 2. Cantilever beam model with attached piezo patches 
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(a) the first modal frequency                    (b) the second modal 
frequency 

Fig. 3. Control response and control voltage for (a) the first modal frequency and (b) the second 
modal frequency 
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The vibration control response and the control voltage for the first modal frequency 
is illustrated in Fig. 3(a) while feedback control is on, and the results for the second  
modal frequency is illustrated in Fig. 3(b). For both of the first two modal frequencies, 
the mixed control response and control voltage is shown in Fig. 4(a), and the state 
response is shown in Fig. 4(b). 
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  Fig. 4. Control response for the first two        Fig. 5.  State response for the first two 
  modal frequency                           modal frequency 

As shows in Fig. 3(a) and Fig. 3(b), the LQR control is effective and can suppress 
the vibration response significantly with less steady-state error. As shown in Fig. 3(a) 
and Fig. 3(b), the control voltage for the second modal frequency is lower than that is 
needed for the first modal frequency. Fig. 4 and Fig. 5 shows that the first two modal 
vibration is coupled, though the control performance is also good, the required control 
voltage is much bigger. 

6 Conclusion 

Vibration control of flexible beam was studied in this paper. By taking piezoelectric 
sensors and actuators , the sensor and actuator equation was deduced, and the dynamic 
control equation was converted to the state space equation. LQR based independent 
modal space control was carried out, and the simulation was done for vibration control 
of smart cantilever beam. The simulation results show that the proposed method could 
suppress the vibration of the flexible structures effectively. 
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Abstract. Optical incremental encoders are extensively for position 
measurements used in servo control systems. The position measurements suffer 
from quantization errors. Acceleration is common obtained by numerical 
differentiation, which will largely amplify quantization errors. In order to 
improve the performance of acceleration estimations, an adaptive window 
algorithm is employed. It maximizes the accuracy of acceleration according to 
the window size. Besides, velocity is estimated by the mixed time and 
frequency method, which is utilized to estimate acceleration. Finally, Validity 
of the acceleration estimation is verified by the experiments.  

Keywords: Acceleration, Adaptive Window, Estimation. 

1 Introduction 

Optical incremental encoders are extensively utilized for servo control systems. 
Because of the resolution limitation of optical incremental encoders, position 
measurements suffer from quantization errors which are largely amplified by velocity 
and acceleration signals which are acquired by the finite differentiation. The signals 
will affect the performance of the servo system. Therefore, direct differentiation 
mostly leads to signals useless. In order to improve the accuracy of the acceleration, 
high resolution encoders or acceleration sensors are employed, but costs are 
increased. Moreover, many researchers are dedicated to studying smart algorithms 
which are utilized to improve the accuracy of velocity and acceleration estimations. 

Velocity measurement is realized generally by either a fixed-time (M method) or a 
fixed- position (T method) method [1]. In M method, velocity is acquired by counting 
the pulses between the fixed sampling time and then performing differentiation on the 
position signal obtained from the optical encoder. However, the quantization errors 
are not intolerable when the speed is low. On the contrast, velocity is obtained 
accurately by fixed-position method when the speed is low, but at high speed the 
quantization errors are increased extremely. Tsuji [2] [3] proposed a synchronous-
measurement method which is called S method. In S method, velocity is calculated 
when the pulses are changed and the pulses are counted between the fixed sampling 
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time. The S method may play a same role as an average filter. Compared with M 
method, it improves the accuracy of the velocity estimation, but it may cause great 
time delay. Hence, it is not feasible to estimate the acceleration. In order to estimate 
acceleration, Hiroyuki Nagatomi and Kouhei [4] proposed an acceleration estimation 
method based on the least squares algorithm, but the computation is complex. 

R. Petrella and M. Tursini [5] proposed a novel mixed time and frequency 
measurement. The basic idea of the proposed method is to compensate for the 
quantization errors of pure fixed-time measurement due to the lack of synchronization 
between encoder signals and sampling time. Without compromising the time delay, 
accuracy of velocity acquired by mixed time and frequency are improved greatly. In 
order to estimate acceleration, an adaptive window algorithm is employed which 
maximizes the accuracy of acceleration according to the window width. 

2 Velocity Measurement 

The mixed time and frequency velocity measurement is aimed at compensating for 
the quantization errors caused by M method. This can be realized by measuring time 
intervals (T1 and T2 in Fig1) between the bonds of sampling window (Ts) and 
incoming encoder pulses. m1 is the number of the pulses counting in every sampling 
time. The real time when the encoder turns m1 pulses is expressed as Td. In this way, 
the quantization errors (due to the asynchrony between encoder pules and sampling 
window) can be eliminated greatly. A high accuracy estimation value can be obtained 
within each sampling period. 

 

Fig. 1. The Schematic Diagram of Velocity Estimation 

The basic calculating equation is, 
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Where, Z represents the number of pules when the encoder rotates one cycle.  
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Velocity is obtained in each sampling time by formula (1). When the speed is low, 
there may be no encoder pulse within the sampling time. In this case, the speed 
information can be updated when a valid pulse is accepted. Though the velocity 
estimated by this method is accurate, there still exist errors. The measuring errors are 
in terms of synchronization between sampling window and the high frequency clock 
pulses. The error formula can be described as follows: 

0

2σ *100%
*dT f

=  (2) 

Here, f0 is the clock frequency used to measure time intervals. 
Steady-state error curves with different velocity estimation methods are presented 

in Fig.2. The analysis results are assumed that the system clock frequency is 30MHZ, 
sampling time is 1ms and resolution of the incremental encoder is 2500 slits/r. In 
Fig.2, the advantages of using mixed time and frequency method are apparent. The 
velocity estimation obtained by this method is far more accurate than that of others. 
What is more important, this method can keep the accuracy at both low speed and 
high speed. 

T method

M method

Mixed method

σ(
%

)

 

Fig. 2. Steady-state Errors of Velocity Estimation 

3 Acceleration Estimation 

Acceleration is conventionally calculated by numerical differentiation with low-pass 
filter. And the acceleration a(i) can be obtained as, 

( ) ( ) ( )1

s

v vi
i

i
a

T

− −
=  (3) 



 Adaptive Window Algorithm for Acceleration Estimation Using Optical Encoders 253 

Here, Ts is the sampling time, v(i) is the ith velocity estimation. 
If e(i) represents the quantization errors caused by the differential, the equation can 

also be described as, 

( ) ( ) ( ) ( ) ( )1 1
 

s s

v i v i e i e i
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T T
i

− − − −
= +
 

 
(4) 

Where, ( )v i  is the actual speed value. 

From the above equation, it can be noted that quantization errors are amplified by 
the quotient, especially Ts is short. Therefore, low-pass filters are often utilized to get 
useful acceleration estimations, but it may cause great time delay. 

In order to eliminate the quantization errors, the longer sampling time can be 
adopted. In other words, the sampling window should be increased as follows. 
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(5) 

The window size is expressed as n. The more accurate acceleration can be obtained 
with larger window size. Nevertheless, the larger window size means the time delay 
and reduces the estimation reliability. 

In order to trade precision against time delay, the window size n should be selected 
properly depending on the signal itself. The window size should be narrow when the 
acceleration is high, producing faster and reliable estimation. When the acceleration is 
low, the window size is large. And the more precise estimation is yielding. 

Therefore, the allowable error σ is introduced to select the proper window size n. It 
is established to determine whether the slope of a straight line approximates the 
differentiation between two estimations v(i) and v(i-k). It can be employed to decide 
the longest window size which satisfied the accuracy requirement. The solution can 
be described as finding largest window size n where { }1,2,3...k∀ ∈  satisfies, 

( ) ( )ˆv i k v i k σ− − − ≤  (6) 

Where, ˆ( ) ( )n n sv i k a b i k T− = + −  and bn is equal to the acceleration 

estimation ˆ( )a i , which can be calculated by 

( ) ( )
ˆ( ) n

s

v i v i n
a i b

nT

− −= =  (7) 

Here, n=max{1,2,3…}. 
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The slope of a straight line (bn) is the acceleration estimation. σ is selected 
depending on the performance of velocity estimation. If the quantization errors of 
velocity estimation are large, a big value should be chosen. It can get a large window 
size. Thus, the quantization errors can be reduced effectively. If the quantization 
errors are small, the σ can be set as a small value. As a result, the accuracy of 
acceleration estimation is improved with short delay time.  

The acceleration estimator can be described as follows: 

1) Store the velocity estimations employed by mixed time and frequency method 
2) Set k=1. 
3) Set v(i) is the last sample velocity estimation and v(i-k) is the kth estimation 

before v(i). 
4) Calculate bn, the slope of the straight line passing through v(i-k) and v(i). 
5) Check whether the v(i-j) satisfy the equation (6), where j∈{1,2,…,k}. 
6) If so, set k=k+1 and GOTO 4). Else return the last acceleration estimation. 

4 Experimental Results 

A simple specific hardware system has been developed in order to emulate the 
performance of the proposed acceleration estimation. Quadrature signals are 
generated by a microcontroller and are fed into Infineon microcontroller XMC4500, 
which is employed to calculate the velocity and acceleration. The resolution of the 
incremental encoder is simulated as 2500 lines, which is common used in industrial 
applications. Fig.3 shows the experimental results where the speed is increasing from 
0 to 500r/min and the sampling time is 1ms. It is noted that the velocity estimated by 
mixed time frequency method is much accurate. The quantization errors are within the 
2r/min when it reaches the steady-state condition. 

 

Fig. 3. Velocity Estimations Obtained by Mixed Time and Frequency Method  
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In order to compare the performance of acceleration estimations which are 
estimated by adaptive window method with that of numerical differentiation method, 
acceleration estimations are obtained from the same speed signal shown in Fig.3. 
Velocity is rising from 0 to 500r/min at a constant acceleration (1500r/(min·s). 
Acceleration estimations obtained by direct differentiation with a low-pass filter are 
presented in Fig.4. The quantization errors are about 15 r/(min·s) and the delay time 
(Δt) is 39ms. In Fig.5, the acceleration is obtained by the adaptive window method 
(σ=1). The accuracy of the acceleration estimations is almost the same with results 
shown in Fig. 4. However, the time delay is reduced to 24ms, which improved the 
rapidity. In order to improve the accuracy of the acceleration estimations, a larger 
value σ can be selected. Experimental results are shown in Fig. 6 where σ=4, but the 
time delay is increased to 30ms, where the delay time is also shorter than that of using 
filter method (in Fig.4). Therefore, compared to employing numerical differentiation 
with filter method, the adaptive window method has great advantages of obtaining 
better performance acceleration estimations. The acceleration estimations calculated 
by adaptive window method are more accurate with shorter time delay. 

 

Fig. 4. Acceleration Estimations with Low-pass Filter 

 

Fig. 5. Acceleration Estimation with Adaptive Window Method When σ=1 
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Fig. 6. Acceleration Estimations with Adaptive Window Method When σ=4 

5 Conclusion 

The position measurements of optical incremental encoders suffer from quantization 
errors. Velocity and acceleration estimated by finite numerical differentiation of the 
quantized position measurements enlarge the quantization errors. In this paper, an 
adaptive window algorithm is introduced to estimate acceleration. The purpose of the 
method is to improve the performance of the acceleration estimations. It aims at 
finding the largest window size depending on the allowable error. The σ should be 
selected properly according to the velocity signals. If a big valueσis selected, it can 
get a large window size and improve the accuracy of the acceleration estimations. But 
the large window size may increase time delay, which affects the reliability. Besides, 
velocity which is utilized to estimate the acceleration is obtained by mixed time and 
frequency method. Finally, Validity and reliability are verified by the experiments. 
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Abstract. An improved algorithm is proposed to estimate the SOC of the 
lithium-ion. Based on the combination of the open-circuit voltage and the 
Ampere-Hour integral measurements, aimed at the long standing time and error 
accumulation, improved the algorithm. Assessed manganese acid lithium battery, 
obtained the relationship between VOC and SOC and the optimal parameter, we 
can estimate the open-circuit voltage of the lithium battery in a short time by the 
model parameters, which greatly reduces the open circuit voltage method of 
incubation time. When charging or discharging the battery, compute the variation 
of the SOC through Ampere–Hour integral. Experiment confirmed the accuracy 
of the algorithm. This algorithm can accurately estimate the SOC thus has a 
certain reference value for the research of lithium battery management system. 

Keywords: LiMn2O4 battery, SOC estimation, battery model, open-circuit 
voltage, ampere-hour integral method. 

1 Introduction 

As the deepening prominent of the energy crisis and environment pollution, 
Lithium-ion batteries gradually replace the traditional batteries, widely used in 
automotive, aerospace, Marine and other fields for its high energy density, high 
working voltage, high energy, low pollution, low self-discharge rate[1].Battery 
management system is required to predict the battery charged state (state of charge, 
SOC) accurately in real time to prevent the overcharge and overdischarge and prolong 
the lifetime of the battery, so as to improve the performance and security of the 
vehicle[2]. One of the important parameters that are required to ensure safe charging 
and discharging is SOC. It is an important parameter used to describe the capacity of 
the battery. But due to the complexity of its structure, the influence of the open-circuit 
voltage, charge and discharge current, temperature, self-discharge, cycle life and its 
nonlinear, it is difficult to estimate the SOC of the battery. Accurate estimation of SOC 
prevents battery damage or rapid aging by avoiding unsuitable overcharge and 
overdischarge. The importance of SOC determination in battery management is 
summarized as follows: 
                                                           
* Corresponding author. 
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 For state of health (SOH) estimation applications, since there is no absolute 
definition of the SOH, SOC becomes an important indicator to estimate SOH. 

 For cell protection, BMS determin whether the battery is over-charged or 
over-discharged based on the value of SOC, thereby to control the charge and 
discharge current.  

 For cell equalization applications, it is only necessary to know the SOC of any 
cell relative to the other cells in the battery chain. BMS deals with unequal SOC 
by only charging the cell with low SOC. 

At present, lots of research has been done at home and abroad in battery model and 
the algorithm of SOC, including discharge test method, ampere-hour integral method, 
open-circuit voltage method, neural network, Kalman Filtering and so on[3].To obtain 
fast and robust SOC estimation, in this paper, an improved Open-Circuit Voltage 
method is put forward, which is based on the equivalent circuit battery model of the 
lithium-ion battery. In addition, an On Open-Circuit Voltage-Ampere Hour Method is 
designed for the SOC estimation of the lithium-ion battery. 

The paper is organized as follows. Section 2 introduced the traditional algorithm of 
SOC testing, the proposed algorithm is discussed in Section 3. Experimental results on 
the chosen algorithm is carried out in Section 4, followed by conclusions in Section 5. 

2 Traditional Algorithm of SOC Testing 

Many techniques have been developed for estimating the SOC of a battery. Some are 
specific to particular cell chemistries, and others depend on measuring the battery 
parameters that depend on the state of charge. In this section we give a brief overview 
of main SOC estimation methods, and discuss their pros and cons. 

1) Discharge Test Method 
Discharge test is the most reliable method for determining the SOC of a battery. 
Battery is usually discharged in constant current and regards the product of the 
discharge current and the time as the residual capacity, the discharge test method is 
the most reliable method for estimating SOC, but due to the long time it needs, it is 
not suitable for a running vehicle since the charge/discharge current is varying during 
the vehicle running. 

2) Open-Circuit Voltage Method 
The battery open circuit voltage(OCV) has a certain proportion relationship with SOC 
principle, we can estimate the SOC of the battery by measuring OCV continuously, it’s 
easy and simple, but it needs a long time to get the over-circuit voltage, thus it’s unable 
to accurately estimate the SOC online. Furthermore, OCV curve is sensitive to different 
discharge rates and temperature. Therefore this method is effective for measuring SOC 
only at the initial stage and end stage. 

3) Ampere-Hour Integral Method 
The most common technique for calculating battery SOC is ampere-hour method. The 
way of Ampere-hour Method to inference whether the battery is getting or releasing 
power is by testing current continuously and integral to get the value of SOC. 
Calculated as follows: 
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SOC SOC CN ηidt                              (1) 

In this formula, t_0is the initial velocity, t_1 is the end of test time, SOC_0 is the 
initial power of battery, C_N is battery's rated capacity,η is the charge-discharge 
efficiency, i is the charge-discharge current. According to the formula(1), we can see 
several existing issues as follow：(1)To calibrate the initial value of SOC; (2) we 
need to Accurate calculates the charge-discharge efficiency; (3)we need to measure 
current accurately, otherwise it will cause accumulative error; (4) High temperature 
state and current volatile magnify error. 

4) Neural Network 
As an intelligent technology, artificial neural network is strong self-learning and 
adaptive ability makes it good at association, generalization, analogy and extension. It 
is under the premise of building a reliable network model; rely on a large number of 
sample data. Containing high nonlinearity, fault tolerance capability and robustness, be 
able to give corresponding according to the external incentives. In addition, neural 
network is capable of estimating SOC when the initial SOC is unknown. However, the 
accuracy of SOC cannot guarantee and the SCM performance requirements are too 
high, so it is not widely used. 

5) KalmanFiltering 
Kalman filtering is method to estimate the inner states of any dynamic process in a 
way that minimizes the mean of the squared error. It is a kind of Recursive data 
processing algorithm, be able to achieve the best estimation for the state of the power 
system at the minimum variance sense and has a strong correction function for the 
initial value of the SOC. But has a high accuracy requirement on the battery 
modelling and the computing ability [4]. 

A summary of above discussion is presented in table 1. 

Table 1. Summary of SOC estimation techniques 

 

Above all algorithms, ampere-hour integral method and open-circuit voltage 
method are most commonly used. Literature [5] [6] analysed the influence of several 
parameters to the result of ampere-hour integral method respectively, including the 

Technique Field of application Advantages Disadvantages 

Discharge test All battery systems Easy and accurate 

Offline, time 
intensive, loss of 
energy, modifies the 
battery state. 

Open-circuit Voltage Lead, lithium, Zn Easy Long rest time, offline 

Ampere-hour 
Integral All battery systems Online, easy 

Needs re-calibration 
points, consider 
battery loss 

Neural Network All battery systems Online Need training data of a 
similar battery 

Kalman Filtering All battery systems Online, dynamic  
Computationally 
intensive, needs a 
suitable battery model 
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initial SOC ( SOC_0 ), rated capacityC_N, -dischargeefficiency η. Conclusion was 
made that the initial SOC has the biggest effect on the battery SOC estimation 
accuracy. This article proposed a method to estimate SOC based on open-circuit 
voltage method and combined it with the equivalent circuit battery model, which 
shorten the standing time of open-circuit voltage method and reduce the influence of 
cumulative error in ampere-hour integral method. By comparing the results with 
discharge test method, verify the feasibility of the algorithm [7]. 

3 An Improved Algorithm Based on Open Circuit 
Voltage-Ampere Hour 

To eliminate the accumulative error during ampere-hour method, we shorten the 
standing time of open-circuit voltage method, and modify the initial value of 
ampere-hour integral method with open-circuit voltage method continuously. 

 

 

Fig. 1. A modified open-circuit-ampere-hour SOC algorithm flow chart 
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Combine the open-circuit voltage method with battery equivalent model, then estimate 
the open-circuit voltage with a voltage after stopping discharge, thus shorten the standing 
time of the open-circuit voltage method. Then estimate the initial SOC using the 
relationship between the open circuit voltage and SOC. Use ampere-hour integral method 
when charging and discharging and modify the SOC using the open-circuit voltage 
method to the resting batteries. Compensate for the accumulative error of ampere-hour 
method and achieve high estimate accuracy. Fig1 is the flow chart. 

The implementation process of the whole algorithm includes two key parts: getting the 
relationship between OCV and SOC and getting the parameters of the equivalent circuit 
model of the battery. Both of them require a huge amount of experimental data collection. 

3.1 Relationship between VOC and SOC 

To acquire data to identify the parameters of the open-circuit voltage, a test was 
performed on the lithium-ion battery. Experiment was based on a single manganese 
acid lithium battery of 1300 mAH at room temperature. 

First, discharge it to 2.6V and let it sit (SOC is zero at this moment) ; then charge it 
with 0.5C by the constant current, let it sit for 2h each time after charging 6 minutes, 
Battery open-circuit voltage is measured with precise DMMS until the open-circuit 
voltage of the battery is close to 4.2V. 21 groups of open circuit voltage and the 
corresponding SOC are shown in table 2. 

Table 2. Open circuit voltage and the corresponding SOC 

SOC OCV(V) SOC OCV(V) 
0% 3.194 55% 3.775 
5% 3.458 60% 3.819 

10% 3.488 65% 3.879 
15% 3.521 70% 3.927 
20% 3.568 75% 3.955 
25% 3.609 80% 3.990 
30% 3.625 85% 4.030 
35% 3.641 90% 4.058 
40% 3.657 95% 4.087 
45% 3.686 100% 4.125 
50% 3.725   

Map the relationship curve with matlab/simulink as figure 2. 
The practical application of real-time online measurement, the method of estimating 

SOC is used mostly Ampere-hour integral method. However, Ampere-hour integral 
method exist error when measuring and with the increase of time, cumulative error is 
getting bigger and bigger. So separately by using this method to estimate the SOC of the 
battery doesn't obtain good effect. In practice, it is often used together with open circuit 
voltage method, Figure 2 illustrates that the curve of OCV-SOC of manganese acid 
lithium battery has a better linearity compared with Fe Battery. So the open circuit voltage 
fits more for estimating the SOC. Therefore we can modify the algorithm with figure 1. 
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Fig. 2. Relationship curve of OCV-SOC of manganese acid lithium battery 

3.2 Equivalent Model of the Lithium Battery 

Equivalent circuit models use a combination of voltage and current sources, resistors 
and capacitors to model battery performance. It can be used to represent the electrical 
property of li-on batteries. The role of the battery model is to realize the conversion 
between the voltage of the battery and its open-circuit voltage in the running process of 
battery management system. 

The common battery models include electrochemical model, equivalent circuitn 
model, neural network model and the specific factors model [8]. Among this, the 
equivalent circuit model is the based on the principle of battery power network theory 
to describe the performance of the battery. It has the advantages of having clear 
physical meaning and is convenient for mathematical analysis for parameter 
identification, so it is widely used in the simulation in the new energy car [9-11]. 
Considering in terms of  the accuracy and complexity of the model, Choose the 
second-order RC equivalent circuit model as shown in figure 3. 

 

Fig. 3. Second-order RC equivalent circuit model 
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U  and I  represent the terminal voltage and current respectively, R  is used to 
describe the battery ohm internal resistance, U  on behalf of the open circuit voltage 
(open circuit voltage, OCV). R and C  are the electrochemical polarization resistance 
and capacitance, which make up one multiple circuit, time constant τ R C ; R  
and C  describe the lithium battery concentration polarization resistance and 
capacitance, which make up another multiple circuit, time constant τ R C [12]. 

3.3 Parameters of Equivalent Model of the Lithium Battery 

After obtained lithium battery equivalent circuit model, combine it with the voltage 
response curves of discharging constant current and figure out the parameters in circuit 
model [13]. Let it sit after the single manganese acid lithium battery of 1300 mAH is 
fully charged. Disconnect the dc electronic load after discharging 80 min at 0.5C. 
Battery open-circuit voltage is recorded every minute, keep monitoring the battery 
voltage of natural recovery curve after stopping discharge, then figure 4 is got. 

 

Fig. 4. Discharging voltage response curve 

a-c is the curve when the battery is discharging at 0.5C; it was disconnected the load 
at c point; d-e is the battery's natural recovery curve after the discharge is ending; the 
voltage no longer change after e point, can be considered as open-circuit voltage. It can 
be seen from figure 4 that a-b and c-d take on step change, two step heights are equal in 
opposite direction, and it presents resistive. It presents capacitive between b and c, as 
well as between d and e. This is made by the polarization effect of the battery. 

Through analyzing the curves in the figure 4 and the equivalent circuit model in the 
figure 3, fit the time function of the battery output voltage. Curve a-b and curve c-d 
reflect the influence of R . 

As a result: 

                         R UI                                           (2) 

b-c and c-d corresponds to the response of R C  and R C . As the battery is fully 
stewing before discharge, d-e is zero state response, so the zero state response voltage 
and the zero input response voltage of two RC are: 
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        u u u I t R 1 e /τ I t R 1 e /τ          (3) 

              u u u U e / U e /τ                    (4) 

Assume that the open-circuit voltage is U  and the voltage between d and e is U t , thus the terminal voltage of two capacitor U is: 

                  U U U t                                  (5) 

After combining formula (4) with formula (5), we are able to infer the formula of 
open-circuit voltage . 

As a result: 

              U U U t U e /τ U e /τ U t              (6) 

According to the experimental data that measured, combine with the formula (3) and 
formula (4), then fit the curve with MATLAB, we can get the value of U , U , τ , τ  
sepretely. Then we can estimate the open-circuit voltage after putting them into the 
formula (6). Thus greatly shorten the standing time. 

4 Experimental Result Discussion 

Figure 4 is the voltage response curve when discharged with constant-current, first, 
combine it with formula (3) and formula (4); then work out U  , U  ,  ,  use 
nonlinear least square curve fitting method; finally, fit the voltage curve of d-e through 
MATLAB, compared with the compared results, the result is shown in Figure 5. 

 

 

Fig. 5. The experiment and simulation comparison chart of d-e 
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As you can see in figure 5, the simulation of d – e fits well ; SEE is 2.78e-005, mean 
square error reach 9.36×10-4. Discharge for 81 min by 0.65A before disconnecting the 
load. Take the measured data into the fitting curve, the results are shown in table 3. The 
measured open-circuit voltage is 3.623V, and the corresponding SOC is 29.38%. 

Table 3. Different standing time and its corresponding estimation error rate 

standing 
time/min 

estimated 
voltage/V 

Corresponding 
SOC 

estimation 
error rate 

5 3.624 29.49% 0.37% 

10 3.624 29.49% 0.37% 

20 3.623 29.38% 0 

30 3.623 29.38% 0 

60 3.623 29.38% 0 

The traditional Open-circuit voltage method needs 1-2h before measuring 
Open-circuit voltage. While we can estimate the open-circuit voltage of the battery at 
the moment in a relatively short period of time using the proposed model parameters, 
thus can effectively shorten the estimate time, improve the estimate precision of the 
ampere-hour method. 

5 Conclusion 

In this paper, we made two contributions. First we presented a way to estimate 
open-circuit voltage based on battery equivalent circuit model, thus to shorten the 
standing time of the open-circuit voltage method. Secondly, we proposed an SOC 
estimation algorithm based on the improved open-circuit voltage method, and 
combined it with ampere-hour method, thereby modify the cumulative error for the 
ampere-hour method. 

We analyzed the merits and demerits of main algorithm of SOC, as well as the major 
factors causing of the error in ampere-hour integral method, namely initial value. 
Getting the discharge curve by experiments, after combining with second order RC 
equivalent circuit model, put forward a new method. Estimate the open-circuit voltage 
of lithium battery in a short period by regular formula, overcome the shortcoming of 
long standing time, and then modify the ampere-hour integral method by open-circuit 
voltage method. The result of the experiment and the simulation shows that this 
method can effectively shorten the estimating time, improve the estimating precision of 
the ampere hour method. Thus it can be seen that this algorithm has a certain reference 
on the value for measuring the lithium battery charged state. 
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Abstract. The paper firstly discusses the EtherCAT real-time Ethernet technology 
in detail, including operating principle, communication protocol and superior 
performance of EtherCAT Ethernet , synchronization, high-speed and so on. To 
show how to build up a master system based on configuration software TwinCAT 
and how to design a slave system considering the features of application, the 
methods of developing systems based on EtherCAT technology are proposed. 
Finally, a plate loading and unloading system based on EtherCAT technology is 
designed to obtain a faster response speed and higher synchronization accuracy. 
The system has realized high-speed remote data transmission and high-precision 
velocity control for Multi-axis which the traditional fieldbus can’t achieve. 

Keywords: EtherCAT, Real time Ethernet, Loading and unloading system, 
Synchronization. 

1 Introduction 

With the rapid development of industrial automation, in motion control system, 
requirements of real-time and network are also increasing, along with which a variety of 
real-time Ethernet was born. Traditional Fieldbus can not meet the requirements of the 
industrial field, such as, high-speed, high precision and multi-device. Development of 
real-time Ethernet, reduces the cost of automation equipment, improves the real-time 
response speed and conforms to the industrial automation trends[1-3].  

The real-time Ethernet EtherCAT, is a real-time bus technology newly developed 
by German BECKHOFF. With superior performance, EtherCAT can not only make 
the real-time data exchanged between intelligent devices and efficient transmission of 
data sampling possible, but also meet the technical requirements of PC-based real-
time control[4-5]; it satisfies the bus request of an integrated automation system 
proposed by the reference [6]. 

This paper describes the communication theory and superior performance of 
EtherCAT technology and introduces the design of an EtherCAT system, finally, puts 
forward an application of the EtherCAT technology in steel sheet loading and 
unloading systems. 
                                                           
* This work is supported by The Project of Shanghai Municipal Science and Technology 

Commission. (Grant No. 13DZ0511300). 
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2 A Real-Time Ethernet Technology Introduction-EtherCAT 

EtherCAT (Ethernet for Control Automation Technology) is a real-time Ethernet 
fieldbus system. EtherCAT is fast, easy wiring; has a good compatibility and 
openness; is suitable for applications where need rapid control. 

2.1 EtherCAT`s Operating Principle 

Ethernet is a local area baseband bus network according to 802.3 using Carrier Sense 
Multiple Access/Collision Detection (CSMA/CD) media access control methods. 
Real-time Ethernet technology-EtherCAT uses a master-slave media access method. 
In an EtherCAT-based system, the master controls the slave to send or receive data 
from the station. Master sends a data frame, slave reads the output data in slave-
related messages from the standing data when the frame goes through[7]. Meanwhile, 
the input data from the slave inserts into  related packets of the same data frame. 
When all of the data frame from the station goes through all slave and finishes the 
exchange of data from the station, the data frame is returned by the end of EtherCAT 
slave system shown in Figure 1. 
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Fig. 1. Process data inserted in telegrams 

2.2 EtherCAT Protocol 

EtherCAT technology can fully take advantage of full-duplex Ethernet`s bandwidth. 
Using a master-slave media access technology, sent by the master Ethernet data 
frames to each slave, to communicate data. EtherCAT frame meets ISO/IEC802.3 
standards, EtherCAT packet consists of a number of EtherCAT sub-packets which are 
located on a standard Ethernet frame structure of the data area. Each sub-packet 
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servers a particular area of a logical process image region, which is up to 4GB bytes. 
Data does not depend on the order of the physical order of the Ethernet network 
terminals, and can be arbitrarily addressed. Thus, broadcasting and multicasting 
communication can be achieved between slave stations. If you want to maximize 
performance and EtherCAT components need to be on the same subnet as the 
controller to operate, you can be directly transmitted Ethernet frames. 

Since the application is not limited to a single EtherCAT subnet, the EtherCAT 
protocol will be packaged into UDP/IP data packets by EtherCAT UDP, shown in 
Figure 2. Thus, any Ethernet protocol stack can be addressed to the control system 
into the EtherCAT. You can even make communication through a router connected 
across the other subnets[8]. 

According to the master-slave data exchange principle, EtherCAT is also very 
suitable for communication between the controller (master/slave). Addressable 
network variables can be used freely in process data and parameters, diagnostics, 
programming and various remote control services,which can  meet a wide range of 
application requirements. 

Destination Source Ether Type Header … CRC
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Ethernet H. IP Header UDP H. Header … CRC

Ether Type 0x88A4

20BYTE 8BYTE

1…n EtherCAT Telegrams
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 EtherCAT Header

11Bit 1Bit 4Bit

 

Fig. 2. EtherCAT frames according to IEEE 802.3 

2.3 EtherCAT`s Performance 

EtherCAT supports a variety of topologies, such as bus, star, ring, etc., and allows a 
combination of a variety of structures in EtherCAT system.Besides EtherCAT 
supports multiple transmission cables such as twisted pair, fiber optic light guide bus, 
so as to adapt to different situations, in order to enhance the flexibility of the wiring. 

EtherCAT uses a precise clock synchronization system[9]. Data exchange system 
is completely based on pure hardware mechanisms, because communication utilizes a 
logical ring structure (physical layer by means of a full-duplex Fast Ethernet), the 
master clock can easily and accurately determine the individual from the station 
propagation delay skew . The distributed clocks are adjusted based on the master 
clock(typically, clock of the first slave station is choosed as  the master clock), using 
precise and time-based synchronization errors identified within the network.  
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EtherCAT is direct access to integrated slave hardware and network controller and 
the processings of the protocol are implemented in hardware,so that it is completely 
independent of the real-time operating system protocol stack, CPU performance, or a 
software implementation, and the processing  data transmission speed is faster than 
other protocols. For example, to transmits data of  the distribution of 256 digital I / O 
takes only 11us, 1000 areal digital I/O takes only 30us, 200 analog I/O (16 bit) takes 
only 50us.  

EtherCAT communication has strong diagnostic capabilities and can quickly shoot 
troubles. Meanwhile it also supports the master slave redundancy error detection to 
improve system reliability. EtherCAT achieves in integrating the safety-related 
communications and control communications in the same network as a whole, and 
follows the IEC61508 standard, meets the safety integrated level (SIL) 4 
requirements[10]. 

3 Design of Systems Based on Real-Time EtherCAT Technology 

EtherCAT system is a master-slave communication system, while the entire system 
consists of the master and slave. Slave station is connected to master via EtherCAT 
bus, and the entire system is controlled by the master. Design of EtherCAT system 
includes design of slave and master station.  

3.1 Design of EtherCAT Master 

Function of EtherCAT master can be achieved using TwinCAT- the configuration 
software provided by the company BECKHOFF. By configuring the configuration 
software to run on computers equipped with WinowsXP, you can realize the function 
of main station. TwinCAT communication system is shown in Figure 3. The system 
consists of a kernel mode and user-mode. In core mode system runs a real-time kernel 
(BECKHOFF real-time kernel), and the kernel is embedded in windows XP (or 
Windows NT) operating systems, to achieve real-time data communications. Various 
other logic devices of system utilize ADS (Automation Device Specification) 
interface to exchange information with ADS router. User programs are running in 
user mode. System executes the program by way of scanning cycles and time of each 
cycle can be set by system parameters. In a cycle BECKHOFF core owns CPU 
priority, so it can complete user control task first. When the task is completed, 
BECKHOFF core gives the right of using CPU back to operating system. Thus 
TwinCAT can achieve real-time control. TwinCAT also provides OCX, DLL, OPC 
interfaces to achieve human-machine interface functions. 

In practical applications, user writes slave device configuration file (xml file) 
according to the characteristics of the slave device, so that the master is able to 
identify slave devices to complete related initialization and control.  
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Fig. 3. TwinCAT communication system structure 

3.2 Design of EtherCAT Slave 

EtherCAT slave is the computer system on the bus, which consists of the Ethernet 
controller, microprocessors and sensors, actuators. Slave general structure is shown in 
Figure 4. 

EtherCAT Master

Ethernet Controller

Microprocessor SystemSensor/EXecution Unit Control algorithm

EtherCAT Bus

 

Fig. 4. EtherCAT slave system 

EtherCAT controller, which is the most critical part of the EtherCAT slave, can 
achieve application layer processor of real-time Ethernet EtherCAT and mainly 
achieve application layer protocol. As to a logic control system, slave system can be 
designed into a simple digital IO, simply configured as digital IO interface without 
the need for application-layer Ethernet control processor. For a complex control 
system, based on application needs, the application layer processor should be 
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designed into an embedded system. It mainly achieves application layer protocol and 
can also achieve emergency control algorithms to improve the reliability of the 
system. 

4 Application of Real-Time EtherCAT in Steel Plate Loading 
and Unloading System 

Loading and unloading system of the steel sheet, the single gripping mechanism to 
grab the steel sheet has length and weight restrictions. For length, weight larger steel 
grab institutions need multiple simultaneous operation to complete. This requires 
synchronization operation of multiple drive motor, and also high-precision motor-
speed control. Real-time live performance of the network directly affects control 
accuracy and multi-motor synchronization performance, therefore, system puts 
forward higher requirements about the fieldbus or Etherne. Following is a brief 
introduction of a multi-axis steel loading and unloading control system based on real-
time Ethernet EtherCAT. 

4.1 Hardware Design of Multi-axis Loading and Unloading System Based on 
EtherCAT  

Loading and unloading system(for example 4-axis system) is controlled by embedded 
PC that supports EtherCAT as a controller (such as Beckhoff CX1030), the multi-axis 
motion controller and servo amplifier as a drive (eg. SEW DHF41B and MXR), by 
control gear with encoder as the drive motor.  EtherCAT Slave Controller (eg. 
ESC20) is the connection between the embedded PC and the driver, which constitute 
a system with an embedded PC as the EtherCAT master and the driver as the 
EtherCAT slave. Figure 5 is the interface between EtherCAT Ethernet Controller 
ESC20-controller of multi-axis loading and unloading system based on EtherCAT, 
and application layer controller TMS320F2812 DSP. The Ethernet controller ESC20 
is configured as a parallel port, through the DSP's external bus interface for data 
exchange. 

nCS

nRD

nWR

SYNC0

nINT

nBUSY

ESC20

16Bit IO

16Bit ADR

TMS320F2812

 

Fig. 5. Interface of ESC20 and TMS320F2812 

ESC20 controller supports distributed clock signal to provide simultaneous sampling 
for each slave. As the controller of EtherCAT application layer communication, DSP 



274 B. Jiao and X. He 

mainly achieves application layer protocol of EtherCAT. By cyclic reading and writing 
on the application layer control registers of ESC20, DSP determines the control function 
between master and slave. Slave determines to complete the appropriate application layer 
functions according to the value of the controller. Finally, by writing the application layer 
status registers of ESC20 system responds to events both from controller and driver(such 
as location/constant speed). 

4.2 Software Design 

Software design process is shown in Figure 6. 
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Fig. 6. Flow chart of software 

The main program loop is about input and output data processing and EtherCAT 
event processing. Data input and output processing is achieved by defining a FIFO 
data structure. ESC20 synchronizing signal triggers the DSP INT1 with high voltage,  
within the interrupt program DSP finishes the AD converter and AD conversion result 
is written in the FIFO data structures. 

Thus, when EtherCAT master needs to read data from the slave (master station will 
be set to Safe-Operation status), data(no more than 128 16-bit) in FIFO structure is 
sent to the relevant application ESC20 memory by the slave. Input and output 
updating is determined by the result of the EtherCAT event processing, which 
depends on state of the slaves. 

After the master and the slave is built, you can achieve motion control as you want 
by configuring the TwinCAT parameters. TwinCAT provides virtual axis to control  
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muli-axis. For example, you build a virtual axis as master axis and set the 
axis(motors) to follow the virtual axis with the same speed or different speed 
according to the application requirements. Besides, you can monitor speed of the 
actual axis by TwinCAT. 

5 Conclusion 

With advanced technology and superior performance EtherCAT will be widely used 
in multi-axis loading and unloading systems. It can solve the problem of high-speed 
real-time control signal transmission of multi-axis plate loading and unloading 
systems; improve multi-linkage system running synchronization; provide the 
conditions to improve the performance of the control algorithm; promote economic 
operation of multi-axis loading and unloading system. 
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Abstract. We consider the distributed power control problem of dis-
tributed generators(DGs) in smart grid. In order to ensure the aggregated
power output level to be desirable, a group of DGs with local and directed
communications are expected to operate at the specified same ratio of
their maximal available power output. To that end, the non-cooperative
game is introduced and the DGs are modeled as self-interested game
players. A new game model, termed state based weakly acyclic game,
is developed to specify decision making architecture for each DGs, and
at the point of the equilibrium of the game, the global objective of the
power control problem can be achieved through autonomous DGs that
are capable of making rational decisions to optimize their own payoff
functions based on the local and directed information from other DGs.
The validness of the proposed methodology is verified in simulation.

Keywords: Power flow control, distributed generators, non-cooperative
game, distributed optimization.

1 Introduction

The growing threat of climate change and the depletion of non-renewable en-
ergy sources have led to the growth of distributed generators(DGs) in smart
grid[1–3].However, with the increase of penetration of DGs in smart grid, many
technical challenges appear in power systems. In a distribution network with
a high level of penetration of DGs, any sudden disturbance may influence the
information exchanges among DGs and trigger the reduction of their operation
capability, even may result in a significant loss of active power support for power
systems[8].

In order to control the total power output of DGs under a certain information
exchange in a group, different control modes can be applied. In general, the cen-
tralized control modes such as the optimal power flow based approaches[4, 5],
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are the standard approaches to dispatch traditional generators. However, central-
ized control need to collect the system-wide information and sending commend
globally. Therefore, for a large number of DGs it would be too expensive to be
implement and may not be robust to abnormal conditions in communication.

Instead, the decentralized control modes, such as the maximum photovoltaic
power tracking[6] or the constant voltage and frequency with droop mode[7],
are only efficient to control a small number of DGs by using its own
information.

As the number of DGs increases, it is impossible for DGs to get the global
information. However, it is practical that the DGs can regulate its power output
level by using local and time varying communication with other DGs. Further-
more, the information flow among DGs may be directed because of the abnormal
operation of a single communication channel. Either the centralized or decen-
tralized control modes will be not practical to manage the total power output of
DGs under local, directed and time varying communication conditions. Recently,
the distributed control modes[8], which admit local communication and combine
the positive features of both centralized and decentralized control modes, have
been developed to control the DGs in a group.

In order to coordinate the DGs, local control law need to be designed for
each DG such that the global objective can be realized based on the local, di-
rected and time varying communication. However, designing local control laws
for DGs with real-time adaption and robustness to dynamic uncertainties may
come with several underlying challenges[9, 10]. Such challenges includes coordi-
nating behaviors of selfish and rational DGs as well as dealing with overlapping
and distributed information for a potentially large number of interacting DGs.
Interestingly, these challenges are fitting into the category of non-cooperative
game theory[11].

The main contribution of this paper is to develop a new game model, termed
state based weakly acyclic game, to solve the power control problems of DGs
under directed and local information exchanges. In the game model, the DGs
in a group are modeled as self-interested decision makers, which interacts with
each other to coordinate the individual power output to capture desired system
level objective under minimal communication requirement, even though the cor-
responding communication topologies among DGs may be local, directed, and
time-varying.

The rest of the paper is organized as follows: in Section 2, the power control
problem of DGs is discussed. In Section 3, the communication among DGs is
investigated. In section 4, the state based weakly acyclic game formulation for
the power control problem is developed and the properties of the game model
are analyzed. In Section 5, the simulation illustrates the validity of the proposed
methodology and the conclusions are drawn in Section 6.
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2 Problem Setup

2.1 Power Control Problem

Suppose there are n ≥ 2 DGs which are geographically dispersed with directed
and time varying information exchanges. The objective is to ensure the aggre-
gated power output of all DGs in a group to be desirable by coordinating the
power output of each individual DG. A simple solution is to specify the same
power utilization profile for each DG i, which is defined by the ratio of real time
power output pi versus maximum available capability pmax

i as follows[8]:

γ∗ =
p1

pmax
1

=
p2

pmax
2

= · · · = pn
pmax
n

, (1)

where γ∗ is the desired utilization profile, which can be determined by the high
level control in grid, such as the transmission and distribution control center[8,
12]. Then the objective is to establish a set of local control laws for DGs such
that the power output ratios of all DGs seek to γ∗ , even though the output
capabilities of some individual DGs may have large swings.

Generally, the DGs in a group can be denoted by the set N = {1, 2, . . . , n}.
Each DG i ⊆ N can make decision to select its ratio from its possible decisions set
denoted by Ψi, which is a nonempty convex subset of R. We denote a specific joint
decision profile by the vector γ � {γ1, γ2, . . . , γn} and γ ⊆ Ψ �

∏
i∈N Ψi, where Ψ

is the closed, convex and non-empty set consisting of all possible joint decisions.
The global objective of the power control problem is to enable all DGs reach
the same desirable ratios γ∗. So the global objective can be captured by a global
objective function φ : Ψ → R that system designer seeks to minimize, where
φ(γ) =

∑
i∈N (γi − γ∗)2. It is noticed that the global function φ is differentiable

and convex, and the global objective can be achieved if and only if the global
function φ acquires its minimum value 0. Consequently, the above DGs control
problem can be formalized as the optimization problem as follows:

min
γi

φ(γ1, γ2, . . . , γn)

s.t.γi ∈ (0, 1), ∀i ∈ N.
(2)

2.2 Problems to be Solved

Suppose the time varying and directed communication among DGs can be de-
scribed mathematically by a time-varying and piecewise-constant matrix, whose
dimension is equal to the number of DGs and its elements assume binary values.
Without loss of any generality, the matrix can be defined as follows [18]:

S(t) =

⎛⎜⎜⎝
s11(t) s12(t) · · · s1n(t)
s21(t) s22(t) · · · s2n(t)
. . . . . . . . . . . . . . . . . . . . . .
sn1(t) sn2(t) · · · snn(t)

⎞⎟⎟⎠
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where sii(t) = 1 because DG can always acquire its own information. In general,
sij(t) = 1 if the DG i can get the information of DG j for any j �= i at time
t; sij(t) = 0 if otherwise. Over time, binary changes of S(t) occur at an infinite

sequence of time instants, denoted by {tk : k ∈ Ω}, where Ω � {1, 2, . . . ,∞}
,and S(t) is piecewise constant as S(t) = S(tk) for all t ∈ [tk, tk+1). Because
the information flows among DGs are directed, the matrix is asymmetric. Next,
there are two problems that will be solved to control the power of DGs.

Problem 1 (Local control laws design): Design the local control law for DG i to
designate how the DG processes available information at time t − 1 in order
to formulate a decision γi at time t as γi(t) = Ui

(
si1(t)γ1(t − 1), si2(t)γ2(t −

1), . . . , sin(t)γn(t − 1)
)
, where i = {1, 2, . . . , n}, Ui(·)is the local control law for

DG i at time t.
Intuitively, it would be sufficient for all the DGs to be controlled properly if

each of them can receive enough information from its neighboring units. How-
ever, it is not practical. So we need to decide the minimum requirement on
communication properly to ensure the system level objective is satisfied. So it
will be the problem as below.

Problem 2 (Communication topology design): Determine the communication
among DGs in order to ensure the global objective is desirable while minimizing
the communication costs.

3 Communication Topology Design

In this section, theProblem2 will be solvedfirstbyusingmatrix theory analysis[21].
In order to guarantee the validness of the proposed control strategy with the

minimal information requirement, the rule of the communication topology will
be introduced.

Rule[21]: The sequence of sensing/communication matrices S∞:0 =
{S(t0), S(t1), . . .} should be sequentially complete.

The sequentially completeness condition [8, 12, 18, 21] is a very precise method
to schedule local communication among DGs. Especially, it gives the cumulated
effects in an interval of time and shows that the cumulated communication net-
work can be connected even if the network may not be connected at some time
instants.

4 Power Control of DGs Based on State Based Weakly
Acyclic Game

In this section, the state based weakly acyclic game is developed to solve the
Problem 1 in directed and time varying information networks, and the local
payoff function Ui,t(·) is designed to specify the local control laws for any DG i.
The system level objective can be distributed optimized through individual DGs
that are capable of optimizing their payoff functions[13–16] to make rational
decisions γi.
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4.1 State Based Weakly Acyclic Game

Definition 1(State Based Weakly Acyclic Game): Consider a game de-
noted by G = {N, {Ai}i∈N , {Ui}i∈N , X, f, ϕ}. It consists of a player set N and
an underlying finite state space X . Each player i has a state invariant action
set Ai, and a state dependent payoff function Ui : X × A → R. The state
transition function f : X × A → X depends on both the state and action. At
any time t0, given any state action pair (x(t0), a(t0)) that is not a state action
pair, there exists a differential and convex potential function ϕ : X × A → X
and a time t ∈ [t0, t0 + T ], where T is a non-negative constant, and there ex-
ists a player i ∈ N with an action ai(t) ∈ Ai such that the following two
conditions are satisfied provided that a(t0) = a(t0 + 1) = · · · = a(t − 1) and
x(t0) = x(t0 + 1) = · · · = x(t− 1):

(1) Ui(x(t), ai(t0), a−i(t0))− Ui(x(t), ai(t), a−i(t0)) > 0 and
ϕ(x(t), ai(t0), a−i(t0))− ϕ(x(t), ai(t), a−i(t0)) > 0.

(2) For every action a ∈ A and the ensuring state x̃ = f(x, a), for a null
action 0, the potential function satisfies ϕ(x, a) = ϕ(x̃, 0).

Then G is called state based weakly acyclic game with potential function ϕ.

4.2 State Based Weakly Acyclic Game Design

In this subsection, we will give the details of state based weakly game formulation
for the power control problem. The game formulation design process is based on
the work of [9, 10, 19, 20]. In contrary to these works, the designed game will
admit the directed, time varying and not always connected communications.
(1) Game player : The DGs can be modeled as the game players in the state based
weakly acyclic game. It is noticed that the interactions among DGs influence the
total power and finally impact each other’s benefits. Therefore, the DGs can be
modeled as the game players to consider the influence of interactions and make
rational decisions.
(2) State Space: The state space is denoted by X . Each state x ∈ X is defined
by the tuple x = (γ, e), where γ = (γ1, γ2, · · · , γn) is the value of ratios and e =
(e1, e2, · · · , en) is the estimation terms for DGs’ ratios. Here ei = {e1i , e2i , · · · , eni }
is DG i′s estimations for the value of joint ratio γ.
(3) Action Space: Each DG i selects its action ai from its action space Ai, which
will change its ratio and change its estimation through the directed information
exchange among each other. Here, ai = (γ̂i, êi), γ̂i ∈ R indicates the change in the
ratio γi and êi = (ê1i , ê

2
i , · · · , êni ) indicates the change in the DG i′s estimation

term ei. For any DG i, the changes in the estimation terms for some specific DG
k is denoted by the set as êki � {sjiêki→j}j∈N which indicates the estimations
that DG i pass to its neighbors with regard to DG k in the directed information
manner.
(4) State Transition Function: Suppose the states evolve in a deterministic way.
For any specific DG k ∈ N , define the initial ratios γ(0) and initial estimations
e(0) satisfies ∑

i∈N

eki (0) = n · γk(0). (3)



A Game Strategy for Power Flow Control of DGs in Smart Grids 281

Note that satisfying above condition is trivial as eii(0) = n·γi(0) and eji (0) = 0
for any DG i, j ∈ N, i �= j. The state transition function {fi(x, a)}i∈N consists
of two parts. The first part, denoted by {fγ

i (x, a)}i∈N , relates to the transition
of ratio for any agent i ∈ N , and the second part, denoted by {fe

i,k(x, a)}i,k∈N ,
relates to the transition of estimations for any DG i with regard to any DG k.
For any DG i, k ∈ N , given state as xi = (γi, ei), then the two parts in the state
transition function can be described as follows[20]:

fγ
i (x, a) = γi + γ̂i. (4)

fe
i,i = eii + n · γ̂i +

n∑
j=1

sij ê
k
j→i −

n∑
j=1

sjiê
k
i→j . (5)

fe
i,k 
=i = eki +

n∑
j=1

sij ê
k
j→i −

n∑
j=1

sjiê
k
i→j . (6)

It is easily to verified that for all times t ≥ 1 and all DGs k ∈ N , we have

n∑
i=1

eki (t) = n · γk(t). (7)

(5)Local payoff functions : Given γ = (γ1, γ2, . . . , γn) as the joint ratio profile
for n DGs. The average of local payoff functions of DG i′s neighboring DGs are
chosen to act as a new kind of local payoff function for DG i, which is

Ui(γ) =

∑n
j=1 sijUj(γ)∑n

j=1 sij
. (8)

Because the DG may not have the complete knowledge about the true value
of its neighboring DG’ ratios as quickly as possible, especially in systems with
intermittent communication or time delays. So we will make use of the estimation
term e = (e1, e2, . . . , en) in the state space to estimate the true value of ratios.
Accordingly, the DG i′s local payoff function can be rewritten as

Ui(ej |sij=1) =

∑n
j=1 sijφ(e

1
j , e

2
j , . . . , e

n
j )∑n

j=1 sij
, (9)

where φ is the optimization function in (2) for the power control problem. Mean-
while, considering the error caused by the introduction of the estimation items,
thus we will have to minimize the errors so that the global objective can be
achieved. Accordingly, the local payoff function can be written as

Ui(x, a) = Ui(ej |sij=1) + αUe
i (x, a), (10)

where α is a positive tradeoff parameter and

Ue
i (x, a) =

∑n
j=1

∑n
k=1 sij(e

k
i − γk)

2∑n
j=1 sij

. (11)
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4.3 Analytical Properties of State Based Ordinal Potential Games

In this subsection, we will further analyze the analytical properties of the de-
signed game and verify whether it is capable of solving the power control problem
in (2) or not. First, we will verify whether the designed game model is a state
based weakly acyclic game in Theorem 1p.

Theorem 1. Model the power control problem in (2) as the game model in Sec-
tion 4.2 with any positive constant α. Given the potential function as ϕ(x, a) =
ϕφ(x, a) + αϕe(x, a) where ϕφ(x, a) =

∑n
j=1 φ(e

1
j , . . . , e

n
j )/n and ϕe(x, a) =∑n

i=1

∑n
j=1

∑n
k=1 sij(e

k
i −γk)

2/n. Then the game model in Section 4.2 is a state
based weakly acyclic game.

Proof. It is straightforward to verify the state based ordinal game designed in
Section 4.2 is a state based weakly acyclic game.

The potential function ϕ(x, a) captures the global objective of power control
problem. As we know in [17], the designed game will guarantee the existence of
an equilibrium, at the same time, the game model allows the existing learning
algorithms to be directly used to update decisions of DGs[15, 16, 19]. However,
whether the equilibriums are solutions to the power control problem will be
verified in the Theorems 2 and 3.

Theorem 2. Model the power control problem in (2) as the state based weakly
acyclic game proposed in section 4.2 with any positive constant α. Suppose the
communicaiton topology is directed, time-varying, and the sequence of commu-
nication matrixes is sequentially complete, then at the equilibrium point of the
game model, we have ∀i, k ∈ N ,eki = γk.

Proof. The proof process is based on the concept of equilibriums of the game
model[17]. Considering the communication topology is directed, the proof pro-
cess will recursively verify the equivalence of estimation term of any connected
DGs in the directed communication. Combining with the equation (7), the proof
will be completed easily. We will omit the details here.

Next, we will need to examine the relationship between the equilibriums and
the optimal solutions to the power control problem in Theorem 3.

Theorem 3. : Model the power control problem in (2) as the state based weakly
acyclic game proposed in section (4.2) with any positive constant α. Suppose
the communication topology is directed, time-varying, and the sequence of sens-
ing/communication matrixes is sequentially complete, then the resulting equilib-
rium (x, a) =

(
(v, e)(γ̂, ê)

)
is optimal solution to the power control problem.

Proof. Because of space limit, we will omit the proof.

5 Simulation Results

In this section, the effectiveness of the proposed game theoretical framework
will be illustrated. Suppose there are 20 DGs with directed and time varying
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communications, and the desired power output ratio is γ∗ = 0.5 , which is
determined by the high level control in grid.

First, the communication topologies for the power control problem will be
defined as follows: at any time t0, suppose there is only one different DG de-
noted by i, sends its information to all the other DGs, that is, sji(t0) = 1 where
j ∈ N\{i}. It is noticed that information flow among DGs is directed and some
entries in matrix may switch from 1 to 0 intermittently. Therefore, the communi-
cation matrix is asymmetric and time-varying. In order to ensure the total power
output of DGs converges to the expected operational point as well as the system
is robust to time varying and intermittent information conditions, the matrix
sequence St0 , St1 , · · · , Stl corresponding to the topologies should be sequentially
complete. That is to say, in certain time interval [t0, tl], the composite graph over
each of the intervals has at least one globally reachable DG [8, 18]. It is obvious
that the sequentially complete condition can be satisfied in our communication
design and the composite graph has at least one globally reachable DG .

Then, the game framework for the power control problem is established as
follows. For any DG i, its state is defined as xi = (γi, ei), where ei = (e1i , · · · , e20i ),
and eki is DG i′s estimation for DG k′s ratio γk. The action of DG i is defined as
ai = (γ̂i, êi) where γ̂i is the change in the ratio of DG i, and êi = (ê1i , · · · , ê20i )
is the change in the estimation term of DG i. The payoff function for DG i is
defined as follows.

Ui(x, a) =

∑20
j=1 sijφ(e

1
j , e

2
j , . . . , e

20
j )∑20

j=1 sij
+ α

∑20
j=1

∑20
k=1 sij(e

k
i − γk)

2∑20
j=1 sij

, (12)

where α is a positive tradeoff parameter.
In order to solve the power control problem in the framework of state based

weakly acyclic game, the potential function is defined as follows.

ϕ(x, a) =

∑20
j=1 φ(e

1
j , e

2
j , . . . , e

20
j )

20
+ α

∑20
i=1

∑20
j=1

∑20
k=1 sij(e

k
i − γk)

2

20
, (13)

where α is the positive tradeoff parameter.
The dynamics of the power control problem in the game formulation is de-

scribed as follows:suppose at time t, the high level control command DG i to
increase its output power ratio to the desired utilization profile γ∗. Then DG i
distributes the profile γ∗ to its neighboring DGs in the directed communication
topology and commands them to increase their ratios. All the DGs update their
actions by using gradient descent algorithm, and finally asymptotically reach the
same desired utilization profile γ∗ to satisfy the desired total power output.

The power control problem is simulated by applying the framework of state
based weakly acyclic game with the parameter α = 0.2. The results are presented
in Fig. 1. The left figure in Fig. 1 shows the evolution of ratios of the 20 DGs,
and the right figure in Fig. 1 plots the dynamics of the optimization function φ
for the power control problem. Compared with the traditional gradient descent
method, our proposed method will asymptotically converges to the desired value
of 0 by using limited information.
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Fig. 1. Left figure shows the dynamics of the output power ratios of 20 DGs, and the
right figure shows the dynamics of the value of the optimization function φ

6 Conclusions

In this paper, a new theoretical framework for analysis and design of power
control problem for DGs is developed. This framework helps the system designer
to implement the local control laws for DGs with the locality of information
and guarantees the efficiency of the resulting equilibrium with regard to the
global objective of the power control problem. There are two further research
directions: (i) developing systematic procedures for designing the local payoff
functions in the framework of state based games and (ii) exploring the influence
of the parameter α to the dynamics of the game.
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Abstract. Wind power is projected to play an important role in the current and
future power systems. To integrate offshore wind farms to the existing onshore
grid, voltage source converters (VSCs) based high voltage direct current (HVDC)
transmission have drawn considerable interests from researchers and industries.
As the most important variable in a DC system, DC voltage indicates the power
balance between different terminals thus must be maintained in a safe range. To
distribute transmitted wind power among distinct onshore AC grids, different op-
eration modes need to be considered. This paper proposes to interoperate the
backstepping DC voltage control method between various operation modes. DC
cable dynamics are included in the DC voltage controller design to eliminate the
effect of DC transmission line. Simulation is carried out in Matlab/Simulink to
verify the backstepping enhanced DC voltage control method. It is shown that the
transient stability can be improved with the backstepping method.

Keywords: backstepping control, MTDC, VSC, HVDC.

1 Introduction

Wind power is considered to be the most developed renewable energy in the world. By
2013, the wind energy has reached 117 GW installation capacity in Europe [1]. Due
to the space requirement of large wind turbines and limited wind conditions onshore,
offshore wind farms have become the key pillar of future energy for Europe [2]. Inte-
grating a potential large number of offshore wind farms into the existing onshore AC
grid has brought about the application of high voltage direct current (HVDC) transmis-
sion system. HVDC is considered to be more suitable for submarine transmission than
traditional high voltage alternating current (HVAC) due to the intrinsic reactive current
and power loss in an AC cable.

To connect the HVDC cable with AC network, voltage source converter (VSC) works
as an interface to convert power from one side to the other. In an offshore HVDC trans-
mission grid, more than two VSC terminals can connect to the same network. This will
form a multi-terminal HVDC (MTDC) system. For the control of VSC in HVDC sys-
tem, two separate control loops are often implemented using decoupled vector control.
For steady and transient analysis, [3] studied the models of VSC-HVDC. Parameter
uncertainties of a VSC-HVDC system have been studied in [4]. Inner current loop un-
certainties have been considered in [5] and an adaptive backstepping control method

K. Li et al. (Eds.): LSMS/ICSEE 2014, Part III, CCIS 463, pp. 286–295, 2014.
c© Springer-Verlag Berlin Heidelberg 2014
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is proposed. A backstepping power controller is proposed in [6] integrating wind farms,
without considering the DC voltage controller dynamics. For a two terminal HVDC
system, [7] considers the DC cable dynamics based on backstepping method, however,
the effect of inner current loop is not included. An adaptive backstepping design pro-
cedure with both cable dynamics and current loop is presented in [8]. However, these
studies are limited to two terminal systems.

To control the DC voltage in a MTDC system, typical DC voltage control can be
applied on one terminal with droop control on other terminals [9]. Another way is to
share the DC voltage control burden among different terminals using droop control
[10]. When droop control is deployed, the impact of transmission impedance on the DC
power flow has been analysed in [11]. When outrage is occurred in one VSC, the effect
of droop setting on the steady state voltage deviations is studied in [12]. A scheme for
adapting the droop gains to share the burden according to the available headroom of
each terminal is proposed in [13]. [14] proposed three different control strategies and
operation modes for grid side converters in a four terminal HVDC system.

Based on the operation modes in [14], this paper propose a backstepping DC voltage
controller under different modes. This paper is organized as follows. Section II intro-
duces the system model. Three different operation modes for a four terminal HVDC
grid are also outlined. Considering cable dynamics, operation and control of grid side
converters are enhanced with backstepping controllers in Section III. Simulation based
on Matlab/Simulink is carried out to verify the performance of the backstepping method
on DC voltage control in Section IV. Finally, Section V is the conclusion.

2 System Modelling

In this paper, we will work on the system layout structure proposed in [14]. It is a four
terminal HVDC system as shown in Fig. 1. Offshore wind turbines are connected using
local AC cables to form one wind farm. All the active power collected by wind farms
can be transmitted to DC grid if the wind farm AC voltage is controlled steady and
forms a constant AC voltage source. For a long distance under sea transmission, the
two wind farm converters are connected at a conjunction point. From this offshore con-
junction point, power from the two wind farms are transmitted together to the onshore
conjunction point where the power is then delivered to onshore grid 1 and 2 respec-
tively. Two onshore grid side converters (GSVSC) are used to invert DC voltage back
to AC for the AC connection.

Fig. 1. Diagram of a four terminal HVDC system integrating two offshore wind farms
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2.1 DC Cable Model

Each DC cable can be modelled using π sections. From each GSVSC’s view, the con-
nection to the onshore conjunction point is illustrated in Fig. 2. Here the DC cable is
modelled as one π section for simplicity. In Fig. 2, R1, L1 are lumped cable resistance

Cr1 Cs

R1
L1 i1 isir

Us

GS
VSC

Conjunction
point

Fig. 2. DC cable connection from GSVSC to conjunction point

and inductance respectively. Cr1 represents the DC side filter and cable capacitor. Cs is
the capacitor at conjunction point. The two grid side converters will share the same ca-
pacitor at the conjunction point. Each converter can be modelled as a controlled current
source if vector control is applied and the inner current loop dynamics can be ignored.
After the above equivalence, the dynamic model for a four terminal system is shown in
Fig. 3. VSC 1 and 2 represent the grid side converters and VSC 3 and 4 are wind farm
side converters.

i1

us

R1 L1

R2 L2

Cr2

Cr1

R3 L3

R4 L4

VSC
1

VSC
2

VSC
3

VSC
4

i2

ir1

ir2
CS

Rsis

Fig. 3. Dynamic model for a four terminal HVDC system

2.2 DC Voltage Control Modes and Power Dispatch

The operation and control modes for a four terminal HVDC system have been stud-
ied and presented in [14,15]. Here we propose an enhanced backstepping DC voltage
controller based on the three operation modes listed below [14,15].

Mode 1. In the first operation mode, GSVSC 1 has priority over GSVSC 2, which
means unless the power need of GSVSC 1 has been satisfied, there will be no power
transmitted to AC grid 2. Once the wind power exceeds certain level, DC voltage is no
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longer controlled by VSC 1 and will start to rise. VSC 2 then works as a DC voltage
droop controller to deliver the extra power.

Mode 2. In operation Mode 2, the two grid side converters share the wind power gen-
erated according to a pre-determined ratio. This mode can be accomplished using the
DC voltage droop control. Current delivered at each grid terminal is proportional to the
voltage error from a reference value.

Mode 3. Mode 3 is a combination of the above two modes. GSVSC1 has some priority
over GSVSC2 for certain amount of power. After the required amount of power has
been delivered to AC grid 1, the two grid side converters will share the generated power
thereafter.

3 DC Voltage Backstepping Control Design

Here we present a DC voltage backstepping control method, considering cable dynam-
ics. It is based on adaptive backstepping method and works as an enhancement to the
traditional DC voltage controller. For the convenience of a better understanding, the
following state variable errors are defined first.

eus = u∗
s − us, ei1 = i∗1 − i1, eur = u∗

r − ur (1)

3.1 DC Voltage Control

Constant Voltage Control. In order to stabilize the capacitor voltage us, the Lyapunov
function can be chosen as the energy on storage by the capacitor plus the wind farm
power change.

Vs =
1

2
Cse

2
us +

1

ksi

1

2
(is − îs)

2 (2)

ksi is a weighing parameter and can also be shown to be the integration gain. is is
the current from wind farm and îs is the estimated current, for is can not be measured
directly. The first order derivative of Vs needs to be negative in order to satisfy system
stability requirement.

V̇s = eus(−îs + i1) + (is − îs)(− 1

ksi

˙̂is − eus) (3)

assuming that i̇s = u̇∗
s = 0 in a short time interval. If the updating law is chosen as,

îs = −ksi

∫
eusdt, −îs + i1 = −kspeus (4)

where ksp is the proportional gain and ksp > 0. The first order of Vs can be guaranteed
that V̇s < 0 with a desired control law for i1 as:

i∗1 = −kspeus − ksi

∫
eusdt (5)
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Voltage Droop Control. If more than one VSCs are regulating the DC voltage on Cs,
the Lyapunov function can be chosen to ignore the current disturbance from the wind
farm side. Following the same step with a constant voltage controller, this is a voltage
droop controller and ksp is the droop gain.

i∗1 = −kspeus (6)

3.2 DC Cable Backstepping Control

From the DC cable model in Section II, we have the DC cable dynamic equation as,

u̇s =
1

Cs
is − 1

Cs
i1

i̇1 =
1

L1
(us − ur1 −R1i1 + θ1)

u̇r1 =
1

Cr1
(i1 − ir1 + θ2)

(7)

Parameter change in inductor L1, resistor R1 and capacitor Cr1 will cause inequality in
(7), these uncertainties are denoted as θ1 and θ2.

Inductor Control. A new Lyapunov function can be chosen to include this new state
variable and also to include parameter uncertainties θ1.

Vl1 =
1

2
L1e

2
i1 +

1

2kl1i
(θ̂1 − θ1)

2 (8)

where kl1i is an adaptive gain for the parameter estimation θ̂1. i∗1 represents the desired
current and i1 is the actual current. In order to guarantee i1 can follow i∗1, the control
law for ur1 can be deduced from first order derivative of the new Lyapunov function. In
order to make V̇l1 < 0, we choose an updating law as,

˙̂
θ1 = −kl1iei1

L1i
∗
1 − (us − ur1 −R1i1 + θ̂1) = −kl1pei1

(9)

kl1p > 0 is a positive gain. Then by choosing the control law of inductor voltage ur1

as,

u∗
r1 = −L1i̇

∗
1 − kl1pei1 − kl1i

∫
ei1dt+ us −R1i1 (10)

we can make the first order of Vl1 to be V̇l1 = −kl1pe
2
i1 − ei1eur If ei1eur can be

eliminated at the next stage, then V̇l1 = −kl1pe
2
i1 < 0, thus the overall system is stable.

Capacitor Control. In order to eliminate voltage remaining error ei1eur from the pre-
vious stage, the new Lyapunov function considering capacitor Cr1 can be constructed
from previous stage.

Vcr = kcreVl1 +
1

2
Cr1e

2
ur +

1

2kcri
(θ̂2 − θ2) (11)
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where kcre is the weighting parameter for the energy function from the last step, kcri
is the adaptive gain for parameter estimation θ̂2. Similar to the derivative function in
inductor voltage control, we have an updating law as:

˙̂
θ2 = −kcrieur

Cr1u̇
∗
r1 − i1 + ir1 − θ̂2 − kcreei1 = −kcrpeur

(12)

The control reference for the input current to capacitor Cr1 is

i∗r1 = kcreei1 − kcrpeur − kcri

∫
eurdt+ i1 − Cr1u̇

∗
r1 (13)

i∗r1 is the reference current for VSC 1 DC side. Based on the power balance of converter,
if vector control is used in the AC side current control, the reference current for the inner
current loop can be easily obtained from i∗r1.

Cable State Estimation. For the backstepping voltage controller, internal cable states
will be used in some steps. However, not all the cable states can be measured directly
in a usually long distance cable. A state observer can be used to estimate the internal
cable states if the cable parameters are known. The DC voltage ur1 and current i1
can be measured from the grid side terminals. For this one π section cable, only one
state variable us needs to be estimated, hence a linear state observer should satisfy the
requirement. A linear observe can be then built to estimate the remote side DC voltage
us.

˙̂
X = (A− LC)X̂+ Li1 +Bur1 (14)

where L is observer gain.

4 Simulation Study

The proposed adaptive backstepping DC voltage control method is demonstrated in
Simulink. Three operation modes as stated in Section II are investigated through sim-
ulation. The physical parameters of the MTDC system as shown in Fig. 3 are listed in
Table 1. All the four VSC terminals, e.g. two grid side VSCs and two wind farm side

Table 1. Four terminal HVDC transmission line parameters

R1 L1 Cr1 R2 L2 Cr2 R3 L3 Cs R4 L4

0.5Ω 2.5mH 150uF 1Ω 5mH 150uF 0.8Ω 4mH 150uF 1.5Ω 7.5mH

VSCs, have the same power and voltage ratings, at 500 MW, 400 kV respectively. The
two grid side VSCs will work as DC voltage regulators. Both the cable states are es-
timated using state observers. Observer gains are chosen to be [1.67 × 105, 1 × 104]
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based on the cable parameters to give an acceptable response. Parameters for the back-
stepping controller are tuned at each step and are listed as Kl1p = 200, kl1i = 3000,
Kcre = 0.001, kcrp = 0.002, kcri = 0.1.

In the following simulation, both wind farms are equivalenced with lumped current
source. A power step change is incurred in each wind farm at time t = 0.05 and t =
0.15 receptively. Power from wind farm 1 is increased from 50 MW to 200 MW at t =
0.05. Power from wind farm 2 is increased from 100 MW to 250 MW at t = 0.15. As a
step input has an infinite spectrum, thus it can be used to inspect the potential stability
capability of the controller. The two grid side converters are controlled using decoupled
vector control in the current loop. Three different operation modes are modelled to
investigate the voltage and current response of grid side converters.

4.1 Response of Mode 1

In operation mode 1, VSC 1 works as a DC voltage regulator. The reference voltage
is set to be 400 kV. Any power change from the wind farm side is considered to be
disturbance and VSCs are responsible to maintain the DC voltage at a fixed level. If the
injected current exceeds the current limit of converter, VSC 1 can no longer regulate
the DC voltage. Then VSC 2 will work as a DC voltage droop controller to deliver the
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Fig. 4. DC voltage response with input power change in operation mode 1
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extra power. Reference voltage for VSC 2 is set to be 401 kV considering any possible
voltage drop on the transmission cable. Fig. 4 shows the voltage response following
an input power change. Fig. 4 (a) is the voltage response using an adaptive voltage
controller and Fig. 4 (b) is the result from a traditional PI controller. The current limit
for VSC 1 is 1000 A. At time t = 0.05, delivered power is increased from 150 MW
to 300 MW. However, current in VSC 1 is approximately 750 A after the change and
is still under the current limit. Thus no power is delivered to VSC 2. This can be seen
from DC current response in Fig. 5. It can be observed that the backstepping DC voltage
controller can reduce the oscillations caused by power change and the effect on VSC
2. After t = 0.15, power is increased to 450 MW and current in VSC 1 is limited at
1000 A. The DC voltage will start to rise. When the DC voltage is above 401 kV, VSC
2 will work as a droop controller to deliver the extra power. Without considering the
DC cable, the voltage response shows large oscillations. With the help of backstepping
controller, this oscillation can be significantly reduced.

4.2 Response of Mode 2

In mode 2, both grid side converters work as droop controller and deliver power at the
same time. Droop gain is 0.15 for VSC 1 and 0.2 for VSC 2. Reference voltages are
all 400 kV. The voltage responses are shown in Fig. 6. In this mode, injected power
are shared between these two grid side converters. When the DC cable is considered in
the backstepping controller design, the current sharing ratio would be linear with droop
gains around 0.15/0.2 = 0.75.
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Fig. 6. DC voltage response with input power change in operation mode 2

4.3 Response of Mode 3

Mode 3 is the combination of mode 1 and 2. When the current in VSC 1 is below
1000 A, DC voltage is controlled by VSC using PI controller. At time t = 0.15, power
from wind farm side is increased to 450 MW. The maximum power VSC 1 can deliver
solely is around 400 MW according to the current limit. Extra power is shared between
these two terminals. Fig. 7 shows the voltage trajectory when input power changes.
It can be seen that the voltage overshoot can be significantly reduced when using the
backstepping voltage controller.
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Fig. 7. DC voltage response with input power change in operation mode 3

5 Conclusion

In this paper, the DC cable dynamics in a multi-terminal HVDC system has been con-
sidered in the design of DC voltage controller. Based on different operation modes on
the grid side converters, PI and droop based backstepping voltage controllers are con-
structed by including cable states to enhance the dynamic performance. A backstepping
voltage controller is designed by considering one cable element at each step, and a state
observer is used to provide necessary state estimation needed by the controller. Sim-
ulations using Matlab/Simulink have been carried out to compare the performance of
the backstepping controller with traditional controller under different operation modes.
It has shown that with the consideration of cable dynamics, oscillations and overshoot
caused by input power changes can be significantly reduced.
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Abstract. Large capacity supercritical unit automatic power plant startup and 
shutdown (APS) control technology has been a research hotspot in the field of 
plant automation. According to characteristics of general supercritical unit start-
up process, this paper introduces development process of supercritical unit APS 
stimulative simulation based on virtual DCS, including structure design, 
breakpoint design, interface configuration, development of functional groups 
and establishment of database, etc., which realizes auto startup process ranging 
from boiler ignition to full capacity, effectively improves production efficiency 
and makes significant reference value for practical application. 

Keywords: Supercritical unit, APS, stimulative simulation, virtual DCS. 

1 Introduction 

As the rapid development of social economy, supercritical unit power generation 
technology is becoming an inevitable direction of coal-fired power generation in both 
domestic and foreign country while it is also the mainstream of clean energy 
generation technology in last decades [1]. This kind of unit is characterized by its 
multiple inputs and outputs, strong coupling between parameters and serious 
nonlinearity which sets high requirements for both manual operation and management 
[2]. During start-up and shutdown process, if system simply relies on conventional 
control system, unit running safety may be affected by disoperation on the one hand, 
let alone efficiency limit on the other [3]. 

Generally speaking, APS represents automatic power plant start-up and shutdown 
system which automatically completes whole process with little manual intervention. 
It effectively reduces labor intensity, standardizes normal process of start-up and 
shutdown, and avoids various unstable factors, therefore, increases reliability of the 
whole system [4]. 

This paper mainly introduces development process of mega supercritical unit based 
on simulative simulator including structure design, breakpoint design, interface 
configuration, functional groups development, database and interface establishment, 
etc. Cold start-up process is proved in simulation with high efficiency and safety. 
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2 Overall Scheme Design 

2.1 Framework Design 

From the perspective of plant simulation, the whole APS can be divided into three 
layers which are unit logic management layer, functional group stepping procedure 
layer and subsystem step order layer [5] [6]. When it comes to stimulative simulator, 
as the absence of controlled object, virtual DCS is adopted in order to replace 
controlled object model. V-DPU (distributed processing unit) is almost the same as 
real DPU in hardware configuration.The only difference between them is the software 
configuration: V-DPU is not directly connected to IO card in the field which will send 
orders to regular control system and receive feedback from it. Meanwhile MMI (man 
machine interface) will be used to show orders, alarms and feedbacks, etc [7]. 
Detailed framework structure is shown in figure 1. 

 

Fig. 1. System Framework Structure 

2.2 Breakpoint Design 

Currently, APS cannot realize its auto start-up and shutdown without manual intervention 
which is so-called ‘one-click start-stop’, mainly because the general control technology 
of power plant in domestic cannot meet the requirement [8].On the other hand, as the 
application of ‘one-click start-stop’ is few in domestic, relevant experience and 
parameters are extremely insufficient. So, breakpoint is adopted because it is relatively 
more common used and reliable. By cutting the whole process into small procedure and 
keep these precedure related, at the same time, relatively independent, breakpoint will 
ensure APS’ efficiency and safety. Breakpoint details are listed below: 

There are six breakpoints in the starting process which are preparation, cold 
washing, turbine run-up, synchronization and load up. The latter breakpoint will be 
started by manual confirm after the former one is finished. Before APS is started, 
related auxiliary systems must be checked [9]. Every breakpoint contains several 
steps which are specifically shown below:  

Preparation: water supply system in, circulating water system in, water up in 
condenser, oil station of feed pump in,  turbine oil system in, furnace bottom and 
cinder system in, etc. 

Cold washing: condensate system in, condensate Fe<800ppb, condensate water PH 
qualified, water filled in furnace pump, auxiliary steam system in, water load in 
pipeline, shaft seal system in, deaerator heated, furnace opening wash and furnace 
pump dynamic wash, etc. 
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Ignition: specific system in, plasma system recovery, fuel check, plasma ignition, 
turbine bypass system in, separator water Fe<100pbb and main steam 
temperature>271℃, etc. 

Impulse start: lube cooler in, DEH alarm reset, turbine latch-on, and ATC 
selection, speed up tp 3000 r/min, etc. 

Synchronization: Auto-synchronization, HP heater in, coal pulverizing system in, 
fuel mode selection, circulating water pump in, etc. 

Load up: DEH in, steam feed pump in, load up to 300MW, plasma system out, 
load up to full capacity, etc. 

2.3 Control Strategy Design 

Based on parameters offered by simulator, V-DPU in APS needs control strategy to 
realize its logical operation. The whole design process is modularized in order to be 
modified without chain reaction and structured to clearly display its control logic [10]. 

Unit control strategy is realized by functional groups which are intermediate link of 
APS. It can achieve start/stop involved in a certain process by interact with simulation 
model. Typical functional groups contain four steps which are receiving orders, 
checking launch condition, processing orders and sending feedback. Specific system 
startup functional group structure is shown in figure 2. 

 

Fig. 2. Specific System Startup Functional Group 

2.4 Stimulative Simulator Introduction 

SPCS-3000 is a distributed control system which is used in this paper as stimulative 
simulator. Its open architecture, good hardware compatibility as well as large software 
scalability do a great job in realizing process automation and information integration. 

Stimulative simulation technology based on virtual DCS appeared in 1960s. It is a 
combination between simulation technology and DCS technology which provides huge 
help in training operators and optimizing control strategy [11]. With the booming of 
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power plant automation, more demands are asked in qualities of operators and control 
logic optimization, therefore, stimulative simulation technology will become more and 
more important.   

 

Fig. 3. Stimulative Simulation System Structure Chart 

Traditional full scope simulator only considers DCS operator station of power plant 
without engineer station, so, simulation model and control strategy modification cannot 
be realized. While full-exciting simulator, on the other hand, reserves all functions in 
real DCS which is convenient for logic modification and optimization [12]. Its 
software and hardware configuration is also the same as practical operation. However, 
its high cost, complicated structure and long period development prevent its 
application from general power plant. 

Integrated advantages and disadvantages of the above two kinds of simulator, 
stimulative simulator based on virtual DCS reveres all functions in real DCS while 
uses V-DPU instead of DPU to greatly reduce cost. 

3 Implementation of APS Simulation Based on Stimulative 
Simulator 

3.1 Database Establishment 

Database is brain of the whole simulation system which is based on simulation model. 
The parameters of 600MW supercritical unit are listed below: 

Table 1. Virtual Equipment Parameters 

Item Parameter 
Boiler Supercritical once-through Benson boiler 
Turbine Supercritical once reheat HP-IP combined condensing 

steam turbine with single shaft, three overcasing, four 
condenser 

Generator Three phrase non-salient pole synchronization 
generator 

Main Transformer  Double-winding oil immersion copper core single-
phrase transformer group 
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Independent control station will be constructed for data storage. And by using OPC 
server, system will realize communication between data points in SAMA graphic. 

Based on the parameters above, control station of simulator offers four kinds of IO 
card where data point needed will be stored according to its type. Every data point has 
its own number and description which represents its meaning and limitation.  

3.2 Control Strategy 

Software control logic of the system transfers the flow chart above to SAMA graph, 
optimizes its original strategy and uses interface with SCS to get back to its original 
control circuit which implement seamless switching. The SAMA graph is shown 
below: 

 

Fig. 4. SAMA Graph of Spec ific System Startup Allowing Conditions 

 

Fig. 5. SAMA Graph of Primary Air Fan Startup Strategy 

Specific startup functional group contains following details: 

(1) Launch air-preheater A/B; 
(2) Launch induced draft fan A; Interlock auto on; 
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(3) Launch force draft fan A; 
(4) If force draft fan B is not running, set 15% rotor blades of force draft fan 

A; Interlock auto on; 
(5) Launch induced draft fan B; Interlock auto on; 
(6) Launch force draft fan B; 
(7) If force draft fan A is not running, set 15% rotor blades of force draft fan 

B; Interlock auto on; 

3.3 Interface Configuration 

Man-machine interface configuration is necessary to production process management 
and control where operators can operate all kinds of equipment by DCS and using 
keyboard and mouse to set values [13]. Flexible parameter interface shows operation 
status, processing information even malfunction reason on the screen for the sake of 
surveillance, which provides great help to standard operation in practice. What is 
more, the APS interface is close related to its structure which contains launch 
operation menu and shutdown operation menu. Put all operation and control 
information in detailed breakpoint images as well as functional groups and 
subfuctional groups. In the perspective of operators, dynamic operation information 
will be watched on the screen in a long time on one hand, which requires a clean and 
clear image, on the other hand, unit running process must be reflected faithfully which 
needs sufficient amount of information and data. 

APS can be divided into two processes which are start and stop, as a result, the 
images contains launch and shut picture. The general start image is shown in figure 6. 

 

Fig. 6. APS Main Menu Image 

(1) The general start menu of APS has for operational button on the top left corner 
which are allowing conditions: mainly contains auxiliary system running state, 
especially those do not belong to APS; Investment and withdraw: This is the master 
switch of the whole system without which other operation is invalid; Pattern choose: 
the start process ranges from water supply in coagulation filling tank to operation at 
full load and the stop process ranges from load down to unit shut down; Reset; Break 
point choose: choose one break point in six during start process which are preparation, 
cold rinse, firing up, rolling, paralleling in and load-up; choose one break point in three 
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during stop process which are load-down, generator phrased out and generator 
shutdown. Only one break point can be chosen at one time, the next one will reset the 
last. 

(2) Unit mode selection is on the top right corner which is cold start, warm start, hot 
start and extremely hot start. 

(3) Break point: as it is shown in figure 3, six break points have 58 specific steps 
which have two parts: sending orders and receiving feedback. When the step is chosen, 
system will automatically judge allowing conditions and operate virtual equipment if 
permitted. After that, virtual equipment will feed back to APS and system will use it as 
the starting signal of the next step. 

Break Point Information: 
Currently, APS cannot realize its auto start-up and shutdown without manual 

intervention which is called ‘one-click start-stop’ mainly because the general control 
technology of power plant in domestic cannot fit the requirement. On the other hand, 
as the application of ‘one-click start-stop’ is few in domestic, relevant experience and 
parameters are extremely insufficient. So, the system chooses to use breakpoint which 
is relatively more common and reliable. By cutting whole process into small pieces and 
keep these pieces related, at the same time, relatively independent which will ensure 
APS’ efficiency and safety. Break point picture of APS is shown in figure 7. 

 

Fig. 7. Break Point Menu Image 

As it is shown in figure 7, there are three parts listed in APS break point picture 
which are allowing conditions, operation procedure and feedback. The allowing 
conditions includes confirm of the last step, check equipment used in this step. System 
will only operate virtual equipment as described on screen after allowing conditions 
end its task. BACK button will get operator back to main menu. 

4 Conclusion 

With rapid development of supercritical unit, 600MW even 1000MW thermal power 
generating unit will be main force in power production in domestic. However, when 
compared with advanced countries such as Japan and USA, both research and 
application of APS in domestic lag far behind theirs [14]. Under such circumstances, 
this paper introduces development process of mega supercritical unit based on 
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simulative platform including structure design, interface configuration, development of 
functional groups, establishment of database and conventional system interface 
processing, etc. By debugging and simulation, the system is proven effectively increase 
efficiency and makes valuable reference for practice. 
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Abstract. Economic emission dispatch (EED) in the power system is a non-
linear constrained multi-objective optimization problem. In this paper, a new 
chaotic optimization algorithm for solving this complex problem is proposed. 
Two forms of logistic maps and marginal analysis for optimization are used in 
the proposed algorithm. The simulation results obtained by the proposed 
algorithm are compared with those of chaotic optimization algorithm and other 
approaches reported in recent literatures. The comparison results demonstrate 
the effectiveness of the proposed algorithm in solving the multi-objective EED 
problem. 

Keywords: Economic emission dispatch, Chaotic optimization algorithm 
Logistic map, Marginal analysis method. 

1 Introduction 

With the increasing concern over the environmental pollution caused by thermal 
power plants, traditional economic power dispatch can not meet the need for 
environmental protections. Thus, minimum emissions have to be considered as one of 
the objectives along with cost economic in thermal power system, which is called as 
economic emission dispatch (EED) problem. 

The EED problem is a complex non-linear constrained multi-objective 
optimization problem. Traditional methods [1-2] such as weight methods and 
mathematical programming, have limitations for solving multi-objectives EED 
problems, where the problem is converted to a single-objective problem. Recently, 
several Pareto-based multi-objective evolutionary algorithms [3-5] such as genetic 
algorithm (GA), particle swarm optimization (PSO) and differential evolution (DE) 
algorithm have been presented to solve the EED problems. However, these algorithms 
still have the problems of premature convergence and being trapped in the local 
optimum. 
                                                           
* Corresponding author.  
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Due to the easy implementation and special ability to avoid search being trapped into 
local optima, chaos has been a novel optimization technique and chaos-based searching 
algorithms have aroused intense interests [6-7]. In this paper, a multi-objective chaotic 
optimization algorithm (MCOA) is proposed to solve the EED problem, where the 
logistic map in two forms is used to generate chaos sequence and a marginal analysis 
(MA) optimization is developed based on the marginal analysis method. 

The rest of this paper is organized as follows. Section 2 gives the formulation of 
the EED problem. In Section 3, we describe the marginal model of EED problem. 
Section 4 proposes a multi-objective chaotic optimization algorithm. The efficiency of 
proposed approach is validated on test power systems in Section 5. This paper 
concludes with Section 6. 

2 Problem Formulation 

2.1 Objectives Functions 

(i) The Minimum of Total Fuel Cost 
Generally, the fuel cost function of each generating unit is a quadratic function of 
active power output. Thus, the total fuel cost of all generating units is expressed as: 

2

1 1

[ ( )] [ ]min
N N

eco eco

i i i i i i
i i

C P a P b P cF
= =

= = + +                          (1) 

where ecoF  is the total fuel cost, iP  is the active power output of the thi  unit, N is 

the number of generating units, ( )eco
iC P  is the cost function of the thi  unit, and 

ia , ib  and ic  are the cost coefficients of the thi  unit. 

(ii) The Minimum of Total Emission 
The emission of atmospheric pollutants generated by each generating unit can be 
mathematically modeled as a quadratic function of active power output. Thus, the 
total emission of all generating units can be expressed as: 

2

1 1

min [ ( )] [ ]
N N

emis emis
i i i i i i

i i

F C P P Pα β γ
= =

= = + + 
 

                    (2)

 

where emisF  is the total emission, ( )emis
iC P  is the emission function of the thi  unit, 

and iα , iβ  and iγ  are the emission coefficients of the thi  unit. 

2.2 Constraints 

(i) Power balance constraints 

1

N

i D L
i

P P P
=

= +
 
                                       (3) 

where PD is the load demand of the power system, and PL is the transmission loss. 
The transmission loss PL 

can be calculated as: 
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1 1

N N

L i ij j
i j

P PB P
= =

=                                  (4) 

where Bij is the element transmission of transmission loss coefficient matrix B. 
(ii) Active power operating limits 

min max
i it iP P P≤ ≤    i N∈                             (5) 

where min
iP and max

iP  are the minimum and maximum active power outputs of the 

thi  unit, respectively. 

3 Marginal Model of EED Problem 

Marginal analysis method (MA) [8-9] is a quantity analysis method widely used in the 
modern western economics and can help decision makers to determine the correct 
economic decision. Based on this concept, the marginal functions of fuel cost and 
emission of the thi generating unit based on Eq. (1)-(2) can be represented as follows. 

(i) Marginal Fuel Cost 

2 2

( ) ( 1)

( ( 1) ( 1) )

2 ,

eco eco eco
i i i

i i i i i i i i i i

i i i i

M C P C P

a P b P c a P b P c
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= + + − − + − +
= − + ∈

              (7) 

(ii) Marginal Emission 

2 2

( ) ( 1)

( 1 ( 1) )

2 ,

emis emis emis
i i i

i i i i i i i i i i

i i i i

M C P C P

P P P P

P i N

α β γ α β γ
α α β

= − −

= + + − − + − +
= − + ∈

（ ）            (8) 

From Eq. (7) and Eq. (8), the marginal functions of the fuel cost and emission are 
linear and monotonic increasing. 

4 Multi-objective Chaotic Optimization Algorithm 

4.1 Initialization of the Population 

The population of MCOA consists of NP N-dimensions real-valued parameter vectors 
denoted as Pi=[Pi,1,Pi,2,…Pi,j,…,Pi,N] Pi N j N∈ ∈ , where NP is the size of 

population and N is the number of generating units. 

The thj  element 0
jP  of initial individual 0P  is randomly generated between the 

lower and upper bounds of the problem shown as:  

0 min max min( ),j j j jP P r P P j N= + − ∈                            (9) 

where r is a random generated number between 0 and 1 uniformly distributed. 
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4.2 Marginal Analysis Optimization  

The procedure of marginal analysis optimization operator is described as follows: 
Step 1: Constraints handling for active power operating limits 

If any element of new generated solution violates the active power operating limits, the 
following procedure will applied to modify its value to satisfy the inequality constraint. 

min min

min max

max max

i i i

i i i i i

i i i

P if P P

P P if P P P i N

P if P P

 <


= ≤ ≤ ∈
 >

                  (10) 

Step 2: Calculate the difference Pdiff of individual xi 
Calculate PL by Eq. (4). Then, the difference Pdiff of individual xi can be calculated as: 

1

N

diff i D L
i

P P P P
=

= − −                                    (11)

 
Step 3: Get new load increment 

The new load increment ( 'step ) is calculated as: 

min( , ) 0
'

max( , ) 0
diff diff

diff diff

step P if P
step

step P if P

>=  − <
                    (12)

 
Step 4: Load dispatch 

First, sort all generating units by the values of marginal fuel cost and marginal 
emission, which are calculated by Eq. (7) and Eq. (8). Get the number, denoted as j, 
of the unit with minimum marginal fuel cost and marginal emission. Then, update the 
value of the jth element of individual xi as follows: 

' 'j jP P step= +                                   (13) 

Step 5: Stopping rule 
If stopping criteria are met, the optimization process is stopped; otherwise go to step 1. 

4.3 Chaotic Mutation Operation 

The chaotic mutation operation generates chaos sequence by the well-known logistic 
map in two forms. 

(i) Logistic1 [6] 

1 1 (1 ) (0,1)n n n nx u x x x+ = − ∈                          (14) 

where xn is the value of the chaotic variable x at the nth iteration, u1 is the so-called 
bifurcation parameter ( 1 (0, 4]u ∈ ), and the initial value x0 is generated randomly 

between 0 and 1, with 0x ∉{0.25, 0.5, 0.75}. 

(ii) Logistic2 [10] 
2

1 21 (-1,1)n n nx u x x+ = − ∈                          (15) 

where u2 is the bifurcation parameter ( 2 (0,2]u ∈ ), and the initial value x0 is generated 

randomly between -1 and 1, with 0x ∉{-0.5, 0, 0.5}. 
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4.4 Implementation of MCOA for EED Problem 

Generally, the key steps of the proposed MCOA for solving the EED problem can be 
described as follows: 
Step 1: Initialize population. 
Step 2: Marginal analysis optimization. When the new binary population generated 
violates system constraints, marginal analysis optimization is used to modify its value 
to satisfy system constraints. 
Step 3: Chaotic mutation. To overcome the premature convergence and being trapped 
into local optimum in the optimization procedure, chaotic mutation operation 
generates new individuals by two logistic maps.  
Step 4: Selection [11]. Evaluate the fitness of target individual and the corresponding 
trial individual and select the better one as offspring individual, which become the 
new thi  individual of next generation. 

Step 5: Stopping rule. If stopping criteria are met, the search process is stopped and 
return the best compromise solution [12]; otherwise go to step 3. 

The flow chart of MCOA is shown in the Fig. 1. 

 

Fig. 1. The flow chart of MCOA for EED problem 
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5 Simulation Results 

The test system consists of six generating units with transmission losses. The detailed 
data of generating units are derived from [13], which are given in Table A in 
Appendix as well as the transmission loss coefficients B. This system has three power 
demands, i.e. 500MW, 700MW and 900MW. The population size NP, the maximum 
number of generations Gmax, u1 and u2 are selected as 20, 100, 4 and 2, respectively. 
The different load increments (step) under three load demands are selected by trial 
and error as 29, 59 and 80, respectively. In this paper, the MCOA with logistic1 is 
denoted as MCOA (1) and that with logistic2 is denoted as MCOA (2).  

To verify the advantages of the proposed MCOA for solving EED problem, the 
error is calculated as follows: 

1 1 1

N N N

i D i ij j
i i j

error P P PB P
= = =

= − −                                  (16) 

The simulation results of the proposed approach are compared with those obtained 
by using COA [14], NR [15], FCGA [16], NSGA-II [13] and BBO [17], as shown in 
Table 1-3. In these tables, the transmission loss and the errors calculated by Eq. (16) 
with different algorithms are also illustrated. 

Table 1. Simulation solutions of different algorithms (PD =500MW) 

Algorithm P1(MW) P2(MW) P3(MW) P4(MW) P5(MW) P6(MW) Fuel cost($/h) Emission(kg/h) PL error 

NR 59.8730 39.6510 35.0000 72.3970 185.2410 125.0000 28550.1500 312.5130 15.4505 1.7115 

FCGA 65.2300 24.2900 40.4400 74.2200 187.7500 125.4800 28231.0600 304.9000 17.4107 -0.0007 

NSGA-II 54.0480 34.2500 54.4970 80.4130 161.8740 135.4260 28291.1190 284.3620 20.5077 0.0003 

BBO 49.8940 33.9080 62.9870 82.8810 153.4050 139.0324 28318.5060 279.3092 23.5364 -1.4290 

COA 51.8960 23.2615 55.0767 56.4543 183.3342 152.0892 28250.3643 303.9951 22.1116 0.0003 

MCOA(1) 49.4884 36.4505 40.1211 68.8950 179.7653 143.9110 28186.7739 300.9747 18.6313 0 

MCOA(2) 48.4105 34.9770 35.3036 90.0968 185.2296 125.0000 28202.2589 303.4835 19.0177 -0.0002 

Table 2. Simulation solutions of different algorithms (PD =700MW) 

Algorithm P1(MW) P2(MW) P3(MW) P4(MW) P5(MW) P6(MW) Fuel cost($/h) Emission(kg/h) PL error 

NR 85.9240 60.9630 53.9090 107.1240 250.5030 176.5040 39070.7400 528.4470 31.4573 3.4697 

FCGA 80.1600 53.7100 40.9300 116.2300 251.2000 190.6200 38408.8200 527.4600 32.8547 -0.0047 

NSGA-II 86.2860 60.2880 73.0640 109.0360 223.4480 184.1110 38671.8130 484.9310 36.2336 -0.0006 

BBO 84.0180 61.9268 78.7284 110.9188 211.9852 187.8924 38828.2660 476.4080 38.7216 -3.2520 

COA 77.9782 62.4097 35.7078 134.6418 246.5554 175.3184 38523.5052 527.7306 32.6119 -0.0006 

MCOA(1) 78.9964 52.1021 49.6211 106.0974 254.0107 193.0799 38391.6773 524.0455 33.9078 -0.0002 

MCOA(2) 75.5839 44.5263 56.8193 108.2143 255.0854 197.3753 38407.1234 525.9266 37.6045 0 
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Table 3. Simulation solutions of different algorithms (PD =900MW) 

Algorithm P1(MW) P2(MW) P3(MW) P4(MW) P5(MW) P6(MW) Fuel cost($/h) Emission(kg/h) PL error 

NR 122.004086.5230 59.9470 140.9590325.0000220.063050807.2400 864.0600 48.4269 6.0691 

FCGA 111.400069.3300 59.4300 143.2600319.4000252.110049674.2800 850.2900 54.9258 0.0042 

NSGA-II 120.058785.2020 89.5650 140.2780288.6140233.687050126.0590 784.6960 57.4041 0.0006 

BBO 115.7087100.7550 101.4450 145.0146282.0580212.417050297.2710 765.0870 62.4631 -5.0648 

COA 110.871074.8440 57.4834 137.7023316.9887256.293249700.5409 848.4713 54.1838 -0.0012 

MCOA(1) 103.277380.4243 68.0382 136.4611325.0000242.282949650.9139 840.8469 55.4838 0 

MCOA(2) 95.3523 78.3287 77.5504 132.0115325.0000252.668349673.7254 846.4997 60.9112 0 

 
Table 1-3 show that the proposed MCOA can find better fuel costs and emissions 

than NR, FCGA and COA. Compared with NSGA-II and BBO, MCOA achieves 
better fuel costs but poorer emissions and these solutions obtained by MCOA, NSGA-
II and BBO are non-dominated solutions. From Table 1-3, it is also observed that the 
errors of MCOA under two logistic maps are least among seven algorithms. 
Meanwhile, the results of MCOA (1) are better than that of MCOA (2). Therefore, it 
is fair to claim that the proposed MCOA under two logistic maps can effectively solve 
the EED problem, and its performance is superior over other algorithms. 

6 Conclusions 

The EED problem is a non-linear multi-objective minimization problem with two 
conflicting objectives subject to various equality and inequality constraints. A multi-
objective chaotic optimization algorithm is developed to solve the EED problem, 
where a marginal analysis optimization operator is developed and a chaotic mutation 
operation generates chaos sequence by the logistic map in two forms. Compared with 
other algorithms in recent literatures, the results demonstrate that the MCOA has good 
performance in solving the EED problem and outperform other algorithms. 
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Appendix 

Table A. Fuel cost coefficients and emission coefficients 

Unit Fuel cost coefficients Emission coefficients Pmin
 

(MW) 
Pmax

 

(MW)a($/hMW2)b($/hMW)c($/h) α(kg/hMW2)β(kg/hMW2)γ(kg/h) 
1 0.15247 38.53973 756.79886 0.00419 0.32767 13.8593210 125 
2 0.10587 46.15916 451.32513 0.00419 0.32767 13.8593210 150 
3 0.02803 40.39655 1049.997700.00683 -0.54551 40.2669035 225 
4 0.03546 38.30553 1243.531100.00683 -0.54551 40.2669035 210 
5 0.02111 36.32782 1658.569600.00461 -0.51116 42.89553130 325 
6 0.01799 38.27041 1356.659200.00461 -0.51116 42.89553125 315 
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The transmission loss coefficients B are: 

0.002022 0.000286 0.000534 0.000565 0.000454 0.000103
0.000286 0.003243 0.000016 0.000307 0.000422 0.000147
0.000533 0.000016 0.002085 0.000831 0.000023 0.000270
0.000565 0.000307 0.000831 0.001129 0.000113

B

− − − − −
− − − −
− −

−
=

− −0.000295
0.000454 0.000422 0.000023 0.000113 0.000460 0.000153
0.000103 0.000147 0.000270 0.000295 0.000153 0.000898

 
 
 
 
 
 
 
 
  

− − −
− − − −
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Abstract. This paper presents a direct explicit method of the fingerprint 
positioning for indoor wireless network. In data collection, for the purpose of a 
reliable and stable signal, a feedback filter is added to the sampler. In 
positioning phase, the location clustering technique is used to exclude invalid 
reference points. Then a matching algorithm based on RSSI correlation 
coefficient is proposed, which can improve positioning accuracy. The example 
in the paper illustrates the effectiveness of the proposed positioning scheme.  

Keywords: RSSI, fingerprint positioning, location clustering, matching 
algorithm. 

1 Introduction 

In recent years, the indoor positioning techniques have been well developed, due to its 
potential applications such as emergency rescue, library guidance and target tracking. 
In outdoor environment, global positioning system (GPS) can obtain accurate 
positioning results. However, because of the building block, GPS-based positioning 
methods cause large error when they are used in indoor environment. Moreover, it is 
difficult to get a suitable signal transmission when indoor environment is complicated 
and changeable. 

There are many different indoor positioning methods for wireless network[1], for 
example, time-based positioning[2], angle-based positioning[3], received signal 
strength indicator(RSSI) based modeling positioning[4, 5, 6] and RSSI-based 
fingerprint positioning[7, 8, 9, 10, 11, 12, 13]. In current indoor positioning systems, 
the approaches of RSSI-based modeling positioning and RSSI-based fingerprint 
positioning are relatively mature. Though the approaches of RSSI-based modeling 
positioning are convenient and easy to implement, the signal strength will be largely 
affected by building blocks. By setting up a fingerprint database, the effects of 
complicated and changeable environment can be greatly reduced in RSSI-based 
fingerprint positioning schemes. 
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The researches on fingerprint positioning were presented in the references  
[10, 11, 12], where k-nearest neighbor matching algorithm was used to search for K 
neighbor closest between classes of reference points and locate measured point based 
on Euclidean distance. However, the estimated values of measured points’ 
coordinates were calculated by averaging the coordinates of valid reference points 
which may decrease the accuracy. A conception of RSSI-similarity degree was 
introduced in the references [13], which was used as weight factors to estimate the 
coordinates of measured points. However, the disturbances of RSSI values have not 
been excluded, so it is not very practical to be implemented in wireless network. 

In this paper, we further develop the researches on RSSI-based fingerprint 
positioning schemes, which were presented in the references [10, 11, 12, 13]. In data 
collection, the feedback filter is used to obtain reliable and stable RSSI values. In 
positioning phase, with the aid of position clustering technology, we deal with the 
data on reference points, and reduce the amount of computation and exclude the 
invalid positioning data. Then a matching algorithm based on RSSI correlation 
coefficient is proposed, which can match the parameters of measuring point to that of 
reference point, and improve positioning accuracy. By testing and verifying the 
example, it shows that the results of the system are satisfactory. 

2 Fundamental of Fingerprint Positioning Scheme 

Due to the dependence of geographical environment, each site exhibits its uniqueness 
when signals transmit. This uniqueness is called fingerprint which means that there is 
only one RSSI vector for a certain site when the base stations have been set. 
Fingerprint positioning schemes behave well on the aspect of positioning accuracy 
since building blocks are considered. Thus, it seems suitable to apply fingerprint 
positioning schemes to indoor environment. 

 

Fig. 1. The function diagram of fingerprint positioning scheme 
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Commonly, the fingerprint positioning scheme can be divided into two phases, 
including fingerprint data collection phase and fingerprint positioning phase. The 
function diagram is shown in Fig. 1. 

3 Fingerprint Data Collection 

3.1 Setup of Fingerprint Database 

Assume that there are several base stations, and the locations of reference points are 
known. In data collection, each reference point collects RSSI values sent by every 
base station. Combining collected values with the reference point’s location, one can 
get a vector, which is called fingerprint. For the reference point i , the fingerprint is 
shown as follow: 

1( , , , , , , ),   1,2, , ;   1, 2, ,i i i ij imx y RSSI RSSI RSSI i n j m= =     

Where ijRSSI denotes RSSI value sent from base station j  to the reference point i , 

( )ii yx , is the location of the reference point i . n  is the amount of reference points 

and m  is that of base stations.  
Nowadays, most of fingerprint based positioning systems sample point by point 

when setting up fingerprint database. If there are few reference points, the positioning 
accuracy may be reduced. However, dense reference points may increase the 
computation so that computing time is longer and it is hard to obtain real time 
positioning. Thus, the setup of fingerprint database is essential to fingerprint based 
positioning, and it can directly affect positioning accuracy. 

3.2 The Model of RSSI 

Consider signal loss and the disturbance of indoor environment, the lognormal 
model[11] is used in the algorithm, which can be described by 

    0 0( ) ( ) 10 lg( / )RSSI d RSSI d d d Xσβ= − +  (1) 

Where 0d  is the reference distance, β  is attenuation coefficient, σX  is disturbance 

of indoor environment. 
According to Eq.(1), one can know that the distance between measured point and 

base station is longer when the RSSI value is larger, with constant attenuation 
coefficient β  and transmitted signal strength value. 

3.3 Signal Processing 

In wireless network, RSSI value is highly vulnerable to the impact of external 
disturbance such as shade influence and multipath effect. In order to improve the 
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accuracy of fingerprint positioning algorithm and obtain reliable and stable RSSI 
value, filter is used for processing primary signals. 

There are many well-developed filtering schemes for excluding disturbing signal 
such as average filtering, feedback filtering and so on. Average filtering needs to 
sample a large amount of signals, which may lead a large time delay. Comparing with 
average filtering, feedback filtering updates data there is a new sample value. Thus it 
is practicable to add feedback filtering into real time positioning, and the filtering 
principle is shown in Eq.(2). 

    
( ) ( )1)1()( ' −⋅−+⋅= nRSSInRSSInRSSI ijijij αα  (2) 

Where ( )nRSSIij
'  is the n -th sampling RSSI value, ( )nRSSIij

is RSSI value through 

n times feedback filtering, and [ ]1,0∈α  is the proportion of sampling values. 

Moreover, a larger proportion α results a faster data update. In general, α is no less 
than 0.75. 

4 Fingerprint Positioning 

4.1 Location Clustering 

In positioning phase, if we match the parameters of measured point with that of all 
reference points, the computation will be really large. Hence, location clustering 
method is used to exclude invalid positioning data.  

When there are numerous reference points in consider, the threshold is added to 
select the reference points which have similar RSSI value with measured point. 
Assume that threshold 

TΔ  is nonnegative, for base station j , one has 

       TijMj RSSIRSSI Δ≤−  (3) 

Where 
MjRSSI  is the RSSI value that measured point has received. The reference 

point i is regarded as valid reference point 
iV when Eq.(3) is fulfilled for all 

{ }mj ,,1= . 

4.2 Matching Algorithm 

The value of RSSI could reflect the correlation between valid reference point and 
measured point. When the valid reference point is close to the measured point, the 
environment nearby is similar, that is, their RSSI values are similar. Thus, one  
can determine the distance from valid reference point to the measured point by  
RSSI-based correlation coefficient. 

Assume that there are m  base stations, the measured point is M , the valid 
reference point is 

iV . The correlation coefficient between M and 
iV is defined as 
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Where 
MjRSSI and 

jVi
RSSI are the RSSI value measured point M  and valid reference 

point 
iV  have received from base station j , respectively. From Eq.(4), one can obtain 

that the correlation coefficient is larger when the point M  and 
iV  are nearer. 

Therefore, the measured point )ˆ,ˆ( yx can be estimated as 
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5 Simulation Example 

In this section, an example is provided to validate the effectiveness of the method 
proposed. Consider a room with 4 meters length and 4 meters width, where 7 base 
stations are set. Assume that the number of measured points is 25. The positioning 
results are shown in Fig.2. The average positioning error is 0.2714m. One can find 
that the accuracy of positioning is really low. Then the number of reference points is 
increased to 153, and the results are shown in Fig.3. The average positioning error is 
0.2071m.  

    
Fig. 2. The number of reference points is 25  Fig. 3. The number of reference points is 153 
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Noted that the more reference points are, the more accurate the positioning results 
are, when compare Fig.3 with Fig.2. Given that reference points’ number is 285, the 
results are shown in Fig.4. The average positioning error is 0.1523m. 

 

Fig. 4. The positioning results with 285 reference points 

Fig.4 shows that the positioning accuracy is higher than that shown respectively in 
Fig.3 and Fig.2. However, when the number of reference points is considerably 
increased compared with Fig.3, it is obvious to know that the complexity of 
computation is larger, that is, the computing time is longer. So it can serve as the 
trade-off between accuracy and computing time. 

6 Conclusion 

In this paper, a direct explicit method of the fingerprint positioning for indoor 
wireless network is proposed. Location clustering technique is used to exclude invalid 
reference points, and a matching algorithm based on RSSI correlation coefficient is 
presented, which can improve positioning accuracy. The simulation example shows 
the effectiveness and simplicity of the proposed positioning scheme. 
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Abstract. A novel method of closed-loop test simulation for power plant AVC 
system on RTDS(Real Time Digital Simulator) is presented. The proposed 
closed-loop test simulation plat includes real time digital simulator models, 
power plant AVC system and RTU. System models include system plat model 
and central control system model which is built upon components library on 
RTDS. The proposed test method will test the AVC system in all system 
conditions and because of the use of RTDS,the test can be both accurate and 
credible.A real case is tested to verify the validity of the proposed method.  

Keywords: Power system, Real time digital simulator (RTDS), Power plant 
AVC system, Closed-loop test. 

1 Introduction 

It is reactive power optimization and compensation of the power system that compose 
the important component of the safe and economic operation of power system. By 
rational allocation of reactive power and the reactive load compensation, it can not 
only maintain the voltage level and improve the stability of power system operation, 
but also reduce the loss of network which can make the power system operate safely 
and economically. In the traditional model which is controlled and managed by the 
voltage, the reactive power from generator and high voltage of bus are primarily 
adjusted manually by the operator in the power plant according to the requirement of 
the system. The method of adjustment can only guarantee the qualified voltage of 
some nodes in part time, while it is far from the economic operation and reliable 
power supply of power system. 

Power plant automatic voltage control system utilizes the technologies of advanced 
electron, network communication and automatic control, receives bus voltage 
commands issued by dispatch center of provincial power online and tracking controls 
automatically reactive power of generator or high side real-timely. Power plant AVC 
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system can also control the rational flow of the reactive power area effectively and 
enhance the stability and security of the power system operation so that the quality of 
voltage has been ensured, the integral level of power network has been improved, the 
loss of active power has been decreased, the economic benefic has been exerted fully 
and at the same time the working intensity of the operators has been reduced. 

The primary system of field operation imitated power plant in the real-time 
simulation system has been established in this paper, which sets up the closed-loop 
operation system between power plant AVC system and the real-time digital 
simulation system by making use of the characteristics and tests the functions by 
simulating the operational methods online of power plant AVC system. 

2 The Introduction of Power Plant AVC System 

2.1 System Structure 

The main station and substation are involved in power plant AVC system and the 
former is installed in the dispatch center of regional network while the latter in the 
side of the power plant. The main station sends the voltage controlling commands of 
nodes to the substation according to the calculation of reactive power optimization 
and receives the feedback information of the substation. The substation is functionally 
divided into upper computer and lower computer. Upper computer, known as the 
central control unit, including the host and backup, is responding for receiving the 
commands of the main station and analyzing the current operation conditions, 
calculates and deals with tasks. Lower computer, also called executive termination, is 
the actuator of the regulating system, receiving the commands from the central unit  
 

 

Fig. 1. AVC system structure scheme 
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and emitting adjusted instructions and auxiliary to the generators and the controlled 
commands from the DCS monitoring system of generators. The structure scheme of 
AVC system can be described in Figure 1. 

Bus voltages are stabilized by the AVC substation adjusting reactive power from 
generators. The exciting current influences the reactive power and terminal voltage. 
The reactive power and terminal voltage will increase or decrease when the exciting 
current changes, which is achieved by adjusting the given voltage value of the 
excitation regulator AVR. The dispatch center of the main station issues the goal if 
voltage controlled and every once in a while sends bus voltage commands to some 
certain generator units and power plants and the commands and real-time data 
collected by RTU are received by the data communication processing platform of the 
power plant which sends the data to the substation by the communication network. 
Considering about the system, equipment failures and all limits of AVR and shutting, 
the substation calculates and provides adjusting schemes within the scope of the 
generator capacity in the current operation, then sends controlling signals to the 
excitation regulation or DCS or ECS, which can increase or decrease the given values 
of the excitation regulator to adjust reactive power of the generator, so that it can 
make the bus voltages maintain the range of dispatch center given. 

2.2 Control Method 

The measured AVC system adopts three-level voltage control modes in this paper. 
The primary voltage is controlled by the unit control. The generator excitation 
regulator is the controller, of which the control time is usually milliseconds to 
seconds. The control equipments are changed as close as possible to set compensation 
voltage fast and randomly by keeping output whose action is to ensure that the 
terminal voltage is equal to the set in the primary control. The second voltage is 
controlled by the local, of which the control time is approximate seconds to minutes. 
The reactive power of voltage automatic control devices are the controller, the main 
purpose of which is to coordinate the primary controller and ensure that the bus 
voltage is equal to the set. If the control targets have deviations, the controller if 
second voltage will change the set values of primary controller according to the preset 
control rules. The third one is the global control and its time constant is about minutes 
to hours. With the optimization target of system security and economic operation, the 
optimization results are given to each plants and then to the second controller as for 
the tracing target. 

3 The Theory of Closed-Loop Test for Power Plant AVC 
System 

The power plant AVC system based on real time digital simulation system includes 
three parts namely real-time digit system models, power plant AVC system and RTU. 
System models include system plat model and central control system model which are 
built by power and operation system components. The system output voltages and 
currents which are collected and inverted into IEC101 rule data by RTU real-timely,  
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then are transmitted by the data buses to the substation. The control commands will 
return to AVC system in order to realize closed-loop test plat construction after AVC 
system calculating the control strategy. The diagram can be seen in the Figure 2. 
 

 

Fig. 2. Theory for power plant AVC system closed-loop test simulation plat 

In the Figure 2, the real time digital simulation system which is used to simulate 
the characteristic electric changed of the controlled plants includes three parts: the 
first is the simulation of electrical system, that is to simulate electrical characteristic 
of plant real-timely based on the models and parameters of power plants; the second 
is simulating the monitor system of AVC system, namely simulating the monitor 
system voltage and reactive controlled of plant in DCS and the last is to provide 
communication interface between the system and RTU and AVC. 

The models established in the real time digital simulation includes system plat 
model and central control system model, while system plat model includes primary 
system and excitation system. Central control system model is the integrated control 
system of the plant, which can display system data operating and receive input 
commands by the users. The real-time data of real time digital simulation system are 
collected by the RTU in time, then sent to the master control and inverted into 
IEC101 rule data which are sent to upper computer of the substation system.AVC 
main station of provincial dispatching gives control commands to AVC remote 
controls, then the upper computer of the substation accepts the control instructions of 
each unit by calculating the control strategy and sends to the lower computer, that is  
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to say terminal which outputs increase or decrease excitation commands to real time 
digital simulation system to control reactive power generation to realize closed-loop 
plat construction. 

4 The Remote Terminal Unit RTU 

RTU is mainly used for calculation, transformation and coding of analogs in closed-
loop test, which receives analog voltage and current of plant and switch values 
whether generator-transformer unit is grid-connected. The voltage and current rms, 
active and reactive can be achieved by calculating, and these analogs and switch 
values are coded, then sent to upper computer of the substation by IEC101 rule. It 
contains two parts i.e. Communication manager and monitoring unit. The latter one is 
responsible for gathering analog data such as voltage and current, then sends to the 
former one to dispose and transform all data. The data transformed are sent to AVC 
system by the communication manager. 

5 The Hardware Link for Power Plant AVC System Closed-   
Loop Test System  

AVC system closed-loop test includes hardware connection shown in Figure 3 and 
software modeling in the real time digital simulation system. 
 

 

Fig. 3. Scheme of hardware link for power plant AVC system closed-loop test system 



Closed-Loop Test Method for Power Plant AVC System Based on Real Time 325 

 

As Figure 3 shown, multi-channel analog outputs of real time digital simulation are 
connected to monitoring unit of RTU. The data collected by monitoring unit timely 
are sent to communication manager and the transformed data are sent to AVC system. 
Calculated by AVC system to get control strategies, terminal will send control 
demands to real time digital system. As IEC-104 rule test software of configuration of 
provincial dispatching AVC main station and Tsinghua AVC main station software in 
AVC system, portable computer is to simulate AVC main station, which sends target 
instructions to substation according to IEC-104 rule software and receives the status 
information of AVC substation. 

6 System Modeling 

In this paper the system model set in RTDS includes system platform model and the 
central control system model, while the system platform model contains the model of 
primary system and control system model. 

6.1 Primary System Modeling 

The primary system model simulates the primary system, which contains generators, 
two winds transformers, equivalent circuit, equivalent sources, equivalent load and 
secondary side measuring system a certain power plant. There are bus A and bus B in 
the simulating system. Each of them reserve two generator-transformer units, the 
outlets of the power plant are simplified as two equivalent circuit and the system side 
is simplified as an equivalent source. Secondary side measuring system includes 
telemeter spots and measured quantity. 

The primary side models in RTDS contains generators, transformers, lines, 
sources, loads, PT and CT. The settable parameters in the models of generator are 
capacity of the generator, reactance parameters, time constant, voltage classes and so 
on. The settable parameters in the models of transformer are voltage classes, basic 
frequence, leakage reactance, no-load loss, etc. Loads are set as dynamic constant 
power models that can be changed according to the experiment. 

6.2 Control System Model 

Control system model contain the control of the units excitation system and the AVC 
excitation control system. To control the generator excitation system, including the 
reception of increasing and decreasing excitation as well as the control logic, on the 
one hand, it’s doable to control by manual adjustment, on the other hand control by 
the outside AVC instruction is also available. Control system can also accomplish the 
control the active and reactive power output by the user commands sending from the 
central control system. After the above steps about platform models and 
corresponding sub models as well as the parameter setting, it’s ready to compile the 
model and simulate the operation of the power plant. 
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AVC increase and decrease excitation system, on account of the AVC sending 
increase and decrease signal simultaneously, set up a control loop to distinguish 
increase or decrease. 

6.3 Central Control System Model 

Central control system, simulating the power plant centralized control center, is set up 
by the operation components in RTDS. Central control system model can display the 
running data of the system, which includes each bus voltage, the active/reactive 
power output of each generator, each winds’ active/reactive power output of each 
transformer, the increase and decrease magnetic signal states of each generators, etc. 
Besides, by changing the generator phase angle manually, we can change the 
active/reactive power output of each generator, consequently changing the system 
operation condition. Excitation control model of the system can be tested by changing 
the increase or decrease signal manually. 

6.4 System Modeling Process 

System modeling steps are as follows: 
1) Create a new construction system model file and save; 
a) Build models of generator, steam turbine, transformer, breaker, load and connect 
them according to the electrical relationship;  
b) Set various parameters of the models and circuit breaker signal; 
c) Construct control models of each generator excitation; 
d) Construct control model of AVC monitoring system; 
e) Construct control model of dynamic loads; 

2) Complete the system platform construction of the model; 
3) Create central control system and save the file; 
a) Build the primary grid structure of the power plant; 
b) Display the parameters of the system platform model which include bus voltage, 
generator active/ reactive output, breaker switching status, load switching status 
through meters or indicator lights; 
c) Model each circuit breaker; 
d) Model each dynamic load switcher; 
4) Complete the construction of central control system model; 
5) Debug the system to finish modeling the software of Close-loop test system. 

7 Close-Loop Test Methods of the AVC System 

Close-loop test methods of the AVC system are as follows: 
1) In order to operate system, complete the system modeling and establish a hardware 
loop connection; 
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2) Test the fundamental function, safety performance as well as communication 
performance of the established model in accordance with the outline of tests which 
ruled in the power plant AVC operation manual; 
3) Review test result. 
In this study, we modeled the primary grid structure from a certain power plant. Build 
primary system model in RTDS software platform which contains generator model, 
two-winding transformer model, load model, equivalent source model and circuit 
breaker model. There are four generator, four two-winding transformer, two 500kV 
bus, two equivalent source and a dynamic load in this model. Figure 4 illustrates the 
power system network structure as follows. 
 

 

Fig. 4. Power network scheme of one power plant 

The tests of AVC system contain three major parts which are parameter setting, 
fundamental function testing and safety performance testing. Here are some related 
test items. 
1) Experiment of impulse width setting in units reactive power regulation device 
This experiment is one of the tests about parameter setting. By adjusting AVC output 
impulse width, we can setup many parameters in “Reactive Power Output Setting” 
such as units signal output gap, maximal signal width, minimal signal width and slop, 
which gathered experience for field test and parameter setting. 
2) Experiment of reactive power distribution performance between units 
This experiment is one of the tests about basic function. Setup mode of AVC bus 
voltage regulation, test the soundness of reactive power distribution between each 
AVC substation, which refers to 4 distribution mode: distributing reactive power by 
equivalent power factor, distributing reactive power by equivalent margin, 
distributing reactive power by equivalent capacity and distributing reactive power 
equivalent. Then check the effect of above distribution modes. 
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Table 1. Experiment of distributing by equivalent power factor 

UNIT 

Before 
regulation 

Range of bus 
voltage (kV)

After regulation 

Reactive power 
(Mar) 

Bus 
voltage 

(kV) 

Target of 
regulation
（Mvar） 

regulation 
result
（Mvar） 

Power 
factor 

#1 62.37 

[514.6 ~520] 519.6 

134.373 135.36 0.979 
#2 33.75 67.042 66.51 0.980 
#3 24.75 53.74 53.64 0.979 
#4 26.82 53.575 53.28 0.980 

Table 2. Experiment of distributing by equivalent margin 

UNITS 

Before 
regulation 

Range of 
bus voltage 

(kV) 

After regulation 

Reactive 
power (Mvar) 

Bus 
voltage 

(kV) 

Target of 
regulation 
（Mvar） 

Limits of 
reactive power 

capacity 
（Mvar） 

Regulation 
factor 

#1 63.45 

[517~ 520] 519.7 

79.241 220 0.100869 
#2 57.24 71.64 200 0.100869 
#3 48.6 60.846 170 0.100873 
#4 44.55 55.187 150 0.100872 

Table 3. Experiment of distributing by equivalent capacity 

UNITS 

Before 
regulation 

Range of bus 
voltage(kV) 

After regulation 

Reactive 
power 
(Mvar) 

Bus 
voltage 
(kV)

Target of 
regulation 
（Mvar） 

Actual reactive 
power result
（Mvar） 

Capacity 
（Mvar） 

#1 64.98 

[518.8~ 521] 520.8 

106.699 102.06 -100-220 

#2 63.27 89.862 88.11 -80-200 
#3 63.54 70.606 68.04 -50-170 
#4 63.00 70.606 67.95 -70-150 

Table 4. Experiment of distributing equivalent. 

UNITS 

Before 
regulation 

Range of bus 
voltage(kV) 

After regulation 

Reactive 
power (Mvar) 

Bus voltage 
(kV) 

Target of 
regulation 
（Mvar） 

Actual reactive 
power result
（Mvar） 

#1 114.84 

[524.8~520] 520.2 

75.825 75.510 
#2 113.04 75.825 73.800 
#3 115.29 75.825 75.870 
#4 114.75 75.825 78.120 
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3) Experiment of units reactive power reverse regulation 
This experiment, one of the tests about basic function, tests the ability of reverse 
regulation and reasonable reactive power distribution when the reactive power is out 
of limits during the regulation. Setup the mode of AVC bus voltage regulation, then 
primary station issued reduction magnetic instruction till the units’ reactive power 
reaches its bottom limits or primary station issued increasing magnetic instruction till 
the units’ reactive power reaches its upper limits. Check the reverse regulation 
process of AVC. 
4) Experiment of terminal voltage reverse regulation 
This experiment, one of the tests about basic function, tests the ability of reverse 
regulation and reasonable reactive power distribution when the terminal voltage is out 
of limits during the regulation. Setup the mode of AVC bus voltage regulation, then 
primary station issued reduction magnetic instruction till the units’ terminal voltage 
reaches its bottom limits or primary station issued increasing magnetic instruction till 
the units’ terminal voltage reaches its upper limits. Check the reverse regulation 
process of AVC. 

Table 5. Experiment of reverse regulation 

UNITS 
Reactive power
（Mvar） 

Top limit of reactive power 
（Mvar） AVC output 

#1 32.4 25 
Lock, reduce magnetic and 

reverse regulate 

#2 21.2 15 
Lock, reduce magnetic and 

reverse regulate 

#3 15 10 
Lock, reduce magnetic and 

reverse regulate 

#4 19.8 15 
Lock, reduce magnetic and 

reverse regulate 

 
5) Experiment of communication outage between AVC primary station and substation 
This experiment, one of the tests about security performance, tests the action of the 
AVC substation devices facing the communication outage between AVC primary 
station and substation by disconnecting them and checking the movement of AVC 
substation. 
6) Experiment of communication outage between AVC substation and RTU 
This experiment, one of the tests about security performance, tests the action of the 
AVC substation devices facing the communication outage between AVC substation 
and RTU by disconnecting them and checking the movement of AVC substation. 
7) Locking experiment 
This experiment, one of the tests about security performance, tests the action of the 
AVC substation devices detecting the telemeter data overstepped the locking limits, 
which includes telemeter data locking such as bus voltage, units active/reactive 
power, terminal voltage, terminal current, station service, etc. 
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8 Conclusion 

Power plant AVC system is a major method of optimal reactive power control as well 
as a necessary of stable operation in power system. Closed-loop test method for 
power plant AVC system based on real time digit simulation system laid foundation 
for AVC system off-line real time testing in laboratory. In this paper the test platform 
is able to give a comprehensive evaluation about various functions of the power plant 
AVC system. The research conclusion has a significant introduction for power plant 
AVC system. 
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Abstract. This paper introduces a method for three-level inverter operating at 
low switching frequency and presents a novel current harmonic optimum 
pulsewidth modulation strategy. Combining the selected harmonic elimination 
PWM (SHEPWM) with the current harmonic minimum PWM (CHMPWM), 
the switching angles can not only eliminate the selected harmonic but also 
reduce the current harmonic. The three-level inverter output voltage is analyzed 
using fourier series and the expression of the total harmonic current 
distortion(THDi) rate is calculated. The THDi is regarded as the objective 
function, with the voltage fundamental amplitude is equal to the reference 
voltage amplitude and the other harmonic amplitude is zero as nonlinear 
constraints. Then the switching angle is solved by calculating the THDi. After 
researching its basic principle and the solution of the switching angle, results of 
the switching angle at 280Hz switching frequency are verified by using 
MATLAB software.  

Keywords: three-level inverter, low switching frequency, selected harmonic 
elimination, current harmonic minimum. 

1 Introduction 

Three-level inverter has been widely used in high power motor such as mine hoisting, 
locomotive traction and so on with the development of the power electronics. 
However, it is really a severe test for the switching devices’ life and heat dissipation, 
because the more the operating voltage raises, the more the output power of the 
inverter and the switching loss increase. So it is necessary to reduce the switching 
frequency of the power devices to about several hundred hertz to boost the inverter’s 
output power[1]. Yet, in such a low switching frequency, SVPWM, the traditional 
method of PWM control, will produce a large number of low harmonics, which may 
cause serious distortion of the current harmonics[2], so that the optimized PWM 
strategies[3~5] are deadly need in this condition–the selected harmonic elimination 
PWM(SHEPWM) and the current harmonic minimum PWM(CHMPWM), for 
example. 
                                                           
* Project Supported by National Natural Science Foundation of China (51377102); Grants from the Power 

Electronics Science and Education Development Program of the Delta Environmental & Educational 
Foundation (DREG2013009). 
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SHEPWM is put forward in 1973 by Hasmukh S.Patel and Richard G.Hoft[6]. It 
can eliminate the selected harmonics as well as create better output waveform, but the 
other harmonics will increase[7]. 

In 1977, Giuseppe S.Buja and Giovanni B.Indri propose the optimal pulse width 
modulation[8]. It shows the required performance index as the stator voltage Fourier 
series function so that the expected performance can be get after calculating the 
switching angles. 

This paper combines the advantages of SHEPWM with the traditional CHMPWM, 
to make the switching angles can not only lower the total harmonic distortion of stator 
current but also eliminate the selected harmonics. Based on the Fourier analysis for 
the output of the three-level inverter’s voltage wave, expression of the stator current’s 
total harmonic distortion(THDi) is easily got firstly. Then we make the THDi as the 
objective function, with the fundamental output voltage amplitude equals the set value 
and other harmonics’ maintain zero as the nonlinear constraints. In this way, it will 
take a long time to calculate. So we just let the fundamental output voltage  
amplitude equals the set value as the nonlinear constraints, yet, applying the 
fundamental output voltage amplitude equals the set value and other harmonics’ 
maintain zero as the fitness function of the Genetic Algorithm(GA) to calculate the 
initial value, which can eliminate the selected harmonics. Substituting the initial value 
into the objective function, then we get the switching angles for different modulation 
degrees. Finally, with the help of MATLAB, validity of the algorithms proposed is 
verified through the computer simulation. 

2 Pinciples of CHMPWM  

Fig. 1 shows the basic circuit structure of three-level voltage source PWM Inverter. 
 

 

Fig. 1. Main circuit of three-level converter 

Fig. 2 gives the waveform that the power electronic devices of phase A switching 
N times in a fundamental period. 
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Fig. 2. Output phase voltage waveform 

Based on the Dirichlet principle, phase A voltage can be presented by following 
Fourier series 
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Usually, to simplify the solution of the nonlinear constraint equations, the phase 
voltage is made to be mirror symmetry to π and even symmetry to π/2 to eliminate 
even order harmonics and dc elements of inverter output voltage. (1) can be 
simplified as : 
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is the amplitude of each order of harmonics; k is the equence number; αk satisfies 
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SHEPWM is to eliminate the selected harmonics to get the expected sinusoidal 
output voltage. however, CHMPWM just make the THDi as the performance index to 
calculate the switching angles. The calculation of this modulation mode depends on 
the nature of the load, but, for the AC motor, the circuit impedance is mainly 
determined by the leakage inductance of the stator [9]. 
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Considering an asynchronous machine is fed by the three-level inverter. Suppose 
that the stator current is dominated by stator leakage inductance and stator flux is not 
saturated, as well as the three-phase circuit do not contain the third harmonics, then 
the amplitude of stator harmonic current is 
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Now the rms of stator harmonic current is 
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Where, L is the unsaturated stator leakage inductance. 
Then define the total harmonic distortion of the stator current as 
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So (6) is the objective function to calculate the switching angles. Define 
modulation index as 
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Where b1 is the fundamental amplitude of stator voltage, Udc is the DC bus voltage. 
By (8), the nonlinear constraint equations to solve the switching angles is 
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In the variable voltage variable frequency(VVVF) control of asynchronous motor, 
the modulation index often equals to 

        s

f
m

f
=  (10) 

Where f is the stator current frequency, fs is the rated frequency. 
In the pactical motor driving systerm, the number of the switching angles always 

varies according to the change of the modulation index to get better optimal 
performance[10]. In this paper, the proposed subsection synchronization method is 
showed in Table 1. 
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Table 1. Subsection synchronization method 

f/(Hz) N m fsw/(Hz) 

45-50 5 0.9-1 225-250 

35-45 7 0.7-0.9 245-315 

25-35 9 0.5-0.7 225-315 

20-25 11 0.4-0.5 220-275 

15-20 15 0.3-0.4 225-300 

When the stator frequency is reduced to several Hertz, CHMPWM is no longer 
superior to SVPWM, thus a handover between the two methods is necessary. 
Generally SVPWM is used when the modulation index is less than 0.3 [11]. 

3 Calculation of Switching Angles 

(7) is a challenge with nonlinear constraints. Many solutions have been put forward to 
tackle this problem, such as Gradient Method , Ant Colony Algorithm[12], Genetic 
Algorithm(GA) [13], Particle Swarm Optimization (PSO)[14] and so on. However, 
Gradient Method has a really quickly iteration speed, it need a very precise iterative 
initial value. Genetic Algorithm is on the contrary. Thus, firstly, to get full use of 
these algorithms’ advantages, a feasible initial value is obtained according to Genetic 
Algorithm. The fmincon function is then used to calculate all of the switching angles.  

This paper makes the fundamental output voltage amplitude equals the set value 
and other harmonics’ maintain zero as the fitness function of the Genetic Algorithm to 
get the expected initial value, which can eliminate the selected harmonics. Nonlinear 
equations are  

         

k+1
k 1

1

k+1
k 2

1

k+1
k 3

1

k+1
k 4

1

π
( 1) cos

4

( 1) cos5

( 1) cos 7

( 1) cos11

N

k

N

k

N

k

N

k

mα ε

α ε

α ε

α ε

=

=

=

=

 − − =



− =  



− =



− =














 (11) 

Then the fitness function is 

           
2 2 2 2

1 2 3 41 ε ε ε εΓ = + + + + +  (12) 
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Generally, the GA function need to be performed only once in each subsection. 
The initial values got are shown in Table 2. Put the initial value and the objective 
function to the fmincon function with the help of MATLAB to calculate the switching 
angles in different modulation index. Figure 3 shows the switching angle curve. 

The parameters of GA are set as follows: 
Population size 
Selection function 
Crossover fraction 
Mutation rate 
Migration fraction 

3000 
Roulette 
0.88 
0.12 
0.25 
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Fig. 3. Switching angle curve 

Table 2. Initial value by GA 

N x0 (rad) 

5 [0.212,0.289,0.374,1.486,1.514] 

7 [0.388,0.448,0.609,0.715,0.843,0.966,1.031] 

9 [0.699,0.741,0.876,0.959,1.055,1.177,1.238,1.399,1.429] 

11 [0.139,0.231,0.657,0.674,0.784,0.955,1.041,1.110,1.340,1.453,1.502] 

15 
[0.071,0.135,0.222,0.282,0.348,0.420,0.573,0.573,0.613,0.688,0.737,0.824,0.883,1.0
13,1.531] 

4 Simulation 

Take N=7, m=0.8 and N=9, m=0.5 for example. Then the stator current frequency— f 
is 40Hz or 25Hz, so that the switching frequency is about 300Hz. In the simulation, 
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the DC bus voltage is 540V and the load is symmetrical three-phase inductive load, 
whose resistance values 12.6 and inductance values 40mH. Fig. 4, 5 shows the 
simulation result of CHMPWM. 

Reference [15] gives the Formula to calculate the initial switching angles for 
SHEPWM. This paper uses that result to iterate a series of switching angles for 
different m . Fig. 6, 7 shows the spectrum analysis diagram of the SHEPWM , the 
traditional CHMPWM and the proposed CHMPWM. Obviously, the proposed 
CHMPWM can not only reduce the THDi but also elimate the selected harmonics. 
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Fig. 4. Simulation of CHMPWM when N=7 and m=0.8 
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Fig. 5. Simulation of CHMPWM when N=9 and m=0.5 

 



338 J. Feng et al. 

0 10 20 30
0

0.5

1

1.5

Harmonic order

THD= 2.42%
M

ag
 (

%
 o

f 
F

un
da

m
en

ta
l)

         
0 10 20 30

0

0.5

1

Harmonic order

THD= 2.27%

M
ag

 (
%

 o
f 

F
un

da
m

en
ta

l)

 
                (a) SHEPWM       (b) traditional CHMPWM 

0 10 20 30
0

0.5

1

1.5

Harmonic order

THD= 1.70%

M
ag

 (
%

 o
f 

F
un

da
m

en
ta

l)

 
(c) proposed CHMPWM 

Fig. 6. The spectrum analysis diagram of the SHEPWM , the traditional CHMPWM and the 
proposed CHMPWM when N=7 and m=0.8 
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(c) proposed CHMPWM 

Fig. 7. The spectrum analysis diagram of the SHEPWM , the traditional CHMPWM and the 
proposed CHMPWM when N=9 and m=0.5 
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The simulation is carried out in different m between SHEPWM and CHMPWM. 
Table 3 shows their THDi, from which we can see that the CHMPWM is better than 
SHEPWM.  

Table 3. THDi of SHEPWM and CHMPWM 

m THDi(CHM)% THDi(SHE)% 

0.1 19.82 20.81 

0.2 6.61 8.82 

0.3 7.00 7.98 

0.4 3.97 6.30 

0.5 3.11 4.12 

0.6 2.33 3.18 

0.7 2.16 2.66 

0.8 1.70 2.42 

0.9 1.15 1.99 

1.0 1.02 1.93 

5 Conclution 

This paper introduces the principle of CHMPWM and put forward a novel method to 
calculate the switching angles after analyzing the traditional CHMPWM. Apply the 
fundamental output voltage amplitude equals the set value and other harmonics’ 
maintain zero as the fitness function of the Genetic Algorithm to get the expected 
initial value, which can eliminate the selected harmonics. Then put the initial value 
and the objective function to the fmincon function to calculate the switching angles in 
different modulation index. Finally, the simulation verifies the correction of the 
switching angles and the feasibility of this method. 

However, the simulation is just for the open-loop control with resistance load. The 
closed-loop control hasn’t been verified. Also, the phase’s jump due to the pattern 
switchover hasn’t been considered. Moreover, the influence of the dead band on the 
stator current harmonics isn’t reflected in this simulation. All these are the emphases 
for the future research. 
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Abstract. As one of the most important for the energy-saving and emission-
reduction measures, regional energy is expected to contribute much to the 
development a low carbon society in the local area due its benefits including the 
rational use of energy, using energy scientifically, comprehensive energy and 
integrated energy. The so-called regional energy interchanging system, is 
established by forming some energy communities which can generate and 
consume energy simultaneously, and are connected with each other through 
local micro electricity and heat grid. In the interchanging process, along with 
the improvement of energy use efficiency, additional issue will appear 
especially the fairness between end-users. Therefore, in this study, as a classic 
theory for dealing with the profit allocation problems, cooperative game has 
been employed for the analysis of profit allocation among the users within a 
regional energy interchanging system. According to the simulation results of a 
case study, the proposed method has been approved to be good solution for the 
profit allocation for the users in the energy interchanging system, realizing a 
perfect combination of efficiency and fairness between different users. 

Keywords: Local energy, interchanging system, cooperative game, efficiency, 
fairness. 

1 Introduction 

As the world largest CO2 emitter, China is facing pressure from both domestic and 
aboard. In addition, the fossil fuel based energy structure has led to not only the 
global environmental problems, but also local environmental issues (e.g., acid rain, 
heat island, etc.). In recent years, along with the urgent needs to save energy and 
reduce environmental emissions, the state has proposed a series of regulation polices 
towards the regulation of energy structure. In the local area, the energy development 
and utilization is also experiencing continuous innovation, and the means of rational 
and perfect use of energy is becoming more and more mature. Under these 
backgrounds, district energy is recognized to be one of the most effective measures to 
deal with the energy and environmental problems in the local area. 
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Like other utilities including city water supply and power supply, district energy 
system is one of the city's infrastructures. To satisfy the electricity, cooling and 
heating demands for a certain area, it produces electricity, cold water and hot water 
based on a local energy centre, and then transmit them to various end-users through 
local energy transmission systems (e.g., water pipelines) [1-2]. 

In China, district energy appeared firstly in the northern area in about 60 years ago 
and mainly for heat supply from centralized heat plants. In recent 30 years, due to the 
development of air conditioning technologies, the transformation from decentralized 
cooling to centralized cooling and district cooling has become more and more 
popular. Especially, in the south of the Yangtze River, there have been some district 
cooling projects with an area of more than thousands square meters. Moreover, in 
recent ten years, along with the more and more serious energy and environmental 
issues, the combined cooling and heating system has been developed and the district 
energy development comes towards a comprehensive direction. Furthermore, in 
recent years, with the application of heat pump technologies, the combined cooling, 
heating and power (CCHP) system is proposed, which makes the energy use be more 
scientific and reasonable. 

In this study, different from conventional district energy systems, a new form of 
district energy system, namely, regional energy interchanging system has been 
proposed. It forms some energy communities which can generate and consume energy 
simultaneously, and they are connected with each other through local micro electricity 
and heat grid. According to the concept of regional energy interchanging system, 
through the formation of local micro grids based compounded energy network, the 
electrical and thermal energy within the local area may be shared and interchanged. 
Compared with independent energy supply systems, regional energy interchanging 
system can increase system efficiency and reduce energy supply cost in the local area. 
However, because the end-users within the energy system may belong to different 
stake holders, the profits earned by the system cannot guarantee the profits of all 
independent users. In the local energy system, some end-users may partly act as an 
energy centre, which supply the energy demands of other users by producing more 
energy, and results in increased energy cost. In other words, the optimal decision for 
the whole system is not necessarily the optimal one for the single user. As to a single 
user, if the excess energy cost due to the surplus energy production cannot be 
compensated rationally, the economic incentives to join in the system will be lost and 
it will escape from the system. The economic benefits due to the establishment of the 
regional energy interchanging system should be allocated among the users according 
to their contribution to the whole system. Therefore, the fair and rational profit 
allocation mechanism is an important foundation for the existence of regional energy 
interchanging system, and also is the key point for the stable development of the 
regional energy interchanging system. 

To solve this problem, in this study, the cooperative game theory which is 
recognized to the classical theory to study the system profit and its allocation, has 
been employed for the profit allocation problem among the users within the regional 
energy interchanging system. The execution of this study is expected to give a good 
solution for the optimal allocation of energy and resources with the principles of 
efficiency, equality and sustainability. 
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2 Concept of Regional Energy Interchanging System 

As shown in Fig. 1, taking the heat interchanging between two buildings as an 
example, the heat equipments of the two buildings are connected by the heat 
pipelines, which can transmit the heat and cold water.  

 

Heat

Heat HeatHot/cold water, steam

Heat interchanging pipeline

Thermal equipments Thermal equipments

 

Fig. 1. Image of the regional energy interchanging system 

Usually, the thermal equipment in a building is selected according to its peak 
demand which only has a small share in a total year; thus, the equipment operated 
under 50% of the rated capacity in most hours. In addition, various buildings may 
install different kinds thermal equipment with different efficiencies. Of course, the 
equipment with high efficiency may result in less energy consumption and CO2 
emissions. Thorough heat interchanging, the equipments with higher efficiency will 
enjoy the priority to run first and the running hours of the equipments with lower 
efficiency will be shorten. In this way, the energy consumption for the heat supply of 
the total building complex will be reduced and the cost will be reduced 
correspondingly. Furthermore, in order to operated the thermal equipments, some 
ancillary equipments (e.g., pumps) are necessary but has less relationship with the 
energy loads but dependent on the numbers of the thermal equipments. Under the 
situation of heat interchanging, when the heat load is relatively low, only a part of the 
thermal equipments should be on operation, which can reduce the energy 
consumption for ancillary equipments.  

Fig. 2 illustrates the benefits of the regional energy interchanging system in a 
graphic way. Generally, they can be concluded as cost saving, size reduction and 
resource complementation, which are illustrated as follows in a detailed way. 
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(1) Size reduction.  
Obviously, if the two users use their own equipments to satisfy their heat demands, 

the equipments should satisfy their peak demands while considering certain margins, 
separately. On the other hand, if the two users are connected within a regional energy 
interchanging system, because the peak hours of the two users do not happen 
simultaneously; thus, the overall size of the two equipments can be reduced. 

(2) Cost saving 
We assume that user A has installed a thermal equipment with high efficiency than 

that of user B. When the two users are not connected, they satisfy their heat demands 
by operation of their only equipments. On the other hand, when the two users are 
connected with each other, during the hours with relatively low thermal demands, we 
can operate only one equipment with higher efficiency, so as to reduce the energy 
costs. 

(3) Resource complementation 
When the two users are not connected, when one equipment breaks down, its heat 

demand will not be satisfied. However, within a regional energy interchanging 
system, when one equipment breaks down, its heat demands can be supplied by the 
other equipment. In this way, the equipments within the system can be cooperated 
with each other and form a complementary relationship. 
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Fig. 2. Image of the benefits of regional energy interchanging system 

According to the discussions of the benefits of regional energy interchanging 
system, the most important benefit is the improvement of overall efficiency which 
save the energy costs correspondingly. Therefore, how to allocation the saved energy 
cost is the main issued faced by the decision makers.  

3 Theoretical Basis of Cooperative Game Theory 

In a cooperative game, when the users cooperate with each other to form some 
coalitions, it is sure that different users may obtain different profits in different 
coalitions. Though one user can obtain its maximum profit in some coalition, it does 
not mean that the other ones can obtain their maximum profits in the same coalition. 
Therefore, it is important to decide how to obtain an equilibrium strategy for all users 
within the coalition. We consider the cooperation between any players in the games is 
allowed. In this study, cooperative game theory is introduced for the following 
analysis [3]. 
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Analysis in cooperative game theory is centered on two major issues: coalition 
formation and distribution of wealth gained through cooperation. If the participants 
can obtain more profits through collaborating together than before, they will try their 
best to form a coalition rather than to participate the game individually. Every 
participant wants to obtain its maximum profit in the coalition, therefore, the 
satisfactory and reasonable scheme of allocation of profits in the coalition for each 
one becomes very important. 

In this study, among the various solution forms of a cooperative game problem, 
Shapely value is employed for the following analysis. 

When the players try to participate in the game, they will forecast that how much 
gain they can obtain in advance. Evaluating beforehand is important for all players on 
deciding whether joining the game or not. The Shapley value is the expected marginal 
amount which player contributes to coalition [4]. It is based on a particular concept of 
‘fairness’ in distributing the total gain the grand coalition is capable of achieving 
which is expressed by the following equation 

     
{ }}){()(

!

)!()!1(
iSvSv

n

mnm
i −−−−=φ  . (1) 

where, m  is the number of coalition S , n is the number of all the members in 
grand coalition N , }{iN −  is the coalition of not including member i . 

Suppose the players (the element of n ) agree to cooperate each other, because of 
random combination orders of cooperation, if a player i  cooperates with the 
coalition which consists of members }{iS − , it receives the amount }){()( iSvSv −− , 

the marginal amount which it contributes to the coalition, as payoff. Then the Shapley 

value iφ  is the expected payoff to player i . Under this randomization scheme, 

!/)!()!1( nmnm −−  is the probability of that player i  joins the coalition }{iS − . It 

can be seen that the sum of the coefficients !/)!()!1( nmnm −−  is equal to 1. For the 

numerator is equal to the number of permutations of S  in which i  is preceded 
exactly by the elements of S , while the numerator is the total number of 
permutations. 

4 Numerical Study 

4.1 Research Object 

In this study, in order to validate the method proposed above, a regional energy 
interchanging system composed of three energy users have assumed for analysis. For 
simplicity, only thermal energy demands (heating and cooling ) are considered. Figs. 
3-4 show the cooling and heating loads for the assumed three users, respectively. 
 



346 H. Ren et al. 

 

C
oo

li
ng

lo
ad

 (
kW

)
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

3 5 7 9 11131517192123

User C

0

500

1000

1500

2000

2500

1 3 5 7 9 111315171921231 3 5 7 9 11131517192123

User BUser A

 

Fig. 3. Hourly cooling loads of the assumed three users 
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Fig. 4. Hourly heating loads of the assumed three users 

In addition, we assume three users have introduced the thermal equipments with 
different efficiencies as shown in Table 1. The electricity tariff is 0.617 Yuan/kWh, 
the price of natural gas is 2.5 Yuan/m3. 

Table 1. Efficiencies of thermal equipments for three users 

Item User A User B User C 
COP of Cooling equipment 5.0 4.5 4.0 
Efficiency of heating equipment 90% 80% 75% 

4.2 Results and Discussions 

In order to execute the analysis based on the cooperative game model, the energy cost 
(heating and cooling) for the situations with and without cooperation should be 
calculated. Table 2 shows the energy costs for various scenarios. If the three users 
supply their energy demands all by themselves, the total energy cost will be 9.17 
million Yuan. 

Table 2. Energy costs for various scenarios 

Cooperative 
scenario 

A B C A+B A+C B+C A+B+C 

Cost (Yuan) 4.18 4.24 8.04 8.04 4.83 4.96 8.74 
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According the Shapley value method illustrated in section 3, the profit allocation 
methods for three users are detailed in Tables 3-5. 

Table 3. Profit allocation results for user A 

S A A+B A+C A+B+C  
v(S) 0 368053 107062 433181  
v(S-{i}) 0 0 0 41159  
v(S)-v(S-{i}) 0 368053 107062 392022  
|S| 1 2 2 3  

iφ  0 61342 17843 130673  =209860 

Table 4. Profit allocation results for user B 

S A A+B B+C A+B+C  
v(S) 0 368053 41159.54 433181  
v(S-{i}) 0 0 0 107062  
v(S)-v(S-{i}) 0 368053 41159.54 326119  
|S| 1 2 2 3  

iφ  0 61342 6860 108706  =176908 

Table 5. Profit allocation results for user C. 

S A A+C B+C A+B+C  
v(S) 0 107062 41160 433181  
v(S-{i}) 0 0 0 368053  
v(S)-v(S-{i}) 0 107062 41160 65128  
|S| 1 2 2 3  

iφ  0 17844 6860 21709  =46413 

 
Therefore, Table 6 summarized the profits for three users and the resulted energy 

costs for them. 

Table 6. Profits and final costs of three users 

User Original cost (Yuan) Profit allocation (Yuan) Final cost (Yuan) 
A 4175757 209859.8 3965898 
B 4237114 176908.4 4060205 
C 759415.5 46413.11 713002.4 

Total 9172287 433181.3 8739105 
 
In order to understand the benefits of develop a regional energy interchanging 

system, Table 7 shows the costs for the systems with and without cooperation. 
Generally, the scenario without cooperation encounters the largest annual total energy 
cost. The scenario with all three users under a cooperative framework results in the 
least annual total cost. 



348 H. Ren et al. 

 

Table 7. Total costs for various scenarios. 

Scenario A+B+C A+(B+C) B+(A+C) C+(A+B) (A+B+C) 
Cost (Yuan) 9172287 9131127 9065224 8804234 8739105 

5 Conclusions 

In this study, a new type of district energy system has been proposed, aiming at 
develop a cooperative framework among the users with their own equipments. In 
order to reach a rational and fair solution for the profit allocation among the users 
within the proposed regional energy interchanging system, the cooperative game 
theory has been employed for analysis. Especially, Shapley value method has been 
employed for the detailed analysis of the profit allocation. According to the 
calculation results of the case study, the regional energy interchanging system has 
results in reduced total energy cost. In addition, the Shapley value method proves to 
be a effective method for the profit allocation among the users within the energy 
system. 
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Abstract. Electric vehicles (EV) can become integral part of a smart grid be-
cause instead of just consuming power they are capable of providing valuable 
services to power systems. To integrate EVs smoothly into the power systems, a 
multi-agents system (MAS) with hierarchical organization structure is proposed 
in this paper. The proposed MAS system consists of three types of agents: dis-
tribution system operator agent (DSO agent), electric vehicle fleet operator 
agent (EV FO agent or alternatively called virtual power plant agent) and EV 
agent. A DSO agent belongs to the top level of the hierarchy and its role is to 
manage the distribution network safely by avoiding grid congestions and using 
congestion prices to coordinate the energy schedule of VPPs. VPP agents be-
long to the middle level and their roles are to manage the charge periods of the 
EVs. EV agents sit in the bottom level and they represent EV owners and oper-
ate the charging behaviour of EVs. To simulate this collaborative (all agents 
contribute to achieving an optimized global performance) but also competitive 
environment (each agent will try to increase its utilities or reduce its costs), a 
multi-agent platform was developed to demonstrate the coordination between 
the interacting agents.  

Keywords: Congestion Management, Electric Vehicles, Multi-agent Systems, 
Smart Grids, Virtual Power Players. 

1 Introduction 

To achieve the European energy roadmap 2050 [1] “The EU is committed to reducing 
greenhouse gas (GHG) emissions to 80-95% below 1990 levels by 2050 in the context 
of necessary reductions by developed countries as a group”, the decarbonisation of 
two main activities including power systems and transportations is necessary. Electric 
vehicles are important means to assure the GHG emission reduction goals in the 
transport sector. Furthermore, electric vehicles can be used to balance the intermittent 
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renewable energy resources [2] [3]. The double benefits make the growing interests 
and the wide advocate on electric vehicles.  

However, the integration of a high number of EVs into the electric system will re-
quire a significant grid capacity increase [1]. Uncontrolled charging of EV can create 
new load peaks during the day, increasing power losses, voltage deviations and net-
work congestion [4]. Typically, the challenges in the distribution grid caused by the 
increasing electricity consumption from EVs are solved by expanding the grid to 
match the size and the pattern of demand. Alternatively, in a smart grid context, the 
grid capacity problem can also be solved smartly using advanced control strategies 
supported by an increased use of information and communication technology.  

As discussed in [5], [6], an agent-based control system is very efficient to manage 
the complexities of a large systems like as the case in a future power distribution sys-
tem. In [7], [8],  the multi-agent concept is proposed for distribution system operation 
and control, especially considering the capacity management with a large penetration 
of electric vehicles [9]–[11] and more general loads [12].  

In this paper, a multi-agent platform is implemented to simulate the interactions 
between the EV VPPs, the distribution system operator and the EVs owners. The 
main goal is to explicitly show the negotiation between the agents in order to avoid 
the congestion of the distribution network lines as well as the high voltage/medium 
voltage (HV/MV) power transformer. Besides, agents’ operations are also described. 
In the developed agent-based control system, each EV VPP has the capability to man-
age the EVs’ charge and discharge considering the energy prices and the EVs re-
quirements (schedule trips, batteries technical limits, etc.). Before biding the energy 
schedule into the electricity spot market, a prior interaction between VPPs and DSO is 
required. The energy schedule of VPPs is sent to DSO and DSO evaluates the overall 
network performance considering the network technical constraints, namely the bus 
voltage magnitude and the lines thermal limits. If congestion exists, DSO uses market 
based control method to coordinate the energy schedule of VPPs.   

This paper is organized as follows: after this introductory section, section 2 pre-
sents a description about the proposed multi-agent system, section 3 presents the op-
eration of the agents in the multi-agent systems, section 4 describes the implemented 
multi-agents platform. In section 5, simulations are shown to illustrate the understand-
ing. The main conclusions of the paper are drawn in section 6.   

2 Multi-agents System Description 

In Fig.1, a hierarchical agent-based control system is presented. Three types of agents 
are included in the system which enables the intelligent operation of a future power 
distribution system, especially considering a large scale integration of distributed 
renewable energy resources. The three types of agent consist of DSO agent, VPP 
agent and DER agent (Mainly EV agent is considered in this study). Each agent’s role 
defined in this study is discussed in the following. 
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Fig. 1. An illustration of an agent-based control system with hierarchical architecture for future 
power distribution network management 

DSO Agent: The DSO agent is responsible for technical operation of the distribution 
network such as preventing thermal overloading of power transformers and lines as 
well as voltage drops. Normal operation is mainly considered for this study, i.e., DSO 
can coordinate with VPPs to schedule the network utilization ahead.   

VPP Agents: The VPP agents are responsible for managing the EV charging process 
by providing electricity to EVs. In addition, they aggregate a large scale of EVs and 
provide ancillary services to system operators such as distribution system operator by 
complying with the distribution network capacity limits. 

EV Agents: The EV agent represents the EV owner or EV charging controller who 
can choose their interacting method with the VPP agent. For example, the EV agent 
can specify the desired state of charge of the battery at the time of departure, the de-
sired departing time, etc. In a more advanced control environment, such as if the vehi-
cle to grid (V2G) technology is feasible, the EV agent can define whether V2G is 
allowed in a planning period.  

3 Operation of Agents in the MAS 

3.1 DSO Agents 

A much advanced control strategy to prevent the grid congestions is introduced for 
DSO agent. In the first step, DSO provides the VPPs information regarding the  
network characteristics, namely the impedances matrix, the technical limits for each 
line and for each bus and the congestion information in the power transformers.  
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Normally, in the first iteration, the congestion price is zero due to the inexistence of 
any congestion. Each VPP performs the EVs charge scheduling considering the in-
existence of any congestion in HV/MV power transformer. A congestion situation 
inside the distribution network can be avoided due to the inclusion of an AC power 
flow in the optimization problem constraints using the information given by the DSO. 
Each VPP sends the initial schedule to the distribution system operator in order to 
validate the initial proposals. If the limit of power transformer is not excessed, the 
DSO approves the proposals and each VPP should communicate the decision to the 
electric vehicles owners. If the amount of required energy was higher than the power 
transformer capacity, the DSO will determine the congestion price and send this in-
formation to the VPP. Each VPP will re-dispatch the EVs charge considering the new 
congestion price. The process finishes when the congestion ceases to exist. 

3.2 VPP Agents 

VPP manage the conventional loads and the electric vehicles charge process. Dis-
charge capability is not considered. Each VPP will try to schedule the EVs charge 
according to the spot market price and taking into account the network constraints 
defined by the DSO. The scheduling is formulated as a mixed-integer non-linear prob-
lem (MINLP) aiming to minimize the costs (1). The energy cost depends on the mar-
ket price (external suppliers) as well as the HV/MV power transformer capacity use. 
The power losses in the distribution network are also considered in the problem. Ex-
pression (1) represents the implemented objective function. 
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In expression (1), the variable ( ),Ch EV tP  represents the charge power of electric ve-
hicles. The loads are characterized by the consumption forecast ( ),Load l tP  and by the non-
supplied demand ( ),NSD l tP . This parameter will be important to avoid the congestion 
situations in extreme situations, considering the cost ( ),NSD l tc . The ( ),NSD l tc  represents 
the cost with a penalization to load curtailment without any coordination or contract. The 
parameter ( )Cong tc  represents the HV/MV power transformer congestion cost. This pa-
rameter is different in each negotiation. In the first iteration ( )Cong tc is zero, representing 
the situation without congestion. The variable ( )Market tc represents the cost of energy sup-
plied by the external suppliers. This value is based on the market prices during a day. 

The problem constraints consider the first Kirchhoff law relating to the active and 
reactive power balance considering that the energy is supplied by external suppliers. 
The implemented AC power flow model considers the distribution network technical  
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constraints regarding to the lines thermal limits and the bus voltage magnitude limits. 
The EVs constraints relating to the batteries energy capacity limits, the batteries inter-
nal energy balance and the charge rates are also considered.  

3.3 EV Agents 

In this case, the EVs agents only need to provide information regarding the trips re-
quirements (distance and departure time) and the batteries status to their subscribed 
VPP agents. The VPP will use this information in the scheduling process, trying to 
estimate the required energy and the periods that each EV will be connected to the 
network. The EV’s owners can also define some minimum limits regarding the energy 
stored in the EVs batteries. The minimum energy in the batteries avoids their fast 
degradation. However, the user can define higher values as minimum to prevent some 
unexpected situation. 

4 Multi-agent Simulation Platform 

A multi-agent system is implemented using the integrations of JACK software envi-
ronment1, MATLAB and GAMS2. JACK is an agent-oriented development environ-
ment built on top of Java programming language. GAMS is a high-level modeling 
system for mathematical programming and optimization. JACK is used to demon-
strate the negotiation process between the agents. MATLAB and GAMS are used to 
calculate the optimization problem and support the decision making/operation of the 
agents. To simulate the derived problem, we further divide DSO agent into two agents 
who have distinctive roles and functions: 

• DSO Tech Agent: A DSO Tech agent is responsible for congestion verifying 
after obtaining the power schedules of VPPs. The DSO agent communicates 
with the VPPs agent and the DSO market agent. 

• DSO Market Agent: A DSO market agent is responsible for making of the 
shadow price. The market agent communicates with the DSO Tech agent and 
the VPPs agent. 

Fig. 2 shows the whole design diagram for the desired multi-agent systems at the 
JACK platform, which is built according to the proposed solutions in this study. The 
diagram is explained according to the sequences which are essential to fulfil the dis-
tribution grid congestion management with electric vehicle integration and is divided 
into three parts: 1) the interaction between the EV agent and the VPP agent; 2) the 
interaction between the VPP agent and the DSO Tech agent; 3) the interaction be-
tween the VPP agent and DSO market agent.  

                                                           
1 http://aosgrp.com/ 
2 http://www.gams.com/ 
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Fig. 2. Multi-Agents implementation in JACK 

Due to the similarities, the content inside the boxes of the first interaction diagram, 
i.e., the interaction between the EV agent and the VPP agent is explained. 

• Event SelfPostInformation: Posted by the EV agent, the purpose is to 
trigger the plan EVSelfInformation.  

• Plan EVSelfInformation: The EV agent reads the information and 
sends an event named SendEVInformation to the VPP agent, and the 
event will be handled by the plan VPP_InformationCenter. 

• Plan VPP_InformationCenter: The EV information will be collected 
here and prepared for schedule generation. 

• Plan VPP_PowerScheduleGeneration: A MATLAB based program 
will be used to generate the charging power schedule. Inside the 
MATLAB program, GAMS is called. The power schedule will be sent 
to the DSO agent by the event ChargingSchedule. 
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diagram starts from agent EV1 (holds for other EV agents) with an information send-
ing and requirements specification. Then the VPP agent calculates the optimal charg-
ing schedule and sends the aggregated charging schedule to the DSO Tech agent. DSO 
Tech agent verifies whether congestions exist and sends the result to the VPP agents. If 
the congestion exists, the VPP agents coordinate with the DSO market agents until the 
congestion is solved. The rectangular box marked in the line of each agent represents 
their internal operations such as information preparation and calculations. 

DSO DSO VPP1 VPP2 EV1 EV2

Information sending

Information sendingSchedule
Schedule

Congestion
 results

Power schedule

Congestion price

 

Fig. 5. Sequence Diagram between the chosen agents 

With the interaction diagram facilitated by the external argument of displaying the 
‘ID’ of the agents, it well emulates the information flows as well as the internal opera-
tions of the agents in the proposed control system.   

6 Conclusions and Discussions 

The growing integration of electric vehicles in power systems introduces new chal-
lenges in the distribution networks. In many situations some congestion problems can 
occur in different points of distribution networks. The most critical ones will be the 
lines thermal limits and also in the HV/MV power transformers. In this paper a hier-
archical management structure is presented to integrate electric vehicles into the 
power distribution systems. Three types of agents are included in the system, i.e., 
DSO, VPP and EV agent. Internally, VPP agent centrally controls the charge period 
of all the EV agents and comply with the grid constraints imposed by DSO agent. The 
negotiation between VPP and DSO is discussed considering a market-based negotia-
tion in congestion situations. To demonstrate the negotiations explicitly, a multi-
agents system is built and explained in detail in the paper.  
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Abstract. A novel fault line section locating method of non-solidly grounded 
system based on Prony relative entropy theory was proposed in this paper. 
Firstly, piecewise Prony algorithm was used to fit the transient zero-sequence 
current signal of each detection point in the first T/20 cycle after fault occurs; 
secondly, transient zero-sequence dominant components were extracted and the 
relative entropy values of adjacent detection points were computed; lastly,  
the fault section was located by use of the feature that the transient zero-
sequence currents from the same side of fault point possess high similarity 
while the opposite side of fault point possess low similarity. Simulation results 
verify the validity and accuracy of the method in this paper. 

Keywords: Fault section locating, piecewise Prony, dominant component, 
relative entropy. 

1 Introduction 

Non-solidly grounded system is widely used in power distribution network with 3-35k 
voltage in china, but the transient characteristics of single phase to ground fault 
occurred is not clear, resulting in fault locating problem has not been well solved yet. 
Existing methods for fault locating can be divided into fault distance locating [1-3] 
and the fault section locating [4-7]. 

Reference [1-2] proposed a method of fault locating which based on ‘S’ injecting. 
This method injects AC measuring signal into the system by using voltage 
transformer and the fault point can be found according to the vanish point of 
measuring signal. But this method is not durable because it is restricted by the 
capacity of voltage transformer. Reference [3] locates the fault section based on the 
maximum related time of two transmitted waves generated by fault point. But this 
traveling wave method needs to accurately identify the traveling wave of the fault 
point and it is greatly influenced by the wave resistance of the line. Although fault 
distance locating law can calculate the distance between fault point and detection 
point, the investment are large for they are all required to add additional equipment. 
Reference [4-7] are belonging to fault section locating law, the transient  
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zero-sequence currents are extracted by using the feeder terminal units (FTU) which 
are installed on the lines. The master station will locate the fault section based on the 
sampling data upload from these FTU. Compare to fault distance locating law, fault 
section locating can lower the investment and the engineering applicability is 
stronger. Reference [4] locates the fault section according to the feature that the 
power direction polar from the opposite sides of fault point is opposite, which needs 
to install PT to measure the voltage. Reference [5-7] take transient zero-sequence 
current directly as the analytical data, then locate the fault section by using correlation 
[5-6] or approximate entropy [7], these methods are called zero sequence current law 
or related law. 

A method of fault selection is proposed in reference [9] based on Prony relative 
entropy theory. Following this approach, a novel method of fault section locating 
based on Prony relative entropy theory was proposed in this paper [9]. 

2 Distribution Characteristics of Fault Transient  
Zero-Sequence Current 

The zero module equivalent network diagram of a small current to ground system is 
showed in Fig.1. L is arc-suppression coil, S is generator winding. A, B, C and D are 
four current detection points on the line S1. i0S, i02, i03, i0A, i0B, i0C and i0D are 
respectively the zero-sequence current flowing through the generator, the line S2, S3, 
the detection points A, B, C and D. iC1、 iC2 are respectively the zero-sequence 
capacitance current to ground. Then: 

     0A 0S 02 03i i i i= + +  (1) 

    0A C1 0Bi i i= +  (2) 

 

Fig. 1. Equivalent circuit of zero module network 

The distribution characteristics of fault transient zero-sequence current in small 
current to ground system will be analyzed for Fig.1. The fault occurs at the point F in 
line S1. At the moment of fault occurring, it is equivalent to add a virtual zero-
sequence voltage U0f at the fault point. The actual current flows between bus side and 
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fault point is F→B→A, while the actual current flows between fault point and load 
side is F→C→D, so the differentiation between the waveform of i0B and i0C is large 
because they are at the opposite polarity. In formula (1), i0A is the capacitive current to 
ground sum for non-fault lines. The distance between two detection points is normally 
short, so iC1 is very small even to neglect relative to i0A. Then formula (2) can be 
simplified as 0A 0Bi i≈ , that is to say, their waveforms are essentially the same. 

Similarly, i0C and i0D are basically the same. The comparison of transient zero 
sequence current at detection points AB, BC and CD are showed in Fig.2 when the 
initial phase angle is 90° and the earth resistance is 5 ohms. From Fig.2 we can see 
that the transient zero-sequence current waveforms at the same side of fault point (A, 
B, or C, D) possess high similarity, but the current waveforms at opposite side of fault 
point (B, C) possess low similarity. This characteristic can be used on fault section 
locating. 
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Fig. 2. Comparison of transient zero-sequence current 

3 Prony Relative Entropy Theory 

3.1 Prony Algorithm 

Prony algorithm is used to fit a time signal ( )y t by the linear superposition of a series 

of (p) damped sinusoidal signals. Each component ( )q t has its own amplitude, phase, 

frequency and damping coefficient, and this paper call it the Prony basis  
function. Represented by the formula: 

        ( ) ( )
1 1

( ) cos 2i

p p
t

i i i
i i

y t q t A e f tα π θ
= =

= = +   (3) 
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where, 

iA : Amplitude of i-th frequency component 

iθ : Phase of i-th frequency component 

iα : Damping coefficient of i-th frequency component 

if : Frequency of i-th frequency component 
Prony algorithm can process real-time signal speedy, which is suitable for analysis 

of an exponential decay signal. It can also accurately reveals the main characteristics 
of the signal. But it’s sensitive to noise. It works not very well when fiting a non-
persistent or variable burst signal. In this regard, reference [10] introduced a modified 
Prony algorithm with adaptive, transient signal was adaptively divided into more than 
one field and separately fitted for each field. This paper calls the method as piecewise 
Prony algorithm. The simulation results in [9] verify the feasibility of Prony algorithm 
for power system fault transient signal analysis and process. The fitting accuracy can 
meet the requirements by changing the order of this algorithm. 

Current transformer will be exhausted in the first 1/4 Power frequency cycle after 
fault occurs [11], so the sample data during this time frame is only valid. Taking into 
account the calculate quantity, this paper take the sample data in T/20 after fault 
occurs as the analysis data. 

3.2 Relative Entropy Theory 

In 1951, the statistician Kullback and Leibler presented an amount of information 
used to measure the degree of closeness between probability distribution 

1 2{ , }mχ χ χ χ= … and 1 2={ }mλ λ λ λ， … , which can be expressed as: 

    ( )
1

, ln
m

L η
η

η η

χ
χ λ χ

λ=
=  (4) 

This quantity is called the relative entropy, also known as probability distribution, 
which can be used to measure the difference of two waveforms. The smaller relative 
entropy is, the higher the similarity of the two signals is. Conversely, the similarity of 
the two signals is lower. 

Prony relative entropy theory combines piecewise Prony algorithm with relative 
entropy theory. A series of Prony base function will be acquired by using piecewise 
Prony algorithm when fitting a transient zero-sequence current. The Prony base 
function which has the maximum energy instead of transient zero-sequence current 
signal is studied to eliminate the effect of random interference signal or high 
frequency signal [9]. Then the relative entropy values of adjacent detection points will 
be computed. The transient zero-sequence current waveforms at the same side of fault 
point possess high similarity, so the relative entropy between them is small, 
conversely, the relative entropy between the opposite side of fault point is high for 
they possess low similarity.  
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4 Fault Locating Mechanism 

Assumed there are m current detection points in a line totally, FTU will upload the 
transient zero-sequence current of these current detection points to the master station 
in real time. Then the master station will locate the fault section based on these 
sample data. Concrete steps are as follow. The flow chart of fault section locating is 
shown in Fig.3. 

Step 1: Sampling period is tΔ
，the number of sample data is N in T/20 after fault 

occurs, then: T / 20N tΔ = . 
Step 2: Fit transient zero sequence currents in each detection points using 

piecewise Prony algorithm. Select the transient zero-sequence current dominant 
component kI (k=1,2,…m) according to the maximum amplitude principle [9]. 

kI instead of transient zero-sequence current is studied. 

Step 3: Consider a total system 
1

m

k
k

I I
=

=  , where k=1,2,…m. 

Step 4: At n-th sampling time point, i.e. t n t= Δ (n=1,2,…N), the proportion of 

kI in the total system ∑I at k-th detection point is ,k tI  

     ,
k

k t

I
I

I
=
 (k=1,2,…m) (5) 

Step 5: Compute the Prony relative entropy value of adjacent detection points.  

      
,

, 1 ,
1 1,

ln
N

k t
k k k t

n k t

I
M I

I+
= +

=   (k=1,2,…m-1) (6) 

where, t n t= Δ (n=1,2,…N). 

Step 6: Find the maximum one among , 1k kM + (k=1,2,…m-1), then the fault occur 

between k-th detection point and k+1. 

5 MATLAB Simulation Example 

Build a Simulation model of small current to ground system in MATLAB/Simulink, 
which is shown in Fig.4. The length of overhead lines S1=20km, S2=15km,  
S3=24km, S4=30km, S5=16km, S6=30km. Positive sequence parameters 
R1=0.17Ω/km, L1=1.2mH/km, C1=9.697nF/km. Zero sequence parameters 
R0=0.23Ω/km, L0=5.48mH/km, C0=6nF/km. Sampling frequency fs=1000kHz. The 
connection type of transformer is Y/Δ, transform ratio is 220kV/35kV. Single-phase  
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fault to ground occur at 10km of line S1, A, B, C and D are four current detection 
points on the line S1, which are respectively installed at 8.5km, 9.5km, 10.5km and 
11.5km of line S1. 

 

 

Fig. 3. Flow chart of fault area locating 

Δ

 

Fig. 4. Simulation model of small current to ground system 

Set the initial phase angle is 90°, the earth resistance of fault is 5 ohms. Fitting of 
transient zero-sequence current of detection point A in T/20 after fault occurs is 
shown in Fig.5. It indicates that the fitting works very well. 

There are many Prony basis functions to fit an actual current signal, but only the 
dominant component is selected. The dominant components at each detection point 
when the initial phase angle is 90° and the earth resistance is 5 ohms are showed in 
Tab. 1. Form Tab. 1, we can see that the four fitting parameters at the same sides of 
fault point (A, B, or C, D) are close similar, while the opposite sides of fault point (B, 
C) are vary widely. 
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Fig. 5. Fitting of transient zero-sequence current of detection point A 

Table 1. Fitting parameters of each line on dominant component 

Parameter A B C D 

Ai 15.8321 15.2082 0.8082 0.7517 

αi 0.5244 0.5358 0.2295 0.2156 

fi 52.6696 52.7701 190.7678 194.5218 

θi -1.7678 -1.3541 -1.1145 -1.1584 

 
When the initial phase angle consists on 90° and the earth resistance changes, the 

Prony relative entropy values of the dominant component among adjacent detection 
points are shown in Tab. 2. While the earth resistance consists on 5Ω and the initial 
phase angle changes, the Prony relative entropy values are shown in Table 3. The 
simulation results in Tab. 2-3 indicate that the Prony relative entropy between B and 
C (MB,C) is much larger than MA,B and MC,D no matter what fault condition is. Then 
the fault section locating result is obtained that the fault occurs at the section between 
detection point B and C, which is corresponds to the fact. 

Table 2. Prony relative entropy of adjacent detection point in different earth resistance 

Earth  
Resistance (Ω) 

MA,B MB,C MC,D 
Fault  

Section 
5 17.9314 839.4912 12.1106 BC 

50 8.9205 780.3482 6.3924 BC 

100 3.1223 875.8765 3.4113 BC 

200 0.7732 980.4901 1.2248 BC 

500 7.5965 736.7724 20.4869 BC 
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Table 3. Prony relative entropy of adjacent detection point in different initial angle 

Initial Angle 
(degree) 

MA,B MB,C MC,D 
Fault  

Section 
0 3.1948 1134.1306 5.0275 BC 

5 4.0777 1057.4364 3.8918 BC 

30 29.4907 2649.3304 115.1581 BC 

60 4.3673 3382.1199 3.6532 BC 

90 17.9314 839.4912 12.1106 BC 

6 Conclusion 

This paper presents a fault line section locating method based on Prony relative 
entropy theory in small current to ground system. Simulation results verify the 
validity and accuracy of the method in this article. 

This method uses FTU to extract transient zero-sequence current in each detection 
points. The dominant components instead of transient zero-sequence currents are used 
to eliminate the effect of random interference signal or high frequency signal. 
Compare to the method of power, this method needn’t install PT to detect voltage, 
which can lower the investment. The shortcoming of this article is that the module of 
small current to ground system is a single hub network system, it requires further 
study for complex localization of topological grid system issues. 
 
Acknowledgments. This paper was partially supported by The National Natural 
Science Foundation (61374040), Key Discipline of Shanghai (S30501), Scientific 
Innovation program (13ZZ115), Graduate Innovation program of Shanghai (54-13-
302-102). 

References 

1. Zhang, H.F., Pan, Z.C., Sang, Z.Z.: A new fault locating method for power system with 
floating neutral based on signal injection. Automation of Electric Power Systems 28,  
64–66 (2004) 

2. Pan, Z.C., Zhang, H.F., Zhang, F., et al.: Analysis and modification of signal injection 
based fault line selection protection. Automation of Electric Power Systems 31, 71–75 
(2007) 

3. Yan, F., Yang, Q.X., Qi, Z., et al.: Study on Fault Locating Scheme for Distribution 
Network Besaed on Travelling Wave Theory. Proceedings of the CSEE 24, 37–43 (2004) 

4. Hang, L.L., Xu, B.Y., Xue, Y.G., et al.: Transient Fault Locating Method Based on Line 
Voltage and Zero-mode Current in Non-solidly Earthed Network. Proceedings of the 
CSEE 32, 110–115 (2012) 

5. Ma, S.C., Xu, B.G., Gao, H.L.: An Earth Fault Locating Method in Feeder Automation 
System by Examining Correlation of Transient Zero Mode Currents. Automation of 
Electric Power System 32, 48–51 (2008) 



 A Novel Method of Fault Section Locating Based on Prony Relative Entropy Theory 367 

6. Tian, S., Wang, X.W., Wang, J.J.: Comparative Research on Fault Locating by Transient 
Zero-Module Current and Transient Zero-Module Power Based on Correlation Analysis. 
Power System Technology 35, 206–221 (2011) 

7. Sun, B., Xu, B.Y., Sun, T.J.: New Fault Locating Method Based on Approximate Entropy 
of Transient Zero-module Current in Non-solidly Earthed Network. Automation of Electric 
Power System 33, 83–87 (2009) 

8. Ma, S.C., Gao, H.L., Xu, B.G., et al.: A survey of fault locating methods in distribution 
network. Power System Protection and Control 37, 119–124 (2009) 

9. Wang, X.W., Wu, J.W., Li, R.Y., et al.: A Novel Method of Fault Line Selection Based on 
Voting Mechanism of Prony Relative Entropy Theory. Electric Power 46, 59–64 (2013) 

10. Sun, X.M., Gao, M.P., Liu, D.C., et al.: Analysis and processing of electrical fault signals 
with modified adaptive prony method. Proceedings of the CSEE 30, 80–87 (2010) 

11. Shu, H.C., Peng, S.X.: Distribution network fault line detection using the full waveband 
complex relative entropy of wavelet energy. High Voltage Engineering 35, 1559–1564 
(2009) 



K. Li et al. (Eds.): LSMS/ICSEE 2014, Part III, CCIS 463, pp. 368–377, 2014. 
© Springer-Verlag Berlin Heidelberg 2014 

PV Fouling Detecting System Based on Neural Network 
and Fuzzy Logic 

Xuejuan Chen, Chunhua Wu, Hongfa Li, Xiayun Feng, and Zhihua Li 

Shanghai University, Shanghai Key Laboratory of Power Automation 
Shanghai, Yanchang street 149, 200072 Shanghai, China 

{Angelaventana,wuchunhua,lihongfa}@shu.edu.cn,  
715643564@qq.com, lzh_sh@staff.shu.edu.cn 

Abstract. PV fouling detecting system based on neural network and fuzzy logic 
is proposed. Comparing with traditional methods, the proposed method is rapid 
adaptive and universal to all PV power station. Neural network is used to 
predict the maximum power point (MPP) of a PV module under any lighting 
conditions. Then fuzzy logic rule is used to identify the fouling condition 
according to the result from neural network prediction. The experiment shows 
that the neural network can precisely predict the MPP under any lighting 
environment and the fuzzy logic rules can precisely identify the fouling 
condition of PV modules.  

Keywords: PV, fouling detecting, neural network, fuzzy logic. 

1 Introduction 

Energy plays an important part in our daily life. Solar energy is clean and 
environmental-friendly. Besides, it is inexhaustible. In recent years, with the 
prosperous of PV industry, several model PV power stations have been built 
domestically, thus promoting the efficient use of new energy [1]. However, more and 
more people focus on solar energy. Many domestic scholars mainly focus on the 
maximum power point tracking (MPPT) control methods, so few research works are 
related to PV module fouling detecting. 

However, in the operation of PV power stations, the PV modules are widely 
affected by environmental factors, especially fouling. Fouling blocks light 
transmittance thought the PV module surface, then reducing the solar irradiance 
received by the cell, thus reducing the output power of PV modules [2,3]. If the 
fouling condition is serious, partial shade may form, thus bringing many other 
problems. In severe situations, hot spot may occur and irreversible damage may occur 
to PV modules. So fouling effect of PV modules cannot be ignored. 

2 Dust 

2.1 Basic Feature of Dust 

Dust is the solid particles with a diameter less than 0.92mm [4]. Its concentration in 
different urban areas is different. Due to small particles and light weight, dust is easily 
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carried by wind. A large quantity of dust goes up and down with the help of wind and 
atmosphere. Gravity, Van der Waals forces, electrostatic force also contribute to the 
formation of dust [5]. Dust lies on the PV module and fouling is then formed. 

The sources of dust are from nature and human works. When rock weathered, 
small dust particles are formed. When dust dries, it is carried by wind and flying in 
the atmosphere. Anthropogenic source is much more complex. There are 3 main 
sources: particles from industrial fuel after burning, dust from construction and 
ground dust caused by traffic [6]. 

According to the chemical nature, dust can be divided into 3 categories: acidic 
dust, alkaline dust and neutral dust; according to attached patterns, dust can be 
divided into 2 categories: dry pine fouling and adhesive fouling. The common pattern 
of dust is dry pine fouling. Fluffy dust attaches to the PV module surface evenly. 
Strong wind or simply a wipe can clean up. Adhesive fouling is formed by chemically 
active dust. When in wet situation, hydrolysis happens, then gelatinous substance 
forms and attaches to PV modules. When it dries, hard shell crystals form [7]. Its 
shape in the PV modules’ surface is uneven state. 

2.2 Effect of Fouling 

When dust covers evenly on PV modules, there are mainly 2 kinds of effects: 
blocking the incident light, thus reducing the solar radiation intensity the PV module 
actually receives; block the radiating of PV module and break the thermal 
equilibrium, and then the temperature will rise as the PV module can’t radiate timely 
and the heat accumulates. The two effects ultimately result in decreasing the output 
power of PV module, affecting the power efficiency. 

When active chemically dust accumulates on PV modules, affected by rain, it may 
form binding substance. Some are washed away by the rain; the others form small 
plaques when dried, resulting in partial shade. In more severe case, the small plaque 
can lead to hot spot, causing irreversible damage. 

3 MPP Prediction Based on Neural Network 

3.1 Calculation of MPP 

Solar cell takes the advantage of the photovoltaic PN junction effect to convert light 
energy into electrical energy. It consists of a current source, a diode and resistors. Its 
common DC equivalent model is shown below [8]. 

 

Fig. 1. Actual solar cell equivalent circuit diagram 
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MPP can be calculated by (1) according to the mathematic model of PV module 
[9]. 

2(U )
2 ( ) U

[I (R ) U U ] / R
s ocq PR U U

oc sc s p AKTU
sc s p s p

p

U U I R R
P R PR e

R

+ −− +
= + − − +  (1)

scI  represent short circuit; U represent output voltage;
 

ocU  represent open-circuit 

voltage; sR  represent series resistor; pR  represent shunt resistor; A is the ideal 

diode constant; q is the amount of charge; K is Boltzmann constant; T is the 
environment temperature. 

By (1), MPP of PV module can be calculated precisely under any lighting 
conditions. However, the parameters given by manufactures exclude series resistor 
and shunt resistor. The ideal diode constant is also unknown. It is difficult to estimate 
the value of series resistor, shunt resistor and ideal diode constant with only an I-V 
curve under standard  test condition (STC) given by the manufacturer. So this model 
is applied mostly in simulation but not in real situation. Many parameters can’t be got 
in actual use. And the equation is an implicit equation. It needs complex computing to 
solve. So in field experiment MPP value can’t be calculated by the equation. 

Since it is difficult to calculate MPP under any lighting condition only with a 
simple equation, it is necessary to find other method to estimate MPP in a simple way. 

3.2 MPP Prediction 

There are 2 categories of prediction method according to physical parameters: one is 
to predict the solar irradiance, and then calculated the output power according to the 
prediction; the other one is to directly predict the output power. For the prediction of 
solar irradiance, it often combines with weather forecast or it depends on a small-
scale weather station. So when it depends on the prediction of solar irradiance, it is 
the average value of the day, not the specific moment. 

Building a PV system model is the main prediction method in nowadays. The usual 
way is to utilize the parameters under (STC) of short-circuit and open-circuit provided 
by the manufacture and the parameters of MPP to establish equations and solving the 
model parameters [10]. 

For instants, Zai Zhaiteng uses LambertW Function to get the current and voltage 
functions [11]. And he shows the relationships of different models and their 
parameters under different conditions and predicts the output feature of PV arrays 
according to the relationships [12]. 

Establishing PV output model and solving the parameters need a lot of computing. 
However, it can’t describe the output feature under any solar irradiance and 
environmental temperature. Using simply models, such as the rough model of 
numerical fitting, the accuracy may be not very high, but it is enough for estimating 
the fouling condition. 
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4 Prediction 

4.1 Neural Network 

Since the 80th century, artificial neural network has caused widespread concern due 
to its unique advantages. The basic idea is to simulate the nervous system of the 
human brain, so that the machine has abilities of perception, learning and reasoning 
that the human brain has. 

BP(Back Propagation) neural network is a multi-layer feedback leaning method. It 
has a strong arithmetic reasoning ability and is one of the widely used neural 
networks today. The basic method of the algorithm is least squares learning 
algorithm, using gradient search technique, adjusting the weights to reach the 
minimum total error of the network. The learning process is a process which is 
backward error propagation, and during which process the weights are corrected. This 
algorithm is especially suitable for the fitting nonlinear characteristics. Through 
training, the expected output can be precisely fitted. 

4.2 Prediction of MPP Value Based on Neural Network 

Considering the advantage of neural network in predicting the output of a nonlinear 
system, a BP neural network is established to predict the MPP value. Large numbers 
of experimental data were collected to train the network and finally got the MPP 
prediction value under any lighting condition. 

A neural network was established referred to fig.3. The input layer is responsible 
for receiving the external information. The input parameters are solar irradiance 
measured by solar meter, the average temperature of the back board of the PV 
module, open-circuit voltage, short-circuit current, voltage and current of MPP; in the 
middle are the hidden layers, which are responsible for the exchange and processing 
of the information. 

For output node k, we use (2) to update its weight. For hidden node I, we use (3) to 

update its weight. In the two equations, η  is the learning speed; kd  is the expecting 

output; pko   is the output of output node k; pio  is the output of hidden node i; pjo  

is the output or input of node j. kδ  is defined as (1 )( )k k k k ko o d oδ = − − . 

(1 )( )ki pk pk pk pk piw o o d o oηΔ = − −  (2) 

1

(1 )( )
L

ij pi pi pk ki pj
k

w o o w oη δ
=

Δ = −   
(3) 

There are 6 hidden layers in the system. The number of hidden layers is very 
important in BP neural network. Generally, if there are too few hidden layers, complex 
mappings can’t be created and the training error will be big; if there are too many  
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hidden layers, the training process will take a lot of time, yet the error is not necessarily 
a minimum. So, by several experiments, a six-hidden layers are selected as the best 
choice. 

 

Fig. 2. Neural network module 

The training data are more than 400 groups of data got by experiment (using clean 
PV module). They are collected by a data collection software system especially 
designed for the experiment (It will be introduced later).  Then a neural network 
training system is set up using MATLAB. By the training, with large information 
forward propagation and error backward propagation, the weights of layers adjust 
continuously and the output error is reduced and achieves the requirement. The 
simulation result is shown in fig.3. 
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Fig. 3. Training result 

‘*’ in the figure represent the original data and ‘o’ represent the data predicted by 
the BP neural network. We can see that most of the two groups of data can overlap. It 
means that the prediction value can match the original data at most of the time. So the 
neural network we established can perform well. So the neural network can achieve 
the result we expected. 
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In order to ensure the training quality, 500 times of training is set. In fig.4 we can 
see fast decline in error in the beginning. The result is good within 100 times. If we 
set fewer training times, the training can be completed in a short time. 

 

Fig. 4. Training error 

So when predicting the PV output power, using a neural network would be a better 
choice. And the result is good. 

5 Fuzzy Logic Rules 

5.1 Introduction of Fuzzy Logic Rules 

Comparing with classical control method, fuzzy logic does not need an accurate 
mathematical model. So for some object which cannot get a mathematical model or 
hard to establish an accurate mathematical model, it is better to use fuzzy logic 
method. Especially for nonlinear problems, fuzzy logic can provide a good solution. 
At present, the application of fuzzy logic is rapidly developing. It can be applied in 
the field of judgment, reasoning, prediction, identification, planning, decision making 
and problem solving, etc. Fuzzy logic has become an important part in the intelligent 
control field. 

5.2 Design of Fuzzy Logic Rules 

Fuzzy logic rules are used to identify the fouling condition in the system. The input 
parameters are the MPP value predicted by neural network and the actual measured 
MPP value. 

 

Fig. 5. Fuzzy decision flowchart 
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In the fuzzy logic design, the predicted MPP value and the actual MPP value are 
mapping to fuzzy set theory domain Ee and Er. 
One fuzzy set has 8 fuzzy subsets and the other one has 6 fuzzy subsets. They are: 

Ee={NB,NM,NS,NO,PO,PS,PM,PB}; 
Er={NB,NM,NS,PS,PM,PB}; 
NB,NM,NS,NO,PO,PS,PM,PB represent negative big, negative middle, negative 

small, negative zero, positive zero, positive small, positive middle, positive big. 
Thought repeatedly practice, a fuzzy rule table is designed as follows. 

Table 1. Fuzzy rule table 

Real 

measurement 

The error of prediction 

NB NM NS NO PO PS PM PB 

NB PB PB PM PO NO NS NM NB 

NM PM PS PS PO NO NS NS NB 

NS PB PM PS PO NO NO NM NB 

PS PM PS PS PO NO NS NS NM 

PM PS PS PO PO NS NM NM NB 

PB PS PO PO PO NS NM NB NB 

5.3 Fuzzy Identification 

Through the above fuzzy identification, we know that under the condition of PO and 
NO, there is little difference between the predicted MPP value and the actual MPP 
value. It is within the tolerance. When NS appears, the actual MPP value is a little 
smaller than predicted MPP value. There may be little fouling. At this time, one can 
considering the cleaning cost and the power loss cost, and then decide whether it 
needs cleaning. When NM or NB appears, there is a big difference between the 
predicted MPP value and the actual MPP value. In such case, the fouling condition 
may be serious and needs an immediate cleaning. When PS, PM or PB appears, it 
indicate that predicted MPP value is bigger than the actual MPP value. In such case, 
there is exception. It may be due to a sudden change in solar irradiance (e.g. a piece of 
cloud has just covered the sun suddenly). Or it is just because of neural network 
prediction failure. So we can’t identify the condition by the invalid information. In 
such case, another identification needs to be made. 

6 Experiment 

Experiments were set to get the data to train the neural network and to check 
prediction performance after training. 

6.1 Experiment Description 

Fig. 6 shows the whole structure of the system. A PV module (HQ-190W), a 
controller, a solar meter, a temperature meter and a PC host were used to establish the 
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system. The PV module is working at maximum power point tracking (MPPT) model 
most of the time, expect when open-circuit voltage, short-circuit current need to be 
get. The controller is used to get the open-circuit voltage, short-circuit current 
occasionally. Fig.6 shows the real equipment of the experiment. 

  

Fig. 6. Structure of the system 

Solar meter (TES1333R) is placed in the same direction and the same angel of PV 
module so as to get the correct solar irradiance the module receives. The sensors of 
the temperature meter are placed at the back of the PV module. Their average 
temperature is the temperature of the module. The solar meter, the temperature meter 
and the controller communicate with the host by RS232 communication lines. Then a 
hub is used to collect the information and sends the information to the PC server. 

When collecting normal data (using clean PV module), all the data were restored in 
a database for a later use. When testing the prediction performance, the data were 
stored temporarily and the prediction was made online. 

6.2 Experiment Performance 

A clean PV module was used in the first part of the experiment. Though online 
detecting software, we can see that the PV module is working normally. There were 
no warnings of serious fouling. The whole MPPT figure was show in Fig.7. The 
points which were much lower were due to thick cloud. 

 

Fig. 7. Operation of system (clean PV module) 
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Then, in the second part of the experiment, dust was placed on the PV pale 
artificially.  The system ran again. This time, the system detected the big difference 
between the predicted MPP value and the real MPP value. A warning was given in 
Fig. 8. 

 

Fig. 8. Operation of system (fouling PV module) 

7 Summary 

In this paper, neural network and fuzzy logic identification are used to detect the 
fouling condition of PV modules. Take the advantage of prediction in nonlinear field 
of neural network, the maximum power point value of PV modules under any  
lighting environment is predicted. By training and simulation on the MATLAB 
platform, it shows that neural network can precisely predict the generating power of 
PV power station. Then ,the fuzzy logic rules is used to value the difference of 
predicted MPP value and the actual MPP value, so the fouling condition of PV 
module can be identified. This method proposed a good method to identify the fouling 
condition. Compare with traditional methods, it does not require modeling of the 
system. And it is a universal method. By experiments, this method can precisely 
identify the fouling condition of PV module. 

References 

1. Zhao, Z.M., Lei, Y., He, F.B.: Overview of large-scale grid-connected photovoltaic power 
plant. Automation of Electric Power System 35, 101–107 (2011) 

2. Zhang, F., Bai, J.B., Hao, Y.Z.: Effect of airborne dust deposition on PV module surface 
on its power generation performance. Power System and Clean Energy 28, 82–86 (2012) 

3. Hou, J.S., Wang, K.H., Shi, Y.L.: The influence of temperature and dust to the 
independent system of solar photovoltaic generation in Handan. Energy Conservation 28, 
82–86 (2012) 

4. Du, P.X., Ma, Z.M., Han, Y.M.: City dust pollution and management. Urban Problem 2, 
46–49 (2004) 

5. Gong, H.X., Wu, J., Xie, Y.K.: Analysis of the general design principles of pptimal dust 
removal plan of photovoltaic modules. Journal of Chongqing University of Technology  
(Natural Science) 27, 58–61 (2013) 



 PV Fouling Detecting System Based on Neural Network and Fuzzy Logic 377 

6. Wang, X.L.: Pollution analyse of street dust in core district of Chongqing. Southwest 
University, Chongqing (2008) 

7. Fali, J.U.: Study on The Effect of Photovoltaic Power Generation Project By Dust. 
Chongqing University (2010) 

8. Zhai, Z.T., Cheng, X.F., Yang, Z.J.: Analytic solutions of solar cell model parameters. 
Acta Energiae Solaris Sinica 30, 1078–1083 (2009) 

9. Wei, D., Lou, H., Xiao, C.Y.: Calculation of Maximum Power Point and Solution of 
Model Parameters for Solar Photovoltaic Output Characteristics. Proceedings of the 
CSEE 33, 1–7 (2013) 

10. Engin, K., Boztepe, M., Colak, M.: Development of suitable model for characterizing 
photovoltaic arrays with shaded solar cells. Solar Energy 81, 329–340 (2007) 

11. Chen, C.S., Duan, S.X., Yin, J.J.: Design of Photovoltaic Array Power Forecasting Model 
Based on Neutral Network. Transactions of China Electrotechnical Society 24, 153–158 
(2009) 

12. Zha, Z.T.: The output characteristic predieting of PV array in arbitrary condition. 
University of Science and Technology of China (2008) 



 

K. Li et al. (Eds.): LSMS/ICSEE 2014, Part III, CCIS 463, pp. 378–387, 2014. 
© Springer-Verlag Berlin Heidelberg 2014 

Optimal DG Integration in Active Distribution Network 
Based on S-OPF 

Yang Fu1, Chunfeng Wei1, Zhenkun Li1, and Yiliu Jiang2 

1 Shanghai University of Electric Power, Yangpu District, Shanghai 200090, China 
2Changzhou Power Supply Company, Changzhou, Jiangsu 213003, China 

mfudong@126.com 

Abstract. Active distribution network (ADN) is an indispensable content of 
smart distribution network under smart grid framework. On the basis of 
integration modes study, an economy optimal model of DG integration from a 
DSO perspective is proposed and two DG integration indexes are defined, 
respectively, integration ratio and GC ratio. The hourly sequential model is 
adopted to simulate load and DG uncertainties and a method of DG optimal 
integration based on stochastic optimal power flow(S-OPF) is presented. Monte 
Carlo Simulation aiming to get expected value and variance of network 
parameter precisely is used in stochastic power flow. The influence of 
integration indexes on economy in two scenarios is analyzed and some useful 
conclusions are achieved.  

Keywords: active distribution network (ADN), stochastic optimal power 
flow(S-OPF), integration mode, integration index, Monte Carlo Simulation, 
hourly sequential model. 

1 Introduction 

With the exhaustion of traditional energy and growth of electricity demand, new 
energy power generation technologies will continue to mature, Distributed Generation 
(DG) will be integrated in all levels of distribution network and the increase of DG 
penetration is the development trend of future distribution network. Due to the 
uncertainties of demand and DG, a series of issues will come out in the operation of 
distribution network with high penetration of DG. Active Distribution Network 
(ADN) [1] and Microgrid [2] are two feasible technology routines. ADN is a public 
distribution network managed by Distribution System Operators (DSOs) to make 
easier integration of DG and optimize the operation state of the network.  

At present, a lot of scholars at home and abroad have started research in this field 
and achieved some achievements. For example, multi-objective planning models of 
ADN are established in literature [3, 4], whereby the literature [3] uses multi-scenario 
analysis to deal with uncertainty of DG output and demand. Literatures [5, 6] take 
advantage of Stochastic Power Flow (SPF) to deal with uncertainties. Traditional 
distribution network planning meets all kinds of operation condition of extreme cases 
at the expense of a larger margin [7], but ADN planning approach should take into 
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account possible uncertainty of operation condition at planning stage [8]. Literatures 
[9] establish a probabilistic model of the wind turbine and photovoltaic generator and 
consider that wind, solar and load are independent of each other, but in fact there is a 
time-based coupling relationship between them. Most of ADN related literatures are 
too conservative about the penetration of DG integration and less of them involve 
control strategy of DG operation and reverse power flow transport [3, 9]. 

Based on the above analysis, this paper presents an approach of optimal DG 
integration in ADN based on Stochastic Optimal Power Flow (S-OPF), which is 
conductive to future studies of energy storage allocation in ADN. Simulation results 
demonstrate the effectiveness of the proposed method, verify the necessity of Active 
Management (AM) and draw some useful conclusions about DG integration indexes. 

2 Mathematical Model 

The installation of DG units in current distribution network still follows the “fit and 
forget” policy that the DGs operate in prefixed range under local control without 
considering the global state of distribution network. This kind of DG integration mode 
is defined as the FF Mode. With the increasing penetration of DG in distribution 
network, Active Management (AM) is needed for each DG. By Generation 
Curtailment (GC) [5, 6] of DG, adjusting the DG output power factor and other 
measures to make distribution network operate in a safe state, it is defined as the AM 
Mode. It is not necessary and economic to monitor and control each DG, especially 
decentralized DG with small capacity. Therefore a part of DGs with large capacity are 
needed AM technology which is defined as Mixed Mode. 

2.1 Objective Function 

Mathematical model sets the economic optimal as objective function and the model 
takes into account the whole life cycle of the equipment, expressed as follows: 

 inv O&M fine csmin obf C C C C= + + −    (1) 

where invC is investment costs, O&MC is operation and maintenance costs, fineC is fine 
costs of risk, csC is financial subsidy of renewable energy from civil social. 

2.1.1   Investment Costs 
Investment costs include the new installation costs of DG, DG connection costs, 
construction costs of ADN, expressed as follows: 

 
DG

fix AM var
inv DG con ADN DG, DG, ,con ADN DG ADN AP

1

[ ( ) ]
N

i i i i
i

C C C C c w c l c N c c
=

= + + = + + + ⋅ ⋅  (2) 

where DGN is the number of DG installed in the distribution network, AM
DGN is the 

number of DG adopting AM technology, DG,iw is capacity of i-th DG, DG ,ic is the 

investment costs of i-th DG per unit capacity, il is the distance between i-th DG and 
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the connection node, ,conic is the investment costs of connection line of i-th DG per unit 

length. APc is capital recovery factor. The construction cost of ADN is simplified as 

the sum of the fixed costs fix
ADNc and variable costs AM var

DG ADNN c⋅ . var
ADNc is the construction 

costs of communication and control equipment required for a DG integration in ADN.  

2.1.2  Operation and Maintenance Cost, Fine Cost of Risk, Financial Subsidy of 
Renewable Energy 
The sum of the three part can be expressed as f , as follows: 

 DG load DG

O&M fine cs

om, DG, loss loss trans trans fine cs DG,
1 1 1

8760 ( )
N N N

i i li i
i i i

f C C C

c w c P c P c P c P
= = =

= + −

= + ⋅ + + −  
  (3) 

where operation and maintenance costs include operation and maintenance costs of 
DG, annual network loss costs, annual costs of energy imported from transmission 
system. om,ic is operation and maintenance costs of i-th DG per unit capacity, lossc is 

energy loss costs per unit power, transc is the costs of energy imported from 

transmission system per unit power, lossP is the network loss, transP is the energy 

imported from transmission system, if the value of transP is negative, it means that the 

distribution network transfers power to the network with higher voltage level and 
generate revenue. loadN is the number of load nodes, liP is active power of i-th load, 

finec is fine cost of risk per unit load. DG,iP is active power output of i-th DG, csc is the 

active power subsidy of DG per unit power, including environmental benefits. If the 
optimal power flow calculation has no solution which means constraints are violated, 
so fine cost of risk is considered in objective function. 

2.2 Constraint Condition 

Constraints are expressed as follows: 
 0

i

gi li ij
j

P P p
∈Ω

− − =   (4) 

 0
i

gi li ij
j

Q Q q
∈Ω

− − =   (5) 

 min max
i i iV V V≤ ≤   (6) 

 max
ij ijp p≤   (7) 

 rate
T, T,i i iP e P≤   (8) 

 GC, DG,i iP Pλ≤   (9) 

 DG,
cos

i
ϕ ψ>   (10) 

where, giP , giQ is the active and reactive generation at bus i, respectively; liQ the 
reactive load at load i; ijp , ijq the active and reactive power flow between node i and 
node j, respectively; iΩ the nodes set connected to bus i, iV , min

iV and max
iV the voltage, 

minimum voltage and maximum voltage at bus i, respectively; max
ijp the maximum 
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power flow between node i and j; T,iP the active power of i-th main transformer, its 
value is positive if the power flow transmit from high voltage level to low level 
otherwise negative. rate

T,iP is the rated power of i-th main transformer; ie the load-
capacity-ratio of i-th main transformer. DG,iP is rated power of i-th DG, GC,iP the 
reduction power due to GC operation of i-th DG which will be described in detail in 
Section 2.3. DG,cos iϕ is power factor of i-th DG,ψ adjustable power factor of DG. 

2.3 DG Integration Indexes 

1) Integration ratio γ  

Integration ratio is proposed to descript the proportion of DG with and without AM 
in ADN, namely: 

 
AM
DG DG

DG, DG,
1 1

N N

i i
i i

w wγ
= =

=     (11) 

In the situation that certain capacity constraints are satisfied, “fit and forget” policy 
can be adopted for small-capacity DGs that means they operate under local control 
according to prefixed value rather than under global real-time control. 

2) GC ratio λ  
Due to the high penetration of DG accessing to the end of the feeder which will result 

in violations of node voltages, branch capacities and other constraints, large volatility of 
DG output makes the distribution network may cannot consume all the DG output power, 
so appropriate Generation Curtailment measure is needed to meet the operation 
constraints. GC ratio of DG adopting AM is defined as the maximum ratio of the 
allowable power reduced by GC operation and the rated power, defined as follows: 
 max

GC DGP Pλ =   (12) 

where, max
GCP is maximum allowed power reduction by GC operation of DG; DGP the 

rated power of DG. GC ratio of DG is an important performance index of control 
equipment of DG in ADN, the value of which determines the maximum allowable 
DG penetration in ADN value to some extent. The higher the value is, the higher the 
allowable penetration of DG. 

3 Uncertainties Simulation Model in ADN 

In order to simulate the operation of actual distribution network, DG output and load 
demand use hourly sequential model. Meanwhile considering a certain error between 
the predicted and actual values, a disturbance variable is added on the basis of the 
predicted value in a simulation. 

3.1 Hourly Sequential Model of Wind Turbine 

The output of wind turbine (WT) can be approximately expressed as a function of wind 
speed[5]. Forecast wind speed data of 8760 hours in a year can be obtained by HOMER 
software through history monthly average wind speed from meteorological sites. 
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Fig. 1. Yearly wind speed and solar radiation of Shanghai 

Take Shanghai (longitude 121.45°E, latitude 31.4°N) as an example, Weibull shape 
factor is 1.98, autocorrelation is 0.9, diurnal pattern is 0.2, hour of peak in a day is 
14h, the wind speed is presented as a solid line in figure 1. 

3.2 Hourly Sequential Model of Photovoltaic 

The power output of photovoltaic (PV) is related to daily radiation, conversion 
efficiency, installation angle of photovoltaic panel, temperature and so on [9]. The 
generated solar radiation of Shanghai is presented as a dotted line in figure 1. 

3.3 Hourly Sequential Model of Load 

Daily fluctuation characteristics of load have a great relationship with load type and 
load patterns of the same type are also slightly different in four seasons throughout 
the year. In this paper, loads are categorized into the agricultural load, commercial 
load, industry load and residential load and a total of 16 load patterns are needed 
considering different seasons. Load data of 8760 hours in a year can be simulated by 
various types of load pattern in four seasons. 

4 Solution of DG Optimal Integration Model 

4.1 OPF 

OPF itself is a kind of mathematical optimization problem. Under the situation that 
network structure A, its parameter p, load demand, maximum active and reactive 
power of DG are known, OPF minimizes the costs of energy imported from 
transmission system through adjusting the control variable u (actual output of DG, 
energy imported from transmission, etc.) and meeting the constraints of load demand 
and operation requirement. This is similar with control measures and operational 
goals in ADN, so OPF calculation is used to determine the runtime status of ADN. 

During power flow calculation, if DGs connect the network using FF Mode, they 
are set as PQ buses and their output only contains active power; if using AM Mode, 



 Optimal DG Integration in Active Distribution Network Based on S-OPF 383 

 

they are initialized as PV buses and upper limit of DG’s active power is determined 
by wind speed and solar radiation, lower limit of active power is determined by 
equation (9), upper and lower limits of reactive power is determined by equation (10). 

4.2 Stochastic Power Flow Based on Monte Carlo 

Monte Carlo simulation randomly generates any time of a year, samples the 
corresponding load distribution and DG output based on load and DG output hourly 
sequential models built, calculates network operating parameters through determinate 
power flow, then get the statistical analysis data. In sampling process, if convergence 
criterion is not satisfied, sampling continues and sample sequence of the network 
operating parameters is obtained by calculating; if satisfied, probability statistics of 
the above sample sequence is done, mathematical expectation and variance of the 
sample sequence is considered as the mathematical expectation and variance of the 
research problem. 

In the above process, the convergence criterion is judged at each sample in order to 
improve the calculation speed. As a result of relative error is used as the convergence 
criterion, the function that used to judge convergence excludes investment costs, only 
contains the subfunction f expressed in section 2.1.2. The subfunction of i-th sample 

simulation is defined as if , the estimated value of subfunction of i-th sample ˆ
if and its 

practical estimation formula of relative error is defined as follows: 

 
1

ˆ
N

i i
i

f f N
=

=   (13) 

 2
1 /2

1

ˆ ˆ( ( ) ( 1) )
N

i i
i

u f f N N fαε −
=

≤ − −   (14) 

where,1 α− is a given probability ( α is a given level of significance), 1 /2u α− is the 

lower side of the median of the standard normal distribution N (0,1) at a given 
probability. In this article1 α− is taken as 0.95, corresponding 1 /2u α− is 1.959 963 984. 

When the error estimated by equation (18) is smaller than the prefixed value of 
relative error refε , the algorithm converges. 

4.3 Optimization Algorithm of DG Integration 

Each DG integration solution is economically assessed in accordance with the 
following steps. 

1) Initialize parameter. Input network parameters and DG connection solution, and 
calculate investment cost by equation (2). Set the relative error of Monte Carlo 
simulation, N=1. 

2) Build hourly sequential model of load and DG output, respectively. 
3) Sample [1,8760]t ∈ according to hourly sequential model and generate 

corresponding random variable of load and DG output. 
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4) Select the slack bus according section 4.1, set PV and PQ buses and calculate 
upper and lower limits of active and reactive power of slack and PV buses. 

5) Minimize the cost of energy imported from transmission which is set as the 
objective function of OPF and complete deterministic OPF calculation. 

6) Reset slack bus or PV bus if the power constraint is violated and return to step 5; 
Save sample sequence of subfunction if , power flow, network losses, voltage of 

buses, real output of DGs and reduction power due to GC operation and so on if not. 

7) Calculate the estimated value of subfunction f̂ by equation (13) and relative 

error by equation (14). If the relative error meets accuracy requirements compared 
with refε , return to step 8; if not, N=N+1, return to step 3. 

8) Carry out probability statistics. Calculate objective function obf of DG 

integration by equation (1), set the mathematical expectation and variance of the 
sample sequence as the mathematical expectation and variance of the solution. 

5 Simulation Results and Discussion 

5.1 Test Case of ADN 

The test case in this paper is a 48 bus test system to simulate the real medium voltage 
distribution network of Shanghai China. The system construction is shown in figure 2.  

 

Fig. 2. A Shanghai 48 bus test system for ADN research 
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The wiring patterns of overhead line of Shanghai distribution network commonly 
are radiation and multi-segment multi-connection, mainly agricultural load. The 
wiring patterns of cable are mainly single loop, double loop and switching stations. 
Assume that the load supplied by a single loop wiring is residential load, load 
supplied by a double loop wiring is industry load and load supplied by switching 
station is commercial load.  

5.2 Basic Simulation Data 

It is assumed that GC ratio is taken as 50%, allowable power factor range of DG is 
taken as 0.9 lead or lag. To facilitate the study of the meaning of AM to DG in ADN, 
the following two scenarios of DG connection are defined.  

Scenario 1: DGs orderly connect to ADN. The total capacity of DGs connected to 
each 10kV feeder is not greater than the feeder capacity, the rest of DGs are 
connected to 10kV buses in 35/10kV or 110/10kV substation.  

Scenario 2: DGs randomly connect to ADN. At different penetration condition, the 
probability of DG connected to 10kV buses and load nodes is the same and DG 
connection is independent of each other. 

5.3 Analysis of Simulation Results 

The economics of DG integration in distribution network at the different penetration 
is shown in figure 3 in the FF Mode and the AM Mode. It is observed that, the 
economics of photovoltaic connected to the distribution network in Shanghai alone is 
much better than the wind turbine, mainly because solar radiation resource in 
Shanghai is relatively rich then wind resources. The transverse line in the figure 
indicates the objective function is 127.49 million Yuan when no DG is connected to 
the network. 
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    (a) Scenario 1: DG orderly connection       (b)Scenario 2: DG randomly connection 

Fig. 3. Economic comparison of FF Mode and AM Mode 

As shown in figure 3(a), the DGs orderly connecting to network, economy of ADN 
is better than distribution network without DG when the PV penetration is 0~200%, in 
which the economy is the best and objective function is 119.06 million Yuan when 
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the PV penetration is 20%. Economy of FF Mode is slightly better than AM Mode 
when the penetration is 0~220% and is worse than FF Mode when the penetration is 
above 220%.The overall economy of scenario 2 in which the PVs randomly connect 
to network is worse than scenario 1 in which the PVs orderly connect as shown in 
figure 3 (b). When the penetration is greater than 65%, the economy of AM Mode is 
far superior to FF Mode and the overall difference between the two increases with the 
penetration grows. As can be seen from comparison of the two pictures in figure 3, 
the potential of AM is greater when DG randomly access. 

In Mixed Mode when DGs randomly connect to network, the impact of DG 
integration ratio on economy at different penetration (PR) is shown in figure 4. The 
small range of fluctuation in the figure is due to the randomness of selecting DG to be 
under active control. According to the comparison of the three curves, the DG 
integration ratio should increase in order to achieve optimal economy when the 
penetration continuously grows, for example, DG integration ratio should be taken as 
50% and 70% when penetration is 150% and 200% respectively.  

 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
100

110

120

130

140

150

160

170

DG integration ratio %

ob
j (

m
ill

io
n 

Y
ua

n)

 

PR:100%
PR:150%

PR:200%
PDN

 
0 20 40 60 80 100

100

110

120

130

140

150

160

170

GC ratio of DG %

ob
j (

m
ill

io
n 

Y
ua

n)

 

 
PR:100%
PR:150%

PR:200%
PDN

 
Fig. 4. Economic analysis of integration ratio Fig. 5. Economic analysis of GC ratio 

In AM Mode when DGs randomly connect to network, the impact of GC ratio of 
DG on economy at different penetration (PR) is shown in figure 5. When the 
penetration is 100%, the objective function achieves the optimal value when GC ratio 
is taken as about 20%, the further increase of GC ratio of DG has litter impact on 
economy, but the requirements of control technology for DG is also higher; when 
penetration is 150% and 200%, the GC ratio of DG should be taken as 40% and 50% 
respectively to make the objective function achieve optimal value. According to 
comparison of the three curves, when the penetration continuously improves, the GC 
ratio to make objective function reach optimal value also increases. If the maximum 
allowable penetration is determined in a planning area, the recommended value of GC 
ratio of DG can be obtained from the curves.  

6 Conclusion 

1) The test case shows that in the trend DG penetration increases continually, 
especially when DGs randomly connect to network, AM Mode has a greater 
advantage compared with FF Mode. 2) The proposed concept and recommended 
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value of DG integration ratio at Mixed Mode provide a feasible idea for the operation 
and management of DG in future distribution network. 3) Meanwhile, the 
recommended value of GC ratio of DG in AM Mode at different penetration can be 
obtained through the experimental data.  
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Abstract. Wind farm outputs have the features of intermittence and variability 
which impose a significant impact on the operation of power systems. In this 
paper, Latin hypercube sampling (LHS) and reduction technique is used to 
simulate the 24h power output of a wind farm. Then a model of unit 
commitment (UC) with predicted wind power (UCW) is established, and a 
harmony search (HS) with arithmetic crossover operation (ACHS) is employed 
for solving this problem. The results are analyzed in detail, which assess the 
impact of wind power on UC and demonstrate that ACHS is practicable for 
UCW problem with comparison with other proposed HS methods. 

Keywords: Wind power, Unit commitment, Harmony search, Crossover. 

1 Introduction 

Wind power as an environmental friendly green energy has attracted more and more 
attention in recent years. However, the uncertainty and fluctuation of the wind energy 
has huge impact on the unit commitment of conventional power systems. Thus, it is 
vital to make more accurate prediction of wind farm power output and schedule the 
thermal generations reasonably. 

Unit commitment (UC) as a large-scale, mixed-integer and non-linear optimization 
problem subject to various constraints including unit characteristics and power grid 
demands, is always a key issue in operation and control of conventional power 
systems [1]. To solve this problem, many conventional methods and heuristic 
optimization algorithms have been applied to the UC problem such as Lagrange 
relaxation method [2], dynamic programming [3], genetic algorithm (GA) [4], particle 
swarm algorithm (PSO) [5], and differential evolution algorithm (DE) [6]. 

To evaluate the impact of wind power on UC, a proper UC model must be 
established first. Based on conventional UC model, some updated models have been 
proposed which consider the thermal UC with wind farm power output (UCW). In 
[7], Wang presented a security-constrained UC model with forecasted intermittent 
wind power generation, and assessed the effectiveness of wind power generation on 
the security of power system operation. In [8], Aiden investigated high levels of wind 
power penetration in UC and power system dispatch, and compared two different 
modes of optimization. In [9], Roy proposed an auto-regressive moving average time 
series model to generate the wind power for UC risk analysis, and suggested that the 
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operation capacity could be further increased when wind power was considered. In 
[10], Colm proposed a stochastic UC with rolling planning wind forecasts, and 
analyzed how the error of wind forecast changed the utilization of UC. By 
considering the stochastic characteristic of wind power to the UC, more robust 
schedules should be investigated. 

In this paper, an efficient method which utilizes Latin hypercube sampling (LHS) 
and scenarios reduction technique is proposed for forecasting wind power generation 
at each time interval. With LHS, based on the expected wind power generation over a 
24h period, 1000 different scenarios are generated, and each scenario has a given 
probability. Then, scenarios reduction technique is applied to these samples for 
eliminating the one with low probability and close distanced scenarios. With this 
method, the number of wind power generation scenarios will be strictly limited under 
normal predicted bound and will be used for UCW system suitably. 

With the preparation of wind power generation profile, a UCW model is presented 
which take into account the wind power prediction to the spinning reserve constraints 
of UC. In order to solve this problem, a new variant of harmony search (HS) [11] with 
arithmetic crossover operation (AC) [12], namely ACHS, is employed which is first 
proposed by the authors in [13]. ACHS combines the searching ability of HS and 
exploitation of crossover operation, and is an improved solver for non-linear, non-
convex optimization problems. This paper sequentially investigates ACHS algorithm 
and apply to the large-scale and mix-integer UCW problems. The simulation results 
are presented and the impact of wind power on conventional UC problem is analyzed, 
and it is shown that ACHS offers a competitive alternative for UCW optimization 
problems in comparison with a few other methods. 

2 Wind Power Forecasting 

Wind power forecasting is an important issue in analyzing the influence of wind power 
fluctuation on the power system. In this paper, each hourly random wind power 
generation is taken into account which is based on the expected wind farm outputs. It is 
assumed that the wind power is subject to a normal distribution 2,N μ σ（ ） where μ  

stands for the mean value of the forecasted wind power and σ  is standard deviation of 
the forecasted wind power. Monte Carlo simulation is used to generate wind power 
scenarios subject to 2,N μ σ（ ）. To guarantee the accuracy of wind power prediction, 

Latin hypercube sampling (LHS) technique is utilized to generate 1000 samples with 
expected wind power given in Table 1 [7] with 10% percentage for volatility. 

Table 1. Expected wind power 

Hour Wind(MW) Hour Wind(MW) Hour Wind(MW) Hour Wind(MW) 

1 44 7 100 13 84 19 10 
2 70.2 8 100 14 80 20 5 
3 76 9 78 15 78 21 6 
4 82 10 64 16 32 22 56 
5 84 11 100 17 4 23 82 
6 84 12 92 18 8 24 52 
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In order to use representative scenario with a high probability of forecasted wind 
power, a scenario reduction technique is employed which decreases the 1000 wind 
scenarios to just one representation. The detailed procedure is shown as follows [14]. 

Step 1: Set S is the 1000 wind scenarios, and DL is the scenarios to be deleted. The 
initial DL is null. Calculate all distance between each scenario pairs: 

( )
24 2

1 2 1 2 1 2
1

= ( )
=

−，

, = i i
S S S S S S

i

D D X X x x , 1, 2 ∈S S S  and 1 2≠S S . 1SX  and 2SX  

are the scenarios of wind power. 1
i
Sx  and 2

i
Sx  are the wind power of time i in 

scenarios S1 and S2. 
Step 2: For each scenario k, choose the minimum distance with scenario k 

,s( ) mink kD r D= , ,k s S∈  and s k≠ . r is the index that has minimum distance with 

scenario k. 
Step 3: Calculate each ( ) ( )k k kFD r P D r= ⋅ , k S∈ . kP  is the probability of 

scenario k. Select scenario m which has minimum minm kFD FD= , k S∈ .  

Step 4: { }S S m= − , { }DL DL m= + , r r mP P P= + . 

Step 5: Repeat steps 2-4 until the number to be decrease to 1. 
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Fig. 1. Wind power representation and actual bound of wind power 

The final wind power representation is shown as Fig. 1. The actual wind power 
bound of 20%±  expected wind fluctuation is also given in Fig. 1. It can be seen that 
the wind power representation fits well with the bound of possible wind power error 
tolerance, and therefore it is appropriate for simulating wind power fluctuation. 
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3 UCW Model 

With a 24h period wind power output, the UCW model is to determine the unit state 
and power output to minimize the operation cost for the forecasted schedule. Thus, 
the objective function of UCW can be expressed below. 

                ( ){ } ( ), ,
1 1

1 1
T N

fc n sc n n n
t n

Min F f f u t u t
= =

= + − − ⋅                  (1) 

where T is the total number of scheduling periods, N is the number of units and ( )nu t  

is ON/OFF (1/0) status of unit n. ,fc nf  and ,fc nf  are the fuel cost and start-up cost 

which are expressed as (2) and (3), respectively. 

                   ( )( ) ( ) ( )2

,fc n n n n n n nf a P t b P t c u t= + +                      (2) 

                  ,

hot down off down
n n n n n

sc n cold off down
n n n n

C M T M CH
f

C T M CH

 ≤ ≤ += 
> +

                  (3) 

where ( )nP t  means the output power of unit n at time t. na , nb  and nc  are the fuel 

cost coefficients of unit n. hot
nC  and cold

nC  are the hot/cold start-up cost of unit n, 

respectively. off
nT  is the duration for which unit n is OFF. down

nM  is the minimum 

down time of unit n, and nCH  means the cold start time of unit n. Further, some 

constraints which should be met are given as follows. 
1) Power balance: Wind energy fluctuation is transmitted to the power system, and 

these uncertain wind power and output from the thermal units must satisfy the load 
demand, which is defined as (4). 

                      ( ) ( ) ( ) ( )
1

N

n n w
n

P t u t P t Pd t
=

+ =                        (4) 

where ( )wP t  is the output power of wind farm at time t, and ( )Pd t  is the power 

load demand at time t. 
2) Generation range: The output of thermal unit must satisfy the limit range, which 

is represented as (5). 

                           ( )min max
n n nP P t P≤ ≤                              (5) 

where min
nP  and max

nP  are the minimum/maximum power limits of unit n. 

  3) Spinning reserve: The spinning reserve contributes to incidental sudden decrease in 
wind power and unpredictable generator outrages and forecast error in load demands. To 
guarantee a reliable system, the spinning reserve in this paper is shown as (6). 

                   ( ) ( ) ( ) ( )max

1

1
N

n n r w
n

P u t P t Pd t SRη
=

+ ≥ ⋅ +                  (6) 

where rη  is the prediction error of wind power, and SR is the requirement of 

spinning reserve. 
  4) Minimum up/down time: When a unit is ON/OFF, there is a limited minimum 
time after it can be set to OFF/ON respectively. 
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off down

n n

on up
n n

T M

T M

 >


>
                             (7) 

where on
nT  is the duration for which unit n is switched ON, and up

nM  is the 

minimum up time of unit n. 

4 Method 

UCW problem can be regarded as a non-linear, mixed-integer, large-scale combination 
optimization problem. In this paper, a new variant of harmony search (HS) [11] with 
arithmetic crossover operation (AC) [12], namely ACHS, is employed to solve this 
problem. ACHS is first proposed by authors in [13], and applied to dynamic economic 
dispatch (DED). In HS, the global optimized information, which can guide the solutions 
to high quality searching field and improve the convergence speed, is not fully utilized. 
Therefore, the crossover operation is employed which plays a key role in genetic 
algorithm (GA), and it recombines the new generated solution obtained by HS and the 
current global best one. This recombined solution is compared with the current best 
solution, and if the recombined solution wins, it will replace the current best solution in 
the population. The detail procedure can be found in [13]. Although the ACHS has good 
efficiency in DED, DED is only applicable to optimization problems with continuous 
searching space. This paper expands the application of ACHS to mixed-integer UCW 
problem, and the implementation of ACHS to UCW is given as follows.  

Step 1: Preparation. Three steps will be taken in this step. First, collect wind power 
data. Second, the priority order of units for scheduling is listed based on the maximum 
limit of units max

nP . A unit with higher max
nP  will be given a higher priority to be 

committed. Finally, determine the parameters in ACHS and the UCW model. 
Step 2: Initialize. Initialize a population of unit states and unit power output 

randomly as follows. 

                     ( ) 1 0.5
, ,

0 0.5n

rand
u t n N t T

rand

≤
= ∈ ∈ >

                 

             ( ) ( )( ) ( )min max min , ,n n n n nP t P rand P P u t n N t T= + ⋅ − ⋅ ∈ ∈          

Step 3: Repair constraints. In this process, the population of unit states must satisfy 
the spinning reserve (6) and minimum up/down time constraints (7). If the committed 
units do not conform to the constraints, adjust the units one by one according to the 
priority order given in Step 1. Then, with the states of units, adjust the power outputs of 
thermal units, and make them satisfied the power balance (4) and generation range (5).  

Step 4: Calculate the fitness. Based on the unit states and power output, calculate 
the objective function according to (1). 

Step 5: Update. Use the ACHS to update the solution of UCW system, and the 
detailed procedure is shown below. It is assumed that State  and Power constitutes a 
solution in the populations of unit states and power output which gives HMS 
individuals. 
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If rand HMCR≤   

( )r ceil rand HMS= ⋅   

( ) ( )( ), , 1n newu t State r n t N= + − ⋅   

( ) ( )( ), , 1n newP t Power r n t N= + − ⋅   

If rand PAR≤   

If ( ), 1n newu t = =  

If 0.5rand <   

( ), 0n newu t =  

( ), 0n newP t =  

Else 

( ) ( )min max min
,n new n n nP t P rand P P= + ⋅ −  

End if  
Else if ( ), 0n newu t = =  

If 0.5rand <  

( ), 1n newu t =  

( ) ( )min max min
,n new n n nP t P rand P P= + ⋅ −  

Else 
( ), 1n newu t =  

End if  
End if  

End if 
Else 

If 0.5rand <  
If 0.5rand <  

( ), 1n newu t =  

( ) ( )min max min
,n new n n nP t P rand P P= + ⋅ −  

Else 
( ), 0n newu t =  

( ), 0n newP t =  

End if  
Else 

If ( ), 1n newu t = =  

( ) ( )min max min
,n new n n nP t P rand P P= + ⋅ −  

End if 
End if 

End if 
        rr rand=   
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( ) ( ) ( ) ( ), , , 1n new n new n bestP t P t rr P t rr= ⋅ + ⋅ −  

If 0.5rand <  

( ) ( ), ,n new n bestu t u t=   

     End if  
Step 6: Select. Repair constraints and calculate the fitness of new individual. If the 

new fitness is better than current best fitness, choose the new solution to take place 
the worst in the population. 

Step 7: Repeat. Step 5 – Step 6 until the limited iteration is reached. 

5 Simulation and Results 

An IEEE 10-unit system is used to evaluate the wind power impact on unit 
commitment. The 24h period wind farm outputs are generated as described in section 
2, and the parameters of the 10-unit system are collected from [15]. The spinning 
reserve for this system is 10%, and the prediction error of wind power is 80%.  
 

Table 2. 10-unit system without considering wind power 

Hour U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 ,sc nf  

1 455 245 0 0 0 0 0 0 0 0 0 
2 455 295 0 0 0 0 0 0 0 0 0 
3 455 370 0 0 25 0 0 0 0 0 900 
4 455 455 0 0 40 0 0 0 0 0 0 
5 455 390 0 130 25 0 0 0 0 0 560 
6 455 360 130 130 25 0 0 0 0 0 1100 
7 455 410 130 130 25 0 0 0 0 0 0 
8 455 455 130 130 30 0 0 0 0 0 0 
9 455 455 130 130 85 20 25 0 0 0 860 

10 455 455 130 130 162 33 25 10 0 0 60 
11 455 455 130 130 162 73 25 10 0 0 60 
12 455 455 130 130 162 80 25 43 10 10 60 
13 455 455 130 130 162 33 25 10 0 0 0 
14 455 455 130 130 85 20 25 0 0 0 0 
15 455 455 130 130 30 0 0 0 0 0 0 
16 455 310 130 130 25 0 0 0 0 0 0 
17 455 260 130 130 25 0 0 0 0 0 0 
18 455 360 130 130 25 0 0 0 0 0 0 
19 455 455 130 130 30 0 0 0 0 0 0 
20 455 455 130 130 162 33 25 10 0 0 490 
21 455 455 130 130 85 20 25 0 0 0 0 
22 455 455 0 0 145 20 25 0 0 0 0 
23 455 420 0 0 25 0 0 0 0 0 0 
24 455 345 0 0 0 0 0 0 0 0 0 
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Table 3. 10-unit system with wind power 

Hour U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 wP  ,sc nf  

1 455 199.4 0 0 0 0 0 0 0 0 45.6 0 
2 455 223.8 0 0 0 0 0 0 0 0 71.2 0 
3 455 313 0 0 0 0 0 0 0 0 82.0 0 
4 455 376.8 0 0 25 0 0 0 0 0 93.2 900 
5 455 455 0 0 9 0 0 0 0 0 81.0 0 
6 455 407.1 130 0 25 0 0 0 0 0 82.9 1100 
7 455 443.3 130 0 25 0 0 0 0 0 96.8 0 
8 455 397.5 130 90.4 25 0 0 0 0 0 102.1 1120 
9 455 455 130 130 29.8 0 25 0 0 0 75.2 520 
10 455 455 130 119 104 40 37.6 0 0 0 59.4 340 
11 455 455 130 128.2 129.9 20 25 11.6 0 0 95.3 60 
12 455 455 130 130 162 20 25 20.1 10 0 92.9 60 
13 455 455 124.2 103 139 20 25 0 0 0 78.8 0 
14 455 455 130 104.5 25 0 48.3 0 0 0 82.2 0 
15 455 379.9 130 130 25 0 0 0 0 0 80.1 0 
16 455 277.7 128.9 128.9 29.6 0 0 0 0 0 32.3 0 
17 455 334.5 130 51.3 25 0 0 0 0 0 4.3 0 
18 455 351.1 123.7 130 31.3 0 0 0 0 0 8.9 0 
19 455 450.6 130 130 25 0 0 0 0 0 9.4 0 
20 455 455 130 101.7 162 42.3 39.2 10 0 0 4.8 660 
21 455 455 120.7 128.5 31.3 79.6 25 0 0 0 4.9 0 
22 455 455 0 0 77 33.2 25 0 0 0 54.8 0 
23 455 340.7 0 0 25 0 0 0 0 0 79.3 0 
24 455 291.5 0 0 0 0 0 0 0 0 53.5 0 

Table 4. Comparison of different methods for UCW system 

Type 
Without wind power With wind power 

Best Mean Worst Best Mean Worst 

HS 567424.3 568526.7 569021.4 534002.8 534596.0 535023.7 

GHS 565491.6 566947.5 567809.2 532877.5 533515.4 534068.6 

IHS 566474.4 567082.1 567963.4 532793.4 533499.0 533826.2 

ACHS 563977.0 563987.2 564018.3 531836.2 532518.4 532836.1 

 
 

To investigate the effect of the wind power, ACHS is applied to two simulation cases. 
1) 10-unit system without considering wind energy. 2) 10-unit system with wind 
power. For these two cases, the control parameters of ACHS are the same with [13], 
except the number of maximum fitness evaluations FES = 20000. In order to show the 
searching ability of ACHS, some other HS algorithms are also utilized to solve the 
UCW problem, including basic harmony search (HS) [11], global-best harmony 
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search (GHS) [16] and improved harmony search (HIS) [17]. Their control 
parameters are the same with references [11] [16] and [17], and the FES is set to 
40000. All simulations are independently run 30 times in Matlab 7.10 and carried out 
on an Intel(R) core(TM) i5-3470 CPU and 8 GB memory PC. 

Table 2 shows the best results of 10-unit system without considering wind power. 
From the Table 2, it is clear that U1 and U2 are always committed all day, especially, 
U1 is under its maximum power output. The operation cost is $563977.0 ($559887 + 
$4090), and 10 units all have been committed for satisfying the spinning reserve and 
power balance constraints.  

Table 3 shows the best results of 10-unit system when wind power is connected to 
the power grid. Comparing Table 2 and Table 3, it can be seen that the states of U1, 
U2, U7 and U9 are not changed, but the working hours of the other six units decrease 
at different degrees when wind power is connected, and especially, U10 is turned off 
all day. From Table 3, when wind energy is considered, the operation cost is 
$531836.2 ($527076.2 + $4760). The fuel cost decreases by $32810.8 ($559887 - 
$527076.2), but the start-up cost increases $670 ($4760 - $4090). This is caused by 
the fluctuation of wind power. The wind power increases the spinning reserve of 
UCW system which makes it unnecessary for some thermal units to be turned on in 
order to satisfy the spinning reserve constraints, however, the closing duration for 
these units may be under the hot start-up time condition. Thus, it can be concluded 
that the uncertainty and fluctuation of wind energy may affect the operation of 
conventional thermal generation units, and the units will adjust themselves for 
adapting the variations. In order to avoid significant negative impact of wind power 
on grid operation, accuracy of wind prediction is necessary in system scheduling. 

To investigate the searching ability of ACHS, the HS, GHS and IHS are also used 
to solve the UCW problem. Table 4 shows the results of these methods. From the 
Table 4, ACHS can find better solutions than HS, GHS, and HIS with less FES. For 
mean results of these methods, ACHS has high robustness for UCW problem.  

6 Conclusion 

This paper has evaluated the impact of wind power penetration on unit commitment 
by introducing a UCW model. For accurate forecasting of wind power, scenario 
generation and reduction techniques are applied to account for the uncertainty of wind 
farm output, and simulation results show the conformation of 20± % error limited 
bounds using the proposed technique. Then, the mixed-integer, large-scale and non-
linear UCW problem has been modeled and solved by ACHS methods. The 
simulations consider two different cases for a 10-unit system with and without wind 
energy. The results show that wind power penetration can decrease the operation cost 
of conventional thermal generation significantly, and improving the accuracy of wind 
forecast can be further beneficial to power scheduling. Comparing ACHS with other 
HS methods basic HS, GHS and IHS demonstrates that ACHS has shown its potential 
effectiveness and searching ability for UCW optimization problems. 
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Abstract. In the deregulated electricity market, the generation company 
(GenCo) can sell electricity power through several trading choices such as 
bilateral contracts and the spot market. These trading choices have different risk 
characteristics. Especially, the risk faced by the GenCo in the spot market 
trading is extremely large. To seek the maximum profits and the minimum risk 
simultaneously, the GenCo should allocate its generation capacity among these 
trading choices reasonably. A risk management method based on the 
information-gap decision theory (IGDT) is proposed to evaluate different 
generation asset allocation strategies under serious uncertainty of spot market 
prices. An information-gap model is used to describe the volatility of spot 
market prices around the forecasted prices. Robustness of the decisions against 
low spot prices is evaluated using a robustness model and windfall higher profit 
due to unpredicted higher prices is modeled using an opportunity function. 
Numerical simulation is used to illustrate the proposed method. 

Keywords: Electricity market, generation asset allocation, risk management, 
information-gap decision theory. 

1 Introduction 

With the restructuring and deregulation of electric power industry, generation 
companies (GenCos) become the main players in power markets, and they are 
provided with different trading choices to supply electricity, such as bilateral 
contracts and wholesale spot markets. These choices have different risk 
characteristics, especially, the risk faced by the GenCo in the spot market trading is 
extremely large due to the serious uncertainty in spot prices. As such, the GenCo 
should allocate its generation asset among these trading choices reasonably [1]. In 
addition, how to obtain the maximum profit while controlling the risk becomes the 
most important problem that a GenCo has to solve [2].  

In general, price uncertainties are formulated by mathematical abstractions such as 
probability density functions or fuzzy logic membership [3]. Based on these 
formulations, risk management methods in electricity markets are extensively 
investigated. The scenario-based method is one of the risk management techniques  and 
it focuses on finding optimal strategies based on a limited number of possible prices. 
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The mean-variance method is also widely used for risk management, but it depends on 
the normal distribution of prices, which is not satisfied when the electricity supply is 
tight [4]. The conditional value at risk (CVaR) is a more conservative index compared 
to the value at risk (VaR), since it measures the average loss exceeding the VaR value 
for a given confidence level. However, the CVaR approach also requires some 
assumptions about the uncertainty, such as its probability density function [5], [6]. Lack 
of information brings many challenges to the generation assets allocation. 

The information-gap decision theory (IGDT), which has been developed by Ben-
Haim (2001) [7], is a newly developed alternative for decision-making under 
uncertainty that involves no measure functions—neither probabilistic density nor 
fuzzy membership functions. The IGDT method focuses on the disparity between 
what is known and what could be known. The choice of uncertainty parameters is 
based on a maximizing robustness or a minimizing opportunity rule. The IGDT-based 
models are recently applied to various decision-making processes under uncertainty. 
Hybrid IGDT-probability method is used for consumer demand construction in [8]. 
Electricity procurements of large consumers using the IGDT method are discussed in 
[9], [10], where bilateral contracts, pool markets, and self-generating facilities are 
considered as the resources of electricity. In [11], IGDT based robust decision making 
tool for distribution network operators in load procurement is proposed. Application 
of IGDT to self-scheduling of GenCos is addressed in [12], but the generation assets 
allocation between forward and spot markets is not considered. 

This paper develops a non-probabilistic IGDT-based generation assets allocation 
method for a GenCo. Bilateral contracts and the spot market are considered as trading 
choices for the GenCo. The proposed method does not maximize the profit but 
assesses the risk aversion or risk-seeking nature of some allocation strategies with 
regard to the maximum profit. Numerical simulation is presented to illustrate the 
reasonableness and effectiveness of the method. 

2 Information Gap Decision Theory 

The Information Gap Decision Theory (IGDT) is a method to describe the 
uncertainties which can not be described using PDF (Probability Distribution 
Function) or MF (Membership Function) due to the lack of sufficient information. 
IGDT models the errors between the actual and forecasted parameters [13]. It is based 
on quantitative models and provides numerical decision-support assessments. Using 
this method, the decision maker can recognize priorities, evaluate risks and 
opportunities, and make more informed decisions ultimately [14]. 

Consider a typical optimization function as follows: 

                                 max ( , )
d

y B X d=  .                          (1) 

              ( , ) 0H X d =  .                             (2) 

                        ( , ) 0G X d ≥  .                             (3) 

where X is the vector of input parameters (which are subject to severe uncertainty) 
and d is the vector of decision variables. H and G are the equality and inequality 
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constraints respectively. ( , )B X d describes the relations between the decision 

variables (d) and input uncertain parameters (X). 
The uncertainty of parameters in IGDT method is usually defined using the 

envelope bound model, as follows: 

( , X)X U∈ α  .                                  (4) 

( , )
X X

U X
X

α α−
= ≤




  .                           (5) 

where α  is the uncertainty level of parameter X, X is the forecasted value of X and 

( , )U Xα  is the set of all values of X whose deviation from X will never be more than 

Xα  . The decision maker does not know the values of X andα . This model describes 

that the actual value X fluctuates around its forecasted value X . 
For better clarification, assume that the function B describes the system model (e.g. 

set of constraints describing generation allocation to different markets), X is a vector 
of input uncertain parameters to the system which are subject to severe uncertainty 
(e.g. electricity price without any historic data) and y is the output variable (e.g. total 
profit for selling generation). d denotes the set of decision variables (e.g. amount of 
allocated energy to different trading markets like spot market and bilateral contracts). 

In case the uncertain input parameters X are equal to their predicted values 

( X X=  ) then solving the (1) to (3) gives the predicted value of y y=  . However, if 
the value of X is unknown then the IGDT method tries to find a solution for the 
problem which is robust or opportunistic against the error in predicting the value of  
X. Two different performance functions could be defined based on the risk 
management strategy of the decision maker. 

A risk-averse decision maker desires to allocate in a way to be immune against 
effects of unfavorable deviations of the uncertain parameter from the corresponding 
forecast value. The robustness function )(ˆ

c
Bα expresses the greatest level of 

uncertainty at which the minimum generation profit cannot be lower than a given cost 
level cB , where (1 )cB yσ= − ×  , σ is the degree that decision maker tolerates the 
deterioration of objective function due to forecasting error of input parameter X. In 
other words, this function describes the risk-aversion potential of a bidding strategy. 
Therefore, we can define it through an optimization problem: 

                                ˆ ( ) maxc
d

Bα α=  .                            (6) 

s.t. 

                             min ( , ) cB X d B≥  .                          (7) 

      ( , )X U Xα∀ ∈   .                           (8) 

( , ) 0H X d =  .                            (9) 

           ( , ) 0G X d ≥  .                           (10) 
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An opportunity function models the possible high profits for the risk-seeker 

decision maker. The opportunity function )(ˆ
w
Bβ is the lowest value of α such that 

the maximum profit could potentially be as great as a given cost level
w
B , 

(1 )wB yσ= + ×  , as follows: 

         ˆ( ) minw
d

Bβ α=  .                              (11) 

s.t. 

                     max ( , ) wB X d B≥  .                             (12) 

                                  (8)-(10) .                                  (13) 
Compared with other traditional risk management methods, the advantages of the 

IGDT are: ① the risk factor is not initially determined. ② the proposed method 
provides a robust strategy to avoid low profits or to take advantage of high profits. ③ 
the method has an actual advantage to find the optimum strategy for any profit levels, 
not for a given price scenario. Thus the IGDT method is especially applicable for the 
decision making in the condition that the information is seriously lacking. 

3 Theoretical Model 

We propose an IGDT-based generation assets allocation formulation for a GenCo. 
The GenCo can sell electricity through bilateral contracts and the spot market. The 
decision variable q is the amount of electricity allocation in each market, 

, ,[ , ]s t l tq p p= . The specifications of bilateral contracts are known. The forecast values 

of future spot prices, denoted by ,s tλ , are assumed to be available. The spot price ,s tλ is 

uncertain and it can be expressed as an information-gap model: 

              
,

, ,
, ,( , ) { : }, 0

s t

s t s t
s t s tU

λ λ
α λ λ α α

λ
−

= ≤ ≥



  .               (14) 

According to the above description, the revenue of the GenCo is calculated as: 

              , , , ,
1 1

( , ) ( )
T L

s l t l t s t s t t
t l

B q p p C pλ λ λ
= =

 = ⋅ + ⋅ − 
 

   .             (15) 

where T is the number of time intervals. L is the number of bilateral contracts. ,s tp , 

,l tλ are the spot trading generation quantity and prices respectively. ,l tp , ,l tλ  are the 

trading quantity and price of contract l. tp  is the total generation quantity at time t, 

which is stated as follows: 

                     , ,
1

, 1,2, ,
L

l t s t t
l

p p p t T
=

+ = =  .                       (16) 

( )tC p  is the fuel cost, which is defined as follows: 

                     2( )t ttC p ap bp c= + +  .                        (17) 
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where a,b,c are cost parameters for the GenCo. 
The capacity limits of generation units can be stated as follows: 

                       min max
tp p p≤ ≤  .                           (18) 

where min max,p p are the minimum and maximum outputs of the GenCo, respectively. 

The amount of electricity allocation to the bilateral contracts must be between the 
allowable bounds, which is defined as follows: 

     min max
, , ,l t l l t l t lp s p p s≤ ≤  .                     (19) 

where min max
, ,,l t l tp p  are the minimum and maximum power pertaining to contract l at 

time t. ls is a binary variable, which is equal to 1 if bilateral contract l is selected, and 

0 otherwise.  

3.1 Robust Generation Assets Allocation Model 

The risk-averse GenCo desires to allocate in a way to be immune against losses or 
low profit due to unfavorable deviations of spot prices from the forecast values. In 
this condition the IGDT model’s objective is to maximize the uncertainty parameter 
while the required performance is satisfied: 

                            ˆ ( ) maxc
q

Bα α=  .                        (20) 

s.t. 

                 ,t ,t ,t ,t
1 1

min ( )
T L

l l s s t c
t l

p p C p Bλ λ
= =

 ⋅ + ⋅ − ≥ 
 

  .            (21) 

                              , ,(1 )s t s tλ α λ≥ −   .                       (22) 

                              , ,(1 )s t s tλ α λ≤ +   .                       (23) 

                                     (16) - (19) .                          (24) 
Given the uncertainty α , it is readily seen that the minimum profit in Eq.(15) 

occurs in the lowest price allowed by the IGDT, which is equal to ,(1 ) s tα λ−  . Based 

on this analysis, the optimization problem can be simplified. 
The solution of the above optimization problem will give the robust generation 

allocation based on the defined value of cB . In other words, the solution guarantees a 

minimum profit of 
c
B if all hourly absolute relative forecast errors are less than 

ˆ( )cBα . Note that )(ˆ
c
Bα is the maximized tolerable fluctuation. 

3.2 Opportunistic Generation Assets Allocation Model 

A risk-taking GenCo desires to benefit from prices favorable variations using an 
opportunity function. Following Eq.(15), the mathematical formulation of the 
opportunity function in generation allocation problem can be expressed as follows: 
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            ˆ( ) minw
q

Bβ α=  .                            (25) 

s.t. 

       ,t ,t ,t ,t
1 1

max ( )
T L

l l s s t w
t l

p p C p Bλ λ
= =

 ⋅ + ⋅ − ≥ 
 

   .        (26) 

                                  , ,(1 )s t s tλ α λ≥ −   .                        (27) 

                                   , ,(1 )s t s tλ α λ≤ +   .                        (28) 

                        (16) - (19) .                           (29) 
Given the uncertaintyα , it is readily seen that the maximum profit occurs in the 

highest spot prices allowed by the IGDT model, which is equal to ,(1 ) s tα λ+  . Hence, 

the opportunity model can be simplified to single objective optimization problem. 

Thus if future prices deviate from the forecasted prices by ˆ( )wBβ , a greater profit of 

wB may be achieved. Note that ˆ( )wBβ is the minimum required favorable price 

variations that make wB achievable. 

The generation asset allocation problem is formulated as a mixed-inter nonlinear 
problem and can be solved using SBB/CONOPT under GAMS [15]. 

4 Numerical Simulation 

Numerical testing results are presented in this section. The historical locational marginal 
prices (LMP) for the PJM Western Hub depicted in Fig.1 are used as the expectation of 
the forecast spot market prices. The time horizon contains 24 periods (one day). A 
GenCo is assumed to have cost parameters of a=$0.00048/(MW)2h, b=$16.19/MWh, 
c=$1000.0. Its generation output is from 150MW to 455MW. In this study, 5 bilateral 
contracts are considered. Table 1 shows the bilateral contracts’ specifications. 
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Fig. 1. Forecasted prices data for the study horizon 
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Table 1. Bilateral contracts’ specification 

Contract number  Min(MW) Max(MW) Price($/MWh) 

1 25 40 23.1 
2 20 45 22.4 
3 35 65 21.7 
4 40 60 20.8 
5 45 80 19.6 

 
We first solve the deterministic original next-day generation allocation problem 

based on the forecasted spot prices. The expected maximum profit is equal to $33982, 
which is the result of maximizing Eq.(15) with the estimate of spot price values. In 
this case, the GenCo should allocate 45.1% of its generation to the bilateral contracts, 
and 54.9% to the spot market. From an uncertainty perspective, we can say that 

$33 82ˆ 9α（ ）= $33 82ˆ 9β（ ）=0. The results related to the robustness function will be 

useful if the GenCo wants a risk-averse strategy and the opportunity function-related 
strategies can be used when the GenCo chooses a risk-taking decision making model. 

4.1 Robust Generation Assets Allocation 

We then solve the optimization problem Eq. (20)–Eq. (24) for different critical profits 
of cB . The robustness function is depicted in Fig.2, where it is clear that robustness 

decreases with cB . If the consumer desires high robustness it will obtain a low profit. 

Inversely, if the GenCo obtains a low profit this indicates its allocation strategy is 
highly robust and more risk-averse. Fig.3 shows that the generation percentage of 
bilateral contracts decreases with cB , while percentage of spot market increase 

with cB . It indicates when the GenCo chooses a more robust allocation strategy, it is 

better to allocate more generation to the market whose prices have no uncertainty. 

0

0.04

0.08

0.12

0.16

0.2

20000 25000 30000 35000

Profit target Bc ($)

R
ob

us
tn

es
s 

va
lu

e

 

Fig. 2. Robustness curve as a function of 
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Fig. 3. Robust allocation as a function of 
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Fig. 4. The robustness region for
c
B =$23000 for a 24-hour period 

For example, a critical profit of cB =$23000 is guaranteed if none of the hourly 

errors are more than ˆ( )cBα =0.118 or 11.8%. The robustness region for this particular 

example is depicted in Fig.4. In other words, if after-the-fact actual prices fall within 
this range, the profit gained by the GenCo will be at least $23000. The generation 
allocation strategy for ˆ ( )cBα =11.8% is shown in Fig.5. We can see that bilateral 

contracts undertake the main task of guaranteeing the robustness of generation 
allocation strategies. 
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Fig. 5. Generation allocation strategy for
c
B =$23000 for a 24-hour period 

4.2 Opportunistic Generation Allocation 

Variations of the resulting opportunity parameter versus the desired target profits are 

presented in Fig.6. The opportunity value ˆ( )wBβ  indicates that if the spot prices are 

equal to or more than 100*(1+ ˆ( )wBβ ) % of the best estimated values, a greater profit 

of wB  may be achieved. Observe from this figure that higher desired target profit 

requires higher favorable price deviations from the forecast values, i.e., higher or 
more frequently positive price spikes. The increase in benefit means corresponds to 
increased risk. Fig.7 show that the percentage of allocation to the spot market 
increases with wB  and the percentages of bilateral contracts decrease with wB . This 

is a logical behavior because choosing a high profit level means deciding to take high 
risk. Thus, a comparatively higher portion is allocated to the market with uncertain 
prices. 

For example, we assume the GenCo decides to reach a profit of $42000, which is 
23.5% higher than the expected profit ($33982), the observed prices must be at least 
5.9% higher than the forecast prices. This means that if spot prices increase by 5.9% 
or more, the benefit may achieve $42000. At this moment, the GenCo should 
sell30.1% of the generation through bilateral contracts, 69.9% of generation through 
spot market. 
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Fig. 6. Opportunity function as a function of 
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Fig. 7. Opportunistic allocation as a function of 
w
B  

5 Conclusions 

In this paper, a novel IGDT-based method for generation asset allocation of 
generation companies under uncertain spot market prices is proposed. For a risk-
averse GenCo, the proposed robust model guarantees a minimum critical profit if the 
spot prices fall within a maximized robustness region. For a risk-seeker GenCo, the 
proposed opportunistic model enables the GenCo to benefit from unpredictable high 
price spikes and potentially gain a target profit. This method provides a wide range of 
information regarding to different decisions. Accordingly, the GenCo can evaluate a 
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number of different decisions and select the most appropriate one. The proposed 
method is illustrated using a numerical example. The results show that in order to 
have a more risk-averse allocation strategy, the GenCo should allocate most of its 
generation to the markets with deterministic prices. Inversely, more allocation of 
electricity to markets with uncertain prices results in risk-taking strategies.  
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Abstract. Lane departure warning system plays an important role in driver 
assistance systems. The proposed algorithm assumes that lanes are always the 
straight lines and whole algorithm is based on Hough transform. Due to the 
complexity of urban traffic scenes, false lane detections are highly caused by 
warning lines and signs whose shapes and colors are similar to the lane 
boundary. In this study, we improve the accuracy of the lane detection base on 
Hough, a score function based on the width between left and right lanes is 
proposed to obtain reliable lane detect results on urban traffic scene. 
Meanwhile, a list of candidate lanes is constructed at the least of execution 
time. Experiments under various scenes showed that the proposed lane 
detection method can work robustly in the real-time. 

Keywords: Lane detection, Intelligent vehicle, Machine vision, driving 
assistance. 

1 Introduction 

Driving is a very common activity in our daily life. It is extremely enjoyable until we 
face a nasty situation, such as traffic-violation, flat-tire, accidents etc. Accidents are 
the most vital situations and cause a great loss to human lives and assets. Therefore, it 
is necessary to investigate a driver assistance which can remind the driver of danger 
when needed. Advanced driver assistance system (ADAS) can play a positive role in 
improving driver’s awareness and hence performance by providing relevant 
information when needed. 

Lane Departure Warning (LDW) system is a typical application in the field of 
ADAS. LDWS helps prevent the driver from unintended lane departure which is 
caused by driver’s fatigue, drowsiness and improper driving maneuver. Most of 
LDWS are based on the vision system, processing images captured by a camera 
attached in the front of a car. Since erroneous findings will generate wrong steering 
commands which may jeopardize vehicle safety, a robust and reliable algorithm is a 
minimum requirement. Many approaches have been applied to lane detection which 
can be categorized in three main classes: feature-based[1-3], region-based[4-5] and 
model-based[6]; Yifei Wang[7] presented a lane-detection and tracking system based 
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on a novel feature extraction approach and Gaussian Sum Particle filter(GSPF). It is 
able to improve most of existing feature maps by removing the irrelevant feature 
points produced by unwanted objects in the scene. The GOLD[8] (Generic Obstacle 
and Lane Detection system) developed by Massimo Bertozzi remapped each pixel of 
the image towards a different position. The resulting image represented a top view of 
the road region in front of the vehicle, as it was observed from sky. With this image, it 
could detect the parallel lane boundaries. Chris Kreucher[9] proposed a method which 
is based on a novel set of frequency domain features that capture relevant information 
concerning the strength and orientation of spatial edges.  

In previous studies, few studies focused on the urban traffic road scenes due to its 
complexity.Complicated lane marks in the urban traffic scenes easily cause the lane 
fault detections with the studies focused only on the highway scenes. In muti-lane 
marked roads, lane mark detection based on Hough Transform alone can be easily 
mistaken. Traffic signs and warning lines are hard to be distinguished from the lane 
boundaries. 

To reduce the misrecognize rate in these cases, we proposed a discrimination 
algorithm based on the width between left and right lanes. This algorithm achieves a 
high reliablity with small computation complextity.  

2 Lane Marks Detection 

2.1 Image Pre-processing 

CMOS camera is fixed on the front-view mirror to capture the road scene. In this 
paper, it was assumed that the input to the algorithm was a 720 480× RGB color 
image. Therefore the first thing the algorithm to do is to convert the image to a 
grayscale image, in order to minimize the processing time. 

         

(a) Image after dividing                          (b) Edge detection result 

Fig. 1. Image Pre-processing result 

A. Setting ROI   
Road always located in the low part of the image. To speed up the image processing, 
we take the low part as region of interest, results can be found in Fig.1.(a) 
B. Edge Extraction 
Due to the sharp contrast between the road surface and painted lanes, edge detection 
can be very useful to determine the location of boundaries.  
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The edge of image ( , )f x y at the point d ( , )x y can be represented as the follows:  

[ ] [ / / ]
x

T
yf G G f x f y∇ = = ∂ ∂ ∂ ∂                    (1) 

Where xG and yG are approximated by 3x3 Sobel mask: 

( 1, 1) 2 ( 1, ) ( 1, 1)

( 1, 1) 2 ( 1, ) ( 1, 1)
xG f x y f x y f x y

f x y f x y f x y

= + − + + + + +
− − − − − − − +

            (2) 

( 1, 1) 2 ( , 1) ( 1, 1)

( 1, 1) 2 ( , 1) ( 1, 1)
yG f x y f x y f x y

f x y f x y f x y

= − + + + + + +

− − − − − − + −
            (3) 

Magnitude ( , )f x y∇  is represented in (4). 

2 2( , ) x y x yf x y G G G G∇ = + ≈ +                     (4) 

Then, an edge image can be extracted by magnitude estimation described in 
(5).where T is aquired from the average of ( , )f x y∇ . 

1, ( , )
( , )

0, ( , )

f x y T
g x y

f x y T

∇ >
=  ∇ <

                      (5) 

Edge detection result is shown in Fig.1.(b). 

2.2 Hough Transform 

Lane detector used is a standard Hough transform with a restrict search space. Hough 
transform is used to get slopes and intercepts of candidate boundaries. If there is a 
straight line y=kx+b, its parameter space polar coordinate lines can be expressed as 
the following equation:               

cos sinx yρ θ θ= +                             (6) 

Where x and y are the coordinate value of a pixel in image, ρ is the distance from 

the origin to the fitted line,θ is the angle between the normal line and x-axis. As 

illustrated in Fig.2 (a), parameters ρ and θ are showed by ( , )L Lρ θ and ( , )R Rρ θ . 

Equation (6) is applied to all pixels of edge points obtained from edge detection. As a 
result, each point (x, y) in the image are mapped into a sinusoid in parameter space 

and we can get two accumulate arrays, HL ( , )L Lρ θ and HR ( , )R Rρ θ . All elements in 

accumulators are initialized to zero and we set the increments of ρ andθ to 1 and 1o, 

respectively. Considering the likelihood of locations of the road, we reduced the 
search range of θ and increased the search efficiently. Yu Tianhong[11] proposed that 
angles between the normal line and x-axis usually falls in the range of [15o,75o], so in 

this paper, we set the range of Lθ and Rθ to [15o, 75o] and [105o, 165o], respectively.  
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In order to improve the precision of Lρ , Rρ , Lθ and Rθ , these parameters are 

defined as the average of the corresponding parameters of inner and outer boundaries. 

They are shown by ( , )
in inL Lρ θ , ( , )

out outL Lρ θ , ( , )
in inR Rρ θ and ( , )

out outR Rρ θ .  

 

Lρ
Lθ

Rθ

Rρ

           

outLθ

outLρinLθ

inRθ
inRρ

outRρ

outRθ

 
    (a) Parameters with single boundary         (b) parameters with double boundary 

Fig. 2. Image coordinates 

If we find one θ of inner or outer boundary, we can find another boundary  

near the founded boundary. For example, if we find
inLθ , then we can seek  

outLθ  in [ 5, 5]
in inL Lθ θ− + to reduce the searching time and improve the reliability. 

Parameters of inner and outer boundaries can be found in Fig.2 (b).  
In general, we may often encounter with such scenarios: more than one boundary 

exist in a captured image and it may cause error identification of current lanes,  
as shown in Fig.3 (a). This image was captured when the vehicle was changing lanes. 
To solve this problem, we defined a score function to get the correct lanes.  

2.3 Lane Boundary Matching 

Lane boundary pairs from candidate boundaries, as shown in Fig.3 (b). 
 

          
(a) Multi-boundary case                      (b)Multi-boundary geometry                       

Fig. 3. Image coordinates 

Left 1 

Left 2 Right 1 Right 2 

Right 3 
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Firstly, if we want to get the correct lane boundary pair, a list of candidate 
boundaries should be constructed. In this paper, we introduced a method which can 
search with limited number of candidate boundaries at the least of time. Suppose we 
have got two accumulate arrays which contain the voting values of left and right 
boundaries. Voting values are acquired by Hough transform and the boundary with 
the largest voting value has a good possibility of the being correct lane. Based on 
prior knowledge and large number of experiments, we can know that if a lane has 
larger voting value and larger angle between the lane and y-axis, it will have a better 
possibility of being the correct lane. As shown in Fig.3 (a), it describes a left half-
plane of an image and L1, L2, L3, L4 have the top four voting values. Based on prior 
knowledge and experiments, we came to a conclusion that if L2 has a less voting 
value and a smaller angel between normal line and x-axis than L1, then L2 is almost 
impossible to be the correct lane. Similarly, L3 cannot be the correct lane. Although 
L4 has the smallest voting value among these lines, it has the largest angle between 
normal line and x-axis and might be the correct lane, so it will be chosen as candidate 
boundaries. Result of candidate boundaries searched is showed in Fig.4 (b). It usually 
occurs at these scenarios: car is changing lanes; current lane is a dashed line or being 
severely occluded, and as a result, voting value of the current lane pair is not large 
enough. 

In order to make a further reduction of the time of searching candidate lanes, we 
presented searching steps as follows. Firstly, we will find lines which have the 
maximum voting values in each array, taking them as the candidate boundaries of left 

and right lanes. Then we can obtain their parametersθ and ρ , named as 1 1( , )L Lθ ρ  

and 1 1( , )R Rθ ρ , respectively. Secondly, we will find lines which have the second 

largest voting values in each array in the angle range from 1(90 )o
Lθ− to 90o and to 

1Rθ .In considering that another boundary of the same lane lies in[ 3 , 3 ]o oθ θ− + , 

that is, in this paper, we consider the angle difference between inside boundary and 
outside boundary of a lane is within 3o. So, we search the second candidate boundaries 

in 1[90 ( 3 ),90 ]o o o
Lθ− + and 1[90 , 3 ]o o

Rθ − , respectively. Their parameters θ  

and ρ are named as 2 2( , )L Lθ ρ and ( )2 2,R Rθ ρ . Then we will update the searching 

space like 2[90 ( 3 ),90 ]o o o
Lθ− + and 2[90 , 3 ]o o

Rθ − . Above steps will be repeated 

to obtain each candidate boundary’s parameter until the voting value is lower than a 
certain value or their angle have exceeded the given range. 

After obtaining candidate boundaries, we will choose the best boundary pair from 
candidate boundaries as the left and right lanes. Suppose we have got n+1 candidate 
boundaries of left and m+1 candidate boundaries of right, and Fig.5 defines the width  
between left and right candidate boundaries. Each left and right candidate lane 
boudary are matched as a candidate lane boundary pair. Equation (7) to (9) represent 
the lane boundary matching criterion, where Wij is the sum of lane boundaries’s width 
which obtained from (7),and i, j are the candidates of left and right lane boundaries 
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1Lθ
2Lθ

4Lθ

3Lθ

 

1Lθ

4Lθ

1Lρ
4Lρ

  
(a) Search candidate lanes       (b) Result of candidate lanes  

Fig. 4. Candidate Lanes Search 

respectively. ijd is the lane width difference between current width ijw and updated 

width ijw
∧

, and ijV is the sum of voting values of left and right boundaries. 

[0] [1] [2] [3], 1,2,... , 1,2,...ij ij ij ij ijW w w w w i n j m= + + + = =       (7) 

[ ] [ ] [ ]ijij ijd k w k w k
∧

= −                           (8) 

ij Li RjV v v= +                                 (9) 

We get the correct lane pair based on the following rules:lane pair with the 
minimum lane width has a good possibility of being the correct pair. Lane width 
difference between updated and current width should be small for the correct lane 
boundary pair because of similar lane width in image squence.The voting value of a 
lane boundary pair obtained in (10) should be the largest one if this pair is the correct 
lane boundary. Yu-Chi Leng [12] proposed a score function ,as defined in (10) ,are to 
find small lane width ,small lane width difference and large sum of voting value.  

                
3

1 2
0

( , ) [ ]ij ij ij
k

S i j d k W Vβ β
=

= + • − •                (10) 

Where 1β and 2β are the weighting factors, and the lane boundary pair which has 

the smallest scores value would be selected as the detected lane boundary. Though it 
did improve the recognition rate to a certain extant, it has the problem of great order 

differences of magnitude among [ ]ijd k , ijW and ijV . As a result, it will bring some 

problems. In a certain structured road, lane width changes little, but voting value will 
be changeful for different road conditions. For example, in a certain road with solid 
lanes, voting value of the correct lane ranges from 80 to 120 while of noise ranges 
from 0 to 20. In a road with dashed lanes, voting value of the correct lanes ranges 30 
to 45 and noise still ranges 0 to 20. Since the weighting factors are constants, when 
voting value declines with road conditions, the percentage of width factor will be  
 



 Vision-Based Lane Detection Algorithm in Urban Traffic Scenes 415 

 

[ ]0ijw

[ ]1ijw

[ ]2ijw

[ ]3ijw

 
Fig. 5. Genometry of lane boundary position 

increased. That is, it may cause error detection when the width of wrong lane 
boundary pair is smaller than the correct one, while the difference between the voting 
value of the correct pair and of the wrong is not large enough. As a result, lane width 
plays a decisive role, that is, whose lane width is smaller, it will be chosen as the 
correct pair. In this paper, we presented a method to compute the possibility of the 
candidate boundary pair with more efficiency and with smaller computing. We 
defined the ratio of boundary width between LBi and RBi as follows: 

_
_
ij

ij

W
ratio W

sum W
=                       (11) 

Where ijW is obtained from (8), and _sum W can be obtained as follows:   

00 01_ max{ , ,..., ,..., }ij nmMax W W W W W=              (12) 

00 01_ min{ , ,..., ,..., }ij nmMin W W W W W=               (13) 

_ _ _sum W Min W Max W= +                   (14) 

As we can see, ratio_Wij is an increasing fuction and it indicates the less possibility 
of being the correct lane boundary pair from the width factor, that is ,whose width is 
larger, its possibility of being the correct pair is smaller, and the value is maintained at 
a range from 0 to 1.Then we set the ratio of voting values as follows:           

_
_

ij
ij

V
ratio V

sum V
=                            (15) 

Where ijV is obtained from (9), and _sum V can be obtained as the follows:     

00 01_ min{ , ,..., ,..., }ij nmMin V V V V V=                   (16) 

00 01_ max{ , ,..., ,..., }ij nmMax V V V V V=                   (17) 

_ _ _sum V Min V Max V= +                        (18) 

As we can see, ratio_Vij is also an increasing fuction. When voting value declines, 
due to the current lanes are dashed lines and servely occluded or the change of 
viewing angle caused by changing lanes, ratio_Vijstill mantians a similar value while 
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MAX_V declines. And ratio of width difference is defined as follows. Where Wij is 
obtained from(7). ratio_Dij describes boundary width difference between updated  
and current width. We can prove that if the difference is smaller, then the value of 
ratio_Dij will be smaller. As a result, we can compute the possibility of candidate 
boundaries as follows: 

Where α , β and γ are the weighting factors and satisfy the identity(21).Lastly, 

(22) shows that the lane boundary pair which has the largest possibility would be 
selected as the detected boundary.  

3

0
3

0

[ ] [ ]
_

( [ ] [ ])

ij ijij ij
k

ij

ijij ijij
k

w k w k W W
ratio D

W Ww k w k

∧ ∧

=
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=

− −
= ≈

++




              (19) 

         ( , ) _ _ _ij ij ijP i j ratio V ratio W r ratio Dα β= − −          (20) 

                   1α β γ+ + =                             (21) 

 
,

( , ) arg max ( , )
i j

i j P i j
∧ ∧

=                         (22) 

Where i
∧

 is the extracted left lane boundary, and j
∧

 is the extracted right lane 
boundary.As shown in Fig.6. (a), it shows the results after Hough transform and parts 
of fitting straight-lines are obivious wrong. Due to the use of prior knowledge, we can 
get the correct boundary pair from candidate lanes, as shown in Fig.6. (b). 

 

 
(a) 

 
 (b)  

Fig. 6. Effect of proposed mechanism: (a) Results after Hough transform (b) Results of 
proposed method 
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3 Experiment Result 

In this paper, our proposed algorithm is developed and tested on the PC-based 
experimental platform with an Intel Pentium IV 2.2GHz CPU inside, using the C 
programming language. Due to the pure C programming language, it can be easily 
transplanted to embedded systems. Size of captured images is 720×480 pixels and the 
frame frequency is 30fps. Experiment results showed that the average image 
processing time was about 30 ms/frame, which could meet real-time and stability 
request of the vision navigation system. The images in Figure 7show the results of our 
method under various conditions,such as (a) ~ (d) bright sunny day,(e) ~(h) cloudy 
day with printing on road surface, (i) ~(l) night with different intensity of light. Test 
results on these vedio clips are shown in Table 1. 33292 frames from these video clips 
are used for testing.Here “Correct Detection” means both left and right lane 
parameters are correctly detected. If one parameter is not correctly detected, the the 
result is reported in “False Detection”. 
 
 

    

         (a)                   (b)                  (c)                   (d)                              

     

          (e)                  (f)                   (g)                  (h) 

    
(i)            (j)               (k)               (l)  

Fig. 7. Result of our algorithm under various road conditions 
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Table 1. Test Results on video clip 

Day/Night Scene Frames 
Correct 

Detection 
False 

Detection 
Correct Rate 

Day 

S1 4387 4074 313 92.87% 
S2 3657 3376 281 92.32% 
S3 10259 10063 196 98.09% 

Total 18303 17513 790 95.68% 

Night 

S4 5377 4834 543 89.90% 
S5 5368 5210 158 97.06% 
S6 4244 3891 353 91.68% 

Total 14989 13935 1054 92.97% 

Day & Night Total 33292 31448 1844 94.46% 

3.1 Frame-Based Daytime Evaluation  

The clip of S1 exhibits a situation which has a lot of continuous curve lanes. Due to 
the restriction of the linear model, our alogrithm can’t well identify some curve lanes.  

The clip of S2 was captured in a situation where the vehicle runoff is great. Current 
lanes are always severely occluded, making the lane identifications become difficult.  

The clip of S3 was captured in the situation where most of lanes are straight roads 
and has relatively less of cars.It achives high rate of identification. 

3.2 Frame-Based Nighttime Evaluation   

The clip of S4 shows the situation when the car is in a weak light, as shown in Fig7. 
(i), and (l) as a result, lane marks is not clear very much and causes false detections.   

The clip of S5 shows the situation which has relatively less of cars with enough 
light, as shown in Figure 7 (k).  

The clip of S6 exhibits a situation where the vehicle runoff is great in night time, as 
shown in Figure7(j). 

Note that in this paper, we fouced on improving the accuracy of lane detection 
based on Hough transform, and we didn’t use any lane track method, like Kalman 
filters or other homologous methods. Of cource combined with these methods will 
make the system work better, however it is not the main point of this paper, these will 
be the work of next stage.    

4 Conclusion 

In this paper, we proposed a method which constructed a list of candidate boundaries. 
It is simple ,fast and accurate. Then we defined a score function to get the possibility 
of each candidate boundary pair and get the correct boundary pair as the current left 
and right lane.The experiment results showed that this algorithm has a good ability of 
real time and robustness. And in order to improve its mobility, portability and 
convenience, we need to investigate the hardware system to compute the proposed 
algorithm and improve its real timing and precision. 
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Abstract. By producing some form of excitation signal, the new-style narrow-band 
frequency-sweep magnetic descaling instrument forms the electromagnetic field 
inside the pipeline, so as to achieve the effect of descaling, while the power 
amplification part of the instrument generally has the disadvantage of poor 
reliability. This paper puts forward two methods, shortening the distance between 
driving signal and the gate of transistor, and reducing the number of via holes, to 
reduce parasitic parameters. Meanwhile, measure the temperature of transistors 
with a thermistor directly, when the temperature exceeds the threshold, the 
adjustable rectifier is shut down automatically to protect the H bridge and enhance 
the reliability of the magnetic descaling instrument. Experiments show that the 
reliability of modified magnetic descaling instrument has been greatly improved by 
using the methods proposed. 

Keywords: electromagnetic sweep, reliability, H-bridge, thermistors. 

1 Introduction 

The scaling of Oilfield water injection system has brought serious harm to production. 
Commonly used chemical scale removal method is mainly to add scale inhibitors, but 
this method has many shortcomings: the high cost of production, long periodic acid 
pickling, a narrow using scope, environmental pollution [1]. Physical cleaning methods 
appeared in recent years, damage into scale by creating certain conditions or changing 
external conditions [6]. Among them, the electromagnetic descaling method has 
achieved the rapid development and widely application, with the advantages of quick 
effect, simple installation, low operation cost, pollution-free, and so on [5]. By 
producing some form of excitation signal, magnetic descaling instrument forms the 
electromagnetic field within the pipeline. When the water flows through the pipe after 
magnetic treatment, it is not easy to form scale on pipe wall or scale is easy to fell off 
the wall, so as to achieve the descaling effect [2]. 

At present, the commonly used frequency-sweep electromagnetic descaling instrument 
has good effect when dealing with static water, but it doesn't fit with the flowing water in 
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the pipeline, because the change of frequency from minimum to the maximum needs a 
scanning time, and there is only a short time is effective in this scanning period (i.e., action 
period of the best working frequency), therefore most of the scanning time is useless. 
Because of not considering the relationship between the cycle of frequency-sweep and the 
flow velocity, the descaling efficiency of the frequency-sweep magnetic descaling 
instrument is low, which is generally less than 40%. In this paper, the narrow 
frequency-sweep electromagnetic descaling instrument is improved on the basis of the 
frequency-sweep electromagnetic descaling instrument. Instead of outputting a wide range 
of frequencies, it outputs a narrow range of frequencies, which covers the natural 
frequencies of water quality changing in a certain range, and then the descaling efficiency 
of the frequency-sweep magnetic descaling instrument will be greatly improved. 

The defect of the electromagnetic descaling instrument is its power amplification 
part is not stable. Especially under high voltage, and high frequency, the output voltage 
will produce oscillation with a larger amplitude, which results in the transistor 
overheating seriously, even burning. This defect severely reduces the service life of 
descaling apparatus, increases the maintenance costs and brings huge economic losses 
to industrial production. For the heat problem of the serious transistor fever, patent 
"electromagnetic resistance descaling instrument of frequency conversion and 
direction conversion with temperature and over-current protection" [10] has transistor 
temperature protection by using the temperature sensor measuring the temperature of 
the heat sink of transistor. If transistor temperature rises in a short period of time, the 
temperature sensor can’t catch the change of the temperature for the short period of 
time because the temperature conduction takes time. 

Aiming at the problems above, the paper enhances the stability of output of power 
amplification part of frequency sweep descaling instrument, mainly by reducing the 
parasitic parameters, and by measuring temperature of the transistor of H bridge 
directly with a thermistor. These methods have greatly enhanced the reliability of the 
power amplification part of the frequency-sweep magnetic descaling instrument. 

2 The Structure of Magnetic Descaling Instrument 

The excitation signal generator part of magnetic descaling instrument mentioned in this 
paper, can be divided into three parts, including the control unit module, adjustable 
rectifier module and H bridge module. Among them, the adjustable rectifier module 
can convert industrial alternating current (AC) to pulsating direct current (DC) signal 
which is proportional to the analog control signal of the control unit. Coil is winding on 
the pipeline, after the H bridge module converting the voltage on the bus to square 
wave, the square wave is loaded on the coil, therefore the instrument produces 
high-frequency oscillating magnetic field inside the pipe [3]. 

The structure of H bridge module is shown as figure 1. Four surge absorption modules 
(6, 7, 8 and 9), respectively connect with four transistors (2, 3, 4, and 5) in parallel, to 
absorb the voltage spike and current spike, which is caused by the shutdown and 
break-over of transistors, so as to protect the transistors [7]. Meanwhile, in order to 
guarantee the reliability of the instrument, a thermistor in the H bridge module is added, as 
shown in figure 1. The thermistor (10) connects with four transistors and the control unit 
(11), and transmits the temperature of the transistor to the control unit (11) in time. 
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Fig. 1. Structure of H bridge module 

When the temperature is higher than the threshold, the control unit (11) will shut down the 
adjustable rectifier automatically, to protect H bridge, so as to ensure that the H bridge can 
run reliably for a long time. 

3 Experiment、Results and Analysis 

3.1 Experiment and Results 

In this paper, the PCB of narrow frequency-sweep magnetic descaling instrument, 
which is the first generation of PCB of the H bridge module, is designed. Connect the 
instrument to power, set parameters, and then use the oscilloscope to measure the 
output voltage waveform of the first generation H bridge module. In figure 2 (a), there 
are the physical map of the first generation of H bridge, PCB graph of the distance 
between drive signal and the gate of transistor and the output waveform graph, 
respectively. 

From the figure 2 (a), it is shown that the output voltage of H bridge is unstable with 
the phenomenon of damping vibration, and the transistors overheats seriously. After 
checking the circuit, it is found that these problems are caused by parasitic capacitance 
and parasitic inductance. Then the second generation of the H bridge module [9] , 
whose PCB layout is changed greatly to reduce the generation of parasitic capacitance 
and parasitic inductance as far as possible, is designed. In this experiment two methods 
as follows are used to reduce parasitic parameters: (1) reduce the distance between 
drive signal and the gate of transistor, (2) reduce the amount of the via holes as far as 
possible. Figure 2 is the contrast figure of the second generation PCB and the first 
generation PCB. Customize the second generation of the H bridge according to its 
PCB, finish welding then replace the first generation of H bridge module with the 
second generation of the H bridge module, and then connect the instrument to power, 
set the same parameters as the first experiment, and then use the oscilloscope to 
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measure the output voltage waveform of the second generation of H bridge module. 
Figure 2 (b) are the physical map of the second generation of H bridge, PCB graph of 
the distance of drive signal and the gate of transistor and the output waveform graph of 
H bridge, respectively. 
 

 

 

 
(a) First generation (b) Second generation 

Fig. 2. The physical map of H bridge、PCB diagram and H bridge output waveform 

From figure 2(b), it can be seen that the second generation of the H bridge module 
has already reduced the influence of parasitic capacitance and parasitic inductance, and 
has better results. But when the instrument works for a long time, the transistors still 
overheat, especially when the instrument works for long without a break, the 
overheating of transistors is particularly serious [8]. In order to enhance further the 
reliability of the H bridge module, the third generation of the H bridge module is 
designed, which inherits the advantages of the second generation PCB layout, 
simultaneously, add a thermistor on the transistor [4]. For the third generation of H 
bridge module (shown as figure 3), do the experiment as the two experiments above, 
and then use the oscilloscope to measure the output voltage waveform, which is shown 
in figure 4. 
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Fig. 3. The third generation H bridge Fig. 4. Output of the third generation H bridge 

From figure 4, it is found that the third generation H bridge has inherited the advantage 
of the second generation H bridge, it has already reduced the influence of parasitic 
capacitance and parasitic inductance. In addition, the added thermistor can keep H 
bridge module working safely for a long time. 

3.2 Analysis of Experimental Results 

If via holes are too many or the drive signal is too far away from the gate of transistor, 
the circuit will produce larger parasitic capacitance and parasitic inductance. Especially 
when the circuit is working with high voltage and high frequency, the output of H 
bridge will generate oscillation with a larger amplitude, which will lead to a serious 
overheat of the transistor. After re-designing the PCB layout Of H bridge module, 
which is the second generation H bridge, the influence of parasitic capacitance and 
parasitic inductance has been basically eliminated, but the heat problem still limits the 
service life of H bridge. The third generation of H bridge module with temperature 
protection has been experimented for 20 days continuously, the narrow-band 
frequency-sweep electromagnetic descaling instrument has been working normally 
during this period, which proves that the third generation of H bridge has solved the 
problem of the transistor heat well. 

4 Conclusion 

At present, the narrow-band frequency-sweep electromagnetic descaling instrument is 
gradually replacing chemical cleaning methods in the industrial field, so the reliability 
of the narrow-band frequency-sweep electromagnetic descaling instrument becomes 
especially important. This paper mainly researches on the reliability of the power 
amplification part of the current narrow-band frequency-sweep electromagnetic 
descaling instrument. The experiment shows that if via holes are too many or drive 
signal is too far away from the gate of transistor, the circuit will produce larger parasitic 
capacitance and parasitic inductance, which results in instability of the output of the 
instrument. For the heat problems of the transistor, a thermistor is added directly on 
transistors to ensure that the H bridge module can work safely for a long time, and 
experiments show that the third generation of H bridge module with the temperature 
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protection has worked safely for 20 days continuously. The methods of enhancing the 
stability of the instrument mentioned above have overcome the unstable faults of 
narrow- frequency sweep magnetic descaling instrument, and have reduced the failure 
probability of equipment, so that a lot of maintenance funds are saved, and a very good 
application prospect is expected. 
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Abstract. The magnetic force pumps are widely used in place of petro-
chemical industry, drugs manufacture and treatments for heart disease for 
their compact structure and reliable working. The design of the electromagnetic 
devices requires accurate calculation of the field parameters. Taking the bigger 
airgap and regular airgap boundary condition of the radial field permanent 
magnet coupler into consideration, analytical method is employed to solve the 
governing partial differential equations in the article. The electromagnetic field 
distribution for the inner rotor and outer rotor are obtained respectively by the 
analytical method, thus the torque is calculated and torque-angle curve is 
drawn. 

Keywords: radial field, permanent magnet coupler, analytical method, torque 
calculation. 

1 Introduction 

Magnetic force pump which outer magnetic rotor and inner magnetic rotor go 
together is a device driven by magnetic force. When outer magnetic rotor rotates, 
inner magnetic rotor and the pump rotation shaft keep pace with it, to complete task 
of conveying liquid. Due to the dividing cover arranged between the inner rotor and 
the outer rotor, inner magnetic rotor and pump output shaft are enclosed in a sealed 
cavity, preventing leakage of fluid to the outside and cooling magnetic driving device. 
One of the main part of magnetic force pump is magnetic coupler. In the paper a 
radial field magnetic coupler is studied, as shown in Figure 1. 

The magnetic force pumps are widely used in place of petro-chemical industry, 
drugs manufacture and treatments for heart disease for their compact structure and 
reliable working, Pumping acids, Lye, scarce valuable liquid, especially in cases of 
flammable, explosive liquid pumping [1-2]. 

To design a high performance magnetic force pump, the calculation of magnetic 
field and electromagnetic torque of the magnetic coupler is a key step[3-5]. 

Research method of permanent magnet magnetic field and magnetic force 
transmission problems, generally comes down to solving certain partial differential 
equations. Numerical analysis method and analytical analysis method of electromagnetic 
field are main methods. 
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Fig. 1. Structure of radial field magnetic couple 

However, the process of finite element method contains three steps, i.e., processing 
before, calculation and processing after. Modeling in the air gap of electric machines 
is often challenging. The air gap length may be several orders of magnitude smaller 
than the circumference. Corresponding commercial software is expensive, and 
operation personnel need to be specially trained. Electromagnetic field analytical 
method has a long history, and a lot of documents dealing with it in magnetic field of 
permanent magnet motor were published in the past. Qishan Gu etc. published articles 
about analytical method for calculation of electromagnetic field for permanent magnet 
motor, researched the air-gap magnetic field of permanent magnet motors, edge effect 
and slotting effect[6-8]. Z. Q. Zhu etc. published a series of articles for a systematic 
analysis of no-load magnetic field, the armature reaction and load magnetic field, 
slotting effect of permanent magnet brushless DC motor by way of analytical methods  
[9-12]. 

These methods have been used in the analysis and design of permanent magnet 
motor, the following will be used in the resolution of magnetic field distribution of the 
radial magnetization magnetic coupler and its torque calculation.  

2 Analytical Model for Radial Field Magnetic Coupler 

When the mathematical model of magnetic field is described by the Laplace's 
equation or Poisson's equation, the problem will be how to solve this type of boundary 
value problems. Method of separation of variables is a basic method for solving 
boundary value problems. In case of potential function changes with two or three 
coordinate variables and field boundaries consistent with the coordinate surfaces, the 
method of separation of variables can be used to solve the boundary value problem. 

Using polar coordinates to analyze the radial magnetization magnetic Coupler, 
isolation materials is non-magnetic materials, equivalent to air-gap. Calculation models 
of inner and outer magnetic rotor magnetic field are drawn, as shown in Figure 2. 
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a) inner rotor                         b) outer rotor 

Fig. 2. Coupler topologies of inner rotor and outer rotor 

In Figure 2, Rro is outer diameter of the outer rotor magnets, Rmo is inner 
diameter of the outer rotor magnets, Rmi is outer diameter of the inner rotor magnets, 
Rri is inner diameter of the inner rotor magnets, g is equivalent air gap length, 
Variable θ is the angle between radial direction of the point and the pole center  
line, M is magnetization. The assumptions used in the analysis is , (a)inner and outer 
rotor core’s permeability is infinite, (b)uniform permanent magnet radial 
magnetization, magnets work in the second quadrant with linear demagnetization 

characteristics, and 0/ μrBM


= , 
rB


 is the residual magnetism density, μ0 is air 

permeability. Radial magnetization distribution, as shown in Figure 3. 

 

Fig. 3. Radial magnetization 

Corresponding inner magnetic rotor model, using the scalar magnetic potential φ, 
the magnetic field strength can be expressed as, 

φ−∇=H


                                     (1) 

in air gap (region I), 

II HB


0μ=                                     (2) 

in permanent magnets (region II), 

MHB IImII


0μμ +=                               (3) 

and thus come to the scalar magnetic potential equation, in air gap, 

0φ2 =∇ I
                                      (4) 
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in permanent magnets, 
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In polar coordinates, for a uniform radial magnetization, magnetization M
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mathematical model in the air gap and in the permanent magnets is obtained 
respectively, 
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Two components of H
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According to mathematical models and its boundary conditions, scalar magnetic 
potential expressions are obtained, and thus air-gap flux density expressions are 
obtained. 

When 1≠np , components of magnetic flux density in air gap expression are, 
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Accordingly, for the outer magnetic rotor model, the same method get air-gap flux 
density expressions 

When 1≠np , components of magnetic flux density in air gap expression are [9]: 
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With flux density expressions of PM inner rotor and PM outer rotor in the air-gap, 
combined with the actual situation of air-gap length of magnetic couplers are 
relatively large, gap is a linear medium for magnetic field calculation, composition of 
airgap magnetic field excited by both PM inner rotor and PM outer rotor can be 
expressed by way of superposition, as below, 
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3 Calculation of Analytical Method for Radial Magnetization 
Magnetic Coupler 

Finite element method in dealing with complex boundary and the magnetic field 
calculation of nonlinear problems, effectiveness of its application and breadth of its 
application has been verified by many times practice, here used as the validation software. 

Study on analytical method for magnetic field and torque calculation of radial 
magnetic field couplers, analyses the main characteristics of this method, as follow. 
(1)In theory, visual concepts of precise solution when analytical method applied to the 
rather special boundary conditions appear, understand the effects of parameter 
changes on the magnetic field is helpful, and you can take this parameter adjustment 
in the field. (2) In calculating electromagnetic torque of the magnetic coupling, finite 
element method for air-gap regional subdivision has certain requirements, and using 
analytical method is easy. 

Taking a 18 poles, work torque of 200Nm, maximum torque of 400Nm of the 
radial magnetizing magnetic Coupler, as magnetic field calculation example, 
concreting these features of the analytical method, and the corresponding finite 
element calculation result is given to be compared with. Specific parameters of the 
example are shown in table 1 

Table 1. Parameters of sample magnetic coupler 

Name Value Unit 

Outer diameter of outside magnetic rotor 220 mm 
Outer diameter of outside magnetic rotor magnets 200 mm 
Inner diameter of outside magnetic rotor magnets 186 mm 
Outer air gap length 1 mm 
Isolation cover length 2 mm 
Inner air gap length 2 mm 
Outer diameter of inner magnetic rotor magnets 176 mm 
Inner diameter of inner magnetic rotor magnets 162 mm 
Inner diameter of inside magnetic rotor 128 mm 
Axial length 60 mm 
Residual magnetization of magnets 1.1 T 
Pole pairs 9 pair 
Pole-arc coefficient 1  
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Based on the above figures, in case of internal and external magnetic pole center 
line forming a 90°electric  angle, using analytical method and finite element method 
for calculation of radial magnetic flux density distribution in gap center, respectively, 
and the results shown in Figure 4. 
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Fig. 4. Comparison of resultant field distribution 

Further, based on synthesis of the inside and outside magnetic rotor’s radial and 
tangential component of the magnetic field in the middle air gap, calculate torque-
angle characteristics of the magnetic coupler, curve as shown in Figure 5. 
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Fig. 5. Torque-angle curve 
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4 Conclusions 

Due to radial field permanent magnet coupler’s  greater air radial length, and its 
inside and outside magnetic rotor with regular boundary conditions, better analytical 
method calculation condition is met, analytical method can be used. Analytical 
method results in the electromagnetic torque calculation are consistent with results 
obtained by finite element method in the example. The above-mentioned analytical 
method simplifies the design of radial field permanent magnet coupler, increases 
predicting capacity as parameters’ adjustment to the effect of electromagnetic torque. 
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Abstract. According to the distribution of information flow in the integrated EV 
station, the detailed parameters of the station and car terminals can be obtained 
through the monitoring and control system. Radio frequency identification is 
used to collect data from battery system of electric vehicles, combined with IOT 
(internet of things) and GPS, the information of batteries can be acquired quickly 
and accurately. Moreover, the state of batteries can be diagnosed and faults be 
handled timely. Based on the collection of above parameters of the integrated 
station and the grid, the grid-connected control strategy is proposed according to 
the grid state and energy flow of the integrated station. The experimental result 
suggests that the grid-connected control strategy based on information fusion can 
help to implement peak load shifting effectively and timely, and provide energy 
flow support when the grid is in a heavy-loaded state so it can restore to its 
normal state. 

Keywords: Electric vehicle, integrated station, information flow, radio 
frequency identification, information fusion, grid-connected control. 

1 Introduction 

The problems of primary fossil fuel resource consumption and environment pollution 
caused by traditional automobile industry are becoming increasingly drastic, the 
electric vehicles (EVs) have attracted attentions and have achieved rapid development 
due to their advantages in terms of low consumption, no pollution and no noise [1]-[4].  

As important parts of the electric vehicle industry chain, the structure and operation 
mode of energy supply facilities have potential impact on the electric vehicle industry 
development and the grid they are connected to. People have research on them and 
proposed many effective charging strategies [5]-[6]. In [7] an agent-based decision 
support system is presented for identifying patterns in residential EV ownership and 
driving activities to enable strategic deployment of new charging infrastructure. In [8] 
the potential benefits of using control mechanisms that could be offered by a Home 
Energy control box are investigated in optimizing energy consumption from PHEV 
charging in a residential use case, and present smart energy control strategies based on 
the quadratic programming for charging PHEVs, aiming to minimize the peak load and 



Information Fusion for Intelligent EV Charging-Discharging-Storage Integrated Station 435 

 

flatten the overall load profile, then compare two strategies, and benchmark them 
against a business-as-usual scenario assuming full charging starting upon plugging in 
the PHEV. 

Intelligent grid is the development direction and trends of the future grid. Along with 
the power expansion and plug-in of numerous electrical equipment, high-speed and 
accurate information processing technology has become a key factor in the 
development of intelligent grid. In [9] the differences between multi-sensor integration 
and multi-sensor fusion are given. Multi-sensor integration refers to the synergistic use 
of the information provided by multiple sensory devices to assist in the 
accomplishment of a task by a system. An additional distinction is made between 
multi-sensor integration and the more restricted notion of multi-sensor fusion. 
Multi-sensor fusion, refers to any stage in the integration process where there is an 
actual combination (or fusion) of different sources of sensory information into one 
representational format. Information fusion, just like multi-sensor fusion, refers to the 
analysis, processing and integration of information in different time and forms for 
further processing and response. The rapid development of multi-source information 
fusion technology provides a new way of thinking for the grid development direction of 
intelligent and fault-quick-diagnostic [10]-[11]. [12] presents a fault diagnosis system 
based on D-S evidence theory and neural networks. The method can determine the fault 
type accurately and has been validated in the fault diagnosis of turbine equipment in a 
power plant. [13] analyzes the sag vulnerability area using the concept of data fusion. 
And structure of multilayer information fusion of Common Information Model is built 
based on the SCADA system, Management Information system of Safe Production and 
Equipment Manage system, thus obtaining required data for calculating sag 
vulnerability area of on-line power system. Then, this method is applied to a large 
region network of China and results prove its availability. It can help with the 
operational judgment while in faulty state and give a decision support to select 
appropriate operation mode for dispatcher.  

Although information fusion has made significant progress in terms of fault 
diagnosis with its advantages of fast and accurate results, the use of information fusion 
in electric vehicle charging-discharging-storage integrated station has been rarely 
researched. As an important power supply facility, the integrated station will generate a 
large amount of information along with the power flow. To ensure that its operation is 
reliable and batteries are charged and exchanged in a timely and efficient means, it is 
necessary to analyze and study its internal information flow. This paper studies the 
distribution of information flow in the intelligent charging-discharging-storage 
integrated station and study grid-connected control strategy based on information 
fusion processing, which is of great benefit to the charging of EVs and safety operation 
of the grid. 

2 Principle of Charging-Discharging-Storage Integrated Station  

As an energy supply system for EVs, the integrated station has the advantages of 
improving battery efficiency and coordinating with the grid and loads. The integrated  
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Fig. 1. Power flow and information flow inside the Integrated Station 

station mainly contains five parts, namely multi-purpose converter device, charge 
exchange system, echelon battery system, information collection device and control 
center as shown in Figure 1. A multi-purpose converter device, which is composed of 
two groups of converters in parallel, connects charge exchange system and echelon 
battery system and serves for power exchanging. The integrated station can exchange 
power with the power grid through a set of multi-purpose converters, charge EVs with 
charger and implement battery replacement for EVs using changing-battery robot. 
Echelon battery system can exchange power with the grid through another set of 
multipurpose converters or charge the charge exchange system directly. 

Information flow involves information exchange. Along with the energy flow, a 
large amount of information is produced, such as battery remaining power for EV, 
remaining mileage, location, destination, battery model, and the corresponding 
quantity and power of charge exchange system, battery quantity and power of echelon 
battery system, the operation mode and operating parameters of the multi-purpose 
converter device. If the above information are monitored and managed reasonably and 
effectively, we can control energy flow comprehensively. Combining grid 
information with the information of the integrated station, we can further optimize the 
operation and management of the integrated station. Figure 1 also shows the 
information flow distribution diagram of the integrated station. Information flow 
transmission and control situation are shown in table 1. 
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Table 1. Transmission and Receiving of Information Flow 

Message 
sender 

Message 
receiver 

Context of the 
information flow 

Informat
ion code 

EV Terminals 
Charge 

exchange system 
Information of the  
battery replaced 

I1 

GPS Information of EV I2 

Charge 
exchange system 

EV Terminals 
Information of  

battery installed 
I3 

Information 
aggregator 

Information of 
charge exchange system 

I4 

Echelon 
battery system 

Information 
aggregator 

Information of 
cascaded battery system 

I5 

Multi-purpose 
converter device 

Information 
aggregator 

The current power 
 flow information 

I6 

EMS of power 
grid 

Information 
aggregator 

The current load and 
predicted load 

I7 

GPS 
Information 

aggregator 
Location information 

of EVs 
I8 

Information 
aggregator 

Control center 
Multi-source 

information fusion 
-- 

Control center 

Charge 
exchange system 

Energy 
flow-changing control 

I9 

Echelon 
battery system 

Energy flow- 
maintenance control 

I10 

Multi-purpose 
converter device 

Power-flow control I11 

3 Battery Management Mode of Charging-Discharging-Storage 
Integrated Station 

As the direct power supply device for EVs, sufficient power and desirable performance 
guarantee for batteries is particularly important. To achieve the goal, an advanced 
efficient battery management system is needed. 

The battery management system of the integrated station is mainly managed by 
people at present. When the EV pulls in, the staff records the code-message of the 
battery box. When changing the battery box is needed, the staff registers the 
information of battery box. There are a number of problems with changing battery 
manually and the present management mode, such as low efficiency, high error rate, 
long battery replacement cycle, lack of unified and efficient management, etc. Since 
there is no tracking and prediction system, it’s hard for EVs to communicate with a 
repair center for timely maintenance when battery failure occurs. The problems 
mentioned above are the bottlenecks for rapid construction and development of the 
integrated station and they need to be addressed properly and promptly. 

RFID (radio frequency identification) is a non-contact automatic identification 
technology. It makes use of radio signals to transmit data and information immediately 
in a specific space [14]. Based on the advantages of fast reading speed, safe and  
reliable information, large data storage and excellent security, RFID develops fast.  
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Its application scope increases and the industry scale expand constantly. At present, the 
technology has been used mostly in the fields of manufacturing, product security, 
library management, and warehouse management, etc. [15]-[16]. 

 

Fig. 2. Reading and writing of the battery RFID tags 

Given the aforementioned advantages, RFID can be used to establish a battery 
resource information management database for the integrated station. We can store the 
type, charge and discharge times and power state of batteries in the database. If we 
update the real-time battery information to SCADA (supervisory control and data 
acquisition) system, IOT (Internet of things) and GPS, we can greatly improve battery 
information acquisition speed and battery replacement efficiency. At the same time, 
battery energy flow can be tracked in real-time and controlled effectively. The process 
of reading and writing of the battery RFID tags is shown in figure 2. 

IOT is a sensing device for passing information. It is a network allowing the 
interconnection of different things according to the agreed protocol [17]. SCADA 
system in charge exchange system and echelon battery system can know the battery 
number, power state, working conditions and many other details in real-time. 

GPS provides navigation services for EVs in real-time, all day and globally [18]. 
Using the received information from the EV battery terminals, GPS updates its 
internal battery information management database system in real-time, and sends 
information to the aggregator timely. 

Making use of RFID, IOT and GPS, we can achieve advanced battery management 
for EVs. Battery management system based on IOT is shown in figure 3. When 
changing batteries for EVs, the remaining power, battery ID and other information 
should be sent to exchange station and information after replacement also need to be 
recorded. In the driving process, information of EVs is transmitted to GPS. Together 
with IOT, the information is transmitted to and handled by the information aggregator. 

Through analyzing data received by IOT from the SCADA system of cascaded 
battery exchange and charge system and by GPS of EV battery information of EVs  
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on road , advanced battery management of the integrated station can be achieved. 
Through the detection of the battery state of the charge, the faulty batteries are sent to 
repair centers and battery exchanging forecast is transmitted to the charge exchange 
station in advance. By analyzing the position and the route of EVs, which are 
monitored by GPS, suggestions can be provided to EV users while on road , 
information of EV faults is fed back to repair centers, and faulty batteries can be sent 
to repair centers. 

 

Fig. 3. Electric vehicle battery management system based on IOT system 

With the above management system, we can not only significantly improve battery 
information acquisition speed and battery replacement efficiency, effectively track the 
battery energy flow control, but also can diagnose the state of the battery accurately, 
through which we can take timely diagnosis and treatment procedures for battery 
failures that may occur at any time. 

4 The Information Processing System for Charging- 
Discharging-Storage Integrated Station 

There are a lot of data to be collected and fused in the multi-purpose converter device, 
charge exchange system and echelon battery system of the integrated station. Given the 
complexity of the information flow, the information management system of the 
integrated station is divided into four parts, namely monitoring system, information 
fusion system, grid-connected control system and operation management system, as 
shown in figure 4. 

4.1 Monitoring System 

Monitoring system can collect and monitor data of smart EV terminals and all the 
equipment of the integrated station, including electricity distribution equipment, 
battery boxes, battery box replacement equipment and multi-purpose converter 
device. The data is transmitted to a higher dispatching system. 
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Fig. 4. Subsystems of integrated station supervisory system 

When EV batteries are charged or replaced in the battery replacement station, the 
station can acquire the information of battery ID, power state and using times via EV 
terminals using RFID. Information of replaced batteries is recorded and transmitted to 
information aggregator. When an EV leaves the station, the information of route and 
location can be acquired by GPS through EV terminals, and the information is 
transmitted to information aggregator via IOT. 

Equipment information of the integrated station is recorded and stored through 
collection and monitoring equipment and transmitted to information aggregator 
through CAN, such as the operation mode and operating parameter of the 
multi-purpose converter device, charge exchange system and the work state of its 
battery box replacement equipment and type and power state of battery box, the work 
state and power state of battery box of echelon battery system.  

The integrated station exchanges active and reactive power with grid through two 
groups of multi-purpose converter devices. The EMS transmits collected information 
to the information aggregator through CAN, including grid voltage and current 
amplitude and phase, grid load and load forecasting, etc. 
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4.2 Information Fusion System 

The information fusion system is the control center for all information received from 
the information aggregator. The information aggregator sends heterogeneous 
multi-source information to the control center. The higher level management platform 
of the control center combines with EMS, IOT, station monitoring and other 
information to achieve monitoring and analysis of energy and power flow. By making 
optimal decisions in real time though generalized power / energy scheduling control 
strategy, we can achieve the orderly management of energy information, and then 
obtain the energy flow and power flow adjustment strategy of the exchange station, 
echelon stations and multipurpose deflector, and perform associated control actions. 

Since the monitoring equipment acquire and upload large numbers of information 
data, we use fusion technology to deal with different types of information data at 
different levels. According to the work characteristics and operating mode of integrated 
power station, the fusion processing can be divided into three types: reference values 
fusion, measured values fusion and decision fusion. 

Reference fusion is to provide valid referenced data for data fusion by analyzing 
those data from different data acquisition systems and updating reference value based 
on the actual needs. For instance, the charging information of batteries in charge 
exchange system should contain two kinds of reference values: charging reference 
value and the reference value of return echelon battery system. The charging reference 
value is the threshold charging value of battery replacement. If the charging value is 
higher than charging reference value, the battery is ready to be used in battery 
replacement. Otherwise, it should be promptly charged. Return echelon battery system 
reference value refers to the power reference value need to be retreated, when charging 
value is below a certain limit the battery will be badly damaged. So, the exterior 
batteries in the integrated station (IS) have two kinds of reference value as well, that is, 
charging reference value and exchanging reference value. When the reserve power is 
short on the circumstance that power grid cannot supply the power of IS, we should 
decide the charging and exchanging reference value according to the battery 
information acquired inside and outside IS. 

Reference fusion is used to get reference value. So it is necessary to make sure that 
all the values be used to evaluate the reference value is accurate so as to make rational 
analysis and processing. Therefore, reference fusion is often based on Kalman filter 
algorithm, the joint probabilistic data association, multi-hypothesis, interactive model 
method and sequential processing theory. 

Fusion of measured values is to integrate actual data and operating parameters of a 
variety of devices, to compare with the reference value, and make a judgment and 
treatment. For instance, we take battery data information into consideration. Firstly, 
classify a series of different IDs. Secondly, fuse battery power information of the same 
series. Thirdly, compare the actual power data with the corresponding reference value 
data of batteries inside and outside IS. If the series of batteries is inside IS, we decide 
whether the batteries should be charged for replacement or be returned to the echelon 
charging station. Otherwise, we decide whether they should be charging or exchanged. 

Measured values fusion is used to compare value measured with the reference value. 
Therefore Kalman filter algorithm is always used to make sure the value measured is 
reliable. 
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Decision fusion is to send data acquired by certain collector to the fusion processing 
center directly. And the fusion center make the final decision based on the 
identification of local collector of each part. Decision fusion is to fuse specific decision 
goals, and the outcomes directly affect decision-making. For instance, we take 
multi-purpose converter device into consideration. When the grid voltage is abnormal, 
the device should have LVRT (Low Voltage Ride Through) function, which requires 
decision fusion of the working mode of converter devices. And make quick decisions to 
ensure the operation safety and reliability of IS and power grid. 

Decision fusion aims at specific decision target, it mainly based on Bayes estimates, 
expert systems D-S evidence theory, Fuzzy set theory. 

Under normal operating conditions, the reference values of all kinds of data are 
determined, and for which there is no need for reference fusion, but there is a need to 
carry out fusion of a large amount of battery information, or to take decision fusion for 
relatively small number of multi-purpose converter devices. When the external 
environment changes, such as blackout after power failure and cataclysm of electric car 
trips, we need to regulate the data reference. 

4.3 Operations Management System 

Operations management system can independently achieve operation monitoring and 
equipment’s management inside IS, can perform operations management commands 
from the higher level system to the charging-discharging-storage integrated station as 
well, and deal with the system in battery charge and discharge management, battery 
replacement management, vehicle dispatching management, metering and billing 
management, and so on. 

Information fusion technology can always obtain information in regards to the 
remaining battery power and the remaining mileage of electric vehicles through GPS 
satellite navigation system. And give reasonable recommendations on whether there is 
a need to charge the battery or do battery replacement. Operations management system 
is based on the results of the information fusion analysis, and gives alert and 
suggestions to electric vehicles’ drivers, and sends commands in advance for the 
possible or upcoming battery charging and exchanging work. 

Operations management system is also responsible for statistical analysis, such as 
charge exchange system and echelon battery system, and corresponding quantity, 
power, lifespan. Then dispatch the batteries in the IS that has been long used or with 
low power to the echelon battery system and do statistical analysis and treatment of 
scrapped battery boxes in the echelon battery system. 

Through statistical listing analysis of battery information inside and outside IS, 
operation management system can monitor and report the operating status of all battery 
boxes at any time, which is convenient for to make timely and effective treatment of 
any faulty battery boxes. On the one hand, this function of operation management 
system ensures the reliable operation of battery boxes. On the other hand, it simplifies 
the workflow of the staff, and improves efficiency greatly. 
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4.4 Grid-Connected Control System 

The grid-connected control system is based on the charging and discharging command 
and generation demand after fusion treatment, to control the input and output of 
sub-devices in IS, such as energy storage and convention system, to achieve 
grid-connected control and a variety of operating response of IS, which is based on 
broad energy/power dispatch control strategy. 

The SOC (State of charge) of charge exchange system (which is denoted as A) and 
echelon battery system (which is denoted as B) are changing over time. According to 
the current operating status of power grid (which is denoted as G), we will discuss the 
following three scenarios, namely normal peak load condition, the normal valley load 
condition and overloading condition. On the one hand, the integrated station need to 
reserve certain energy to maintain its operation off-grid, we define it as 20% of the total 
energy according to our experience. On the other hand, the batteries’ charging cycle 
counts are limited, so we define 80% as the value to be charged to get optimal effect.  

4.4.1   Normal Peak Load Condition 
According to the SOC of exchanging system and echelon system, the normal peak load 
condition can be divided into seven possible operating modes. 

(1) Both exchanging system and echelon system discharge power to the grid, i.e., 
A-> G, B-> G. 

When the grid is in peak load condition, the IS takes advantage of integrated battery 
energy storage, combined with the station’s battery charge, discharge and exchange 
programs, and select a part of suitable batteries to discharge to power grid and support 
the load peak clipping of the grid on the circumstance that the energy reserve is not 
sufficient inside the station. In this case, echelon system should take the maximum 
discharging power. 

(2) Echelon system charge power to exchanging system, i.e., B-> A. 
When the SOC of exchanging system is lower than 0.2 (SOC <0.2), and the SOC of 

echelon system is higher than 0.2 (SOC> 0.2), or the SOCs of the two station is between 
0.2 and 0.8, we would rather charge power from the echelon system to the exchanging 
system than charging from the power grid, which can not only improve energy 
efficiency, but also reduce the burden of the power grid. 

(3) Echelon system charge power to exchanging system and discharge power to 
power grid, i.e., B-> A, B-> G. 

When the SOC of echelon system is sufficient (SOC>0.8) and the SOC of 
exchanging system is normal (0.8>SOC>0.2), the echelon system charge power to the 
exchanging system to ensure the normal operation, and discharge power to the power 
grid to play a positive role in clipping the peak load. 
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Fig. 5. Information fusion of Integrated Station operating state 

(4)Power grid charges power to the exchanging system, and the echelon system 
discharges power to exchanging system, i.e., G-> A, B-> A. 
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When the SOC of exchanging system is insufficient (SOC <0.2), and the SOC of 
echelon system is normal (0.8>SOC>0.2), in order to ensure the normal operation of 
exchanging system, echelon system and the grid should charge the exchanging system 
to alleviate the load pressure of power grid. 

(5) Echelon system discharge power to power grid, i.e., B-> G. 
When the SOC of exchanging system is sufficient (SOC >0.8), and the SOC of 

echelon system is normal (0.8>SOC>0.2), in order to ensure the normal operation of 
exchanging system, only echelon system is available to charge to power grid to play a 
positive role in clipping the peak load. 

(6) Power grid charge to exchanging system, i.e., G-> A. 
When the SOC of exchanging system is normal (0.8>SOC>0.2), and the SOC of 

echelon system is insufficient (SOC <0.2), in order to ensure the normal operation of 
exchanging system, only power grid is available to charge the exchanging system. 

(7) No energy exchange. 
When the SOC of exchanging system is sufficient (SOC >0.8), and the SOC of 

echelon station is insufficient (SOC <0.2), in order to ensure the normal operation of 
the exchanging system, there is no any power exchange with power grid. 

4.4.2   Normal Valley Load Condition 
According to the SOC of exchanging system and echelon system, the normal valley 
load condition can be divided into four possible operating modes. 

(1) Power grid charge power both to exchanging system and to echelon system 
discharge power to the grid, i.e., G-> A, G-> B. 

When the SOCs of both exchanging system and echelon system are not full (SOC 
<0.8), power grid, on the valley state or even light load, should charge to the 
exchanging system and echelon system to play an active role in valley filling. 

(2) Power grid charge to exchanging system, i.e., G-> A. 
When the SOC of echelon system is sufficient (SOC>0.8), and the SOC of the 

exchanging system is not full (SOC <0.8), power grid charges the exchanging system to 
play an active role in valley filling. 

(3) Power grid charges the echelon system, i.e., G-> B. 
When the SOC of exchanging system is sufficient (SOC>0.8), and the SOC of 

echelon system are not full (SOC <0.8), power grid charges the echelon system to play 
an active role in valley filling. 

(4) No energy exchange. 
When the SOC of both exchanging system and echelon system is sufficient 

(SOC>0.8), there is no any power exchange with power grid. 

4.4.3   Overloading Condition 
(1) Both exchanging system and echelon system discharge power to the grid, i.e., A-> 
G, B-> G. 

When the SOCs of the exchanging system and echelon system are higher than 0.2 
(SOC>0.2), and the power grid is under abnormal overloaded condition, then priority 
should be given to support power to the grid. In the meantime, discharge to the power 
grid for auxiliary support to improve the overloaded condition, and regulate the power 
grid state into a normal operation state. 
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(2) Exchanging system discharge power to the grid, i.e., A-> G 
When the SOC of echelon system is lower than 0.2 (SOC <0.2), and the SOC of 

exchanging system is higher than 0.2 (SOC> 0.2), only exchanging system is available 
to discharge power to grid to provide energy support. 

(3) Echelon system discharge power to the grid, i.e., B-> G 
When the SOC of exchanging system is lower than 0.2 (SOC <0.2), and the SOC of 

echelon system is higher than 0.2 (SOC> 0.2), only echelon system is available to 
discharge power to grid to provide energy support. 

(4) No energy exchange. 
When both the SOC of exchanging system and the SOC of echelon system are pretty 

low (SOC <0.2), and the power demand cannot be met, then there will be no energy 
exchange between the systems and the grid. In practice, we should make reasonable 
forecast and planning according to the operation state trends to avoid this kind of 
situation. 

Based on the information data flow in Table 1, we can reasonably and effectively 
control the operation state of IS, through information fusion. According to the real-time 
status of power grid and the corresponding state information of the echelon battery 
system and charge exchange system inside IS, we can perform fast and reliable 
grid-connected control based on the results of information fusion. The control flow is 
shown in Figure 5. 

Table 2. The example of grid-connected control based on information fusion 

Time 
State of 

grid 
State and response of 
echelon station (B) 

State and response of 
exchanging station (A) 

9:00 peak load 
SOC>0.8 SOC>0.8 

B—>G, A—>G 

10:30 peak load 
SOC>0.8 0.8>SOC>0.2 

B—>G, B—>A 

11:00 peak load 
0.8>SOC>0.2 0.8>SOC>0.2 

B—>A 

12:00 valley load 
0.8>SOC>0.2 0.8>SOC>0.2 

G—>A, G—>B 

13:00 valley load 
0.8>SOC>0.2 SOC>0.8 

G—>B 

14:00 peak load 
SOC>0.8 SOC>0.8 

B—>G, A—>G 

14:30 overloading 
SOC>0.8 SOC>0.8 

B—>G, A—>G 

14:45 peak load 
0.8>SOC>0.2 0.8>SOC>0.2 

B—>A 

15:30 valley load 
SOC<0.2 0.8>SOC>0.2 

G—>A, G—>B 

16:00 valley load 
SOC<0.2 SOC>0.8 

G—>A, G—>B 
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4.5 Grid Control Case 

An IS contains charge exchange system and echelon battery system, which is shown in 
Figure 1. According to the grid-connected control strategy proposed above, its 
operation state is monitored in a certain period, which is shown in Table 2. 

This case shows that, the grid-connected control strategy discussed above can play a 
role in clipping the peak load and filling the valley load, according to the current state 
of power grid. When power grid is operating in overloaded condition, IS can provide 
power support to the grid, be an auxiliary to power grid for improving the degree of 
overloading, and regulate power grid into normal state. 

5 Conclusion 

Information fusion strategy proposed in this paper has been implemented in an actual 
project. Analysis and study of the information flow generated along the energy flow 
in the integrated station, the following three aspects have been covered in this paper: 

(1)Analyze the distribution and transmission of information flow in the integrated 
station; 

(2)The battery management system is managed using RFID, IOT, GPS technology. 
As a result, battery information collecting speed and accuracy and battery 
replacement efficiency are all improved. 

(3)Using information fusion technology, grid-connection control for the integrated 
is studied and a grid-connection strategy is proposed based on the technology. 

The practical example shows that the grid-connection strategy based on 
information fusion technology achieves the role of load shifting for the grid. When 
the grid is overloading, the integrated station can support the grid and the grid will be 
adjusted to normal operation state. 
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Abstract. An experimental economics (EE) method is used to analyze the 
influences of subjective willingness on the development of the electric vehicle 
(EV) industry. It is difficult to run large-scale EE-based simulations and to 
support decision optimizations due to the limited number of qualified human 
participants and the incomparability among repeated trials. Taking the 
customers’ willingness to buy EVs as an example, this paper extracts multi-layer 
correlation information from a limited number of questionnaires and builds a 
multi-agent model to match the probabilistic distributions of multi-responder 
behaviors, for the purpose of reflecting the truly statistic information embedded 
from the questionnaires. The vraisemblance of both the model and the algorithm 
is validated by comparing the agent-based Monte Carlo simulation results with 
the questionnaire-based deduction results. Based on the work presented in this 
paper, the influence of a key factor on the EV development can therefore be 
analyzed by using a simulation platform with mixed inputs from agents modelled 
in this paper and human participants. 

Keywords: Experimental economics, human experimenters, multi-agents, 
behavior analysis, knowledge extraction, willingness to buy EVs. 

0 Introduction 

Nowadays, China is facing an unprecedented challenge of serious air pollution.  
In 2013, large-scale smog influenced more than 100 large cities located in 30 
provinces. The annual average number of smog days is 29.9 in 2013, reaching the peak 
value in the past 52 years. Drastic growth of motor vehicles partly contributes to the 
heavy smog in metropolis areas. There are about 0.14 billion cars on road in China, 
which is only second to the USA and is still increasing by 13.7% annually and 25% 
nitric oxide emissions are from vehicles. Intensive exhaust gas emission is a major 
source of urban air pollution [1]. 

The electric vehicle (EV), including battery EV and plug-in hybrid EV, is a very 
promising technical alternative to replace oil-powered vehicles. Governments of many 
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cities have put forward incentive policies to support the development of EV industry. In 
order to avoid the blindness in this process, it is necessary to evaluate customers’ 
response to policies quantitatively in advance, and to deal with challenges when 
integrating a huge number of EVs into power systems [2]. Mass data should be 
collected, modelled and analyzed to help understand actual operation of EV-involved 
systems, policy implementation and their consequences, customers’ preferences on 
buying and using EVs, and what’s more, the relations between the EV’s prospect and 
participants’ willingness. 

Borrowing the simulation-based optimization and decision-making concepts in 
natural scientific researches, experimental economics (EE) analyzes the intrinsic laws 
guiding human behaviors in a given economic environment through controllable and 
repeatable experiments, in order to prove theoretical hypothesis in economics and 
validate the consequence of a given economic policy [3-4]. It offers a powerful support 
platform for mechanism research and decision optimization by considering the 
influences of subjective willingness of participants and game behaviors, which is 
absent in the traditional researches of market economy and social science. However, a 
classical EE-based simulation is not practical as it is time-consuming in training 
participants and conducting repetitive experiments. Besides that, the consistency of a 
participant’s behaviors in the same scenario of different trials cannot be guaranteed. On 
the contrary, special subjective willingness and game behaviors in the minority could 
be ignored if all the human participants were replaced by well-programed multi-agents. 

Combining multi-agents and human participants, and using the former to replace the 
majority of participants through matching the statistical distribution of a certain group 
of people and the latter to represent the behaviors of other participants, the EE-based 
simulation can be used to analyze social scientific problems quantitatively [5-7]. It is 
critical to ensure the consistency of statistical results between multi-agents and 
corresponding human participant group. Moreover, the difficulties in data mining, 
information extraction and multi-agent modeling have to be overcome before reaching 
the final goal. 

The relevant data of car purchasing and driving behaviors [8-10] can be obtained 
from transaction records, videos, GPS trackers and ultra-sonic detections, etc. for fossil 
fuel-powered vehicles [11]. However, EV’s data can hardly be obtained from the 
above-mentioned methods due to rare number of application cases. A questionnaire 
survey [12-13] sometimes is the only option. It is a simple, efficient, and repeatable 
method to investigate and understand subjective behavior preferences of human 
participants, which is popular in marketing, social science and economics studies. 

Current researches of the agent algorithm mainly focus on the development of an 
agent’s logic deduction ability [14-15], using decision optimization theories or 
expert-knowledge systems to describe internal mechanisms of a decision-making 
process mathematically. But the behavior of “well-developed” multi-agents is 
statistically far different from those of the experimenters. 

This paper extracts multi-layer correlation information from different factors from 
questionnaires about customers’ willingness to buy EVs. This can reflect fully the 
multi-dimensional correlation among uncertain behaviors of participants. Embedded 
with this information, a stochastic multi-agent model can be created by fitting with the 
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probabilistic distributions of the behaviors. Then, any target vehicle described by a 
combination of factors can be used to evaluate the goodness of fit in the purchase ratio 
between the outputs from the multi-agents and questionnaires. 

1 Probabilistic Information of Respondents’ Willingness 

1.1 Characteristic Factors of EV Purchasers’ Willingness 

According to the world-wide investigations of consumers’ willingness to buy EVs, the 
Deloitte’s Global Manufacturing Industry Group published a report [16] indicating that 
the top 5 factors an EV purchaser considers are the maximum range, minimum 
charging time, price difference compared with the same class of oil-powered vehicles, 
purchase price and fuel price. The report gives the statistical result for each factor 
indicating a psychological threshold people of a given percentage have willingness to 
buy EVs, but the result considering the correlative information among factors is not 
presented. Due to the lack of necessary information, the joint distribution among the 5 
factors cannot be obtained, which is indispensable to a complete understanding of 
individual purchasing willingness. The reason is that an agent considers to buy an EV if 
the minimum requirements of all the factors are satisfied. The satisfaction of any single 
factor is not a sufficient condition, but a necessary one. 

Table 1. Questions Involved in the Questionnaire 

①What is the minimum range that an EV would need before you would consider buying it ? 
A.80km or less  B.160km or less  C.320km or less  D.480km or less  E.640km or less 

②Considering your expected vehicle use, what is the longest time to fully recharge the battery 
that you would consider acceptable when buying an EV ? 

  A. 8h or less    B. 4h or less    C. 2h or less    D. 1h or less    E. 0.5h or less 
③How much more would you be willing to pay for an EV compared to a similar vehicle with 

a gasoline engine ?  
  A. Same price or less   B.10% more   C.20% more   D.30% more   E.40% more 
④If you were considering buying an EV, in which of the following price ranges would you be 

shopping ? 
  A.≤￥120,000   B.≤￥180,000   C.≤￥240,000  D.≤￥300,000  E. >￥300,000 
⑤At what price for gasoline would you be much more likely to consider buying an EV ?   

  A.￥6.75/lit     B.￥8.00/lit     C.￥9.50/lit     D.￥10.50/lit    E.>￥10.50/lit 
⑥If you were considering buying an EV, what is your main concern ? (Please rank order) 
  A. Range   B. Charge time   C. Price difference   D. Purchase price   E. Fuel price 

 
Therefore, a questionnaire survey mainly among Chinese young people between the 

age of 25 and 35 (see Table 1) was conducted by the authors of this paper. Respondents 
were asked to answer what are the minimum acceptable psychological thresholds of the 
given factors when he/she was choosing an EV. Consequently, the survey gathered 200 
effective questionnaires. A simple counting work gives almost the same distributions 
over the psychological threshold of any single factor, which matches well with the 
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China part in the Deloitte’s report [16]. The data therefore provides a credible source 
for mining deep information including the joint probability distributions hiding in 
different questionnaires. 

1.2 Ranking the Importance of Characteristic Factors  

Although each question in the questionnaire involves only 1 characteristic factor, the 
answer sheet reveals a deterministic opinion about the relations among all factors. 
Therefore, the joint probability information of the mentioned psychological thresholds 
of the 5 factors must have been embedded in the universal set of the questionnaires. 

Table 2. Multi-layer distributions of factors’ importance (No correlation considered) 

Choosing 
frequency 

Range 
Charge

time 
Price 

difference
Purchase

price 
Fuel 
price 

1st 73 23 21 74 9 

2nd 57 75 25 24 19 

3rd 38 52 32 48 30 

4th 23 29 64 36 48 

5th 9 21 58 18 94 
 

If multi-agent model is adopted to replace a group of respondents, the threshold 
value of each factor for each agent must be tuned based on the high-dimensional joint 
probability distribution reflecting respondents’ willingness. 200 samples are far from 
enough to create an accurate joint probability of the 5 factors by any conventional 
method. In order to overcome this difficulty, one more question is included in the 
questionnaire to request each respondent sorting the factors by their importance. The 
proportion of a factor being chosen as the first important one is listed in the following in 
the descending order: purchase price (37.0%), range (36.5%), charge time (11.5%), 
price difference (10.5%), and fuel price (4.5%). The proportions of these factors 
selected as the second important ones are: purchase price (12.0%), range (28.5%), 
charge time (37.5%), price difference (12.5%), and fuel price (9.5%), resulted from 
Table 2. However, it is impossible to know from these questionnaires the probability 
that respondents take the range as the second important factor while taking the purchase 
price as the first important one. This question is not answered by this table, as well as 
from the results shown in [16]. The actual conditional probability is 40.5%, and is not 
equal to the total probability 28.5%. In order to reproduce the joint probabilistic 
distribution of such group of factors after bulk samplings, the sampling agents have to 
be simulated based on the joint probabilistic distribution. 

In order to store joint probabilistic data effectively, the data structure with multiple 
layers in the applications of conditional probability is used. The concept of “sorted 
importance layer” is defined because the ordering of factors in the sampling process 
may obviously affect the use of questionnaire information. In the data structure, layer i 
corresponds to the frequency distribution of the ith important factor in all n-i+1 
possibilities, and the joint frequency distribution between layer i and n-i possibilities in 
layer i+1, here n is the total number of factors. The latter distribution depends not only 
on the sampling in the current layer, but also on previous sampling results. The ordering 
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of the sampling process uses the importance data associated to sample factors, rather 
than the reverse. The joint probability of a layer with smaller i implies larger entropy, 
so it needs support from a sufficient number of samples. The entropy of layers with 
larger i is relatively smaller, so approximate statistical results could be used. 
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Fig. 1. Multi-layer frequency distributions 

Given the above description, Fig. 1 shows a tree-like correlation data structure 
among adjacent layers for sorting factor importance, reflecting the correlation of 
frequency distributions. Since there is no uncertainty associated in the final layer, the 
“tree” contains 4 layers to present the correlation among 5 factors. Here, ak  
(  =1,2,3,4,5) respectively represents the 5 features, namely range, charge time, price 
difference, purchase price and fuel price. 

1.3 Conducting Rules for Insufficient Correlation Data of Importance 

The joint frequencies emerged on the correlation “tree” are counted along with the 
layers from top to bottom. However, in the counting, the case of insufficient samples 
often emerges in the bottom layers of the “tree”. If the frequency is too low at certain 
node, which means the information provided to next layers could be meaningless, 
approximate distributions should be used to replace the original ones for the purpose of 
filling up missing information. The designed rules to control the replacement are as 
following: 

Rule 1: If the number of samples in the selected layer is sufficient, the frequency 
counting is strictly conducted on the corresponding data from questionnaires. 

Rule 2: If the number of samples in the selected layer is insufficient, i.e. the number 
is less than a threshold value α (α is set as 8 in Fig. 1), the correlation between factors is 
ignored and the independent distribution of the corresponding factor is used directly. 
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Rule 2 will be adopted in the cases of quite low frequencies; therefore the influence 
on the accuracy is very limited, which is confirmed through a number of simulations. 

1.4 Information Extraction about Factors’ Psychological Thresholds 

Fig. 2 shows the upper-triangular correlation matrix reflecting the joint probability 
between the 1st sorted importance layer and the 2nd layer (Table 3 shows the 
independent distribution of each single factor’s psychological threshold). Including 
repeated ones, it contains n×n sub-matrices with n equal to the number of factors. Here, 
the sub-matrix (i, j) records the frequency if factor j is drawn in the 2nd layer while 
factor i is selected in the 1st layer. For example, the sub-matrix (2, 4) records the 
frequency if the charge time is placed on the 1st importance layer and the purchase price 
is placed on the 2nd layer. 

 

Range Charge Price Purchase Fuel
Time Difference Price Price

0-80 0 0 0 0 0 4 7 2 0 1 0 0 0 3 11 0 1 2 2 9 4 1 4 2 3
80-160 0 0 0 0 0 16 26 11 6 3 1 0 10 12 39 0 2 6 25 29 4 8 20 18 12

160-320 Range 0 0 0 0 0 18 29 24 7 4 0 0 12 32 38 0 6 11 37 28 3 12 34 20 13
320-480 (km) 0 0 0 0 0 7 7 6 3 1 0 4 1 2 17 2 2 3 6 11 2 3 5 9 5
480-640 0 0 0 0 0 7 2 6 1 2 0 0 0 1 17 0 0 2 6 10 2 3 3 4 6

≤ 8 0 0 0 0 0 0 2 6 9 35 0 1 11 15 25 5 5 19 13 10

≤ 4 Charge 0 0 0 0 0 1 0 7 25 38 0 7 4 33 27 5 10 26 15 15

≤ 2 Time 0 0 0 0 0 0 0 9 9 31 1 2 3 20 23 4 9 12 18 6

≤ 1 (h) 0 0 0 0 0 0 2 1 5 9 1 1 5 5 5 1 2 6 3 5

≤ 0.5 0 0 0 0 0 0 0 0 2 9 0 0 1 3 7 0 1 3 4 3

≥ 40% 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0

≥ 30% Price 0 0 0 0 0 0 2 1 1 0 0 1 2 1 0

≥ 20% Difference 0 0 0 0 0 1 3 7 7 5 1 4 7 6 5

≥ 10% 0 0 0 0 0 0 6 8 28 8 2 8 17 14 9

≤ 0% 0 0 0 0 0 1 0 8 39 74 12 14 40 31 25
 30 0 0 0 0 0 0 1 0 0 1

 ≤ 30 Purchase 0 0 0 0 0 1 1 4 2 3

≤ 24 Price 0 0 0 0 0 2 3 9 4 6

≤ 18 (￥10,000) 0 0 0 0 0 4 10 30 23 9

≤ 12 0 0 0 0 0 8 12 23 24 20
6.75 0 0 0 0 0
8.00 Fuel 0 0 0 0 0
9.50 Price 0 0 0 0 0
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Fig. 2. The joint distribution of 2-layer factors’ psychological threshold 

The dimension of each sub-matrix is decided by the number of the corresponding 
factor’s thresholds, which is equal to 5 in Fig. 2. Every row represents a threshold value 
d

11.g  of the 1st important factor, and every column represents certain threshold value 

d
22.g  of the 2nd important factor. The value of a sub-matrix’s element records the joint 

frequency in which thresholds d
11.g  and d

22.g  are both selected by the 

questionnaire’s responders. Fig. 3 shows the flow chart of obtaining the complete joint 
frequency ddddd

54321 5.g4.g3.g2.g1.g  among all factors. 
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Table 3. The independent distribution of each single factor’s psychological thresholds, d
11.g  

Characteristic  
factor 

Grade 
Psychological threshold 

value of each grade 
Choosing 
ratio % 

1 0-80 7.0 
Range 2 80-160 31.0 
( km ) 3 160-320 41.0 

4 320-480 12.0 
5 480-640 9.0 
1 ≤ 8 26.0 

Charge time 2 ≤ 4 35.5 
( h ) 3 ≤ 2 24.5 

4 ≤ 1 8.5 
5 ≤ 0.5 5.5 
1 ≥ 40% 0.5 
2 ≥ 30% 2.0 

Price difference 3 ≥ 20% 11.5 
4 ≥ 10% 25.0 
5 ≤ 0% 61.0 
1 >30 1.0 

Purchase price 2 ≤ 30 5.5 
(￥10,000 ) 3 ≤ 24 12.0 

4 ≤ 18 38.0 
5 ≤ 12 43.5 
1 6.75 7.5 

Fuel price 2 8.00 13.5 
(￥/lit ) 3 9.50 33.0 

4 10.50 26.5 
5 > 10.50 19.5 

The chooser ratio
for the ith factor

Rule 1

Sorting the choosers with full correlation

i = i +1

i is the maximum

End

N

N

i = 1

Y

Y

Y

N

Rule 3

Rule 2

Rule 1

The chooser ratio
for the ith factor

Rule 3

 

Fig. 3. The choosers’ sorting algorithm based on factors’ psychological thresholds 
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Since there are more choices for a factor’s psychological threshold, Rule 3 is 
introduced to fully use information in answer sheets and reduce approximation error. 

Rule 3: If the number of samples is less than a threshold value β in the group where 
respondents choose exactly the given psychological threshold, a new group will be 
used for counting where respondents choose a value equal or larger than the given 
psychological threshold.  

Rule 3 will be considered prior to Rule 2 if the frequency in a sub-matrix’s element 
is lower than β. Only if the number of samples is still insufficient after applying Rule 3, 
Rule 2 will be launched. 

2 Construction of the Multi-agent Model 

The first half of Fig. 4 shows the algorithm to build multi-agents reflecting customers’ 
willingness to buy EVs based on multi-dimensional information inside the 
questionnaires. Its key part is the extraction of joint probabilistic distributions from 
factors’ sorted importance data, and the distribution of factors’ psychological 
thresholds. The second half of Fig. 4 uses these distributions to generate individual 
agents as many as needed. 

i = 1

Mapping the distribution of 
factors’ importance

N

Y

Comparing the simulation results

i < the total 
number of agents 

Mapping the distribution of each 
factor’s threshold

Multi-agents modeling

Decision of the ith agent

i = i+1

Extracting deep 
information from

answer sheets

Generating 
individual agents 

as many as needed

Questionnaires data

 

Fig. 4. Flow chart for generating individual agents 

3 Verification of Multi-agent Simulation Results 

The verification uses different target EV types with all factors randomly selected, and 
uses the ratio of questionnaires with all thresholds reached as the standard result 
reflecting respondents’ willingness to buy EVs for comparison. Meanwhile, similar to 
the Monte-Carlo simulation, a large number of individual agents (the number of agents 
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is 100,000 in the cases below) are generated by the multi-agent model to obtain the ratio 
of choosers who satisfy with this EV type (the purchase ratio below for short), as well 
as errors compared with standard results. The statistics of simulation errors from a lot 
of trials of variant EV types will show the effectiveness of the rules above and the 
multi-agent model. 

Direct questionnaire matching results
Average results of 10 stochastic simulation

 
Fig. 5. The comparison between agent-based simulation results and direct questionnaire 
matching results 

Average results of 10 stochastic simulation Average results of 10 stochastic simulation

 

Fig. 6. The influences of the number of questionnaires on the simulation error 

Table 4. Simulation scenarios 

Vehicle  
parameters 

Range 
( km ) 

Charge time 
( h ) 

Price  
difference 

Purchase price 
(￥10,000) 

Fuel price 
(￥/lit ) 

Scenario 160 0.5 ≥ 10% 12 9.5 

 
In Fig. 5, the horizontal axis represents the number of questionnaires used for 

counting actual ratio of willingness to buy EVs; the vertical axis is the ratio. Taking a 
target EV shown in Table 4 as an example, the solid line with circles in this figure 
reflects the actual ratio from different number of questionnaires. As shown in this  
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figure, if the number of questionnaires used is equal or greater than 150, the purchase 
ratio of all the respondents is better matched. The circle over 200 on the horizontal axis 
is the actual purchase ratio (6.5%) for the target EV, which is also the standard result 
used to evaluate the simulation accuracy. 

Fig. 5 also includes a solid line marked with *, highly matched with the actual 
purchase ratio, which reflects the average purchase ratio of 10 stochastic simulation 
results. 9 dash lines represent the average ratios from 1-9 stochastic simulation results 
respectively. The numbers tagged beside dash lines are their simulation times. 
Obviously, dashed lines converge quickly to the solid line if the simulation times 
increase. 

Fig. 6 shows the influence of the above rules on the simulation error. The horizontal 
axis represents the number of questionnaires taken for extracting the distributions of 
willingness to buy EVs. The vertical axis shows the relative error. Otherwise the 
symbols and legends are similar to corresponding ones in Fig. 5. Fig. 6(a) shows the 
result where threshold α and β that control the switches towards rule 2 and 3 
respectively are both set as 0, indicating that these two rules will never be used. The 
figure shows that the relative error can be limited to a level below 10% only when the 
number of questionnaires is equal or greater than 150, which indicates that the degree 
of information loss influences the simulation precision seriously. In Fig. 6(b), α and β 
are set as 8 and 40 respectively, the relative error decrease obviously. The comparison 
shows that the algorithm proposed in this paper would still be valid for a less number of 
questionnaires. 

4 Conclusions 

The paper balances different computation considerations between strong presentation 
of participants’ subjective willingness and a large number of simulated individuals by 
using hybrid EE based simulation techniques combined of multi-agents and human 
participants. A model is designed to describe the uncertain psychological thresholds 
for different characteristic factors. Taking the research about people’s willingness to 
buy EVs as an example, the joint probability distribution can be extracted by this 
model from a limited number of relevant questionnaires. A probabilistic multi-agent 
model is then constructed to fully reproduce the distribution of respondents’ 
willingness. Bulk tests on variant target EV types prove the vraisemblance of the 
model. Based on that, agents, instead of a lot of respondents, with a few of human 
participants can attend any times of EE based simulation. The method increases the 
scale of simulation, maintains comparability among repeated trials, holds the color of 
an EE method, and reflects the effect of online attendance of human participants.  
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Abstract. Due to cell-to-cell variations in battery pack, it is hard to manage 
cells of the battery pack safely and effectively. As a result, the battery pack 
performance is rapidly degraded, which in turn spread the differences in 
individual cells. Ambient temperature is a significant factor that influences 
characteristics of lithium-ion battery and cells variations in the pack. This paper 
tries to put effort on researching the temperature characteristics of cells series 
battery pack. The battery model parameters identification tests are designed to 
analyze the inconsistency characteristics of cells (such as open circuit voltage 
(OCV), ohmic and polarization resistances, and polarization capacitance) under 
various ambient temperatures. The results indicate that ohmic and polarization 
resistances are most significantly increased as the temperature decreases, while 
the opposite is true for OCV. The variation of cells inconsistency characteristics 
is obvious along with the temperature change.  

Keywords: LiFePO4, Battery pack, Ambient temperature, Resistance, Capacity, 
Open circuit voltage (OCV). 

1 Introduction 

In recent years, rechargeable Li-Ion cells have become a more and more favorable 
choice for EVs applications because of the high power density, high energy density 
and long lifetime[1-3]. Due to the insufficient voltage and capacity of one single 
cell, battery cells are connected in series and parallel to meet the requirement for 
various EVs. Cell variations are not only a critical factor that strongly influences 
the pack performance, but also bring difficult to model the battery pack accurately. 
As a result, accurate parameters estimation for battery pack, the basis of the battery 
management, remains very challenging and problematic. Therefore, it is of great 
significance for researching the characteristics inconsistency on cells series battery 
pack. 

Cell variations of the capacity, internal resistance, and voltage come principally 
from two aspects. One is the variation within the manufacturing process. We shall call 
it “intrinsic cell variations”. For instance, due to inhomogeneity in ink mixing and 
calendaring or deviation in the electrode footprint during cell fabrication, origins of 
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capacity variations are physical in nature[4]. The other is the different temperature 
gradient, charge/discharge rate, and degradation along the battery pack during use. 
We shall call it “extrinsic cell variations”. In this paper, the “intrinsic cell variations” 
is the focus of research. 

Ambient temperature is a significant factor that influences characteristics of 
lithium-ion battery. The hybrid power pulse characteristic (HPPC) tests at different 
temperatures are conducted to identify the model parameters of cells in battery pack. 
Therefore, we will able to analyze the characteristics inconsistency at various ambient 
temperatures. 

The remainder of the paper is organized as follows. In section 2, the Thevenin 
battery model is selected as the object for parameters identification. Section 3 
introduces the model parameters identification method. Section 4 describes the cells 
test, as a case, a total of 26 LiFePO4 cells are used for carrying out the cells filtering 
process. In section 5, the results of cells parameters identification at various ambient 
temperatures is illustrated and the correlation analysis is given. In the final section, 
some conclusions and final remarks are drawn. 

2 Modeling for LiFePO4 Battery 

A suitable battery model is essential to the development of the model-based BMS in 
real EVs, which requires less computation power and fast response to ever-changing 
road conditions[5]. To predict the performance of batteries, several different 
mathematical models exist [6]. Several existing battery models for characterizing 
battery electrochemical behavior have been constructed by using mathematical 
approaches from either macroscopic or microscopic perspectives. For microscopic 
models, partial differential equations are entailed for modeling the electrochemical 
interaction between two electrodes and electrolytes in order to determine the battery’s 
effective capacity, current–voltage relationship, and heat generation[7, 8]. However, 
such mathematical models are generally complex and need a numerical method to 
solve the problems, which are subject to initial and boundary conditions. On the other 
hand, the electrical models that regard the battery cell as a lumped system have been 
widely introduced to capture the dynamic characteristics in terms of current and 
voltage in order to ease the computation[9, 10]. These have been demonstrated to 
agree with the dynamical response in discharge or charge operation within the order 
of 5% error, which is acceptable in terms of an engineering viewpoint. Due to the 
lower amount of required computation relative to the microscopic models, they are 
capable of determining the battery status online via the designed algorithm. In 
Refs.[11, 12], seven different battery models are introduced and evaluated. As the 
basis for model parameter identification, the selected model should not only provide a 
good fit to the dynamic characteristics of a battery but also have a suitable 
computational complexity[13]. The Thevenin battery model shown in Fig. 1 is 
selected as the battery model. The electrical behavior of the Thevenin model can be 
expressed by Eq.(1). 
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Fig. 1. Schematic diagram of the Thevenin model 
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Where UL and IL indicate the battery terminal voltage and the load current; OCV is the 
internal voltage source of the battery; Ro and Rp denote the ohmic resistance and 
polarization resistance, respectively; Ip is polarization current through polarization 
resistance. The polarization capacitance Cp is used to describe the transient dynamic 
voltage response during charging and discharging. 

3 The Parameters Identification Method 

For the proposed equivalent circuit model, the commonly used parameters 
identification approach is multiple linear regression method with hybrid pulse power 
characterization data. To identify the parameters in the battery model, we should 
discretize the dynamic nonlinear model. Then a regression equation is built for the 
discretization system. We use the regression equation for the battery model which is 
shown in Eq. (2). 

, , ,

, , , 1(1 exp( )) exp( )

L k L k o p k p

p k L k p k
P P

U OCV I R I R

t t
I I I

τ τ −
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                 (2) 

where, Ip,k is the out flow current of Rp at the kth sampling intervals, UL,k is the 
terminal voltage at the kth sampling intervals, IL,k is load current at the kth sampling 
intervals respectively. The time constant of polarization τP required to be set in 
advance for regression operation, and for different time constants, different 
correlation coefficients would be calculated; then an optimum time constant value 
will be achieved through finding the best correlation coefficient by genetic 
algorithm[13, 14]. 
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4 Battery Experiments and Data Sampling 

To identify the model parameters, a battery test bench is designed. The purpose of 
recognition is based on a criterion and the measurement information of the known 
systems to estimate the model structure and unknown parameters[11]. 

4.1 Experiment Setup 

The schematic of the built test bench is shown in Fig. 2. It consists of (1) LiFePO4 
cells (the key specifications are shown in Table (1);(2) thermal chamber for 
environment control (The cells were placed in cell holders in the chamber); (3) a 
battery testing system (Arbin BT2000);(4) a PC with Arbins’ Mits Pro Software for 
battery charging/discharging control;(5) Matlab R2013b for data analysis. The battery 
testing system is responsible for loading the battery cells/module based on the 
customer’s program with a highest voltage of 60 V. The host computer is used to 
control the Arbin BT2000 and thermal chamber, and record many quantities, such as 
load current, terminal voltage, Amp-hours (Ah) and Watthours (Wh). The cell voltage 
can also be measured by the auxiliary channel, and its measuring range is 0~5 V. The 
measurement inaccuracy of the current transducer inside the Arbin BT2000 system is 
within 0.1%. The measured data is transmitted to the host computer through TCP/IP 
ports. The Arbin BT2000 is connected to the battery cells/module, which is placed 
inside the thermal chamber to maintain the temperature. The temperature operation 
range of the thermal chamber is between-55℃ and 85℃. 

 
Fig. 2. Schematic of the battery test bench 

Table 1. The key specifications of the test samples 

Type Nominal 
voltage 

Nominal 
capacity 

Upper/lower 
cut-off voltage 

LiFePO4 3.2V 5Ah 3.65V/2.5V.   
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4.2 Battery Test Schedule 

The test schedule for our research is shown in Fig. 3, which is designed to collect the 
cells/pack test data under our designed program. The datasheets and the test method 
for characteristic test are described in details in Ref.[14]. A total of 26 LiFePO4 cells 
are used for our research. In the capacity filtering test, we select 8 cells with similar 
capacities and then ready for packing. Second, characteristic test which is designed to 
obtain the key parameters is carried out from –10 °C to 30 °C at 10 °C interval. Noted 
that the characteristic test includes static capacity test which is to analyze the 
difference of battery pack capacities and HPPC test is executed to get the 
characteristics of the battery at various ambient temperatures. 

 

Fig. 3. The battery test schedule 

5 Results and Discussion 

In this section, we study the capacity of LiFePO4 and the relationship between 
resistance and open-circuit voltage with temperature, and obtain the corresponding to 
the available capacity charging and discharging of the total resistance, ohmic 
resistance and open-circuit voltage of the law at different temperatures. 

5.1 For Chosen Cells  

The capacity filtering test for the total of 26 LiFePO4 cells are conducted and 8 cells 
which has the minimum standard deviation are chosen. The capacity values are shown 
in Table 2. 

Table 2. Cell capacities of 8 LiFePO4 cells 

Number Capacity(Ah) Number Capacity(Ah) 

Cell1 4.9337 Cell5 4.9627 
Cell2 4.9517 Cell6 4.9709 
Cell3 4.9545 Cell7 4.9719 
Cell4 4.9620 Cell8 4.9851 
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5.2 The Influence of Temperature on Cells OCV Inconsistency 

Open circuit voltage (OCV) and discharge capacity diagram is an important basic 
performance curve reaction characteristic of different types of batteries which curve is 
also different. At the same temperature the same test rules, the Discharge Capacity-
OCV curve repeatability is very good, so the curve is also a method for correcting the 
SOC estimation error. It is important to study Discharge Capacity-OCV curve at 
different ambient temperatures. The effect of temperature on the OCV is shown in 
Fig. 4. 

With the available battery capacity reducing, the OCV decreased gradually; At the 
initial discharging time, the OCV is substantially the same at different ambient 
temperature. At the end of discharging, the OCV vary with temperature and shows 
rendering bifurcation, the lower the temperature is, the lower OCV values is under the 
same available capacity. At the same time, the dispersion enhanced with the drop of 
the temperature. 

 

Fig. 4. Effect of different temperature on the 
OCV 

Fig. 5. The standard deviation of the OCV at 
different temperature 

5.3 The Influence of Temperature on Cells Ohmic Resistance Inconsistency 

Internal resistance is one of the most important characteristics of accumulators 
because it limits their specific power and determines their thermal losses during 
charging and discharging. The internal resistance depends on the depth of charge 
(DoC) and depth of discharge (DoD) of the accumulators because the chemical 
composition and electro-physical properties of active electrode materials change 
during their charging and discharging[15].  

In the whole process of battery discharging, the battery ohmic internal resistance 
remain substantially constant at the same temperature. At the end of the discharge, 
ohmic resistance increases with the loss of the available capacity. 

Ohmic resistance increases as the temperature decreases while the dispersion 
increases for the ohmic internal resistance is mainly composed of battery plate, a 
column of metal fittings and ohmic internal resistance of the electrolyte. This 
electrolyte used in the test for the lithium is salt electrolytes and organic solvent, the 
electrolyte is mainly rely on electrolyte ion conductive, therefore, to a certain 
temperature range, temperature is reduced, ion migration velocity is reduced, the 
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electrolyte of the ohmic internal resistance increases, as a result of the electrolyte is 
the main source of battery ohmic internal resistance, therefore, the ohmic resistance 
increased with the fall of temperature. 

The lower the temperature is, the larger the standard deviation of ohmic resistance 
is, and the greater dispersion is. It means that ohmic resistance is more sensitive to 
low temperature. 

 

Fig. 6. Effect of different temperature on 
Ohmic Resistance 

Fig. 7. The standard deviation of the Ohmic 
Resistance at different temperature 

5.4 The Influence of Temperature on Cells Polarization Resistance 
Inconsistency 

The polarization resistance increases with the decline of temperature, meanwhile the 
dispersion of polarization resistance is enhanced as the temperatures decreases. Due to 
falling of temperature, It decreases the velocity of the lithium ion, reduces the rate of reaction, 
and increases the concentration polarization and electrochemical polarization, which makes the 
polarization resistance increased. The difference of polarization resistance is smaller than 
ohmic resistance under different temperature. The polarization resistance rise earlier than 
that at high temperature with the going-on of discharge. The lower the temperature is, the 
earlier polarization resistance increases. Low temperature slows down the 
phenomenon of concentration on the diffusion rate. 

 

Fig. 8. Effect of different temperature on 
Polarization Resistance 

Fig. 9. The standard deviation of the 
Polarization Resistance at different temperature 
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5.5 The Influence of Temperature on Cells Polarization Capacitance 
Inconsistency 

As the battery discharge, polarization capacitance drops at the start time of the 
discharging, after that it shows a slight rise and then fall last for the end. The value 
increases as the ambient temperature rises. Polarized capacitor performs significant 
differences in each cell. As the temperature increases, the inconsistency and 
dispersion are enhanced. 

 

Fig. 10 Effect of different temperature on 
Polarization Capacitance 

Fig. 11 The standard deviation of the 
Polarization Capacitance at different 
temperature 

6 Conclusions 

Based on the above analysis, the main concluding remarks can be made below. 
(1) The Thevenin equivalent circuit model is selected for modeling the LiFePO4 

battery, and the offline identification method of the model parameters is improved by 
a genetic algorithm to get a more accurate relaxation time constant. 

(2) The battery test bench is built and the experiment schedule is designed, which 
includes static capacity test and HPPC test at various ambient temperatures, and the 
offline model parameters are identified with the HPPC test. 

(3) Ambient temperature impact the ohmic resistance of the battery pack, 
polarization resistance, polarized capacitors obviously. In general, the lower the 
temperature the greater the ohmic resistance and polarization resistance, the smaller 
the polarized capacitors. The dispersions are increased with decreasing temperature. 
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Abstract. Smart Grid has emerged as the next generation power systems. 
However, the classical scheduling methods are still not suitable for describing 
the exact feature of data transmission over smart grid because of its different 
properties from other conventional power systems. Hence, in this paper, by 
considering both consumers’ and power supplies’ perspective, different pricing 
strategies are presented based on user priority and load rate. And the 
corresponding novel scheduling algorithms are also proposed. The simulation 
experiments are carried out by comparing the proposed algorithms with other 
existing scheduling algorithms. 

Keywords: Scheduling, Priority, Load Rate, Pricing, Smart Grid. 

1 Introduction 

Over smart grid system, the demand response of pricing is influencing the power 
demand time and level through the price made by market [1] [2]. There are a lot 
information technologies, communication technologies and control technologies used 
over smart grid which make the real-time pricing possible [3]. The most popular 
pricing strategies are time-of-use pricing (TOU), critical peak pricing (CPP) and also 
real-time pricing [4]. One important part of smart grid is smart meter which is an 
interface for both power consumers and power suppliers to exchange their power 
information [5][8][9]. 

About the real-time pricing model, a lot researches have been done before. In paper 
[6] there is a real-time pricing based on the model of demand side and supply 
terminals to maximize the consumers and power suppliers’ benefits. Also, in paper [7] 
the authors present a pricing algorithm by setting a different pricing for interruptible 
and non-interruptible tasks, the simulation results prove that the algorithm can reduce 
the peak-to-average ratio and coefficient of variation of the aggregated profile well. 

                                                           
* Corresponding author. 
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In this paper, we analyze the data transmission over power grid based on 
scheduling theory. Then we propose pricing strategies by considering different 
factors. By accounting the pricing strategies and priority of data, the corresponding 
scheduling algorithms are presented. Simulation results are given by comparing the 
proposal with other scheduling algorithm. The proposed algorithm based on the 
average load rate can obtain better performances than others. 

2 Data Transmission Analysis 

We consider a micro-grid system with one power supplier and I  power consumers. 
Assume that all the data are transmitted in a single channel. Also, all the data 
transmissions are non-interruptible. And we divide the consumers into three different 
priority classes. For each use, all the data are divided into different priority classes. 
Parameters are defined as table 1: 

Table 1. Parameters Definition 

jiD ,  The j -th data from user i  

jiLA ,  The latest allowable end time for jiD ,  

a
jit ,  The arriving time of jiD ,  

s
jit ,  The starting time of jiD ,  transmission 

e
jit ,  The end time of jiD ,  transmission 

l
jit ,  The last time of jiD ,  transmission 

iPU  The priority of user i  

jiPR ,  The priority of jiD ,  

jiS ,  The size of jiD ,  

jiBR ,  The limit buffer time of jiD ,  

B  The bandwidth of channel 

From table 1, then it must follow: 

a
ji

s
ji

e
ji ttt ,,, ≥>                               (1) 

s
ji

e
ji

jil
ji tt

B

S
t ,,

,
, −==                           (2) 

Based on the scheduling theories, the delay time of each data is: 

( )ji
e

ji LAt ,,,0max −                             (3) 

Assume there is a buffer for storage data before they are transmitted. For each data, 
they have their own limit buffer time, so the excess buffer time of each data should be: 

( )ji
a

ji
s

ji BRtt ,,,,0max −−                          (4) 
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All users are divided into three classes, where the priority is defined as follow: 
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The priority of data is as follow: 
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where the larger value of k  means the higher priority. 
Over the smart grid, the delay time of higher priority data should have a higher 

hierarchy than that of lower priority data. Therefore, we define the weight function of 
delay time of user as following: 

( )








=
=
=

=
LowPU

MiddlePU

HighPU

PU

i

i

i

i

,

,

,

3

2

1

μ
μ
μ

μ                        (7) 

Also, we can get the weigh function of exceed buffer time by 
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3 Pricing Strategies 

Two pricing strategies are going to be introduced as following: 
Strategy 1: Plat pricing based on the priority of user only 

iPUi CPUpricing =)(                         (9) 

where iPU  presents the priority of user i. This pricing strategy gives a price 

irrelevant with time, but only related with priority of user. This strategy can strictly 
control the quantities of power demand smaller the power supply. However, the 
pricing strategy here is not flexible where the price is not relevant with time or the 
performance of power grid. It is easy to cause the serious traffic of data transmission 
over power grid. 

Strategy 2: Based on the priority of user and average load rate. 
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Define 
iPUDQ  as the data quantities on channel of user with priority iPU . And 

define 
iPUMB  as the average maximum available bandwidth of user with priority 

iPU . Then the load rate function can be expressed as following: 

( ) ( )
i

i

PU

s
jiPU

i
s

ji
MB

tDQ
PUtLC

,
, , =                       (10) 

The larger value of load rate means more serious traffic on the transmission 
channel. Then the pricing function should be: 
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where parameters C ,
iPUC and ϕ  are pre-determined. Parameter ϕ  presents the 

expected load rate. The value of C  presents the factor of influence about load rate 
for pricing. If the value of load rate is smaller than the expected load rate, then the 
price of power should be lower than 

iPUC , which can motivate the user to use power 

at that time. If the value of load rate is bigger than the expected load rate, then the 
price of power should be higher than 

iPUC , which can motivate the user to shift their 

power consumption at that time. 

4 Scheduling Algorithms 

Based on influences of the power price on consumers, a data transmission scheduling 
algorithm is proposed, which can balance the consumer’s bill and power consumption 
service quality. There is a weight function based on priority of data and pricing 
strategy. The algorithm can schedule the data by comparing the value of weight 
function. The larger value of weigh function means higher priority to be transmitted. 

The following is the weight function based on plat pricing and priority of data: 
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                  (12) 

From the formulation(12), the higher priority users’ higher priority data have 
higher priority to be transmitted, and the lower priority users’ lower priority data have 
lower priority to be transmitted. 
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Then, we can get the weight function based on average load rate pricing and 
priority of data: 
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From the formulation (13), higher priority data from the higher priority user with 
the larger value of average load rate have higher priority to be transmitted, and the 
lower priority data from the lower priority user with the smaller value of average load 
rate have lower priority to be transmitted. 

5 Simulations 

For the simulation, we use three types users: hospital of school, teaching building and 
also school dorm. Each user has its own priority value. 

Set the objective function as follow: 
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In figure 1, it shows the lasting time of maximum of load rate, which can indicator 
the traffic situation over the power grid. Obviously, the priority pricing and load 
(PPL)  algorithm can make sure the lasting time of maximum of load rate minimum, 
compared with short job first (SJF) and priority pricing (PP) algorithm. 

In figure 2, apparently, the PPL algorithm makes the objective function value 
minimum, compared with SJF and PP algorithm. In other words, the PPL algorithm 
can find a better point to balance the lasting time of maximum load rate, delay time 
and exceed buffer time. 

From figure 3, we compare the objective function value based on different value of 
weight parameters. It proves that the PPL algorithm can make the value of objective 
function lower than SJF and PP algorithms. 
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Fig. 1. Comparison of lasting time of maximum load rate from different scheduling methods 
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Fig. 2. Comparison of objective function value of different scheduling methods 
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Fig. 3. Comparison of objective function value with different weight parameters 
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6 Conclusion 

This paper has considered pricing behavior for scheduling data transmission over 
power grid, which is different from the traditional scheduling algorithms. A novel 
pricing strategy is proposed in this paper, where the pricing strategy can be regarded 
as a performance of load rate. Also, the priority of user is taken into account for 
pricing strategy. Moreover, for scheduling algorithm, the priority of date and pricing 
strategy are considered. As illustrated by simulations, it reduces the time of maximum 
load rate more efficiently; and it manages the balance of consumption bills and 
service qualities better. 
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Abstract. The LiFePO4 batteries are widely used in Electric Vehicle(EV)/Hybrid 
Electric Vehicle(HEV) because of the high energy and power density.  However, 
high environment temperature could accelerate the aging of batteries, while low 
temperature could reduce output power capability. Therefore, optimal working 
temperature for batteries should be determined to maintain good performance in all 
kinds of tough conditions.  In this paper, the optimal working temperature range 
for batteries is analyzed. The capacity loss model is applied to determine the upper 
limit. The lower limit is calculated taking available capacity and output power loss 
into consideration. Simulation and experimental results show that the working 
temperature range between 10℃ and 40℃ could ensure the performance and 
available capacity.   

Keywords: Electric Vehicle, Hybrid Electric Vehicle, LiFePO4, optimal 
working temperature. 

1 Introduction 

With the problems of energy crisis and environment becoming increasingly prominent, 
Electric Vehicles(EVs)/Hybrid Electric Vehicles(HEVs) have attracted more and more 
attention[1]. Lithium-ion batteries are becoming the best choice for solving these 
problems owing to the characteristics of high energy and power density[2]. But the 
drawbacks such as cost, safety and lifetime are the bottlenecks for EVs/HEVs taking the 
place of traditional vehicles. The performance of power LiFePO4 tends to be greatly 
affected by temperature, high temperature may accelerated aging and lead to thermal run 
away[3]. It is reported that the slow charge transfer at the electrode/electrolyte interface 
leads to the poor performance at low temperature[2]. At extreme low temperature the cell 
capacity fades greatly comparing to the nominal capacity under room temperature [4]. 
Wide range working temperature has great influence on the performance and safety for 
EVs/HEVs. The traditional fuel vehicles have been developed over 200 years and have 
been able to withstand the harsh environment, while the EVs/HEVs must solve the 
problem of battery pack thermal management to get satisfied performance at an extreme 
cold or hot temperature. The optimal operation temperature range is available to provide 
references for TMS(Thermal Management System) and to prevent undesirable 
performance fade caused by environment. 
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The goal of battery thermal management is to maintain the battery within optimal 
temperature range. For example, the aging and resistance rise caused by high 
temperature and the available capacity and power fade caused by low temperature[5]. 
The battery thermal management methods mentioned in the literatures include: the 
forced air cooling[6], liquid-based thermal management system [7,8],PCM based 
thermal management system [9,10] and Thermo Electric Cooler(TEC) based 
heating/cooling. [11,12] The forced air cooling is the traditional method for cooling, 
the air flows across the surface of battery pack to take the heat away, this method has 
been used in the Toyota Prius HEV application[13]. The liquid-based thermal 
management takes the heat away directly or indirectly by liquid such as water, glycol, 
oil, acetone or even refrigerants. Thanh-Ha Tran designed a flat heat pipe cooling 
system, which could reduce the thermal resistance by 30% comparing with the natural 
air cooling[7]. Zhonghao Rao[14] developed a thermal management system whose 
maximum temperature could be controlled below 50℃ when the heat generation rate 
was lower than 50 W and the maximum temperature difference is below 5℃. The 
phase change materials(PCM) are developed rapidly recent years, PCM absorb heat 
released by battery and make the temperature decrease rapidly, the heat is stored in 
the form of PCM. The heat releases to the battery when in extreme cold environment. 
The blower and pump are no longer needed in the PCM system. Selman and Al-Hallaj 
did some research on the PCM and take the PCM to battery thermal management 
system for the first time. In [15],they established 2D model for comparing four 
thermal methods: (1) natural convection cooling; (2) presence of aluminum foam heat 
transfer matrix;(3) use of phase change material (PCM); and (4) combination of 
aluminum foam and PCM. They came to the conclusion that the use of aluminum 
foam with PCM causes a significant temperature drop of about 50% compared to the 
first case of no thermal management. In [16] the PCM and air-based methods are 
compared and the advantages of heat pipe under extreme cold temperature were 
highlighted. Chakib Alaoui worked on the TEC heater/cooler based on Peltier effect 
for several years. The TEC based heater/cooler controls the temperature of cabin and 
battery pack and took the place of vehicle air conditioning [12]. In [11], the TEC was 
placed on the surface of each cell for the 24 series connected battery pack. The 
Coefficient of Performance (COP) under the condition of US06 was as high as 1.2 
and the energy consumption is only 4% of the fully charged pack. 

Although there were many methods for battery thermal management, the 
temperature control target is not uniform. Ref[17] argues that the highest battery 
operating temperature should below 40℃ and the maximum temperature differences 
is within 5℃. The FreedomCAR Battery Test Manual [18] defines the working 
temperature range to be between -30℃ and 52℃. The wide range of working 
temperature could not ensure the performance of battery pack. Thus, there should be a 
specific optimal working temperature range for battery pack considering the power 
and capacity characterizes. 

In this paper, the experiments are taken first to test the temperature characterizes of 
battery. Then the results of Hybrid Pulse Power Characteristic(HPPC) and cold 
cranking tests are analyzed. The cell capacity loss model is used to analyze the aging 
of battery under high temperature the power fade is analyzed according to capacity 
loss and power capability. Finally, the optimal operation temperature range is 
determined. 
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2 Experiment Design 

2.1 Measurement Equipment 

The commercial LiFePO4 used in the temperature characteristic experiment is 
5Ah/3.2V (Voltage range 2.5V-3.65V). The test platform contains Arbin BT2000 
battery tester(Output current range 0-100A, Voltage range 0-18V, Accuracy 0.02%-
0.05%FSR) and Testsky temperature control box (Temperature range -40℃-200℃, 
Accuracy ±0.5℃). Fig.1 shows the devices for experiment. 

 

Fig. 1. The devices for battery test and temperature control 

2.2 HPPC Tests at Different Temperatures 

The cell samples are placed in different temperature environments (-20℃,-10℃, 0℃, 
10℃, 20℃, 30℃, 40℃, 50℃, 60℃) for 5 hours respectively. Each cell was fully 
charged by constant current and constant voltage (CCCV) under room temperature. 
The charge current pulse was 9.37A and the discharge current pulse was 12.5A. The 
HPPC test was taken every 10% SOC intervals with 1C rate discharge current. The 
HPPC test profile is shown in Fig. 2. In Fig. 2 the dotted line represents the current, 
the solid line represents the voltage. The experiment is stopped as soon as the call 
voltage reaching the cutoff voltage.  

2.3 Cold Cranking Tests 

According to the FreedomCAR Battery Test Manual [18], the pack should be replaced 
when capacity fades to 80% of the rated capacity. In order to further study the output 
power performance, a power pulse start test is taken according to the FreedomCAR 
Battery Test Manual [18]. The pulse profile is shown in Fig.3.The tests are conducted 
under different SOCs and temperatures, the maximum output power is measured 
every 10% SOC internals. The steps are as follows: 
1) Charge the cell to fully charged (Constant current and then constant voltage) 
2) Discharge to the target SOC 
3) Rest for 5 hours under the target temperature 
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4) Take 3 power pulse tests at constant power, each pulse lasts 2 seconds and rest for 
10 seconds. As is shown in Fig.7 

5) If the discharge cutoff voltage is met, return to step1) and decrease the power value 
in step 4) 

6) If the steps are finish, repeat step1 and increase the power value in step 4) until the 
maximum power is found. 

 

Fig. 2. The HPPC test profile 

 

Fig. 3. The constant power start pulse profile 

2.4 Results and Discussion 

The results of the HPPC tests at different temperatures are shown in Fig.4-Fig.6 and 
that for cold cranking are shown in Fig.6. 

Fig.4 shows that the discharge capacity of the same cell under different 
temperature conditions. It could be seen that the cell capacities are nearly the same at 
the temperature between 40℃ and 60℃, while the cell capacity decreases obviously 
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with the decrease of temperature, especially below 0℃. The cell capacity is 80% at 
0℃ and could hardly discharge at -20℃. 

 

Fig. 4. The cell capacity profile at different temperatures 

 

Fig. 5. The cell ohmic resistance and polarization resistance at different temperatures and SOCs 

The discharge capacity fades with the decrease of temperature. The ohmic 
resistance and polarization resistance (Ro and Rp) under different temperatures are 
indentified according to the method mentioned in FreedomCAR Battery Test Manual 
[18]. Just as shown in Fig.4. The ohmic resistance changes a little at different SOCs at 
the same temperature. The ohmic resistance increases with the drop of temperature. 
The polarization resistance decreases with the drop of temperature, but it changes 
greatly at different SOC under the same temperature. Due to the discharge capacity is 
almost zero, the data at -20℃ is not universal.  

Fig.6 shows the maximum charging and discharging power at different 
temperatures and SOCs. The maximum charging and discharging power at target 
SOC is defined as the product of maximum charging/discharging voltage during pulse 
and the current. The charging power increases with the drop of temperature, while the 
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discharging power fades with the decrease of temperature. At the same temperature 
the charging and discharging power in the full SOC range are nearly the same. 

 

Fig. 6. The maximum charge and discharge power at different temperatures and SOCs 

3 The Optimal Operation Temperature Range 

As is analyzed in Section 2.3, the target cell capacities at a temperatures higher than 
40℃ are nearly the same, while the discharge capacities begin to fade below 0℃. 
Many researches claim that high temperature accelerates the aging[19] and the 
performance fades during low temperature [20].In this section, the operation 
temperature range is determined considering the current output power capability and 
long term lifetime. 

3.1 The Determination of Operation Temperature Range Upper Limit  

John Wang established the capacity loss model taking DOD, temperature, discharge 
rate into consideration in his research[19]. 
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constant. T is the absolute temperature. 
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The 1C rate discharge capacity loss is calculated according to equals (1) and (2) 

0.5531329.7
24662 exp( )( )loss hQ A

RT

−= ⋅
                 (3) 

The aging experiment takes considerable time and work. To explain the 
temperature influence on aging, we take the 1C discharge rate with 80% DOD 
capacity loss model to simulate and analyze. The simulations under the conditions of 
10℃ to 60℃ (10℃ internals) are taken. The results are plotted every 50 points, as is 
shown in Fig.7. 

 

Fig. 7. The capacity loss simulation at different temperatures 

When the cycle number comes up to 2000, the capacity losses below 40℃ are 
lower than 20%. The 2000 times cycle is enough for the lifetime of both the battery 
and vehicle. Additionally, the maximum average temperature in summer is 40℃, the 
maximum capability for thermal management system is to make the temperatures in 
and out of the EV/HEV nearly the same. To sum up, 40℃ is determined to be the 
upper limit of operation temperature range to maintain the performance and prevent 
accurate aging caused by high temperature. 

3.2 The Determination of Operation Temperature Range Lower Limit 

The low temperature affects the charge transfer at the electrode/electrolyte interface, 
which leads to the significant plating on the negative electrode during charging. It 
irreversibly causes the capacity loss. Low temperature affects the driving distance and 
output power performance for EVs/HEVs. 

The maximum output power test results at different SOCs and temperatures are 
shown in Fig.8. It shows that at room temperature, the maximum output power is 
38W with almost no change within the whole SOC range. With the decrease of 
temperature, the maximum output power fades gradually at the same temperature and 
different SOCs. For example, at -10℃ and 100% SOC the maximum output power is 
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the same as that at room temperature. However, the power differences between 10% 
and 100% are 10W. When the temperature comes to 10℃, the output power is similar 
to that of room temperature and the power differences are little with different SOC. 
Thus, the lower limit of operation temperature range is determined to be 10℃. 

 

 

Fig. 8. The maximum output power at different temperature and SOC 

4 Conclusion 

In this paper, we proposed the optimal temperature operation range for batteries in 
EV/HEV. We first take the HPPC and cold cranking tests under different 
temperatures to obtain the temperature characteristics of LiFePO4. And then the upper 
limit is determined according to the aging model. The lower limit is determined 
considering discharge capacity loss and output power fades. Finally, the optimal 
operation temperature range is proved to be 10℃ to 40℃ according to the 
experimental results. The range provides a temperature control target for pack  
thermal management. Working in the proposed temperature range is good for 
maintaining vehicle in good performance and reducing energy loss during heating or 
cooling.  
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Abstract. A design of on-board V2G charger was designed to meet the re-
quirements of the V2G application. Firstly, the functions of on-board V2G 
charger were analyzed. Then a two-stage structure including a bidirectional AC-
DC converter and a bidirectional DC-DC converter was proposed. Traditional 
charging mode and V2G mode were been discussed for the proposed charging 
system. The Dual Active Bridge topology was selected as the DC-DC conver-
ter. Moreover, the soft-switching operation over a wide output voltage range 
was analyzed. In the end, a 3.3 kW on-board V2G charger experimental plat-
form was built. The experimental results demonstrated the feasibility of the 
proposed design and control methods. 

Keywords: V2G, on-board bidirectional charger, DAB, ZVS. 

1 Introduction 

With the development of Electric Vehicle, the effect of EVs on electric grid should not 
be neglected. V2G technology gathers lots of EVs, which can not only alleviate grid 
load fluctuation, but also provide ancillary services like regulation and reactive power 
compensation, with promising prospect. Bi-directional charger is the key equipment in 
V2G. Compared with charging piles, under the same power density requirements, the 
realization of on-board V2G charger is more difficult. The reason is on-board V2G 
charger integrates functions of bi-directional charging and reactive power compensa-
tion. Besides, another big difficulty is efficiency improvements with wide voltage 
range. So far, these problems have not been well resolved. An on-board V2G designing 
scheme based on dual active bridge was given in this paper. Firstly requirements for 
V2G charger were analyzed, then system structure scheme and control strategy as well 
as soft switch mechanism analysis were presented. Finally 3.3kW test bench was build, 
and experiment results verified the feasibility of designing scheme. 
                                                           
* This work was supported by NSFC-RCUK_EPSRC under Project 51361130153 and funded 

by National High Technology Research and Development Program of China (863 Program) 
under Project 2012AA111003.  
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2 Requirements of V2G Application on Bidirectional Charger 

In the V2G application, electric vehicles participate in the dispatching for the power 
system as distributed energy sources. Thus compared to the unidirectional charger, the 
V2G charger should have the following functions: 

1) The bidirectional power flow should be realized. The charger should provide 
energy for the battery in Constant Current control or Constant Voltage control. 
And in reverse it should be able to transmit the power to the grid, achieving the 
peak load shifting and frequency adjusting. 

2) When operating in inverting state, AC-DC converter could be used in generat-
ing reactive power and eliminate harmonics for the grid 

3) Communication function, V2G is a media that connected the control system 
and the EVs, the chargers charging and discharging operation can be conducted 
according to the instructions received from Power Grid Dispatch Center and Bat-
tery Management System. 

Allow for the performance of the charger, the cost and the power density should be 
taken into consideration. Since the charger is designed for V2G mode, switching de-
vices is two times as much as the traditional one. Therefore, the objective in choosing 
the topology and the control method is to reduce the additional circuits as much as 
possible for less cost and volume. 

3 Bidirectional Charging System Design and Operating Mode 

3.1 Bidirectional Charging System 

The on-board V2G bi-directional charging system functional diagram is indicated as 
Fig. 1. In the proposed two-stage structure design, the charger is consisted of a bidi-
rectional AC-DC converter and a bidirectional DC-DC converter. By controlling the 
bidirectional switch, the charger could be connected to the DC power supply or the 
AC grid.  

When the charger is connected to the DC power supply system, the power flow is 
controlled by the bidirectional DC-DC converter independently. While integrated to 
the grid, the AC-DC and the DC-DC converter should cooperate with each other. If 
the energy is going to the battery to be restored, the DC-DC converter should be work 
in Constant Current charging mode (CC) or Constant Current–Constant Voltage 
charging mode (CC-CV). The bidirectional AC-DC is in charge for controlling the 
reactive power and keep the voltage of the DC link stable. As for the energy flowing 
to the grid, the DC-DC is used in maintaining the voltage of the DC link capacitors, 
and the AC-DC is used in the active and reactive power control.  
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Fig. 1. On-board V2G bi-directional charging system functional diagram 

3.2 Operating Mode of the Charging System 

(1) Charging Mode 

The charging mode is started when the energy of the electric vehicle is deficient. To 
prevent the overcharging and at the same time guarantee the full charging, the CC-CV 
charging is applied. As is shown in the Fig. 3, at the beginning of the charging process 
the battery voltage is low. A suitable method for this stage is CC charging during 
which the battery voltage rises slowly. When the voltage reaches the rated voltage, the 
CV charging begins. For this stage, the battery voltage is unchanged, while the output 
current is declining. The capacity of the battery determines the rate of the CC charg-
ing current. Taking the lithium ion battery for granted, the charging rate is generally 
ranging from 1/3C to 1/2C. Additionally, communication with Battery Management 
System (BMS) is necessary during charging mode. Once the battery is under overvol-
tage or overcurrent condition or even worse, the charging process should be termi-
nated immediately.  

The control diagram of the charge mode is illustrated in Fig.3. The CC charging is 
realized by the inner loop to control the current while the outer loop for voltage con-
trol is invalid. When the charger is operating in the CV charging mode, a dual loop is 
applied in which the output of the voltage loop controller is set as the reference of the 
current loop. 

(2) V2G Mode 

Unlike normal charging mode, V2G mode requires charger to frequently switch work-
ing status between charging and discharging, therefore, the charger need to control the 
bi-directional flow of power flow, and the power command is given by the upper V2G 
control center. When need to charge the battery, the charger adopts constant current  
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control scheme in the battery side, and divides power instruction by battery voltage to 
obtain given current. When the power is transmitted back to grid, the charger controls 
the AC current by the AC-DC converter 

4 Design of the Topology of Bidirectional Charger and the ZVS 
Analysis 

The DC-DC converter applied in the bidirectional charger is Dual Active Bridge con-
verter (DAB) as is shown in Fig.2. The DAB converter could be used in the high 
power level application. Isolated with high frequency transformer, it could achieve 
security and reliability. The switches in the two bridges could operate in the ZVS 
mode, increasing the efficiency of the converter with less switching losses. 
 

 

Fig. 2. Dual Active Bridge converter topology 

The DC voltage from the AC-DC is the input of the DAB converter, the energy is 
inverted by the bridge in the primary side of the transformer, and rectified in the 
bridge of the second side and provide DC voltage to the battery. In the process, the  
direction of the power flow is controlled by the phase-shift angle ϕ  

The most commonly used method for the control of the DAB converter is the Sin-
gle Phase Shift (SPS) control as is illustrated in Fig. 7. Define ϕ  as the angle 1Q  

leading 5Q , when 0ϕ > , the power is transmitted to the battery. When 0ϕ < , it is fed 

back to the grid.  
From Fig. 3(a) the average power in a single operating period could be derived as 

(1). 
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sT  Inductor current cycle 
ϕ  phase-shifted angle in one switching period 
k  Ratio of the primary and secondary winding of the transformer 
d  The ratio between the output voltage and the input voltage 

oP  Output power of the DAB converter 

1V  Input voltage of the DAB converter 

ABV  Input voltage of the DAB converter 
ω  angular frequency of the DAB converter 
L  Power transfer inductor of the DAB converter 
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Fig. 3. Main waveforms in DAB converter with SPS method: (a) charging mode (b) discharg-
ing mode 

However, in SPS method the ZVS is difficult to fulfill in light power condition, and 
the reactive current in the circuit causes too much pressure on devices. A PWM-SPS 
method showed in Fig. 7 is implemented for wide ZVS range and higher efficiency. 

The power per unit is determined by the phase shift angle Dϕ  and the duty cycle 

1yD  of the output voltage of the full bridge on the primary side. And the expression 
of the power per unit is indicated as (3): 
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Fig. 4. Main waveforms in DAB converter with PWM-SPS method 

1Q  is turn off and 2Q  is turned on at zero voltage level when 0Li ≥ . 3Q  is turn 
off and 4Q  is turned on at zero voltage level when 0Li ≤ . With the constrains of 
the Dϕ  as 0Li ≥  or 0Li ≤ . 
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The blue shadow region in Fig.5 represents the ZVS range of the PWM-SPS  

method, which depicts according to (4) and (5). The charger operate in wide output 
voltage means the voltage ratio d varies in between [0, 1]. Fig.8 shows that, imple-
menting PWM-SPS method, the charger could operate in ZVS condition when output 
wide range voltage by adjusting the value of 1yD . 
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Fig. 5. The ZVS range of the PWM-SPS method 

 

Fig. 6. The ZVS range of the PWM-SPS method 

The simulation of the ZVS effect of the switch in the charger is shown in Fig. 6. It 
could be seen that when the drive signal is active, the switch is not immediately 
turned on, the inductor current is freewheeling through the anti-parallel diode. As a 
consequence, the dsU  voltage is kept in zero. The soft turning on happens at the 

commutation process. On the other hand, the soft turning off could be observed for 
the rising edge of the dsU  lags behind the falling edge of the dsI . According to the 

symmetry of the operating period, the discharge process could be analyzed in similar 
way.  
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5 Experimental Results 
Table 1. Structure parameter of the bidirectional charger prototype  

device value
Power ratio 3.3kW
switching frequency 100kHz
Output voltage range 220V-336V
Input voltage 400V
Output voltage ripple 1% below
Output current ripple 5% below
Efficiency 92%
Temperature range -30℃~+85℃ 

 
Fig. 7. Test platforms of the 3.3kW on-board bidirectional charger 

 
Fig. 8. DAB working condition in low power level, CH1 shows leading leg dsU voltage, CH2 

shows lagging leg dsU voltage, CH3 shows primary current of the transformer. CH4 shows the 

output voltage of the DAB converter. 



494 W. Gao et al. 

It is shown that in Fig. 9, for Q2 and Q6, there is no overlap between gsU and dsU , 

it could be approximately taken that dsI  has no common zone with dsU . The switch is 

turned off in zero voltage. Since gsU rises after dsU , the switch could be turn on in 

ZVS condition. 
Fig.10 shows how the efficiency of the DAB converter goes up with different out-

put power increasing; the highest efficiency can reach to 92.69%. 

    
     (a) ZVS of the switch Q2                        (b) ZVS of the switch Q6 

Fig. 9. ZVS effect of the MOSFET in DAB converter. In (a), CH1 depicts the dsU of Q3, CH2 

depicts the gsU  of Q3. In (b), CH1 depicts the gsU of Q6, CH2 depicts the dsU of Q6.  
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Fig. 10. Bidirectional charger efficiency related to the output power 

6 Conclusion 

The demands for electric vehicle V2G on-board charger were analyzed, for example, 
the bi-directional transmission of active power, the compensation and control of reac-
tive power, high efficiency operation over a wide output voltage range and reliable 



 Design and Simulation of a Bidirectional On-board Charger for V2G Application 495 

communications, and proposes a two-stage structure of AC/DC and DC/DC conver-
ters as the design scheme for electric vehicle V2G on-board charger. In the charging 
mode, a constant current-constant voltage control scheme was used while in the V2G 
mode the constant current control scheme was adopted. A dual active bridge converter 
topology was employed as the bi-directional DC/DC converter unit. The analysis of 
soft-switching operation showed that the coordinated control of phase-shift angle and 
duty cycle allows the charger to achieve high efficiency over a wide output-voltage 
range. Finally, a 3.3kW bi-directional charger experimental prototype was designed 
and experiments were finished to verify the feasibility of the proposed design scheme. 
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Abstract. In order to study the harmonics of EV charging stations based on 
V2G technology, this paper proposed a simulation model considering the struc-
ture of the bi-directional charger and the control strategy. To study the variation 
of THD, the bi-directional charger, the charging station and the traditional 6-
pulse rectifier for a contrastive analysis has been made. The author has focused 
on the charging process and the number of chargers which is in the constant 
current and constant voltage mode, and then the two factors was combined to 
make a unified analysis. In the end, a comparative study for bidirectional charg-
ers and traditional chargers has been conducted. The simulation results shows 
that when in constant voltage charging phase, the THD value increases signifi-
cantly, with the increasing number of chargers, the THD value tends to stabil-
ize, and if the charging power is higher, the harmonics will be smaller.  

Keywords: Electrical vehicle, V2G, charging station, harmonic analysis. 

1 Introduction 

To solve the environment and energy problems, V2G technology has developed ra-
pidly. V2G is the short of Vehicle to Grid, in this system electric vehicles are in-
volved in grid scheduling as a kind of distributed device for the use of energy storage, 
peaking adjustment etc. the application of V2G can increase the efficiency of the grid 
[1]. The power flow between the grid and the charging station is bidirectional, real-
time and controlled. Therefore, the EV charging station based on V2G technology is 
different from the traditional one. There are three types of charging stations, which 
are charging pile, charging station and battery replacement station [2]. No matter what 
type it is, the charging station will generate a wide band of harmonic components 
during energy interactions because of the bidirectional rectifiers and other power elec-
tronic devices. When the content of these harmonic components reaches a certain 
level, it will inevitably affect the normal operation of the grid. So the analysis of the 
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generation mechanism of the harmonics and it’s estimation in EV charging stations 
will be more important.  

Currently, the V2G technology-based EV charging stations is an emerging in-
dustry, so the simulation model for the charging station and harmonic analysis are 
still in the exploratory stage [3-7]. In 1989, Lewis proposed that a non-linear resis-
tor can be used to approximate the high frequency power conversion circuit [8]. By 
this way, the single charger model can be simplified which brings convince to 
analyze the harmonics. PT.staat et al made a deep study on the total harmonic cur-
rent distortion of the EV charger [9-11]. The article uses the central limit theorem 
to establish a mathematical model to analyze the harmonics, in the end the author 
has proposed a method to predict the current harmonics caused by a set of charg-
ers. This model can explain the phenomenon that the harmonic currents cancel 
each other because of the diversity of the amplitude and phase. However, this me-
thod requires a sufficient number of chargers when analyzing, so the experiment is 
not applicable because of the complex implementation process. Some scholars 
have studied the harmonic interaction between the grid and the inverter which has 
the same access point, to improve the accuracy of the model; they took both the 
non-ideal characteristics of the switching devices and the dead band effects into 
consideration, by the use of the proposed output impedance model, they made a 
analysis of the distributed impedance network which combined several inverter 
and the grid [12]. Another scholar has studied the mechanism of harmonic genera-
tion on photovoltaic power plants, they took fully consideration of the non-ideal 
effects and modulation factor dead band part, then got the non-ideal equivalent 
models [13], by this way they increase the accuracy of the analysis, which has 
some help for the analysis of EV charging stations.  

In this paper, we focused on the construction of the EV charging stations based on 
V2G technology, making a mathematical model of charging stations considering the 
internal structure of bidirectional AC-DC converter, the DC-DC convertor, the control 
strategy and the modulation. According to the relevant provision of the actual parame-
ters, we made the simulation for different numbers and different charging process of 
chargers, in the end giving conclusions of the factors affecting harmonics.  

2 The Equivalent Model and Harmonic Characteristics 

2.1 Equivalent Model of the Charger 

Currently, the equivalent model of the bidirectional charger for V2G application is 
shown in figure 1. Usually the charger consists of two parts, the pre-stage is a reversi-
ble PWM rectifier which is used for AC-DC conversion, power factor correction and 
also making the input current sinusoidal.  The latter stage is a high frequency DC-DC 
converter, it is used for adjustment of the DC voltage, constant current and constant 
voltage control and the isolation.  
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Fig. 1. Equivalent model of the charger Fig. 2. The steady vector diagram of 
three-phase PWM rectifier 

2.2 Harmonic Characteristics of PWM Rectifier 

The steady vector diagram of three-phase PWM rectifier is shown in Figure 2. Where: 

sU is the grid side voltage, sI is the grid side current, sV is the voltage of the AC side 

arm, zL is the impedance of AC side, and sL is the filter inductor.  

We can get the formula of the fundamental and harmonic voltage in bipolar SPWM 
modulation by making Fourier decomposition [14]:  
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Where: abU is the fundamental voltage, abhU is the harmonic voltage components, 

and in (2): n = 1, 3, 5 ..., k is an even except the integer multiple of 3, in (3): n = 2, 4, 
6 ..., k is an odd except the integer multiple of 3, cω is the carrier frequency, rω is the 

modulation wave frequency, kJ is the Bessel function of the first kind, m is the mod-

ulation. 
The above formula is the theoretically harmonics generated by the PWM rectifier. 

According to the harmonic voltage formula, the nth current harmonic formula is 
shown as follows:  
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Where: nω is the corresponding angular frequency of nth harmonic voltage. 
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Usually there is very small voltage distortion in the utility grid, but the grid current 
can reach to a certain level because of the application of power electronic devices, 
therefore when comes to harmonics of charging station, we can assume that there is 
no voltage distortion in the grid, and the key consideration is the current distortion.  

3 The Charging Station Simulation Model 

3.1 The AC-DC Simulation Model 

The pre-stage of the charger is a three phase reversible PWM rectifier, and the para-
meters of AC side are time-varying in general mathematical model, thus it is not con-
ducive to design the control system. For this reason, we can convert the three phase 
stationary coordinate system (a, b, c) into a synchronous rotating coordinate system 
(d, q) which has the same frequency with the fundamental in the grid. By making 
coordinate transformation, the fundamental variable in the three phase stationary 
coordinate system can be converting to DC variable, thereby simplifying the design of 
the control system. The AC-DC simulation model is shown in figure 3.  

          

Fig. 3. The AC-DC simulation model Fig. 4. The simplified model of the charger 

3.2 The Simplified Simulation Model of the Charger 

The major part that generated harmonics is the pre-stage PWM rectifier, and the DC-
DC part can get a small impact on the AC side. Thus the simulation model can be 
made easily by simplifying the DC-DC part. The charging process is relatively a long 
time contrast with the several frequency cycles, so we can consider that the output 
voltage and current remain constant in several frequency cycles, by this way we can 
get a nonlinear resistor to characterize the DC-DC part, shown in figure 4. 

The nonlinear resistor cR can be calculated from the above figure using the follow-

ing formula:  
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The output voltage bU of the PWM rectifier can be a fixed value according to the mod-

ulation mode and control strategies. So the impedance variation can be characterized 
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when we give different charging power curve. When the Impedance curve is got, we can 
study the harmonic changes on the whole charging process. 

3.3 The Simulation Model of the Charging Station 

The power load for EV charging stations is grade 2, and the charging voltage is 
380VAC (three-phase four-wire system). The distribution voltage is 220VAC, the 
power transformer turns ratio is 10k/380, the system short-circuit capacity is 30MVA; 
the charging station model is shown in Figure 5.  

 

Fig. 5. The charging station model (for ten chargers) 

Each charger consists of the reversible PWM rectifier, the equivalent DC-DC con-
verter and the corresponding control system. By making the simulation model and 
giving some battery parameters, we can make the harmonic analysis of the charging 
stations.  

4 Simulation Analysis of Charging Stations 

4.1 Simulation for Single Charger 

Currently, there are three types of batteries for electric vehicles including the lead-
acid batteries, the nickel hydrogen batteries and the lithium-ion batteries. Due to the 
high specific energy, no memory effect and small size, Lithium-ion batteries has  
the most potential applications, so in this paper, the charging power curve is based on 
the Lithium-ion batteries, generally for EV charging stations the constant voltage and 
constant current charging mode has been widely used considering the battery life. 
Usually the battery model consists of a controlled voltage source and a constant resis-
tor [15-16], according to a real test for a 90Ah electric vehicle battery, we can get the 
charging power curve shown in figure 6. For a further calculation, we can get the 
equivalent input resistor curve of the battery during charging shown in figure 7.  

To simplify the calculation, the whole process of charging can be divided into sev-
eral discrete processing, after considering various factors, the total time (270min) is 
divided into 18 intervals, that is for every 15 minutes we need to take a sample point 
as the current interval value, the equivalent input resistor is shown in figure 8.  
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Fig. 6. The charging power curve Fig. 7. The equivalent input resistor curve 

0 2 4 6 8 10 12 14 16 18 20
0

100

200

300

400

500

t/15min

R
c/

oh
m

s

 

Fig. 8. The equivalent input resistor for every 15minutes 

Table 1. Values of equivalent input resistance at different times 

t/min 15 30 45 60 75 90 105 120 135 

/cR Ω  42.7 41.3 40.5 39.9 39.5 39.2 38.9 38.6 38.4 

t/min 150 165 180 195 210 225 240 255 270 

/cR Ω  38.2 52.6 72.1 98.8 135.5 185.6 254.4 348.6 477.7 

From the figure we can calculate the value of equivalent input resistance within 18 
internal, shown in table 1. 

According to the above table, the curve of total harmonic current distortion (THD) 
on 380V line is shown in figure 9. In order to make a comparative analysis, replace 
the original bidirectional AC-DC converter with a single 6-pulse rectifier charger of 
the same power (widely used in current charging stations), then also give the curve of 
total harmonic current distortion on 380V line shown in figure 10.  

From the above, it can be seen that THD in bidirectional charging station is smaller 
than in traditional charging station. The variation of THD in bidirectional charging 
station is consistent with 6-pulse rectifier charging station on 380V line, when the 
constant current charging mode is converted to the constant voltage mode, the THD 
value increases significantly.  
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Fig. 9. THD on 380V line for bidirectional 
charger 

Fig. 10. THD on 380V line for 6-pulse rectifier 
charger 

4.2 Distribution Characteristics of the Fundamental and Harmonics 

The variation of fundamental and harmonics on 380V line for both bidirectional 
charger and 6-pulse rectifier charger is shown in figure 11 and 12.  
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Fig. 11. Harmonics for bidirectional charging 
station on 380V line 

Fig. 12. Harmonics for 6-pulse rectifier  
charging station on 380V line 

From the two figures, it can be seen that 6-pulse rectifier charging station can gen-
erate higher amplitude harmonic components such as 5th, 7th, 11th harmonics and 
less on higher frequency domain. For bidirectional charging station the amplitude of 
harmonics are lower on the whole domain. 

4.3 Different Numbers Impact 

For analyzing the impact of THD with different number of chargers and the charging 
process, we mounted the charger on the charging station from 1 to 5, and the charging 
time is from 0 to 270min. A comparative study has also done for analyzing. The result 
is shown in figure 13 and 14. 

From the two figures we can draw the following conclusions: the impact of THD on 
the grid for the two types of chargers is different. Traditional non-controlled rectifier 
charger can bring a lot of harmonic components to the grid while the bi-directional 
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charger brings less. When in constant current charging phase, both the two types can 
cause little effect, and with the increasing number of the chargers, the THD remained 
stable. When in constant voltage charging phase, the THD values increases with the 
charging process for bidirectional chargers, the more close to the end, the higher of the 
THD, and the more the chargers, the higher values of the THD, but when it reaches a 
certain number, the THD remained stable, for 6-pulse rectifier charger, it remains con-
stant with the increasing number of the charger.  
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Fig. 13. The impact of THD on charging 
numbers and charging process for bidirec-
tional charging station on 380V line 

Fig. 14. The impact of THD on charging 
numbers and charging process for 6-pulse 
rectifier charging station on 380V line 

5 Conclusion 

In this paper, we focused on the electrical structure of EV charging station based on 
V2G technology, took fully consideration of the structural characteristics of the 
charging station, the modulation and the control strategy. Then made the EV charging 
station simulation model, for a comparative analysis, we also built a traditional 6-
pulse rectifier charging station, by detailed data processing and analysis, we got the 
harmonic characteristics of EV charging stations as follows: 

Traditional 6-pulse rectifier charger can cause large disturbance on the grid, the 
PWM rectifier charger cause less. But both of them need harmonic control devices 
when the charging station is working.  

 When in constant voltage charging mode, the THD value increases with the num-
ber and the charging process, but when the chargers reach to a certain numbers, the 
THD will remain stable which is consistent with the harmonic cancellation theory, the 
rule applies to both chargers.  

When in constant current charging mode, the THD value changed very small with 
the increasing number of the chargers and the charging process. This feature is suita-
ble for both chargers, That is to say, the higher power the charger is, the less THD it 
produces.  
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Abstract. To forecast and assess the impact of large-scale electric buses (EBs) to 
power grid, the aggregating charging load model of EBs cluster is indispensable. 
As EB’s typical operating, including driving and parking, is a cyclical process 
and has obvious regularity, a procedural simulation method for aggregating 
charging load model of EBs cluster based on battery swapping mode is proposed 
in this paper. With the data come from specific buses lines and other information 
readily available, the behavior process of each individual in EBs cluster is 
continuously simulated. Then time and SOC information of battery packs 
emerges and is recorded. Combined with specific charging control method, 
corresponding aggregating charging load model becomes available. The 
proposed method has been verified by simulation on an actual buses line with 
charging/swapping station. The results show that the proposed method can grasp 
characteristics of EBs cluster’s charging load under multiple factors, thereby 
improve the practicality and reliability of modeling. 

Keywords: Electric Vehicle, Electric Bus, Battery Swapping Mode, Charging 
load model, Procedural Simulation. 

1 Introduction 

Aggregating charging load model of EVs cluster is essential in studying the impacts of 
large-scale EVs on power grid [1].In [2, 3], after simplifying the traveling distance, 
SOC and charging time of EVs by independent probability distributions, the charging 
model of EVs was built. Referring to the GPS information, one kind of more accurate 
result was approached in [4], and it was improved by iterative process based on 
conditional probability. It is simple to implement such methods [2]-[4] by adopting 
Monte Carlo Simulation. However, the reliability of such simplifying is dubious, as the 
driving and charging processes of EVs are so complicated [5]. Charging load during 
one day of typical EV was achieved in [6], assuming that its charging process started 
immediately after parking and stopped till fully charged or next travel. Moreover, based 
on the indexes of potential EV users, which are filtered from the existing vehicle users 
by using empirical data, the charging load of EVs cluster was analyzed in [7, 8]. In 
[6]-[8], the characteristics of EVs were predicted and modeled effectively, but the 
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plenty of historical data which these simulations relied on are scarce or even 
unavailable at this stage. Meantime, considering that activities of EVs are simplified in 
these researches, accuracy of results is undoubtedly affected. 

Furthermore, battery swapping mode has been developed into a critical energy 
supplying form for EVs [9]. Battery-swapping mode makes it possible to charge the 
batteries used in EVs under centralized management, then negative impacts caused by 
large-scale random charging can be effectively reduced [10]. Battery 
charging/swapping stations for EVs was modeled in [11] and it claimed that battery 
swapping mode suited public transportation better with current technical conditions. A 
further idea was pointed out in [12] claiming that battery swapping mode can offer 
better services and user experience. [13, 14] studied charging/swapping stations 
focusing on economic dispatch and made important progress, yet the result can hardly 
reflect the actual cases as no characteristics of specific charging load were involved. 
The optimal operation of EBs battery charging/swapping station was discussed in [15] 
and an effective optimal charging control method was built. However, though the 
research in [15] mentioned the procedure of EBs’ operation, instead of providing 
specific research method of EBs’ actual operating process, it just simplified the 
complex processes only by a single analyzed formula. 

Overall, the current researches have done a lot of active exploration in modeling 
EVs’ charging load and optimizing operation of charging/swapping station. 
Nevertheless, most of them are limited by simplifying EVs’ charging operation with 
probability distributions or sidestepping discussion of the actual processes. And it is 
difficult to test them. Therefore, the reliability of these results remains to be confirmed. 
Besides, both of increasing number of EVs and bidirectional energy transfer modes like 
V2B and V2G[16, 17] call for accurate information from each EV and corresponding 
ancillary batteries at every moment , yet existing methods can hardly satisfy this 
requirement. Hence, dynamic monitoring of each individual’s critical information at 
each link in the simulation of EVs cluster is essential. In this respect, simulating the 
continuous cycle process composed of EVs cluster’s traveling and charging/swapping 
behavior, and taking a variety of influence factors into consideration while simulating 
is a more practical approach. 

This paper takes EBs as an example and proposes a procedural simulation method 
for aggregating charging load model of EBs cluster based on battery swapping mode. 
Based on readily accessible information, such as departure schedule, driving routes and 
EB parameters, proposed method may condense the characteristic of EBs cluster and 
information of batteries’ SOC accurately by simulating each EB’s continuous cycle 
operation process. 

2 Process Analyses and Modeling Approach 

2.1 Process Analysis for EBs Cluster  

Like traditional buses, EBs travel on a relatively fixed line. Meantime, the conditions of 
EBs travelling on the same line are closer to each other. Thus the behavior of each 
individual in EBs cluster can be regarded as an analogous continuous cycle constrained 
by a given process. 



 Procedural Modeling for Charging Load of EBs Cluster 507 

 

Then, for specific bus line, procedural cycle simulation framework of its operation 
can be built, using the information of departure schedule, driving routes, EB parameters 
and ancillary battery packs, etc. To this end, the procedural characteristics of EBs’ 
operation are analyzed. 

EBs’ typical driving routes and battery charging/swapping modes are shown in 
Figure 1. There are two kinds of typical routes. One is single-cycle route, whose 
departure station and terminal are located in the same place, such as Line 1. In contrast, 
the other has different departure station and terminal, such as Line 2. Bus station A and 
B are essentially similar stations. The only difference between them is that Station A, as 
a battery swapping station (BSS), has battery swapping systems and spare battery packs 
(SBPs), so it can provide EBs with battery swapping serves. While Station C is a 
charging station, and it can provide both of battery charging and delivery service for 
other stations. In addition, Station C can also be built at original terminal to act as both 
a charging station and a bus station. 

 

Fig. 1. EBs’ typical driving routes and battery swapping/charging mode 

The obvious periodicity and regularity of EB’s typical operating makes it possible to 
simulate the whole process at this stage. Then the method of modeling the aggregating 
charging load of EBs clusters is feasible. 

Meanwhile, due to the influences of various kinds of interferences, the differences 
between each cycle process within one day, even for the same EB, are inevitable. In 
addition, for battery swapping mode, the cycle of EB’s charging-discharging process is 
much longer than its driving-parking one, and this process interacts with the alternation 
of SPBs. Thus it is too complicated to get the results or even analytic expression from 
historical data of conventional buses. 

Taken together, based on existing data, it is easy-realizable to exploit procedural 
characteristics in EBs cluster’s behavior to simulate the whole process of each 
individual in it. Besides it has the actual effect which is hard for other methods to 
achieve. 
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2.2 Modeling Method 

To simplify the analysis, without considering dispatching of batteries, only Station C is 
taken as example in subsequent analyzes. And Station C is set to be both a bus station 
and a charging/swapping station. Then the total modeling method is given as follows. 

Firstly, according to scheduling information and driving route of a specific bus line, 
establish the general framework for total simulation. After that, using this framework 
and taking EBs’ parameters into consideration, continuously track and simulate each 
EB’s behavior. The tracking and simulating involve EB’s departure, driving, returning, 
swapping batteries and parking, namely every segments of EB’s behavior. Then, 
combined with corresponding traffic conditions and other information, the SOC and 
arriving time of each EB are available. 

When an EB arrives at Station C, whether it needs battery swapping service is 
determined by both of its subsequent driving demand and batteries’ SOC. The 
information of batteries replaced, such as SOC and charging begin time, can be 
obtained in the process of simulation. Then total aggregating charging load of EBs can 
be obtained from the calculation of such information. 

The whole model is designed to fit the actual operating conditions of EBs cluster. It 
is composed mainly of two processes. One is simulation of EBs’ behavior. Its main task 
is to describe the states of each EB in the cluster dynamically, and get time information 
of each EB, including its departure time, driving time and batteries replacing time. The 
other is the alternating and charging processes of BPs. In this part, it focuses on the 
usage of batteries to give SOC information of each BP SOC at each moment. 

For battery swapping mode, owing to the matching of EBs and batteries is not fixed, 
these two simulating processes has direct spatiotemporal contact, and their interaction 
is influenced by various random factors. Thus it is too complicated to externalize this 
series of processes by either analytical methods or probability distributions, especially 
when the differences between individuals of EBs and BPs are taken into considering. 
But, with the increasing penetration of EBs, particularly after bidirectional energy 
exchange mode becomes popular, the differences must be paid of enough attention. 
While, the proposed method may well reproduce those complex processes and get 
critical information of EBs and BPs, and then improves the modeling accuracy. 

3 Procedural Simulation 

Generally, a complete operating process of EB can be described by several time 
indicators, namely departing moment, driving time, arriving moment and waiting time 
in station. Through grasping these time indicators, the simulation and reconstruction of 
EBs cluster’s behavior are all easy to implement. 

As shown in Fig. 2, for Line 2, tij-a , the moment when EBi arrives Station A for j-th 
times, is determined by the following factors: departing moment tij-b, driving time for 
one-way Tij-t1, staying time in Station B Tij-s, the other driving time for one-way Tij-t2. 
And for Line 1, as Tij-s does not exist, tij-a just depends on tij-b and Tij-t. 
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Fig. 2. EBs’ typical driving and charging processes 

When EBi arrives, if it has requirement of swapping batteries, then the charging 
starting time tkh of BPk, the batteries replaced from EBi, is given by 

a d b t s dkh ij ij ij ij ij ijt t T t T T T− − − − − −= + = + + +                        (1) 

where Tij-d is the delay time caused by actual swapping batteries operation and waiting, 
and Tij-t is determined by driving distance, speed and total number of passengers. For 
buses, the driving distance is substantially fixed, but the speed vij of each operation is 
hard to give a definite value at every instant. Worse still, the total number of passengers 
is also random. For simplicity, vij are assumed here to be different constants at different 
times of day, and its value depends on specific buses lines and traffic conditions. 

The variation of SOC is a continuous process. Assuming all EBs are in a consistent 
state, then SOCkh, the SOC of BPk when it arrives at the swapping station for h-th time, 
is described as 

1

0
1

SOC SOC ( SOC )
h

kpkh
kh k kp

pk k

dd

s s

−

=

= − + Δ −                     (2) 

where SOCk0 and sk are initial value and nominal mileage(km) of BPk, sk is and 
subscripts h and p indicate the number of operations, dkh is the driving distance of BPk, 
as well as SOCkpΔ is the SOC increment of BPk, if after the p-th operation, BPk does not 

charge, its value is 0. 
Though driving route is fixed, EB’s driving environment differs each time even in 

the same day. Moreover, the performance degradation of batteries is inevitable [18, 19]. 
Then formula (1) is amended as  
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where kη is the aging coefficient represents the capacity decreases of BPk, and it is 

decided by total charging and discharging energy Ek-total and total usage time Tk-total, and 

khγ  is conversion factor which convert a variety of influencing factors into driving 

distance. kη  and khγ  can be described as 
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510 M. Ban, J. Yu, and J. Ge 

 

where T, t and d represents temperature, time interval and week no. of target date 
respectively, and ρ is the coefficient considering the impact of different kinds of 

weather. The concrete functional formulas of f1 and f2 can be given based on actual 
situation.  

On the basis of above analyses, take Station C as example, procedural simulation of 
the aggregating charging load of EBs cluster is conducted. The total number of BPs and 
EBs in Station C nbp and neb, and s is the number of spare battery packs (SBPs) which 
equals to the difference between nbp and neb. Fig. 3 shows the modeling process of 
proposed method. 

Shown in Fig. 3, those in dashed line are cycle processes of EBs, and others in 
dash-dotted frame are alternation processes of BPs. n represents the total number of 
already departure trips, and nmax is its maximum. As after each operation of swapping, 
the BP that EBi are equipped with will alternate, instead of giving the actual number, 
here BPx is used. Yet in the procedural simulation, this part can be explicitly reproduced 
by tracking the specific process. And function Sq is defined as  

[ ] mod[ / ]   ,  mod[ / ] 0
/ =

                 ,  mod[ / ] 0       

a b a b
Sq a b

b a b

≠
 =

                 (5) 

where mod[a/b] represents the remainder when a is divided by b. 

 

Fig. 3. Flowchart of procedural simulation 
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To begin with, all of the BPs are assumed to be fully charged and the maximum of 
SOC is 0.95. Besides, the EBs and the BPs equipped with them are numbered 
sequentially from 1 to neb, when the first round starts. Correspondingly the SBPs are 
numbered from neb+1 to nbp. 

According to the scheduling timetable, EBs depart successively. Combined with the 
specific situation of each period, both of the arrival time and SOC of BPs can be 
obtained from formula (1) and (3). Then the BP equipped in EB must be replaced when  

( 1)( )
SOC

(1 )
kh kh k

kh
k k

d l

s

γ
η

+ +
>

−
                              (6) 

where dk(h+1) is the next trip distance, and lk is the margin of judgment. 
If a BP is judged to be replaced, its information, such as arriving time and SOC, will 

be saved, and it will be added to the end of the SBPs sequence to wait for subsequent 
charging process. Meanwhile, the BP at the forefront end of the SBPs sequence will be 
equipped to EB. The SBPs sequence is arranged in ascending order, and the minimum 
subscript in current sequence is next to the total number of batteries swapping 
operation. The total number of SBPs is a constant equals to s. 

Afterwards, this EB rejoin the departure sequence to wait for the next trip. After 
gathering the SOC and time information of all of the SBPs, and giving a specific 
charging control, the whole charging load is obtained. 

When there is no more driving demand and all of the EBs return to Station C, the 
simulating process of the EBs ends. Then bring together information of all BPs inside 
the station to get the total overall charging load. And the entire simulation process ends. 

With the proposed method, the whole operating process to access key information of 
all the EBs and BPs can be reproduced. And using these key and detailed information, 
optimal operation of battery swapping and charging station can be performed to reduce 
costs. 

Taking time of use price (TOU price) as an example, given below the overall 
optimization method. When an EB arrives at Station C, if there is no more driving 
demand for the day, its BP will not be charged until the valley of TOU tariff. Otherwise, 
under the premise to meet the driving demand, the charging of BPs try to avoid the 
peak-hours. 

Theoretically, the constraints of SBPs and the total batteries swapping demand must 
be taken into consideration in the whole process of optimization. But in practice, each 
EB’s driving route is relatively fixed. Thus each time it returns, its arriving time and 
remaining power fluctuates in the vicinity of several typical values. That means that 
rather than using complex analytical solution, reproducing and simulating the processes 
of EBs is more effective and practical. This is exactly one of advantages of the 
proposed method. 

4 Simulation Examples 

4.1 Assumptions and Background 

One operating circular buses line in Beijing, China is taken as an example here. Further 
information of the route and EBs are given in Appendix. Objective bus station in the 
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simulation is set to be Station C in Fig.1 acting as both charging station and the bus 
terminal. And charging rate is 0.3C, meaning that theoretical fully charging time is 
about 3 hours. The swapping operation time is 10 minutes. Meantime, the number of 
battery generator just satisfies the charging need of all the SBPs. 

The proposed model is simulated on following 4 cases: 

1) Basic Case.  In this case, the speed of EBs is just described by a certain average 
value, and impacts of other factors are not involved. After an EB arrives at Station C, 
the corresponding BP will be replaced begins charging directly if the EB is considered 
to need battery swapping service. 

2) Case of Considering Traffic Information.  In this case, traffic information is 
considered based on the general situation. Countering different departure time in a day, 
differentiated average speeds and other traffic information are set successively 
according to 2011 Beijing Traffic Development Report. 

3) Case of Considering both Traffic and Weather Information.  In this case, 
influences of meteorological factors have been added. And it is simplified as, in a day 
of winter, average energy consumption increases by 10% due to air conditioning and 
average speed decreases by 10%. 

4) Case of Considering TOU Price.  On the basis of case 3), the charging load in 
Station C is optimized by responding to TOU price. Besides, to facilitate the 
management and maintenance of batteries, once a group of BP begins charging, it will 
not be cut-out until fully charged. And TOU price is set as Peak time: 10:00-15:00, 
18:00-21:00, and price: 1.164 yuan. Shoulder time: 7:00-10:00, 15:00-18:00, and price: 
0.754 yuan. Off-peak time: 23:00-7:00(next day), and price: 0.365 yuan. 

4.2 Simulation Results 

Simulation results in different situations are given in Fig.4. Fig.4 (a) to Fig.4 (d) 
correspond to the four cases in section 3.1 successively. And, in Fig.4 (d), on purpose of 
overhaul and maintenance, only half of all the battery chargers in station continue to 
operate after 23:00. 

In Fig.4 (a), with the method of procedural simulation, aggregating charging load of 
EBs cluster can be given relative accurately. Meantime, by comparing Fig.4 (a) to Fig.4 
(c), it can be seen that with the increasing of considered factors, characteristics of 
charging load show great differences among those three cases. This illustrates the 
imperative of considering multiple factors while modeling EBs charging load 
aggregation with method of process simulation. 

Contrasts to Fig.4 (c), Fig.4 (d) illustrates the benefits of optimizing the operation of 
charging/swapping station. Only from the perspective of daily charging costs, it 
reduces from 8200 yuan to 4200 yuan after optimization, nearly 50% of the total. 
Obviously, the economic benefit is considerable. 

Fig.4 (d) only shows one option of optimizations. The method of procedural simulation 
proposed may provide support for the optimal operation of EBs cluster and related BPs by 
offering a lot of usable data. Then more discussions and researches [20, 21] about 
optimization measures and intelligence charging control can be done with this approach. 
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Fig. 4. Simulation results 
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5 Conclusion 

A procedural simulation method for aggregating charging load model of EBs cluster 
based on battery swapping mode has been presented in this paper. It can grasp the circle 
characteristics of EBs cluster and provide key information of it dynamically. 
Meanwhile, impacts of various influencing factors such as traffic and weather can be 
reflected adequately. The efficiency and practicality of proposed method are 
demonstrated by simulation on a typical EBs charging/swapping station. Moreover, 
case study shows that this approach can provide data support for the optimal operation, 
and it may serve as an analysis tool for the future studies by considering more 
influencing factors in modeling process. 
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Appendix: Related Data in Cases 

Related data in cases refer to that applied in [15], and Tab.A-1 is the buses departure 
time-table. The total number of EBs in studied station is 50. And their departure time 
distribute within the given period of time depending on the departure frequency. 
Besides, there are 20 groups of SBPs. 

Tab. A-1. Buses departure time-able 

Time 
Departure 

frequency 
Time 

Departure 

frequency 

06:00-07:00 20 15:00-16:00 6 

07:00-08:00 30 16:00-17:00 15 

08:00-09:00 12 17:00-18:00 20 

09:00-10:00 10 18:00-19:00 6 

10:00-11:00 10 19:00-20:00 4 

11:00-12:00 10 20:00-21:00 3 

12:00-13:00 10 21:00-22:00 2 

13:00-14:00 8 22:00-23:00 1 

14:00-15:00 6 Others 0 
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Tab.A-2 is relevant parameters of specific buses line and EBs. 

Tab. A-2. Relevant parameters 

Capacity of BP 
kW·h 

Length of routes 
km 

Power consumption per 
mile 

(kW·h)/km 

220 38 1.3 
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Abstract. The large-scale integration of wind power, electric vehicles and air 
conditioning loads would perhaps produce an adverse combined affect on the 
voltage stability of power system. It is of great significance to investigate the 
combined effects of such three factors on power system voltage stability. 
Firstly, the daily power curve models of the wind farms, electric vehicles and 
air conditioning loads are studied, and a number of typical daily power curves 
are given for them. Secondly, the paper analyzes the combined effects of the 
three factors on power system voltage stability by using different practical daily 
wind power models. Finally, various electric vehicle charging strategies are 
simulated to explore their effects in improving the system voltage stability. 

Keywords: Electric vehicles, wind power, air conditioners, combined effects, 
power systems, voltage stability. 

1 Introduction 

The large-scale integration of electric vehicles (EVs) and renewable energy resources 
is an effective way to deal with the gradual depletion of primary energy, global 
warming and environmental pollution issues [1]. However, the large-scale integration 
of electric vehicles and renewable energy inevitably brings new challenges to power 
system security, reliability and economy [2].  

Literature [3] studied the load characteristics of electric vehicles and the impact of 
different charging schemes on power system, and then a multi-time scale cooperative 
dispatching mathematical model was for electric vehicles and wind power established, 
finally the feasibility of optimizing the electric vehicle charging schedule to smooth 
the load fluctuations in the grid and to accommodate excessive wind power at night 
are analyzed, by using the measured data of North China Power Grid and Northwest 
Power Grid. Literature [4] conducted a preliminary study on the impact of the large 
integration of wind power and electric vehicles on the power system, and the 
corresponding security assessment and control strategy was proposed. Literature [5] 
constructed a random collaborative optimization scheduling model to consider the 
output stochastic uncertainty of the electric vehicles, wind power and solar power 
generation system. 
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Since the wind farms usually absorb a certain amount of reactive power when they 
send active power to the system, the voltage stability issue perhaps occurs when the 
large-scale wind power is penetrated into the grid [6]. For a traditional air conditioner, 
it could be usually seen as a motor load that keeps approximately constant power, and 
this is very detrimental to the voltage stability of the grid because its reactive power is 
not dependent on the voltage. For the inverter-based air conditioner, its reactive 
power will decrease as the voltage reduces. Although the reactive characteristics of 
such air conditioner become better, the large integration of air conditioning loads is 
still one of the incentive reasons of the system voltage collapse [7]. 

However, the current research mainly focused on the combined effect of electric 
vehicles and wind energy resources, and did not further consider the impact of large-
scale air conditioning loads on power systems, particularly on the system voltage 
stability. In future, the air conditioning load will be an essential part to be considered 
for the system voltage stability. So, exploring the combined effects of electric 
vehicles, wind power and air conditioning loads will be becoming increasingly 
important for voltage stability analysis and control, and it is to be of significance to 
propose a comprehensive control strategy for such three factors to improve the 
voltage stability of power systems. 

This paper presents the daily power curve models for the wind farms, electric 
vehicles and air conditioning loads, and investigates the combined effects of different 
penetrations of wind power, electric vehicles and air conditioning loads on the system 
voltage profile and stability. Also, the voltage stability of the grid under different 
electric vehicle charging strategies is analyzed. The simulation results show that the 
implementation of an effective charging strategy of electric vehicles could improve 
the system voltage profile and stability. 

2 Modeling of Wind Power, EVs and Air Conditioning Loads 

2.1 Modeling of Daily EV Charging Loads 

The charging load of an EV is dependent on its battery type, capacity, state of charge 
(SOC) and the charging mode. The main factors affecting the charging load of EVs in 
a region includes the number and types of electric vehicles, travel characteristics, the 
charging strategies, etc. [8]. In early studies, various battery models were emphasized 
[9]. The current research usually used the statistical method [10] to obtain some 
essential parameters, including the total number and mileage distributions of EVs, the 
initial SOC stage and its probability distribution and the probability distribution of 
various charging behaviors, possible charging time and duration, to model the large-
scale EV charging load.  

According to the "China Automotive Industry Development Report (2008)," the 
proportion of different types of electric vehicles can be obtained, which is shown in 
Table 1. 
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Table 1. Chinese electric car ownership statistics (2008) 

number Private car Official car taxi bus 

*10000 4229-5169 612-748 143-175 60-73
 
Based on Chinese electric vehicle charging load forecasting parameters [8], the 

Monte Carlo method is used to simulate the starting SOC and the initial charging time 
of individual EVs, and further to obtain the daily EV charging power curves under the 
two charging modes, i.e., uncontrolled charging mode and intelligent charging mode. 
Figure 1 show the results when the EV penetration level is 20%. 
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Fig. 1. The daily charging power curves of EVs 

2.2 Modeling of Daily Wind Power Curves 

The statistical and simulating methods are two main ways to model wind farms’ 
characteristics [11]. The former analyses the typical wind farm output power features 
based on the measured wind data [12]. The latter establishes the simulation model to 
analyze the output characteristics of a wind farm [13]. The doubly-fed induction 
generators and synchronous generators were usually employed [14]. In this paper, 
four seasons’ typical wind farms data in different parts of China – Jiangsu [15], 
Liaoning [16] and Jiuquan [17] are obtained based on statistical methods, and the 
typical daily output curves are shown in Figures 2-4, respectively. 

It can be seen that the wind power output characteristics in Liaoning is similar to 
that of Jiuquan, but it is different to Jiangsu’s wind power feature. The Jiangsu’s wind 
power is large in the morning in both summer and winter. However, the wind power 
output in Liaoning and Jiuquan is large at night in both summer and winter.  
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Fig. 2. The typical daily power curves of JiangSu wind farms 
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Fig. 3. The typical daily power curves of Liaoning wind farms 
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Fig. 4. The typical daily power curves of Jiuquan wind farms 

2.3 Modeling of Daily Air Conditioning Loads 

In spring and autumn, the air conditioning load is not heavy, so it does not have a 
serious impact on power systems. Therefore, both summer and winter are the main 
seasons to be considered for modeling of air conditioning loads. Existing models of 
air conditioning loads are mainly the static load model, the physical dynamic load 
model and the non-physical dynamic load model [18]. 
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The air conditioning load in the grid is usually simulated by using the air 
conditioning load curve [19]. A typical daily air conditioning load curve is shown in 
Figure 5. The air conditioning load characteristic is not obviously dependent on 
geographical location in China. The load characteristics of each region in the 
particular season are basically the same. 

In summer, air conditioning load is small at late night and in the early morning, 
and the load is large at other times. In winter, the daily air conditioning loads have 
relatively small change. 
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Fig. 5. The typical daily power curves of air conditioning loads 

3 Simulation of Combined Effects of the Three Factors on Power 
System Voltage Stability 

3.1 The Test System 

The New England 39-bus system is used for case studies. Assuming that the bus 39 is 
the slack bus, the system topology is shown in Figure 6. Three wind farms are added 
to the grid at buses 30, 34 and 35. The system is divided into three zones according to 
the function, i.e., residential zone, commercial zone and industrial zone. In the 
simulation, the uncontrolled charging/discharging mode of electric vehicles is 
employed, and the EV penetration level is set to 20% and 50%. This paper only 
considers the Jiangsu’s wind power mode and Liaoning’s wind power mode since the 
wind power mode in Liaoning is similar to that in Jiuquan. A static load model is 
employed for air conditioning loads, and the air conditioning loads are added to the 
grid according to the proportion of the base loads in the three regions. 
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Fig. 6. The new England 39 bus system 

3.2 Case Studies for Jiangsu Wind Power Modes 

The Jiangsu wind power mode is assumed for the three wind farms and the total 
penetration level is set to 20%. The load bus voltage curve in each area shown in 
figures 7 and 8 are obtained by load flow calculations. Also, the curve of the voltage 
stability indicator L [20] is shown in figure 9. 

It can be observed that, there is no voltage stability problem with residential area in 
the morning. On the day time, the electric vehicle charging makes the voltage stability 
worse. Yet, there is no big voltage stability problem with the three areas in this 
period. In this case, some appropriate control methods may be needed to reduce the 
electric vehicle charging power. At night, the voltage stability problems may occur in 
all the three areas, especially in the residential area. At that time, the system voltage 
stability may decline sharply even system voltage instability or collapse occurs, since 
the air conditioning load is relatively large and the electric vehicle charging is 
centralized. At this point, effective control strategies must be taken to shift the electric 
vehicle charging to other time. 
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Fig. 7. The load bus voltage curves in each area in summer for Jiangsu wind power mode 
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Fig. 8. The load bus voltage curves in each area in winter for Jiangsu wind power mode 
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Fig. 9. The L-indicator curves for Jiangsu wind power mode 

3.3 Case Studies for Liaoning Wind Power Modes  

The Liaoning wind power mode is assumed for the three wind farms and the total 
penetration level is set to 20%. The load bus voltage curves in each area shown in 
figures 10 and 11 are obtained by load flow calculations. The curve of the voltage 
stability indicator L is shown in figure 12. 

It can be observed the similar phenomena with Jiangsu case. The electric vehicles 
charging are concentrated in the evening, at that time the air conditioning loads are 
heavy, so the combined effects of such three factors result in the system voltage rather 
worse during 19:00-21: 00 with 50% penetration level of EVs. 
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Fig. 10. The load bus voltage curves in summer for Liaoning wind power mode 
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Fig. 11. The load bus voltage curves in winter for Liaoning wind power mode 
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Fig. 12. The L-indicator curves for Liaoning wind power mode 
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4 Effect Analysis of EV Charging Modes on the System Voltage 

Since the wind power output is difficult to control, and load shedding is usually the 
latest emergency control measure, it may be the best option to develop an effective 
electric vehicle charging strategy to alleviate the combined effects of the three factors. 
This section will analyze the impact of electric vehicle charging/discharging strategies 
in different seasons on the system voltage stability. 

4.1 Scenarios and Parameters 

The test system shown in figure 6 is used here. The Jiuquan wind power mode for the 
three wind farms and the total penetration level is set to 20%. The air conditioning 
load take the same consideration with above. Both 20% and 50% of the penetration 
levels of EVs are considered, and both the uncontrolled and intelligent charging 
modes are studied. 

4.2 The Effect of Electric Vehicle Charging Modes in Summer 

Figures 13 and 14 show the load bus voltage profile and stability curves, respectively. 
It can be seen that the intelligent charging strategies can effectively improve the 
system voltage profile and stability. But in an emergency situation, regulating electric 
vehicles may be not sufficient to ensure the system stability. In this case, a 
comprehensive control method including other control measures may be needed. 
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Fig. 13. The load bus voltage curves in summer  
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Fig. 14. The L-indicator curves in summer 

4.3 The Effect of Electric Vehicle Charging Modes in Winter 

Figures 15 and 16 show the load bus voltage profile and stability curves, respectively. 
Similarly, it can be observed that smart charging strategies can effectively improve 
the system voltage profile and stability. In order to ensure the voltage stability of the 
system, it is essential to propose effective combined regulating strategies of the 
electric vehicles, wind power and air conditioning loads. 
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Fig. 15. The load bus voltage curves in winter  
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Fig. 16. The L-indicator curves in winter 

5 Conclusion  

This paper presents the daily power curve models of the wind farms, electric vehicles 
and air conditioning loads, and simulates the combined effects of such three factors 
on power system voltage profile and stability, with different penetration levels of 
electric vehicles and wind farms. Different electric vehicle charging modes are 
investigated to improve the system voltage profile and stability. The simulation 
results show that developing an effective charging strategy of electric vehicles could 
be of great significance to improve the system voltage. It can be concluded that, in an 
emergency situation, regulating electric vehicles is not sufficient to ensure the system 
stability, so it is essential to propose effective combined regulating strategies of the 
electric vehicles, wind power and air conditioning loads. 
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Abstract. As auxiliary equipment for electric vehicle, on-board charger should 
have high performance on harmonic, power factor and efficiency. But in high-
power application, the traditional PFC technology has many restrictions and 
defects. Therefore, based on the parallel interleaved technique, we designed a 
power factor correction system suitable for on-board charger of electric vehicle. 
Experiment results show that the design can effectively reduce the input current 
ripple and improve the output voltage ripple frequency and the power factor. 

Keywords: On-Board Charger, APFC, Interleaved.  

1 Introduction 

Nowadays, with environmental problems and energy crisis getting increasingly 
serious, electric vehicle has become a hot topic because of its features of low noise, 
zero emissions and significant advantages in energy efficient. As supporting charging 
equipment for electric vehicles, the research for on-board charger has important 
significance. Moreover, as a kind of environmentally friendly transportation, the on-
board charger for electric vehicles should be environmentally friendly too. Especially 
when a large number of energy storage batteries connected to the grid as capacitive 
load, it will inevitably reduce the power factor of power grid, causing harmonic 
pollution and low efficiency. So, with the increasingly widespread use of electric 
vehicles in the future, the development of power factor correction system for on-board 
charger is very important. 

At the early stage, people used passive network that was composed of capacitors 
and inductors to achieve power factor correction (PFC). However, this kind of circuit 
has the disadvantages of large volume and low performance in harmonic suppression 
of input current. Later, with the development of power electronics technology, Active 
Power Factor Correction (APFC) came into being. APFC technology add a power 
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converter with a power factor correction function between rectifier circuit and output 
capacitance in order to ensure the stability of output voltage and control the input 
current harmonic and phase difference between input current and voltage. Moreover, 
because APFC operates at high switching frequency, APFC technology has advantage 
of smaller volume and power factor and high performance in efficiency. These 
advantages make the APFC technology have gradually become the mainstream of 
power factor correction development. 

However, with the improvement of the converter power level, the traditional 
single-phase Boost PFC converter is facing increasing restrictions [1]. To solve these 
problems, interleaved technology is introduced into Boost PFC converter. Interleaved 
Boost PFC circuit can effectively reduce the input and output current ripple and 
simplify the design of input EMI filter. 

Therefore, based on interleaved technology, we designed a 3.3kW power factor 
correction system for on-board charger. This paper shows the overall design of the 
project and gives system parameters of the circuit. And finally we tested our design 
and gave relevant explanation for experimental results. 

2 Classification of Electric Vehicle Charging Machine 

Currently, according to the differences in operational principle, there are mainly three 
kinds of electric vehicle charging machine [1]. The first kind is composed of 
uncontrolled rectifier, chopper and industrial frequency transformer, which is belong to 
the early product. It is characterized by low voltage ripple in DC side, good dynamic 
performance and frequency isolation. But its low conversion efficiency, high current 
harmonics in grid side and large volume prevent this kind of charger from more 
widespread use. Moreover, the harmonic current produced by the on-board charger 
contain the fifth harmonic of 60%~69%, the seventh harmonic of 40%~49% and the 
current total harmonic distortion (THD) is 86.2%. Therefore, generally, such charger 
has excessive harmonic current, so it is not suitable for access to the power grid. 

The second category is made of industrial frequency transformer, three-phase 
uncontrolled rectifier, high-frequency transformer and isolated DC/DC converter. 
Though its merits are regarded as low output DC voltage ripple, good dynamic 
performance, high-frequency isolation and small size, it has disadvantage of high 
current harmonics (about 30%) in grid side and low conversion efficiency. Currently, 
this type of charger that its internal rectification device is three phase bridge 
uncontrolled rectifier is the most used charger on the market, the majority of existing 
research results also focus on this kind of charger. Although this type of charger 
produces plenty of harmonic, low-cost makes it become the mainstream of on-board 
charger on the market. 

The third type of charger is composed of three-phase PWM rectifier and isolated 
DC/DC converter. It is characteristic of using PWM technology in rectifier. Although 
this technology increases the cost of charger, its advantages are that high power factor 
and low current harmonic in the grid side, also the THD can be less than 5%. 
Moreover, the overall volume of the device is reduced, and the output voltage ripple 
is decreased so that the dynamic performance is improved and the system has better 
conversion efficiency. 
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3 Comparative Study of Interleaved and Traditional Boost PFC 

APFC technology can significantly reduce the current harmonics and improve power 
factor of the system so it become one of most practical technologies for the switching 
power supply design. However, with the increase of the converter power level, single-
phase Boost PFC switching device is bound to withstand higher instantaneous voltage 
and current stress so that the device component selection will be more difficult, which 
not only increases the cost of the system, but also intensify the d / du t and d / di t in 
critical points in the circuit, causing serious radiated interference and conducted EMI. 
Interleaved Boost PFC circuit can effectively reduce the input current ripple, 
simplifying the design of input EMI filter. 

Theoretically, any DC / DC converter topology can be used as the main circuit of 
APFC, such as Boost circuit, Buck circuit and Cuk circuit. Compared to other circuits, 
Boost circuit has advantages of wider range of input voltage, better effects for power 
factor control and easier design for the drive circuit. These characteristics make Boost 
circuit has been widely used in APFC. Now, research about the Boost PFC circuit is 
thriving, and optional integrated control chip is numerous, such as the classic control 
chip UC3854 and L6561. 

 

Fig. 1. Traditional Boost PFC Circuit 

 
Fig. 1 shows a conventional Boost PFC circuit. With the shutoff and conduction of 

the switch device Q, the Boost inductor L releases and stores energy periodically, so 
that the inductor current Li maintains a correspondingly continuous up and down state. 

In this circuit, only when the switching device Q shut off does the freewheeling diode 
D conduct, so the diode current Di is discontinued. Meanwhile, in order to ensure a 

constant output power, the output terminal usually connects to a large-capacity 
capacitor C. The current Ci that flows through the capacitor is the difference between 

the diode current Di and load current Oi . Under the conditions of constant output 

power, the capacitor current Ci  is pulsating. Fig. 2 shows the main waveforms of the 

conventional Boost PFC circuit when the inductor L is working in Continuous 
Conduction Mode (CCM). 
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Fig. 2. The Main Waveform of Traditional Boost PFC at CCM State 

 

Fig. 3. Two-Phase Interleaved Boost PFC Circuit 

 
Fig. 3 shows a typical two-phase interleaved Boost PFC circuit which consists of 

two identical Boost PFC circuit. The phase difference between drive signals for 
switching device 1Q and 2Q is180which makes these two Boost PFC circuits work in 

an interleaved state. When the duty cycle of drive signal is 50% and inductor work in 
the CCM state, the main waveforms of two-phase interleaved Boost PFC circuit are 
shown in Fig. 4. 

From Fig. 4 we can see that, compared to traditional Boost PFC circuit, because 
interleaved Boost PFC circuit has complementary switching device driver signals, the 
two-phase inductor current has opposite trend in rise and decline at the corresponding 
time. Then, the superposition of two-phase current significantly decreases the total 
input and output current ripple amplitude [3-4], which can simplify the design of 
input EMI filter and reduce the value of output capacitor. Under the conditions of the 
same power level, the interleaved Boost PFC circuit can reduce current stress in 
switching devices and inductors by half, so that the inductor's volume is only a quarter 
of the volume of inductor that in the traditional Boost PFC circuit [5-7]. 

Therefore, although the main circuit and control circuit topology are more 
complex, and the power density decrease in somehow, interleaved Boost PFC circuit 
can effectively alleviate the EMI problem, and the system can improve its dynamic 
response characteristics by reducing the value of output filter capacitor. Therefore, 
interleaved Boost PFC technology has good development prospects. 
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Fig. 4. The Main Waveform of Two-Phase Interleaved Boost PFC at CCM State 

4 Control Method of APFC 

According to the states of inductor current, the control strategies of the power factor 
correction are divided into Continuous Current Mode (CCM), Discontinuous Current 
Mode (DCM) as well as Boundary Conduction Mode (BCM). Based on the output 
power level, some circuits can convert between DCM and CCM, so that this control 
strategy is called the Hybrid Current Model (MCM). So, when the inductor works in 
different conduction mode, the control method of active power factor correction is 
completely different. 

The average-current mode with CCM is the most widely used control strategy in 
APFC design. The converter uses the product of input voltage signal and the output 
voltage error signal as the reference current signal to regulate and control the input 
current. Based on a given reference signal, the current controller controls the input 
current in order to reduce the phase displacement between the input current and the 
input voltage. The diagram of Boost PFC circuit control by average-current mode is 
shown in Fig. 5. 

In the Fig. 5, the control circuit uses the product of the error signal of rectifier 
output voltage dU and the amplified signal of output voltage oU as a reference current 

signal refI . When the input current (inductor current) signal Li compares with the 

reference current signal, the high frequency component of the input current signal is 
averaging processed by the current error amplifier. The result of comparison between 
the average current error signal and the sawtooth signal provides PWM drive signal 
for switching device Q. Moreover, according to the output power level, the system 
determines the duty cycle of drive signal to ensure that inductor current is 
approaching the average inductor current. 



534 F. Xie et al. 

 

 

Fig. 5. The Diagram of Boost PFC Circuit Control by Average Current Mode 

 

Fig. 6. The Inductor Current Waveform under the Average Current Control 

In the APFC circuit under average current mode control, the system uses the 
current loop and voltage loop to ensure input current is approaching to a sine wave 
and maintain a stable output voltage. When the inductor current increases, PWM duty 
cycle of the comparator declines, making the inductor current reduce; otherwise 
increase the duty cycle and the inductor current. When the output voltage decreases, 
the output of the voltage error amplifier will increase, so that the reference output 
current from the multiplier increases, thereby increasing the inductor current and the 
output voltage; and vice versa, so that the output voltage drops. The inductor current 
waveform under average current mode control is shown in Fig. 6. 

The current loop under average current mode control has a wide gain bandwidth, 
which makes the distortion generated by the tracking error low, so it's easy to achieve 
high performance in power factor correction. Meanwhile, this control mode is not 
sensitive to noise and has good stability, which makes it widely used. 
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5 Hardware Design and Experimental Results 

The APFC circuit is composed of the main power circuit and the control circuit. 
According to the foregoing research, the main circuit adopts interleaved Boost circuit 
structure while the control circuit chooses a dedicated monolithic control chip 
UCC28070 to generate control waveform. Principle diagram is shown in Fig. 7.  

UCC28070 is an interleaving continuous conduction mode (CCM) PFC controller. 
This integrated control chip has advantages of stable performance and numerous 
innovative technologies and protection measures, which can maximize the 
performance of the system [7]. 
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Fig. 7. The Design of Interleaved Boost PFC Circuit Based on UCC28070 

The input voltage range of this converter is 220VAC 10%inU = ± ; the frequency of 

drive signal is 63kHz ; the output DC voltage is =390VoU . Considering the limitation 

of inductor current minimum ripple and the influence of DC bias, we select the value 
of inductor for per PFC circuit unit is 350μHL = . As to the output capacitor, we 

choose 2350μFoutC = after considering about the maintaining time.  

Considering the output power level, each PFC circuit unit uses two identical 
MOSFET in parallel as switch device and actually we select IXFK64N60P. And we 
choose the SiC diode C3D10060A as freewheeling diode. In the actual experiment, 
we repeatedly adjust the parameters in voltage loop and current loop and ultimately 
get an excellent correction effect.  
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Fig. 8. The Simulation Results of Interleaved Boost PFC Circuit in PSpice 

The simulation result from Fig. 8 shows that the circuit works stably and reliably. 
The proposed converter has sine wave input current and input voltage, low harmonic 
content, and its power factor is close to 1. The system can output stable 390V DC-
voltage; the voltage ripple is 15.4V and ripple frequency is 100Hz; the output power 
is about 3.3kW with ripple of 0.27kW. 

 

Fig. 9. The Input Current of Traditional Boost PFC Circuit 

The experimental results are shown in Figs. 9 to 12. Compared to traditional Boost 
PFC, Fig. 9 and Fig. 11 show that the interleaved Boost PFC circuit can reduce ripple 
current in input current, but it is found that the input current still produces distortion. 
Fig. 10 shows the phase difference between the driving signals of interleaved Boost 
PFC circuit is180 , indicating the system has achieved an interleaved work. Fig. 12 
shows the maximum output voltage is 412V with ripple voltage of 28V, and ripple 
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frequency is 100Hz, proving that the parallel interleaved circuit can improve the 
output voltage ripple frequency. 

 

Fig. 10. Two Channel Driving Signals of Interleaved Boost PFC Circuit 

 

Fig. 11. The Input Voltage and Current Waveforms of Interleaved Boost PFC at Full Load 

 

Fig. 12. The Output Voltage Waveforms at Full Load 
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6 Conclusion 

Based on interleaved technique, this paper designs an APFC system for on-board 
charger and gives the topology of main power circuit and the design of control circuit. 
It can be known from the experimental results, the interleaved Boost PFC system can 
effectively reduce the input current ripple, and the power factor can be increased to 
more than 0.99. 
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Abstract. One of the major issues in innovative automotive engines is to reduce 
the energy consumption and pollutant emissions, at the same time, to guarantee 
a high level of performance indices. To this aim, common rail diesel engines 
can satisfy strict regulations by enhancing the model-based control of the 
injection process to increase the combustion efficiency. This paper presents a 
more accurate model for the electro-injector in common rail diesel engines. The 
model takes into account the mechanical deformation of relevant parts of the 
electro-injector and the non-linearity of the fuel flow. Model parameters are 
then optimized by an evolutionary strategy. Simulation shows that the 
optimized model can be helpful in predicting the real trend of the injected fuel 
flow rate when assisted with the experimental data, and in controlling the 
injection. 

Keywords: Common rail diesel engines, electro-injection, optimization, 
differential evolution. 

1 Introduction 

The continuous growth of technology in automotive industry and the associated 
research have led to the development of innovative engines, electric or hybrid 
vehicles, and engines based on fuels different from diesel or gasoline, for example gas 
engines in the compressed natural gas (CNG) powered vehicles. The main motivation 
is to reduce both fuel and energy consumption and the pollutant emissions (gases like 
CO, NOx, HC, particulate matter, etc.), while guaranteeing high level of performance 
and robustness. Even conventional diesel engines have been improved in this sense, 
on the basis of the common rail technology, by developing new electro-injectors that 
are able to increase the combustion efficiency and, in general, the engine efficiency. 
However, the current regulations in Europe and other countries and regions impose 
severe restrictions on pollutant emissions and the requirements continuously grow for 
even lower emission level. In this context, this paper focuses on the parameter 
optimization of the injection system that would remarkably affect the performance in 
terms of energy consumption and pollutant emissions [1, 2, 3]. 
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In the field of modelling and control of injection systems, a well known approach 
considers a continuous flow through the system volumes [4, 5], and models are 
developed by using partial differential equations to describe the fuel compressibility 
and pipeline flexibility [6]. 

The more accurate the models are, the more powerful they can be used to diagnose 
faults, to explore different configurations, and to test different geometrical and 
functional designs. However, model complexity must be lowered to simplify the 
control algorithm. Then, the number of parameters has to be minimized. In synthesis, 
a trade-off must be reached between model accuracy and control simplicity and 
efficiency. To this aim, the relevant phenomena and most significant parameters are 
considered. In particular, the mechanical deformation of relevant components in the 
electro-injectors and the non-linear fuel flow to the cylinder are considered, because 
they determine the variations of the output injected flow rate by the electro-injectors. 

Other recent works deal with pressure control in the peculiar engines that employ 
CNG (e.g. methane) as fuel because of its wider availability and spread than oil 
reserves [2, 3, 7]. To achieve reduced pollutant emissions, an accurate fuel metering is 
required to obtain a stoichiometric air/fuel mixture. Then, a precise electronic control 
of both the injection timing as specified by the opening time intervals of electro-
injectors and the gas injection pressure. If the first problem can be solved with high 
precision, the second problem is difficult since the system operation is nonlinear due 
to gas compressibility. The problem of injection in CNG engines is that large 
parametric variations may occur and different working points must be considered 
according to the conditions set by manufacturers to react for different power and 
speed requirements. Moreover, disturbance compensation is not adequate and, above 
all, the dynamics is highly nonlinear. The aim is typically to regulate the pressure in 
the common rail diesel engine to achieve the levels required by the changing working 
points. Usually, standard gain-scheduled PI controllers are employed to this aim, but 
robustness of the control loop is not high so that new control strategies are required 
[8, 9, 10]. 

To design the control of the aforementioned innovative injection systems, it is 
important to build the model of the system. The model parameters only depend on 
well defined geometrical data of the injector and on fuel properties. The model can be 
optimized by using intelligent techniques based on evolutionary strategies, e.g. the 
Differential Evolution. Optimization is based on a performance index that takes into 
account the prediction error of the injected flow rate because it is one of the most 
important variables affecting the correct metering of fuel that is injected in the 
cylinder. The results of the optimization are compared with experimental results 
available from a real test bench. 

The paper is organized as follows. Section 2 describes the considered dynamic 
system and introduces the model. Section 3 formulates the optimization problem and 
the differential evolution is employed. Section 4 presents the simulation results. 
Finally, Section 5 concludes the paper. 
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2 Common Rail Electro-Injector 

In a Common Rail (CR) diesel engine the fuel flows through a low-pressure circuit, 
including a fuel tank and a low-pressure pump (LPP), before being delivered by a 
high-pressure pump (HPP) into a common rail. If the pressure of the pumped fuel 
overcomes a threshold, a delivery valve opens to feed the rail. The CR volume 
includes a sensor and an electronically controlled electro-hydraulic valve to regulate 
the fuel so that the rail pressure is set to a reference value. In this way, fuel from the 
electro-injectors in the CR can be correctly supplied, and the CR can damp the 
pressure oscillations due to the operation of pumps and injectors. 

The main point is that the injection pressure is kept high to reduce particulate 
matter emissions and fuel consumption, even this leads to higher emissions of nitrous 
oxides, higher peak cylinder pressure, and higher pump power consumption. To 
synthesize, controlling the CR pressure and the injection timings allows an accurate 
metering of the injected fuel. 

However, the injected fuel has a complex fluid-dynamics as a non-uniform 
distribution of the pressure in the CR arises due to the injection process. Therefore, an 
accurate model-based prediction of the pressure dynamics at different sections of the 
rail and an accurate model of the electro-injectors are most useful for fuel metering 
[11, 12]. Moreover, the fast operations determined by close and multiple injections 
establish a water hammer effect that affects the propagation of wave pressure along 
the pipes. Therefore, a sufficiently accurate mathematical model is necessary to 
design an effective controller. 

In particular, the electro-injectors and their operation are of paramount importance. 
Therefore, modelling and control of them is important for achieving the combustion 
efficiency and engine performance in terms of fuel consumption and pollution 
reduction, and an optimized energy utilization.  

2.1 The Electro-Injector 

The CR electro-injector includes a control circuit which is a control chamber 
equipped with an electro-hydraulic valve, and a feeding circuit made by an 
accumulation volume (also known as the nozzle delivery volume) and a SAC volume 
(see Fig. 1). The SAC is a small volume at the end of the fuel flow path, directly 
connected to the nozzles of the injector. The CR delivers fuel to the control chamber 
and accumulation volume by means of high pressure pipes. A plunger-needle element 
is placed between the control circuit and the feeding circuit and is operated to regulate 
the injection flow. In particular, injection starts when the needle moves up so that the 
SAC and the accumulation volume are connected. Thus, acting on the upper surface 
of the plunger-needle element allows to properly reduce (or increase) the control 
chamber pressure, then to open (or close) the injector. 

The control chamber has a circular symmetry and variable size due to the position 
of the plunger. It is connected to the high-pressure CR through the Z-hole and to a 
low-pressure circuit (upper part of Fig. 1) through the A-hole. 
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The flow section between the control chamber and low-pressure circuit is regulated 
by the electro-hydraulic valve that is driven by a PWM modulated voltage signal. 
Then, if the valve is closed, the pressure on the top face of the plunger is almost equal 
to the rail pressure, and the needle-plunger element is pushed down; if the valve 
opens, the pressure in the control chamber diminishes and the needle-plunger element 
is pushed up. 
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Fig. 1. The common rail electro-injector 

3 The Model 

The electro-injector is basically an interconnection of different volumes in which the 
fuel flows, as previously described. The pressure in these different subsystems is 
different and changes according to different dynamics. A mathematical model can be 
obtained by applying the continuity equation, the momentum equation, and the 
Newton’s second law of motion for the mechanical parts. Peculiar phenomena are 
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neglected like cavitation, effect of pressure propagation delay in the rail, variation of 
fuel density for different operating conditions, and variations with temperature. 

Other assumptions are that the fuel has constant kinematic viscosity ν = μ/ρ = 8 
mm2/s, with density ρ = 813 Kg/m3 and dynamic viscosity μ = 6.93·10−3 N s/m2. 
Moreover, the fuel is compressible and characterized by a Bulk modulus Kf = 
1.2·104·[1+p·10−3], depending on the fuel pressure p. In standard conditions Kf = 
12000 bar [14]. Kf represents the pressure increment for a decrease of a unitary 
volume, namely it holds:  

dt

dV

V

K

dt

dp f−=  (1) 

where the fluid volume V changes by the motion of the mechanical parts, i.e. plunger 
and needle, and its time variation depends on the intake and outtake flow rates. The 
flow is given by 
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where A0 is the flow section through the holes, N is the number of holes, and Δp is the 
pressure gradient across A0. cd is a discharge coefficient that is function of the 
difference between the actual and ideal flows, because the flow rate is reduced by 
large pressure gaps and narrow orifice sections. 

Moreover, the leakage is considered between coupled mechanical elements that are 
in relative motion and lubricated by the fluid. The leakage flow rate Ql is proportional 
to the pressure drop 
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where d is the mean diameter of the cross-section flow area, g is the radial gap, and l 
is the length of mechanical coupling. Then, (1) can be written as 
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The amount of injected flow rate strictly depends on the axial position of the 
needle tip. The position is changed by the deformation of the plunger-needle 
mechanical coupling, because of the high values and variation of the pressure acting 
on the plunger and the needle surfaces. Then, the reduction of the axial length of the 
coupling increases the injection flow section below the needle tip. The section is a 
nonlinear function of the pressure acting on the mechanical parts, whose deformation 
depends on peculiar properties of the composing steel. 

The dynamical behaviour of the plunger-needle complex under high pressure can 
be represented by several interconnected mass-spring-damper systems. Namely, both 
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the plunger and needle are basically a series of cylinders (i.e. 5 and 2 cylinders, 
respectively), each characterized by a different section and mass.  

Then, every intermediate element of the mass-spring-damper model is assumed to 
include halves of the masses of two adjacent cylinders, while the first and last 
elements in the serial chain include only one half of the mass of the first and last 
cylinders, respectively. 
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Fig. 2. Complete mechanical plunger-needle model 
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The link between different masses is achieved by spring and damping elements, 
that model elastic and viscous damping forces between the considered mechanical 
parts. More in details, the model of the plunger and the model of the needle are 
connected only by a spring representing the contact force. Figure 2 represents the 
complete mechanical model of the plunger-needle combination that is also shown. 

Then, the main problem is to represent a continuous mechanical system by the 
mentioned connections and to determine the optimal parameters that allow the 
reproduction of an injected flow rate corresponding to the experimental trend that is 
typically obtained.  

A free body equation can be derived by applying the Newton’s second law to each 
mass of the mass-spring-damper model.  

 

 

Fig. 3. Representation of adjacent masses 

With reference to Fig. 3, for each mass of the chain it holds: 

=−+−+−+−+ +−−+−−
i
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where the symbol c denotes a viscous damping coefficient, k denotes the spring 

elastic constant of the ideal elements located between each mass, and i
iF is the 

resultant of pressure forces acting on the half modeled cylinder. 

Table 1. Theoretical values of the parameters to optimize 

Element Elastic constants [N/m] Damping coefficients [Ns/m] 

Plunger 

k1 = x1 1.2517·108 c1 = x8 6.6188 
k2 = x2 8.3272·107 c2 = x9 3.5343 
k3 = x3 8.4554·107 c3 = x10 5.8156 
k4 = x4 9.7191·107 c4 = x11 2.7884 
k5 = x5 9.7116·107 c5 = x12 1.3937 

 

Needle 
k6 = x6 1.9175·108 c6 = x13 5.3631 
k7 = x7 5.9897·107 c7 = x14 2.9974 

 
From a theoretical point of view, the spring constant is given by k = E A / l0, where 

E is the Young’s modulus, A is the cross section area of the considered cylinder, and 
l0 is the initial length of the element. Moreover, the damping coefficient is given by 
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mkc    2ξ= , with ]01.0 ,001.0[∈ξ . In particular, 005.0=ξ  is used. The forces 

applied by a pressure depend on the area of the section perpendicular to the motion 
direction. The following table provides the elastic constants and the damping 
coefficients that are determined based on theoretical formulas that consider geometric 
dimensions and Young’s modulus. These values are used as a basis for the 
optimization. 

To sum up, the injected flow rate is influenced by the deformation of the needle-
plunger coupling. Thus, in this paper, the attention is focused on the optimization of 
parameters of the mechanical model of the plunger-needle coupling (Table 1). 

4 Parameters Optimization by Evolutionary Strategies 

The aim is now to identify and analyze the influence of some mechanical parameters 
of the dynamical model, in order to improve the prediction of the trend of the 
injection rate. In particular, the set of parameters to be optimized is related to the 
mechanical displacement of the plunger and needle. The decision variables are listed 
in Table 1. 

The optimization problem can be expressed in the following form: 

{ }min ( ) | ( ) 0, ( ) 0
x X

J x R g x h x
∈

∈ = ≥  (6) 

where J(x) is an objective function to quantify the model prediction accuracy, and 
g(x) and h(x) are the vector of constraints, whose components are defined in the 
following. 

Starting from a nominal set of design values, denoted by xi,ref, i = 1,…, 2np, with 
2np being the number of parameters, it is imposed that each decision variable must 
stay within the percentage range [–αx%, +αx%], where αx is a parameter that is 
properly set at the beginning of the optimization process. Thus, the elements of the 
vector of constraints can be expressed as: 
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 (7) 

In the considered injection system, np = 7 (see Table 1). The optimization 
procedure is based on experimental data obtained from a test bench. More in details, 
the so-called EVI (an injection rate indicator) profile is assumed as a reference. This 
indicator represents the injection flow rate as a function of time, when exciting the 
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electro-injector by a pre-defined driving current. The CR pressure is set to 1600 bar 
during the tests. The actual output is sampled with a frequency of 1 kHz, which is a 
suitable value for an accurate representation of the injection. The experimental dataset 
consists of 520 points for a time interval of 1.3 ms. Then, the objective function can 
be expressed as: 

 −=
k

kykyJ )()( expmod  (8) 

where yexp(k) is the experimental value at sampling time k, and ymod(k) is the 
corresponding model predicted value. 

To define the optimization technique, a background is preliminary recalled on the 
basics of the intelligent parameter optimization techniques. If x = [x1, …, xn] ∈ Rn is 
the vector of real parameters, S is the search space including the optimized solution x* 
and constraining the optimization procedure, and f(·) is an objective function to 
minimize, then the problem is to find x* such that f(x*) ≤ f(x) for every x∈S. Since 
analytical solutions are difficult to find for several reasons (nonlinearity, number of 
parameters, lack of continuity and differentiability of f), heuristic and stochastic 
search are often convenient to use. 

Differential Evolution (DE) improves a population of candidate solutions in order 
to get a solution as close as possible to the optimum. Each candidate solution is a 
vector of unknowns, i.e. x = [x1,i,g, …, xn,i,g] ∈ Rn, that represent the n parameters to be 
optimized. The method builds a population of solutions (i = 1, …, Npop) that is 
iteratively evolved through successive generations (g = 0, 1, …, Gmax). Evolution 
starts from an initial guess (g = 0) and goes on until the optimum is obtained or a stop 
criterion is met. To simplify, the procedure is stopped after a pre-fixed number Gmax 
of generations. To synthesize, DE is characterized by the population size, Npop, and 
the number of generations, Gmax, that are usually determined by trial-and-error. 

More in details, each generation undergoes the phases of mutation, recombination, 
and selection. Firstly, solutions are mutated to explore the search space. Secondly, 
solutions are recombined by crossover to increase the potential diversity in the 
population while including the best solutions from the previous generation. Finally, 
the best obtained solutions are selected. The population size is maintained constant 
and the search space is defined by proper limits: xmin ≤ xi,g ≤ xmax, where xmin = [x1,min, 
…, xn,min] and xmax = [x1,max, …, xn,max] depend on the specific optimization problem. 

Evolution is initialized by taking a random generation from a uniform distribution 

xj,i,0 = xj,min + rndj (xj,max – xj,min) (9) 

for j = 1, …, n and i = 1, …, Npop, with rndj ~ U(0,1) being a random number between 
0 and 1 taken from a uniform distribution, so that the search space is covered at best. 

The mutation creates a new solution as follows: 

vi,g = xr1i,g
 + F (xr2i,g

 – xr3i,g
) (10) 

for i = 1, …, Npop, with the scaling fractional factor 0 < F < 2, and mutually exclusive 
integers r1i ≠ i, r2i ≠ i, r3i ≠ i, with 1 ≤ rki ≤ Npop (k = 1, 2, 3). 
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Binomial crossover is used to recombine solutions [13] and obtain a new vector ui,g 
= [u1,i,g, …, un,i,g] by applying the following rule: 
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where the crossover ratio 0 < CR < 1 and rndj,i ~ U(0,1), jrand ∈ {1, …, n} is taken 
randomly from the uniform distribution so that ui,g inherits at least one component 
from vi,g and is different from xi,g. 

The final operation is a selection of the solutions based on the minimization of the 
objective function f 
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To conclude, it is remarked that the speed of convergence of DE depends also on 
the value of F (usually selected between 0.4 and 1) and of CR (greater than 0.6 in 
many cases). 

5 Simulation Results 

The model prediction performance can be evaluated by comparing the model results 
and the experimental output in terms of the injected flow rate. Moreover, the 
simulation model is compared to: a) a non-optimized model in which the parameters 
are set to the constant values given by theoretical formulas (see Table 1); b) another 
simulation model that was recently obtained for the injector system by considering the 
plunger-needle complex as a unique rigid body [12]. 

However, the last model considered several factors: the connection between the 
control chamber and the low-pressure circuit by using the method of characteristics; 
the variation of density, Bulk’s modulus, and kinematic viscosity with pressure; the 
deformation of the plunger-needle complex as a result of the compression forces. 

Table 2 shows the optimized values of the parameters. 

Table 2. Optimized values of the parameters 

Element Elastic constants [N/m] Damping coefficients [Ns/m] 

Plunger 

k1 = x1 1.0868·108 c1 = x8 7.8334 
k2 = x2 7.5901·107 c2 = x9 6.9801 
k3 = x3 1.2568·108 c3 = x10 6.3442 
k4 = x4 2.7072·107 c4 = x11 5.4278 
k5 = x5 2.6332·107 c5 = x12 2.5198 

 

Needle 
k6 = x6 2.5417·108 c6 = x13 2.7257 
k7 = x7 2.5716·107 c7 = x14 1.3293 
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Figure 4 shows the optimization results for the testing dataset. The plot obtained 
from experimental data is compared to that obtained from the three mentioned 
simulation models. Note that, to improve optimization results, the data associated to 
the phase (for t > 1.5 ms) in which the injected rate is dramatically reduced are 
filtered out, because a very complex unmodeled fluid dynamics occurs and it is 
difficult to adapt the model predictions to this phase. 
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Fig. 4. Prediction of injected flow rate by a simulation model and experimental trend 

A first remark is that the parameter-based models greatly outperform the rigid body 
model, that produces less oscillations and a smoother response but with much higher 
errors in the particular rising phase (roughly for 0.2 ≤ t ≤ 0.6), in the intermediate 
period (0.9 ≤ t ≤ 1.2), and in the descending phase (1.2 ≤ t ≤ 1.4). Moreover, if the 
initial rising front of the flow rate (0.3 ≤ t ≤ 0.5) or the descent (t ≥ 1.1) are 
considered, it is clear that the optimized model improves the non-optimized one with 
constant theoretical parameter values. Finally, the increase in error for 0.6 ≤ t ≤ 0.9 is 
due to some phenomena related to pressure wave propagation, that are not represented 
by lumped parameter equations used herein. 

To check these results, Figure 5 shows the errors between the simulated responses 
and the experimental one. 

Finally, Figure 6 depicts the time evolution of the objective function. Both the best 
values and the mean values in each generation are indicated. It can be verified that the 
evolutionary optimization converges after few generations. 
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Fig. 5. Prediction errors of injected flow rate by the simulation models 
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Fig. 6. Objective function 

6 Conclusion 

In this paper, an accurate model is introduced for an electro-injector in a common rail 
Diesel engine. The model takes into account both the non-linear phenomena 
associated to fuel flow and pressure variation in the volumes in which the injector is 
divided and the mechanical deformation of the main part affecting the flow section in 
the injection process, i.e. the plunger-needle coupling. 
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An evolutionary strategy was used to optimize the parameters affecting the key 
variable, the injected flow rate. The optimized model was compared to a non-
optimized model based on constant values of the parameters obtained by closed 
formulas. Moreover, another model taken from recent studies was considered which 
assumes that the plunger and needle behave as a whole rigid body. Results indicate 
that optimization helps to improve the prediction performance from experimental 
data. Future work will further investigate and improve the optimization method, 
explore more performance indicators, and design innovative control strategies. 
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