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Abstract. In order to remove artifacts automatically and effectively from the 
Electroencephalography (EEG) in Brain Computer Interfaces (BCIs), a new 
preprocessing algorithm called EMD-ICA (Empirical Mode Decomposition, 
Independent Component Analysis) is explored. The EMD-ICA method includes 
the following steps: Firstly, EEG signals from single or multiple channels are 
decomposed into a series of intrinsic mode functions (IMFs) using EMD. Each 
IMF can be approximately used as an input channel of the ICA, and these IMFs 
constitute the input matrix of the ICA. Then, the input matrix is separated into a 
set of statistics independent components (ICs) by ICA. Furthermore, each of 
statistics ICs is analyzed by using the method of sample entropy to 
automatically determine whether it is artifact signal. Finally, the ICs determined 
as artifacts are eliminated and the remaining ICs are reconstructed. The 
reconstructed EEG is used in the following feature extraction and classification. 
To evaluate the effect of the proposed method, common spatial patterns (CSP) 
and support vector machine (SVM) algorithm are used to extract and classify 
the EEG data from two datasets. The experimental results show that the 
proposed method can remove various kinds of artifacts effectively, and improve 
the recognition accuracy greatly.  

Keywords: Brain Computer Interface (BCI), Empirical Mode Decomposition 
and Independent Component Analysis (EMD-ICA), Electroencephalography  
(EEG). 

1 Introduction 

Brain computer interfaces (BCIs) are systems that provide an alternative pathway for 
their users to transmit information to external world, which has become an assistive 
tool for neuromuscular disordered people's communication and control [1]. 
Electroencephalography (EEG) might be the most widely used brain imaging 
modality for noninvasive BCI, because EEG can capture a fast dynamics of brain 
information processing at a high temporal resolution. However, it is known that EEG 
has low spatial resolution and high noise level, which make it challenging to extract 
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useful information from EEG signals for BCI applications [2]. EEG pre-processing is 
to eliminate noise to improve the quality of the EEG. It plays an important role on the 
BCI research. However, many of the preprocessing techniques require minimal 
number of channels (>6) [3, 4] to work well. In general, increasing the number of 
channels may improve the processing effect. But the increase of number of channels 
used in preprocessing techniques not only extends the processing time but also brings 
noise form non-related channels. Therefore, it is meaningful to propose a 
preprocessing method that can remove artifacts effectively using less than six 
channels or even a single channel. 

At present, the commonly used methods for pre-processing contains: (1) Wavelet 
Transform (WT), (2) Principle Component Analysis (PCA), (3).Independent 
Component Analysis (ICA). ICA is a blind source separation (BSS) technique that 
can extract the relevant information buried within noisy signals and allow the 
separation of measured signals into their fundamental underlying independent 
component(IC) [5]. ICA has already been quite broadly applied to the analysis of 
biomedical signals, such as analysis of EEG [6]. However, ICA requires minimal 
number of channels to work well. Furthermore, ICA needs visual inspection to select 
components manually for correction [7]. Empirical mode decomposition (EMD) is a 
kind of self-adapting signal processing method and it is very suitable for dealing with 
nonlinear and non-stationary signals [8]. EMD can broke complex signals down into a 
set of IMF (Intrinsic Mode Functions), each IMF can be seen as a sub-channel for the 
input of ICA. The sub-channels are combined into the input matrix of ICA. EMD 
decomposes a channel into several sub-channels, which results in more input channels 
for ICA under the certain number of raw EEG. That is also to say that EMD can 
improve the performance of ICA in case of reducing the number of raw EEG channels 
required by ICA. 

In this paper, a new EMD-ICA method for removing artifacts in EEG data is 
proposed, which combines EMD and ICA. The advantage of EMD, compared to WT, 
is that the EMD is a data driven algorithm. This means that it decomposes a signal in 
a natural way without prior knowledge about the signal of interest embedded in the 
data series. The ICA algorithm used in this study is FastICA. FastICA has the 
advantage of fast convergence and good separation. The EMD is employed to 
decompose the EEG signal into a series of physically meaningful IMFs. These IMFs 
are used as input of ICA to extract ICs. Then, sample entropy is used to automatically 
find out the artifact components among these ICs. Finally, EEG is obtained by 
reconstructing non-artifactual components. The EMD-ICA method can effectively 
remove artifacts just using a small number of raw EEG channels.  

2 EMD-ICA Methodology 

2.1 Introduction of EMD 

The EMD is a signal-dependent decomposition. It can decompose a time series  
into waveforms which are modulated in amplitude and frequency [9]. The iterative 
extraction of these components is based on the local representation of the signal.  
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With the EMD, the signal is decomposed into a set of IMFs, which are a kind of 
complete, adaptive and almost orthogonal representation for the analyzed signals. 

More precisely, ( )lX t  is used to denote the EEG signal from channel l  

( 1, 2,...l L= ), L  is the total number of channels). If ( )lX t  is input signal, then 

EMD decomposes the ( )lX t  into intrinsic mode functions denoted by { }
1

( )
N

i i
d t

=
 

such that: 

1

( ) ( ) ( )
N

l i
i

X t d t r t
=

= +                       (1) 

Where ( )r t  denotes the residual monotonic function which reflects the average 

trend with in the original one signal. In order to get meaningful estimation of 
instantaneous frequency, the IMF should be designed as close symmetric around the 
local mean and their number of extrema and zero-crossing must be equal or differ at 
most by one . The IMFs can be obtained by shifting process, described as: 

1 Find all extrema (minimum & maximum) of ( )
l

X t  

2 Interpolate (using cubic spline interpolation) between maximums 

(minimums) to obtain signal upper envelope ( )
u

e t （ a lower envelop 

( )
l

e t ） 

3 Calculate the local mean ( ) ( ( ) ( )) / 2
u l

m t e t e t= +  

4 Subtract ( )m t  from ( )
l

X t  to construct oscillating signal 

( ) ( ) ( )
l

h t X t m t= −  

5 If ( )h t  satisfies all stopping conditions, ( ) ( )d t h t=  becomes an IMF; 

otherwise repeat step1 by setting ( ) ( )lX t h t=  

After the shifting, ( )
l

X t  is decomposed into a set of IMFs denoted by 

{ }
1 2
( ), ( ), ( )

n
d t d t d t…… . n  is the number of IMFs. Let 

1 2
( ) [ ( ), ( ), ( )]

n
D t d t d t d t= ……  and ( )D t  is used as an input matrix of following ICA. 

2.2 Introduction of ICA 

ICA is a BSS technique for separating multivariate observed random data into 
mutually statistically non-Gaussian ICs. ICA can work well without any information 
about the mixing matrix. The time varying observed signals (mixed signals) are 

denoted by 1 2( ) ( ( ), ( ), ( ))T

nD t d t d t d t= ……  and the source signals consisting of 

ICs by 1 2( ) ( ( ), ( ), ( ))T

mS t s t s t t= ……s  and therefore 

( ) ( )D t AS t=                             (2) 
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Then there exists a de-mixing matrix W such that 
((t) )WDS t=                             (3) 

The object of ICA is to find W . ICA is actually an optimization problem, 
depending on objective function and optimization algorithm. In this paper, according 
to negentropy maximum criterion [10], the objective function is defined by 

1

( ) ( )
m

i
i

C s J s
=

=                            (4) 

Where ( )i is w D t= , { } { } 2( ) ( ( ) ( ) )i i i iJ s E G s E G vρ≈ − , ρ  is a positive 

constant, { }( )iG   is a non-quadratic function, { }E   is a mean function and v is a 

Gaussian variable having zero mean and unit variance.  
FastICA is one of the more popular and referenced ICA techniques which is based 

on its own unique fast fixed-point iterative algorithm. Using newton iteration method 
and choosing an initial weight vector W, the basic form of FastICA iteration 
algorithm is as follows: 

{ } { }'( ) ( )T TW E DG W D E G W D W= −          (5) 

/W W W=                                (6) 

The algorithm calculates until convergence. The ICs denoted by 

1 2( ) ( ( ), ( ), ( ))T

mS t s t s t s t= ……  separated by FastICA will be analyzed by the 

following method of sample entropy. 

2.3 Introduction of Sample Entropy 

To assess EEG complexity, sample entropy has been introduced. It can be used for 
short, noisy time series. It measures the irregularity of a time series and does not 
involve the construction of the attractor. Sample entropy eliminates self matches and 
has the advantage of being less dependent on time series length and more consistent 
when comparisons are made over a broad range of conditions [11]. Thus sample 
entropy is used to measure complexity of EEG. Most of structures of EEG artifacts 
are relatively simple, such as power frequency interference, electrooculography 
(EOG), and electromyography (EMG). The sample entropy of those artifacts is small. 
However, the sample entropy of real EEG is large. Thus the sample entropy can be 
used to automatically identify common EEG artifact ingredients. Below is a brief 
description of the sample entropy. 

Consider the time series ( )is t decomposed by ICA, i =1, 2, 3…m. The two  

input parameters p  and r  are choosed, where p  is the vector length and r  is  

the criterion of similarity. Let the p  samples beginning at sample ( )is t  be denoted 

by the vector , ( ) [ ( ), ( 1), ( 1)]i p i i iv i s t s t s t p= + + −…，  and consider the set of all 
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vectors of length p  within ( )s n , that is , , ,[ (1), (2), ( )]i p i p i pv v v N p−…… . Let us 

define  
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Similarly let ,( 1) ( )i pB r+  defined as  
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Where '

,( 1) ( )i pn r+  is the number of vectors in the sequence 

, 1 , 1 , 1[ (1), (2), ( )]i p i p i pv v v N p+ + + −……  that are similar to 

, 1 ( ) [ ( ), ( 1), ( )]i pv i s i s i s i p+ = + +…， , given the similarity criterion r, excluding self 

-matching. Similar calculations are carried out for each i , with i =1, 2, 3… N p− . 

The function ( 1) ( )pB r+  is then defined as the average of the function ,( 1) ( )i pB r+ . 

The statistic ( , , )SampEn p r N  is then defined by 

                    1( , , ) ln( ( ) / ( ))p pSampEn p r N B r B r+= −            (10) 

Fig.1 shows the SampEn of different signals. The SampEn of the power frequency 
interference and EOG are 0.2572, 0.6241 respectively, which are much smaller than 
the SampEn of real EEG with the value of 1.6135. The SampEn of the above ICs are 
calculated respectively. The SampEn of these ICs can be denoted by 

{ }1 2, , mSampEn SampEn SampEn SampEn= …， . Then, SampEn is used to 

differentiate artifacts components among ICs. 

2.4 EMD-ICA Method 

The flow chart for EMD-ICA method is illustrated below in Fig.2. 
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Fig. 1. SampEn of different signals 

 

Fig. 2. Flow chart for EMD-ICA 

The procedure of EMD-ICA for extracting and removing the artifact just using a 

single channel is summarized as follows:  

1 Select EEG channel related closely with motor imagery. In this paper, CZ is 
selected. 

2 Select one trial from a set of training trials.  
3 Divide the trial into three overlap segments (Seg1, Seg2, and Seg3). The 

Fig.3 below shows how the three segments are divided.  

4 Decompose each iSeg , 1, 2,3i =  into a set of IMF using EMD. Each set of 
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IMFs constitutes a matrix. The matrix can be denoted by 

1 2( ) [ ( ), ( ), ( )]i i i inD t d t d t d t= ……  1, 2,3i = . Where n  is the number of 

IMFs. We define 5
5

( ) ( )
n

i ij
j

d t d t
=

= . Then ( )iD t  can be expressed as 

1 2 5( ) [ ( ), ( ), ( )]i i i iD t d t d t d t= …… . 

5 Then FastICA is employed to separate 1 2 3( ) [ ( ), ( ), ( )]D t D t D t D t= into a 

set of statistics (ICs), denoted by 1 2(t) [ ( ), ( ), ( )]mS s t s t s t= ……  where m  

is the number of ICs. 

6 Calculate the sample entropy of each ( )is t , 1,2,i m= … . Then a SampEn 

matrix denoted by 

{ }1 2, , mSampEn SampEn SampEn SampEn= ……,
 
can be obtained. 

According to the SampEn, ICs are sorted in an ascending order. 

1 2'(t) [ '( ), '( ), '( )]mS s t s t s t= …… . 

7 The first Z ICs are determined as artifacts according to our experience.  
8 Set the first Z ICs to zero from '( )S t  That is, 

1 2'( ), '( ), '( ) 0zs t s t s t =…… . 

9 The remaining ICs 1 2'( ), '( ), '( )z z ms t s t s t+ + ……  are reconstructed as 

( ) ( )i reconstructedD t , denoted by 

( 1) 2 5( ) [ '( ), '( ), '( )]reconstri i i iuctedD t d t d t d t= …… . 

10  Recover 'iSeg by accumulating component ( )'ijd t . 
5

1

' 'i ij
j

Seg d
=

= . 

11 'iSeg （ 1, 2,3i = ）are constituted into a non-artifact trial.  

 

Fig. 3. Selection process of the three Segments 
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With the method of EMD-ICA, artifacts among the EEG are removed. Following, 
data from 2008 BCI Competition and our laboratory are used to validate the effect of 
EMD-ICA. 

3 Preparation 

3.1 Dataset 1—2008 BCI Competition Data 

Dataset 1 used in the study is the publicly available dataset used for BCI Competition 
IV, which was launched on July 3rd 2008. Dataset 1 was recorded from 7 healthy 
subjects. For each subject, the two classes of motor imagery were selected from the 
three classes of left hand, right hand, and foot imagery. EEG signals were recorded 
from 59 channels, which positioned over sensorimotor areas densely. The signals 
were band-pass filtered between 0.05 and 200Hz and then sampled at 100Hz. More 
details are described in [12].  

3.2 Dataset 2—Our Laboratory Data 

Dataset 2 was from the authors’ laboratory experiments. The authors recorded EEG 
signals using a 16-channel electrode cap. The EEG amplifier was a high-precision 
biological amplifier developed by Tsinghua University. The EEG signals were 
transformed by a 24-bit A/D converter and then collected through EEG signal 
acquisition software. The sampling frequency was 100 Hz. In this experiment, each of 
seven healthy subjects was asked to complete 60 trials in each session. Each trial 
included a 4 s left or right hand imagination task. There were eight sessions for each 
subject and then eight data sets for each subject were obtained. 

3.3 Feature Extraction and Classification Method 

The common spatial patterns (CSP) method is a widely used spatial filtering 
technique that can extract discriminative features for EEG-based BCI classification 
tasks [13]. The support vector machine (SVM) is one of the best-known techniques 
for its good theoretic foundations and high classification accuracy. It has been used 
extensively in biomedical signal analysis, speech recognition and face recognition 
[14]. In this paper, the method of EMD-ICA described in 2.4 is applied into the 
dataset2 described in 3.2 to get a non-artifact EEG dataset. Then, the CSP is used to 
extract six-dimensional feature of non-artifact EEG dataset. A SVM classifier is used 
to classify the features extracted by the CSP. 

4 Results and Discussions of EMD-ICA  

A trial from dataset 1 is randomly selected, and then the trial is used as the input of 
EMD-ICA described in 2.4. Fig. 4 shows the processing results of the trial. Fig. 4 (a) 
shows the raw EEG data of CZ channel. It is obvious that the raw data contains  
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many artifacts. Fig.4 (b) shows the ICs of CZ channel. IC 1 and IC 3 can be seen as 
EOG artifacts, while IC 7 can be seen as ECG. The sample entropies of these ICs 
(marked by bold red line) are showed in Table 1. It can be seen that the sample 
entropies of ICs that identified as artifacts are smaller than those of other ICs. Fig.4 
(c) shows the reconstructed non-artifactual EEG components of CZ channel. 
Compared with Fig.4 (a), EOG, and ECG have been significantly removed. 

 

  
(a) Origin data of CZ channel       (b) CZ data after EMD-ICA 

 
(c) ICs of BCI data after EMD-ICA 

Fig. 4. Processing result of dataset 1 

Table 1. Sample Entropy of ICs 

ICs 1 2 3 4 5 6 7 8 

SampEn 0.3505 0.5835 0.3205 0.7591 0.5518 1.0399 0.5419 0.5624 

ICs 9 10 11 12 13 14 15  

SampEn 1.9504 1.9317 1.897 1.1469 0.8530 1.2542 0.7570  

 
Fig.5 shows the results of a random trial from dataset2 after the processing of 

EMD-ICA described in 2.4. Similar to Fig.4, Fig.5 (a), Fig.5 (b) and Fig.5 (c) 
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describe the raw EEG data, ICs separated by ICA and the reconstructed non-
artifactual EEG components respectively. It can be seen from Fig.5 (a) that the raw 
EEG is covered by power frequency. In Fig.5 (b), IC 7, IC 10 and IC12 can be seen as 
frequency artifacts, while IC 5 can be seen as EMG artifact. Fig.5 (c) shows that 
Frequency and EMG artifacts are significantly removed automatically. 

 

   
(a) Laboratory raw data of CZ             (b) EEG laboratory after EMD-ICA 

 
(c) ICs of Laboratory data after EMD-ICA 

Fig. 5. Processing result of dataset 2 

The processing results showed in Fig.4 and Fig.5 are from a random trial 
respectively. The left trials were also processed, and similar results were obtained. In 
addition to the comparison of results showed above, recognition accuracy is also used 
to evaluate the effect of the proposed method. Here the CSP is used for feature 
extraction and the SVM for classification. The details of the CSP and the SVM are 
described in 3.3. Dataset 2 is processed by EMD-ICA and ICA respectively just using 
a single channel. In the case of 5-fold cross-validation, the recognition accuracies are 
shown in Table2. The result shows that the EMD-ICA leads to a higher 14% and 13% 
recognition accuracy than that of the raw EEG and ICA respectively.  
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Table 2. Recognition accuracy of different methods with single channel 

 
Method 

Recognition Accuracy  

Subject1 Subject2 Subject3 Subject4 Subject5 Subject6 Subject7  

None 0.50 0.52 0.51 0.52 0.53 0.53 0.54  

ICA 0.51 0.52 0.52 0.54 0.54 0.53 0.54  

EMD-ICA 0.62 0.65 0.71 0.67 0.68 0.67 0.66  

 
Furthermore, the effect of the EMD-ICA is studied in the case of three channels. 

The result is showed in Table 3. What can be learned from the Table 3 is that the 
EMD-ICA leads to higher 17% and 4% recognition accuracy than that of the raw 
EEG and ICA respectively.  

Table 3. Recognition accuracy of different methods with three channels 

 
Method 

Recognition Accuracy  

Subject1 Subject2 Subject3 Subject4 Subject5 Subject6 Subject7  

None 0.51 0.53 0.54 0.53 0.52 0.53 0.54  

ICA 0.64 0.63 0.70 0.66 0.68 0.67 0.65  

EMD-ICA 0.66 0.71 0.70 0.68 0.72 0.69 0.74  

5 Conclusion 

In this paper, a new method for automatically removal artifacts in EEG data based on 
EMD-ICA is presented. From the experiment results, the proposed method not only 
can remove the artifacts effectively but also can reduce the number of the raw EEG 
channels. The EMD-ICA can lead to higher 14% and 13% recognition accuracies than 
those of the raw EEG and ICA respectively in the case of just using a small number of 
channels, and higher 17% and 4% by using three channels. Thus, the EMD-ICA 
provides a foundation for online and practical application. 
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