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Preface

The 2014 International Conference on Life System Modeling and Simulation
(LSMS 2014) and 2014 International Conference on Intelligent Computing for
Sustainable Energy and Environment (ICSEE 2014), which were held during
September 20–23, in Shanghai, China, aimed to bring together international re-
searchers and practitioners in the field of life system modeling and simulation
as well as intelligent computing theory and methodology with applications to
sustainable energy and environment. These events built on the success of previ-
ous LSMS conferences held in Shanghai and Wuxi in 2004, 2007, and 2010, and
ICSEE conferences held in Wuxi and Shanghai in 2010 and 2012, and are based
on large-scale RCUK/NSFC jointly funded UK–China collaboration projects on
energy.

At LSMS 2014 and ICSEE 2014, technical exchanges within the research
community take the form of keynote speeches, panel discussions, as well as oral
and poster presentations. In particular, two workshops, namely, the Workshop
on Integration of Electric Vehicles with Smart Grid and the Workshop on Com-
munication and Control for Distributed Networked Systems, were held in parallel
with LSMS 2014 and ICSEE 2014, focusing on the two recent hot topics on smart
grid and electric vehicles and distributed networked systems for the Internet of
Things.

The LSMS 2014 and ICSEE 2014 conferences received over 572 submissions
from 13 countries and regions. All papers went through a rigorous peer review
procedure and each paper received at least three review reports. Based on the
review reports, the Program Committee finally selected 159 high-quality papers
for presentation at LSMS 2014 and ICSEE 2014. These papers cover 24 topics,
and are included into three volumes of CCIS proceedings published by Springer.
This volume of CCIS includes 43 papers covering 11 relevant topics.

Shanghai is one of the most populous, vibrant, and dynamic cities in the
world, and has contributed significantly toward progress in technology, educa-
tion, finance, commerce, fashion, and culture. Participants were treated to a
series of social functions, receptions, and networking sessions, which served to
build new connections, foster friendships, and forge collaborations.

The organizers of LSMS 2014 and ICSEE 2014 would like to acknowledge
the enormous contributions made by the following: the Advisory Committee for
their guidance and advice, the Program Committee and the numerous referees
for their efforts in reviewing and soliciting the papers, and the Publication Com-
mittee for their editorial work. We would also like to thank the editorial team
from Springer for their support and guidance. Particular thanks are of course
due to all the authors, as without their high-quality submissions and presenta-
tions the conferences would not have been successful.
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A Preprocessing Method of EEG  
Based on EMD-ICA in BCI  

Banghua Yang, Liangfei He, Qian Wang, Chunting Song, and Yunyuan Zhang 
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Abstract. In order to remove artifacts automatically and effectively from the 
Electroencephalography (EEG) in Brain Computer Interfaces (BCIs), a new 
preprocessing algorithm called EMD-ICA (Empirical Mode Decomposition, 
Independent Component Analysis) is explored. The EMD-ICA method includes 
the following steps: Firstly, EEG signals from single or multiple channels are 
decomposed into a series of intrinsic mode functions (IMFs) using EMD. Each 
IMF can be approximately used as an input channel of the ICA, and these IMFs 
constitute the input matrix of the ICA. Then, the input matrix is separated into a 
set of statistics independent components (ICs) by ICA. Furthermore, each of 
statistics ICs is analyzed by using the method of sample entropy to 
automatically determine whether it is artifact signal. Finally, the ICs determined 
as artifacts are eliminated and the remaining ICs are reconstructed. The 
reconstructed EEG is used in the following feature extraction and classification. 
To evaluate the effect of the proposed method, common spatial patterns (CSP) 
and support vector machine (SVM) algorithm are used to extract and classify 
the EEG data from two datasets. The experimental results show that the 
proposed method can remove various kinds of artifacts effectively, and improve 
the recognition accuracy greatly.  

Keywords: Brain Computer Interface (BCI), Empirical Mode Decomposition 
and Independent Component Analysis (EMD-ICA), Electroencephalography  
(EEG). 

1 Introduction 

Brain computer interfaces (BCIs) are systems that provide an alternative pathway for 
their users to transmit information to external world, which has become an assistive 
tool for neuromuscular disordered people's communication and control [1]. 
Electroencephalography (EEG) might be the most widely used brain imaging 
modality for noninvasive BCI, because EEG can capture a fast dynamics of brain 
information processing at a high temporal resolution. However, it is known that EEG 
has low spatial resolution and high noise level, which make it challenging to extract 
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useful information from EEG signals for BCI applications [2]. EEG pre-processing is 
to eliminate noise to improve the quality of the EEG. It plays an important role on the 
BCI research. However, many of the preprocessing techniques require minimal 
number of channels (>6) [3, 4] to work well. In general, increasing the number of 
channels may improve the processing effect. But the increase of number of channels 
used in preprocessing techniques not only extends the processing time but also brings 
noise form non-related channels. Therefore, it is meaningful to propose a 
preprocessing method that can remove artifacts effectively using less than six 
channels or even a single channel. 

At present, the commonly used methods for pre-processing contains: (1) Wavelet 
Transform (WT), (2) Principle Component Analysis (PCA), (3).Independent 
Component Analysis (ICA). ICA is a blind source separation (BSS) technique that 
can extract the relevant information buried within noisy signals and allow the 
separation of measured signals into their fundamental underlying independent 
component(IC) [5]. ICA has already been quite broadly applied to the analysis of 
biomedical signals, such as analysis of EEG [6]. However, ICA requires minimal 
number of channels to work well. Furthermore, ICA needs visual inspection to select 
components manually for correction [7]. Empirical mode decomposition (EMD) is a 
kind of self-adapting signal processing method and it is very suitable for dealing with 
nonlinear and non-stationary signals [8]. EMD can broke complex signals down into a 
set of IMF (Intrinsic Mode Functions), each IMF can be seen as a sub-channel for the 
input of ICA. The sub-channels are combined into the input matrix of ICA. EMD 
decomposes a channel into several sub-channels, which results in more input channels 
for ICA under the certain number of raw EEG. That is also to say that EMD can 
improve the performance of ICA in case of reducing the number of raw EEG channels 
required by ICA. 

In this paper, a new EMD-ICA method for removing artifacts in EEG data is 
proposed, which combines EMD and ICA. The advantage of EMD, compared to WT, 
is that the EMD is a data driven algorithm. This means that it decomposes a signal in 
a natural way without prior knowledge about the signal of interest embedded in the 
data series. The ICA algorithm used in this study is FastICA. FastICA has the 
advantage of fast convergence and good separation. The EMD is employed to 
decompose the EEG signal into a series of physically meaningful IMFs. These IMFs 
are used as input of ICA to extract ICs. Then, sample entropy is used to automatically 
find out the artifact components among these ICs. Finally, EEG is obtained by 
reconstructing non-artifactual components. The EMD-ICA method can effectively 
remove artifacts just using a small number of raw EEG channels.  

2 EMD-ICA Methodology 

2.1 Introduction of EMD 

The EMD is a signal-dependent decomposition. It can decompose a time series  
into waveforms which are modulated in amplitude and frequency [9]. The iterative 
extraction of these components is based on the local representation of the signal.  
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With the EMD, the signal is decomposed into a set of IMFs, which are a kind of 
complete, adaptive and almost orthogonal representation for the analyzed signals. 

More precisely, ( )lX t  is used to denote the EEG signal from channel l  

( 1, 2,...l L= ), L  is the total number of channels). If ( )lX t  is input signal, then 

EMD decomposes the ( )lX t  into intrinsic mode functions denoted by { }
1

( )
N

i i
d t

=
 

such that: 

1

( ) ( ) ( )
N

l i
i

X t d t r t
=

= +                       (1) 

Where ( )r t  denotes the residual monotonic function which reflects the average 

trend with in the original one signal. In order to get meaningful estimation of 
instantaneous frequency, the IMF should be designed as close symmetric around the 
local mean and their number of extrema and zero-crossing must be equal or differ at 
most by one . The IMFs can be obtained by shifting process, described as: 

1 Find all extrema (minimum & maximum) of ( )
l

X t  

2 Interpolate (using cubic spline interpolation) between maximums 

(minimums) to obtain signal upper envelope ( )
u

e t （ a lower envelop 

( )
l

e t ） 

3 Calculate the local mean ( ) ( ( ) ( )) / 2
u l

m t e t e t= +  

4 Subtract ( )m t  from ( )
l

X t  to construct oscillating signal 

( ) ( ) ( )
l

h t X t m t= −  

5 If ( )h t  satisfies all stopping conditions, ( ) ( )d t h t=  becomes an IMF; 

otherwise repeat step1 by setting ( ) ( )lX t h t=  

After the shifting, ( )
l

X t  is decomposed into a set of IMFs denoted by 

{ }
1 2
( ), ( ), ( )

n
d t d t d t…… . n  is the number of IMFs. Let 

1 2
( ) [ ( ), ( ), ( )]

n
D t d t d t d t= ……  and ( )D t  is used as an input matrix of following ICA. 

2.2 Introduction of ICA 

ICA is a BSS technique for separating multivariate observed random data into 
mutually statistically non-Gaussian ICs. ICA can work well without any information 
about the mixing matrix. The time varying observed signals (mixed signals) are 

denoted by 1 2( ) ( ( ), ( ), ( ))T

nD t d t d t d t= ……  and the source signals consisting of 

ICs by 1 2( ) ( ( ), ( ), ( ))T

mS t s t s t t= ……s  and therefore 

( ) ( )D t AS t=                             (2) 
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Then there exists a de-mixing matrix W such that 
((t) )WDS t=                             (3) 

The object of ICA is to find W . ICA is actually an optimization problem, 
depending on objective function and optimization algorithm. In this paper, according 
to negentropy maximum criterion [10], the objective function is defined by 

1

( ) ( )
m

i
i

C s J s
=

=                            (4) 

Where ( )i is w D t= , { } { } 2( ) ( ( ) ( ) )i i i iJ s E G s E G vρ≈ − , ρ  is a positive 

constant, { }( )iG   is a non-quadratic function, { }E   is a mean function and v is a 

Gaussian variable having zero mean and unit variance.  
FastICA is one of the more popular and referenced ICA techniques which is based 

on its own unique fast fixed-point iterative algorithm. Using newton iteration method 
and choosing an initial weight vector W, the basic form of FastICA iteration 
algorithm is as follows: 

{ } { }'( ) ( )T TW E DG W D E G W D W= −          (5) 

/W W W=                                (6) 

The algorithm calculates until convergence. The ICs denoted by 

1 2( ) ( ( ), ( ), ( ))T

mS t s t s t s t= ……  separated by FastICA will be analyzed by the 

following method of sample entropy. 

2.3 Introduction of Sample Entropy 

To assess EEG complexity, sample entropy has been introduced. It can be used for 
short, noisy time series. It measures the irregularity of a time series and does not 
involve the construction of the attractor. Sample entropy eliminates self matches and 
has the advantage of being less dependent on time series length and more consistent 
when comparisons are made over a broad range of conditions [11]. Thus sample 
entropy is used to measure complexity of EEG. Most of structures of EEG artifacts 
are relatively simple, such as power frequency interference, electrooculography 
(EOG), and electromyography (EMG). The sample entropy of those artifacts is small. 
However, the sample entropy of real EEG is large. Thus the sample entropy can be 
used to automatically identify common EEG artifact ingredients. Below is a brief 
description of the sample entropy. 

Consider the time series ( )is t decomposed by ICA, i =1, 2, 3…m. The two  

input parameters p  and r  are choosed, where p  is the vector length and r  is  

the criterion of similarity. Let the p  samples beginning at sample ( )is t  be denoted 

by the vector , ( ) [ ( ), ( 1), ( 1)]i p i i iv i s t s t s t p= + + −…，  and consider the set of all 
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vectors of length p  within ( )s n , that is , , ,[ (1), (2), ( )]i p i p i pv v v N p−…… . Let us 

define  
'

,

,

( )

-p-1
i p

i p

n r
B

N
=                                   (7) 

Where '

, ( )i pn r is the number of vectors that are similar to , ( )i pv i , given the 

similarity criterion r, excluding self -matching. Similar calculations are carried out for 

each i , with i =1, 2, 3… N p− .The function ( )pB r is then defined as the average 

of the function , ( )i pB r    

,
1

( )

( )

N p

i p
i

p

B r

B r
N p

−

==
−


                                (8) 

Similarly let ,( 1) ( )i pB r+  defined as  

'

,( 1)

,( 1)

( )
( )

-p-1
i p

i p

n r
B r

N
+

+ =                                 (9) 

Where '

,( 1) ( )i pn r+  is the number of vectors in the sequence 

, 1 , 1 , 1[ (1), (2), ( )]i p i p i pv v v N p+ + + −……  that are similar to 

, 1 ( ) [ ( ), ( 1), ( )]i pv i s i s i s i p+ = + +…， , given the similarity criterion r, excluding self 

-matching. Similar calculations are carried out for each i , with i =1, 2, 3… N p− . 

The function ( 1) ( )pB r+  is then defined as the average of the function ,( 1) ( )i pB r+ . 

The statistic ( , , )SampEn p r N  is then defined by 

                    1( , , ) ln( ( ) / ( ))p pSampEn p r N B r B r+= −            (10) 

Fig.1 shows the SampEn of different signals. The SampEn of the power frequency 
interference and EOG are 0.2572, 0.6241 respectively, which are much smaller than 
the SampEn of real EEG with the value of 1.6135. The SampEn of the above ICs are 
calculated respectively. The SampEn of these ICs can be denoted by 

{ }1 2, , mSampEn SampEn SampEn SampEn= …， . Then, SampEn is used to 

differentiate artifacts components among ICs. 

2.4 EMD-ICA Method 

The flow chart for EMD-ICA method is illustrated below in Fig.2. 
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Fig. 1. SampEn of different signals 

 

Fig. 2. Flow chart for EMD-ICA 

The procedure of EMD-ICA for extracting and removing the artifact just using a 

single channel is summarized as follows:  

1 Select EEG channel related closely with motor imagery. In this paper, CZ is 
selected. 

2 Select one trial from a set of training trials.  
3 Divide the trial into three overlap segments (Seg1, Seg2, and Seg3). The 

Fig.3 below shows how the three segments are divided.  

4 Decompose each iSeg , 1, 2,3i =  into a set of IMF using EMD. Each set of 
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IMFs constitutes a matrix. The matrix can be denoted by 

1 2( ) [ ( ), ( ), ( )]i i i inD t d t d t d t= ……  1, 2,3i = . Where n  is the number of 

IMFs. We define 5
5

( ) ( )
n

i ij
j

d t d t
=

= . Then ( )iD t  can be expressed as 

1 2 5( ) [ ( ), ( ), ( )]i i i iD t d t d t d t= …… . 

5 Then FastICA is employed to separate 1 2 3( ) [ ( ), ( ), ( )]D t D t D t D t= into a 

set of statistics (ICs), denoted by 1 2(t) [ ( ), ( ), ( )]mS s t s t s t= ……  where m  

is the number of ICs. 

6 Calculate the sample entropy of each ( )is t , 1,2,i m= … . Then a SampEn 

matrix denoted by 

{ }1 2, , mSampEn SampEn SampEn SampEn= ……,
 
can be obtained. 

According to the SampEn, ICs are sorted in an ascending order. 

1 2'(t) [ '( ), '( ), '( )]mS s t s t s t= …… . 

7 The first Z ICs are determined as artifacts according to our experience.  
8 Set the first Z ICs to zero from '( )S t  That is, 

1 2'( ), '( ), '( ) 0zs t s t s t =…… . 

9 The remaining ICs 1 2'( ), '( ), '( )z z ms t s t s t+ + ……  are reconstructed as 

( ) ( )i reconstructedD t , denoted by 

( 1) 2 5( ) [ '( ), '( ), '( )]reconstri i i iuctedD t d t d t d t= …… . 

10  Recover 'iSeg by accumulating component ( )'ijd t . 
5

1

' 'i ij
j

Seg d
=

= . 

11 'iSeg （ 1, 2,3i = ）are constituted into a non-artifact trial.  

 

Fig. 3. Selection process of the three Segments 
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With the method of EMD-ICA, artifacts among the EEG are removed. Following, 
data from 2008 BCI Competition and our laboratory are used to validate the effect of 
EMD-ICA. 

3 Preparation 

3.1 Dataset 1—2008 BCI Competition Data 

Dataset 1 used in the study is the publicly available dataset used for BCI Competition 
IV, which was launched on July 3rd 2008. Dataset 1 was recorded from 7 healthy 
subjects. For each subject, the two classes of motor imagery were selected from the 
three classes of left hand, right hand, and foot imagery. EEG signals were recorded 
from 59 channels, which positioned over sensorimotor areas densely. The signals 
were band-pass filtered between 0.05 and 200Hz and then sampled at 100Hz. More 
details are described in [12].  

3.2 Dataset 2—Our Laboratory Data 

Dataset 2 was from the authors’ laboratory experiments. The authors recorded EEG 
signals using a 16-channel electrode cap. The EEG amplifier was a high-precision 
biological amplifier developed by Tsinghua University. The EEG signals were 
transformed by a 24-bit A/D converter and then collected through EEG signal 
acquisition software. The sampling frequency was 100 Hz. In this experiment, each of 
seven healthy subjects was asked to complete 60 trials in each session. Each trial 
included a 4 s left or right hand imagination task. There were eight sessions for each 
subject and then eight data sets for each subject were obtained. 

3.3 Feature Extraction and Classification Method 

The common spatial patterns (CSP) method is a widely used spatial filtering 
technique that can extract discriminative features for EEG-based BCI classification 
tasks [13]. The support vector machine (SVM) is one of the best-known techniques 
for its good theoretic foundations and high classification accuracy. It has been used 
extensively in biomedical signal analysis, speech recognition and face recognition 
[14]. In this paper, the method of EMD-ICA described in 2.4 is applied into the 
dataset2 described in 3.2 to get a non-artifact EEG dataset. Then, the CSP is used to 
extract six-dimensional feature of non-artifact EEG dataset. A SVM classifier is used 
to classify the features extracted by the CSP. 

4 Results and Discussions of EMD-ICA  

A trial from dataset 1 is randomly selected, and then the trial is used as the input of 
EMD-ICA described in 2.4. Fig. 4 shows the processing results of the trial. Fig. 4 (a) 
shows the raw EEG data of CZ channel. It is obvious that the raw data contains  
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many artifacts. Fig.4 (b) shows the ICs of CZ channel. IC 1 and IC 3 can be seen as 
EOG artifacts, while IC 7 can be seen as ECG. The sample entropies of these ICs 
(marked by bold red line) are showed in Table 1. It can be seen that the sample 
entropies of ICs that identified as artifacts are smaller than those of other ICs. Fig.4 
(c) shows the reconstructed non-artifactual EEG components of CZ channel. 
Compared with Fig.4 (a), EOG, and ECG have been significantly removed. 

 

  
(a) Origin data of CZ channel       (b) CZ data after EMD-ICA 

 
(c) ICs of BCI data after EMD-ICA 

Fig. 4. Processing result of dataset 1 

Table 1. Sample Entropy of ICs 

ICs 1 2 3 4 5 6 7 8 

SampEn 0.3505 0.5835 0.3205 0.7591 0.5518 1.0399 0.5419 0.5624 

ICs 9 10 11 12 13 14 15  

SampEn 1.9504 1.9317 1.897 1.1469 0.8530 1.2542 0.7570  

 
Fig.5 shows the results of a random trial from dataset2 after the processing of 

EMD-ICA described in 2.4. Similar to Fig.4, Fig.5 (a), Fig.5 (b) and Fig.5 (c) 
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describe the raw EEG data, ICs separated by ICA and the reconstructed non-
artifactual EEG components respectively. It can be seen from Fig.5 (a) that the raw 
EEG is covered by power frequency. In Fig.5 (b), IC 7, IC 10 and IC12 can be seen as 
frequency artifacts, while IC 5 can be seen as EMG artifact. Fig.5 (c) shows that 
Frequency and EMG artifacts are significantly removed automatically. 

 

   
(a) Laboratory raw data of CZ             (b) EEG laboratory after EMD-ICA 

 
(c) ICs of Laboratory data after EMD-ICA 

Fig. 5. Processing result of dataset 2 

The processing results showed in Fig.4 and Fig.5 are from a random trial 
respectively. The left trials were also processed, and similar results were obtained. In 
addition to the comparison of results showed above, recognition accuracy is also used 
to evaluate the effect of the proposed method. Here the CSP is used for feature 
extraction and the SVM for classification. The details of the CSP and the SVM are 
described in 3.3. Dataset 2 is processed by EMD-ICA and ICA respectively just using 
a single channel. In the case of 5-fold cross-validation, the recognition accuracies are 
shown in Table2. The result shows that the EMD-ICA leads to a higher 14% and 13% 
recognition accuracy than that of the raw EEG and ICA respectively.  
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Table 2. Recognition accuracy of different methods with single channel 

 
Method 

Recognition Accuracy  

Subject1 Subject2 Subject3 Subject4 Subject5 Subject6 Subject7  

None 0.50 0.52 0.51 0.52 0.53 0.53 0.54  

ICA 0.51 0.52 0.52 0.54 0.54 0.53 0.54  

EMD-ICA 0.62 0.65 0.71 0.67 0.68 0.67 0.66  

 
Furthermore, the effect of the EMD-ICA is studied in the case of three channels. 

The result is showed in Table 3. What can be learned from the Table 3 is that the 
EMD-ICA leads to higher 17% and 4% recognition accuracy than that of the raw 
EEG and ICA respectively.  

Table 3. Recognition accuracy of different methods with three channels 

 
Method 

Recognition Accuracy  

Subject1 Subject2 Subject3 Subject4 Subject5 Subject6 Subject7  

None 0.51 0.53 0.54 0.53 0.52 0.53 0.54  

ICA 0.64 0.63 0.70 0.66 0.68 0.67 0.65  

EMD-ICA 0.66 0.71 0.70 0.68 0.72 0.69 0.74  

5 Conclusion 

In this paper, a new method for automatically removal artifacts in EEG data based on 
EMD-ICA is presented. From the experiment results, the proposed method not only 
can remove the artifacts effectively but also can reduce the number of the raw EEG 
channels. The EMD-ICA can lead to higher 14% and 13% recognition accuracies than 
those of the raw EEG and ICA respectively in the case of just using a small number of 
channels, and higher 17% and 4% by using three channels. Thus, the EMD-ICA 
provides a foundation for online and practical application. 

Acknowledgments. This project is supported by National Natural Science 
Foundation of China (60975079, 31100709), Innovation project of Shanghai 
Education Commission(11YZ19)，Shanghai University, "11th Five-Year Plan" 211 
Construction Project. 

References 

1. Wei, H., Pengfei, W., Liping, W.: A Novel EMD-Based Common Spatial Pattern for 
Motor Imagery Brain-Computer Interface. In: Proceedings of the IEEE-EMBS 
International Conference on Biomedical and Health Informatics (BHI 2012), Hong Kong 
and Shenzhen, China, January 2-7, pp. 216–219 (2012) 



12 B. Yang et al. 

2. Hassan, A., Xiaomu, S.: A Study of Kernel CSP-based Motor Imagery Brain Computer 
Interface Classification. In: 2012 IEEE on Signal Processing in Medicine and Biology 
Symposium (SPMB), pp. 1–4. IEEE Press, New York (2012) 

3. Azzerboni, B., Foresta, F.L., Mammone, N.: A new approach based on Wavelet-ICA 
algorithms for fetal electrocardiogram extraction. In: 13th European Symposium on 
Artificial Neural Networks, pp. 193–198. D-side Publication, Bruges (2005) 

4. Jui, C., WeiYeh, L., Ju, H.: An Online Recursive ICA Based Real-time Multi-channel 
EEG System on Chip Design with Automatic Eye Blink Artifact Rejection. In: 2013 
International Symposium on VLSI Design, Automation, and Test, Taiwan (2013) 

5. Xiaojing, S., Yantao, T., Yang, L.: Feature Extraction and Classification of sEMG Based 
on ICA and EMD Decomposition of AR Model. In: 2011 International Conference on 
Electronics, Communications and Control (ICECC), pp. 1464–1467. IEEE Press, Ningbo 
(2011) 

6. Soomro, M.H., Badruddin, N.: A Method for Automatic Removal of Eye Blink Artifacts 
from EEG Based on EMD-ICA. In: 9th IEEE International Colloquium on Signal 
Processing and its Applications, pp. 129–134. IEEE Press, Malaysia (2013) 

7. Mijović, B., Vos, M.D., Gligorijević, I.: Combining EMD with ICA for Extracting 
Independent Sources from Single Channel and Two-Channel Data. In: 32nd Annual 
International Conference of the IEEE EMBS, pp. 5387–5390. IEEE Press, Argentina 
(2010) 

8. Simon, R.H.D., Christopher, J.J.: Novel use of Empirical Mode Decomposition in single-
trial classification of Motor Imagery for use in Brain-Computer Interfaces. In: 35th Annual 
International Conference of the IEEE EMBS, pp. 5610–5613. IEEE Press, Osaka (2013) 

9. Abdollah, A., Amin, J.M., Hassan, M.: A Survey on EMD Sensitivity to SNR for EEG 
Feature Extraction in BCI Application. In: 2010 5th Cairo International Biomedical 
Engineering Conference, Cairo, pp. 176–179 (2010) 

10. Huang, L., Wang, H.: Reducing the Computation Time for BCI Using Improved ICA 
Algorithms. In: Guo, C., Hou, Z.-G., Zeng, Z. (eds.) ISNN 2013, Part II. LNCS, vol. 7952, 
pp. 299–304. Springer, Heidelberg (2013) 

11. Lei, W., Guizhi, X., Jiang, W.: Motor Imagery BCI Research Based on Sample Entropy 
and SVM. In: 2012 Sixth International Conference on Electromagnetic Field Problems and 
Applications, Dalian, pp. 1–4 (2012) 

12. Benjamin, B., Guido, D., Matthias, K.: The non-invasive Berlin Brain-Computer Interface 
Fast acquisition of effective performance in untrained subjects. J. NeuroImage 37,  
539–550 (2007) 

13. Yan, L., Yasuharu, K.: A real-time BCI with a small number of channels based on CSP. J. 
Neural Computing and Applications. 20, 1187–1192 (2012) 

14. He, X., Wei, S., Zhiping, H., Cheng, C.: A Speedup SVM Decision Method for Online 
EEG processing in Motor Imagery BCI. In: 2010 10th International Conference on 
Intelligent Systems Design and Applications, ISDA 2010, Cairo, pp. 149–153 (2010) 

 
 



 

S. Ma et al. (Eds.): LSMS/ICSEE 2014, Part I, CCIS 461, pp. 13–22, 2014. 
© Springer-Verlag Berlin Heidelberg 2014 

Real-Time 3D Microtubule Gliding Simulation 

Greg Gutmann1, Daisuke Inoue2, Akira Kakugo2,3, and Akihiko Konagaya1 

1 Department of Computational Intelligence and Systems Science, 
Tokyo Institute of Technology, Yokohama 226-8502, Japan 

2 Faculty of Science, Hokkaido University, Sapporo 060-0810, Japan 
3 Graduate School of Chemical Sciences and Engineering, Hokkaido University,  

Sapporo 060-0810, Japan 

Abstract. A microtubule gliding assay is a biological experiment observing the 
dynamics of microtubules driven by motor proteins fixed on a glass surface. 
When appropriate microtubule interactions are set up on gliding assay 
experiments, microtubules often organize and create higher-level dynamics 
such as ring and bundle structures. In order to reproduce such higher-level 
dynamics in silico, we have been focusing on making a real-time 3D 
microtubule simulation. This real-time 3D microtubule simulation enables us to 
gain more knowledge on microtubule dynamics and their swarm movements by 
means of adjusting simulation parameters in a real-time fashion. One of 
technical challenges when creating a real-time 3D simulation is balancing the 
3D rendering and the computing performance. GPU programming plays an 
essential role in balancing the millions of tasks, and makes this real-time 3D 
simulation possible. By the use of GPGPU programming we are able to run the 
simulation in a massively parallel fashion, even when dealing with more 
complex interactions between microtubules such as overriding and snuggling. 

Keywords: Microtubule Gliding Assay, real-time 3D simulation, CUDA, 
DirectX. 

1 Introduction 

Microtubules and motor proteins reside in cells and act as transporters moving 
vesicles, granules, organelles like mitochondria, and chromosomes, as well as being a 
support structure for the cytoskeleton.  They even play a part in cell division and cell 
motility. Recently, because of all the significant rolls microtubules play within 
molecular robotics, they are a topic of great research interest [1]. 

In order to analyze the dynamic behavior of microtubules, microtubule gliding 
assays have been proposed [2-6]. In gliding assays, microtubules run over a glass 
surface coated with motor proteins when they are dosed with ATP. The dynamical 
behavior of microtubules can be observed and captured by high resolution optical 
microscopes, often a succession of images are taken and then converted into video 
data. 

One promising way to understand the video data, is a reproduction of the microtubule 
dynamics by means of a computer simulation [7,8]. However, conventional microtubule 
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simulations are primarily numerical or simulating only a single microtubule visually. 
These models are limited and cannot reflect microtubule interactions or swarm 
interactions visually that the proposed 3D microtubule simulation is able to do. To our 
knowledge, there is no example of any currently existing visual simulations that handle 
more than a single microtubule, typically in real-time fashion.  

This paper focusses on the IT technology which enables the real-time 3D 
microtubule simulation, including complex interactions such as snuggling and 
overriding of microtubules. General-purpose computing on graphics processing units 
(GPGPU) plays an essential role to increase simulation performance. GPGPU is also 
effective for balancing the rendering and computing performance necessary for real-
time simulations. This simulation is a helpful tool that creates good visuals for 
displaying microtubule dynamics; but more importantly it will become our platform 
to gain more understanding on microtubule swam behavior in the future. 

The organization of this paper is as follows. Firstly, section 2 briefly introduces 
microtubule gliding assay. Section 3 and 4 describes methods and implementation of 
real-time 3D simulation, respectively. Then, section 5 reports performance evaluation 
of our prototype. Finally, section 6 concludes our prototype implementation and 
future works. 

2 Microtubule Gliding Assay 

The following figures show the movement of microtubules on a substrate. As shown 
in figure 1, the microtubules move by being pushed along by the motor proteins 
(kinesin) attached to the surface. Figure 1 also shows how two microtubules can come 
together: we refer to this phenomenon as “snuggling” in this article.  Figure 2 (b) is 
also real image data, and is an example of overriding microtubules. These different 
types of interactions can occur when microtubules come close together, but while at a 
distance the microtubule’s movement seems random. These varying types of 
movements are what the 3D microtubule gliding simulation aims at recreating.  
 

 

Fig. 1. 3D drawing of microtubule gliding assay 
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a)  
 

b)  
 

Fig. 2. Image data from a microtubule gliding assay: (a) showing snuggling, and (b) showing a 
cross over 

3 Real-Time 3D Simulation  

The main issue when creating a real-time simulation is dealing with the sheer number 
of calculations that are required to happen in real-time. By combining the two 
technologies DirectX, offering highly optimized 3D rendering algorithms, and 
CUDA, offering the ability to currently run around 2500 concurrent processes at a 
time per graphic processing unit (GPU) card, a real time 3D simulation has been 
performed on a standard gaming computer.   

3.1 Features of Microtubule Gliding Simulation 

The underlying framework for the 3D simulation has been created. The current 
features are: Contained movement, variable or random length microtubules, segment 
following, variable turning rates and angles, parallel joining and following (when 
snuggling), and vertical avoidance (when overriding). These initial movements are 
fairly simple visually but have a great computational cost when dealing with 
interactions such as snuggling and overriding, as seen in figure 3. Whereas simulating 
a single microtubule is fairly trivial, simulating a large number becomes a non-trivial 
problem. When simulating a large number of microtubules, such as hundreds and 
thousands, both computational power, as mentioned, and the added complexity of 
swarm like integrations need to be considered. Treating all of the microtubules as 
independently acting agents adds both complexity and simplicity within parallel 
algorithms.  
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Fig. 3. An example image taken from the simulation showing overriding  

3.2 Performance and Control 

When large numbers of microtubules move together, systematic flows often form. 
One of our goals is the reproduction of the systematic flows by adding logic that 
controls on an individual microtubule. In comparison to creating global logic to 
control all microtubules, controlling them on an individual basis creates a far more 
realistic simulation because there is rarely an overseeing form of logic controlling 
processes in life. The simplicity comes in when working on some of the parallel 
algorithms. By having all independent agents parallel processes are more easily 
divided. This added simplicity in coding still has its limitations though, which are 
mostly due to hardware. In order to optimize the code to utilize the hardware there is 
still a great deal more complexity versus writing code in a serial fashion.  

Despite the running of the simulation being done on an individual microtubule 
basis, there are certain calculations that can occur globally such as pre- and post- 
processing which occur around the logic and value updates of the microtubule. Our 
pre-processing consists of calculations that are used to populate values in a much 
greater degree of parallelism prior to the simulation than would be possible during the 
main update. These values may already be available to a microtubule in a real 
situation therefore does not interfere with the realism of the simulation. The post-
processing is mainly for analysis of the current state of the simulation and therefore 
does not pose any threat of interfering with the validity. The analysis may consist of 
statistics about the state of the simulation, and can be used to quantify the 
observations made for information gathering or for further adjustment of the 
simulation. 

The simulation also allows for random lengths to be chosen on run time. This 
allows for the use of input data files to set the microtubule lengths. The purpose of 
this is to use the findings of microtubule image processing data to setup the 
simulation and recreate the most realistic scenario possible or to test the simulation’s 
accuracy against recorded findings. As a side note, it is unlikely that the simulation 
will exactly mimic recorded findings, as random movement is random. The goal is to 
simulate the general behavior, so when comparing the simulation to the experimental 
data, the goal is to have similar observable mechanics. 
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3.3 Simulation Features  

As well as focusing on the performance and control, another aspect being looked at is 
making the simulation customizable and flexible. If a simulation targets at one specific 
goal, it is very difficult to use for other purposes. Flexibility is important because it is 
not reasonable to assume only one issue will ever be looked at. Then usability and 
clarity is important because it is difficult to change the simulation later on.  

The final feature is having a degree of live interaction with the simulation. 
Interaction allows for testing many more situations much more quickly than 
modifying the program each time. Interaction could be initial settings or live 
interaction. For example, it is thought that the total energy changes types of 
movement. Therefore by adding the ability to add energy to simulation, this can be 
theoretically tested in many different situations quickly within the live computer 
simulation. Also, microtubule swarm movements such as turbulence and other 
organized movement can be tested. The goal of the live interaction is only to act as a 
catalyst for major changes in the group of microtubules being simulated. 

4 Implementation 

The main program runs using DirectX to create and update the scene. The data and 
calculations are handled either entirely on the CPU, or the data is initialized on the 
CPU and then transferred to the GPU to be handled in CUDA after that point in 
parallel, on the GPU. 

4.1 CPU 

Within the CPU code the microtubule segment object is responsible for initializing all 
of the microtubule segments for both versions, CPU and GPU. Also, this data class 
holds all of the algorithms required for the simulation; however the CPU computation 
in this project was only used for testing purposes, because initial algorithm debugging 
would be far more difficult in CUDA C. 

4.2 GPU 

When using GPU, data is initialized on the CPU then transferred to the GPU. After 
being transferred, the only modifications to the data that take place are on the GPU; 
therefore the data is only shared with the CPU and never transferred back to the GPU 
again. This cuts the data movement in half. The full process is shown graphically in 
figure 4. Then once on the GPU each segment gets its own dedicated process on the 
GPU, for a high degree of parallelism. 

4.3 Parallel Algorithms 

The main movement update function, step 4 in figure 4, has four tasks. The first two 
tasks handle microtubule overriding. The next task handles microtubule snuggling. 
Then, the last one updates the segment position using the previously updated states.   
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Fig. 4. Main processing loop when running the GPU version 

 
The initial algorithms are considered to be pre-processing, this is because they 

calculate and update states of objects in the simulation but are not responsible for any 
movement or changes in the simulation. The first task runs a parallel sort on all of the 
segments. This is so that the second task only needs to search a fraction of the 
segments when each microtubule searches for other segments.   

The parallel movement paring method runs through the head nodes and checks 
their distance and angle to each other. If they are within the specified distance and at 
an angle of 40 degrees or less, they join together, that is, snuggling occurs. This 
algorithm runs in parallel with a thread count equal to the microtubule count divided 
by two. The algorithm can achieve the maximum number of threads that can be used 
for comparisons at one time while avoiding memory collisions. 

Lastly but most importantly, the main movement step handles which functions are 
called on which segments. Each microtubule is made up of segments. Each has a head 
segment and a variable number of body segments. If the segment being updated is a 
body segment, than it will update its direction to point at the segment in front of it, 
then move forward. If it is a head segment it may move in the environment naturally, 
follow in parallel to another microtubule or avoid another microtubule using 
overriding.  

5 Performance Evaluation 

In order to demonstrate the effectiveness of our approach, a performance comparison 
was done between our parallel GPU version and a non-parallel CPU version. From 
the figures below it can be seen that by using the parallelism of a GPU for 
calculations, the performance of the simulation is dramatically increased. The figures 
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below show a range of test cases from 50 to 1024 microtubules. The performance 
gains due to the GPGPU processing are impressive compared to standard CPU 
computing as seen in figure 5. As the test cases grow the gains from GPGPU 
processing continue to increase fairly consistently until reaching a 13x performance 
gain when simulating 1024 microtubules, as seen in figure 6.  
  

 

Fig. 5. GPGPU vs. CPU performance comparisons: In green is the GPU a GTX Titian, and in 
blue is the CPU an Intel i7-4770k. This figure shows the separation in update times between the 
two pieces of hardware as the test case size increase. 

 

 

Fig. 6. GPU improvement over CPU: This figure shows the performance difference between 
the GPGPU computing and standard CPU computing. As the test case size increases the 
performance speed up improves in a linear like fashion.  

The goal is to simulate enough microtubules to create the more complex 
microtubule dynamics; however while maintaining around or above 30 FPS, frames 
per second. The frame rate, or update rate, of the program is a very important detail 
because around 30 FPS is needed to create fluid looking visuals. 30 FPS comes from 
the standard TV broadcasting NTSC-M which uses a frame rate of 29.97 often 
referred to as 30 FPS. As seen in figure 7 the GPU version successfully maintains the 
needed frame rates. To better illustrate the challenges with parallel programming 
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figure 8 shows the average function count used for different segment counts. As can 
be seen, the function count is exponential in relation to the segment count. Thus as 
larger test cases are used more complex algorithms are needed to organize the number 
of functions into parallel threads on the GPU card. Future versions under development 
are working to address this issue, to reduce the number of calculations and threads 
needed per microtubule.  
 

 

Fig. 7. Frame rates using GPGPU: This figure shows the frame rates at the upper end of the test 
cases with the GPU model. At lower microtubule counts the frame rates are well above the 
needed rate to create fluid looking motion.  

 

 
 

Fig. 8. Average number of threads used: Small segment count test cases are shown 

6 Conclusion 

Our primary goal of the 3D simulation to run in real-time has been accomplished by 
using GPU technologies such as DirectX and CUDA to handle the massive number of 
calculations. By the use of DirectX, the simulation is able to run efficiently in 3D. 
Then, the use of CUDA in the program offers a large amount of head room for current 
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and future calculations without negatively affecting the simulation speed. Also, the 
current model is very similar to what has been observed in experiments, qualitatively. 
The current model has already partially reproduced the behavior of microtubule 
gliding assay by means of a chain model of microtubules, with a randomly moving 
microtubule head followed by body chains. It also recreates the snuggling effect, 
parallel movement, overriding effect, and avoidance depending on the crossing angles 
of microtubules.  

The primary advantage of creating a real time simulation that can run on a standard 
computer is that scientists will be able to locally, cost-effectively and rapidly test 
many varying situations. The current disadvantage is the limitation on the number of 
microtubules that can be simulated in real-time. Some may want to test hundreds of 
thousands to millions of microtubules; creating scalability to this extent will be a topic 
of future research for the project. 

As the simulation advances our future work will consist of adding more complex 
dynamics such as: the creation of microtubule flows, ring movement, organized 
flows, turbulence and movements with additive properties between microtubules. 
Also, to best represent the true dynamics we will use molecular dynamics, such as 
thermodynamics, for reproducing the more complex interactions. 
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Abstract. For SIFT(Scale Invariant Feature Transform) has poor real-time and 
low match rate problem in large-scale image registration, a improved 
registration algorithm based on SIFT algorithm is proposed in this paper, which 
down-sample the large-scale image with Cubic interpolation algorithm, and 
under the restriction that the minimum size of down-sampling image should be 
meet image registration requirement. We can calculate the transformation 
matrix of down-sampling image with SIFT algorithm, and then we can get 
transformation matrix of original large-scale image through the relationship of 
transformation matrix between down-sampling image and original image, so the 
registration of large-scale image can be got more rapidly. The experiment 
results show the effectiveness and feasibility of the proposed method. 

Keywords: SIFT, Image matching, Image Stitching, down-sample. 

1 Introduction 

Image registration is the process that match and superposition two or more image 
which is obtained at different times, different sensor or under different conditions, it is 
widely used in the field of remote sensing data analysis, computer vision, image 
processing, etc[1-2]. Currently, many researchers focus on image registration 
techniques, and achieved fruitful results [3-11]. 

SIFT algorithm is proposed by Lowe in 1999[3], which has proved to be robust 
against rotation, affine, scaling, light changes. However, SIFT algorithm has a lot of 
redundant feature points and consume long time for large-scale image, which greatly 
restrict it’s application in the real-time requirement situation. So, how to realize more 
real-time of  SIFT  has attract the focus of the domestic and foreign scholars  
[4-10].Li Fangfang select the size of Gaussian kernel adaptively, and then construct 
small-surface triangulation for small panel differential registration[5]; Xiong Ziming 
improved SIFT by combine SIFT and Harris algorithm, took Harris feature points  in 
place of SIFT key-points, and adopt PCA (Principle Component Analysis) to reduce 
the dimension of descriptor, this method greatly improved the efficiency of 
registration[7]; Sukthankar reduce the dimension of descriptor from 128 to 20 by 
PCA method, which greatly cut down time-consuming[8]. 

As above descript, they focus on the improvement of key-point extraction or match 
method, and achieve great result. Base on their study, a new method which focuses on 
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the image relationship between image size and the number of key-point, and the 
relationship of transformation matrix between down-sampled image and original one. 
In this paper, key-point and transformation matrix can be got from down-sampling 
image, and then transformation matrix of original large-scale image can be got 
according to the relationship of two matrixes, so we can get a real-time image 
registration of our original image. 

2 Down-Sample Image Preprocess 

Feature extraction and matching with traditional SIFT algorithms for a large size 
image is time-consuming. The image down-sampling pre-process combine with cubic 
interpolation algorithm is proposed in this paper to reduce the image size, and the 
numbers of key-points are also reduced, as the result the registration of two images 
can consume less time. For the same image ,the experiment has proved that the 
number of key-points is proportional to the size of the image, how can we reduce the 
image size as small as possible while the effect of the image registration does not 
affected is became the focus of this paper. As we know, image registration 
transformation matrix H contains 8 unknown parameters, at least 4 pairs of matching 
points are needed to calculate them, so the size of down-sampled image should not be 
too small, we need set a limit to it. Then the feature extraction and matching process 
of SIFT algorithm can be done under down-sampled image, so we can calculate 
transformation matrix of two down-sampled images by using they matched points. 
However, we want to get the registration of two original large-size images, so we also 
need to know transformation matrix of two original images. In this paper, according 
to the intrinsic relationship of original image and its down-sampling one, the 
relationship between two transformation matrixes is established, so transformation 
matrix of original large-size images can be got. This method can reduce the number of 
key-points, and speed up the original SIFT algorithm. The specific flow chart of 
algorithm is shown in Fig.1. 
 

 

Fig. 1. The flow chart of improved registration algorithm based on SIFT algorithm 
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As flow chart shown in Figure 1, the improved algorithm can be divided into three 
parts: 1) down-sampling the original images; 2) Feature extraction and matching of 
down-sampled image and calculate the transformation matrix of down-sampled 
images; 3) Solving the transformation matrix between the original images, base on the 
intrinsic relationship between original image transformation matrix and down-
sampled image transformation matrix, then realize the original image registration. 

2.1 Down-Sample Image 

The transformation matrix of images contains 8 parameters, as (1) shown: 

1

a b c

H d e f

g h

 
 =  
    

(1) 

image rotation、displacement and affine transformation can be achieved through 
this parameters, and then turn the two image into the same coordinate system. To 
solve the transformation matrix parameters, we need at least four pairs of correct 
matching points. As we know, a large number of redundant key-points will be 
generated when using the original SIFT algorithm, and it is a time-consuming 
process. In the paper [13], Author compared image registration accuracy and time 
consuming under different interpolation methods and down-sampling multiple, and 
find that the time consumption can be reduced at least 20% -30% when down-
sampling the original image to 80%-90% and the result can meet the requirements of 
registration accuracy. Under the condition of meeting the requirements of registration 
accuracy, reducing the size of original image as small as possible by down-sampling 
the rows and columns of image in same proportion is proposed in this paper. Found 
through experiments, generally, the requirements of Vision and image registration 
accuracy can be satisfied when the number of match points more than 40. 

2.2 SIFT Key-Point Extraction 

SIFT algorithm simulates human vision at different distances through multi-scale 
space approach, and constructs feature descriptors by using neighborhood information 
of feature points, so it could be rotation invariant. Concrete steps of extracting S IFT 
key-point are as follows: 

1) Detection of Scale-Space Extreme 

To ensure the stability of the key-points of the image scaling, it is necessary to extract 
key-points from the Gaussian scale-space image. As paper [3] show, Gaussian 
convolution kernel is the only linear kernel, two-dimensional scale space is defined as 
function ( , , )L x y σ : 
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where (x, y)I is input image, * is the convolution operation, ( , , )G x y σ is Gaussian 
function with variable scale . 

DOG (Difference of Gaussian) function which is defined as the difference of two 
nearby scale image in scale space: 

( , , ) ( ( , , ) ( , , ))* ( , )

( , , ) ( , , )

D x y G x y k G x y I x y

L x y k L x y

σ σ σ
σ σ

= −
= −  

(4) 

where k is multiplicative factor of two nearby scale image in scale space. 
DOG function is proposed by LOWE, and has been proved can get more stable 

key-points.  Images to be registered can be continuously filtered by different scale of 
Gaussian kernel and down-sampled, then form groups of different sizes Gaussian blur 
images, Gaussian pyramid and Difference of Gaussian pyramid can be constructed by 
this Gaussian blur images. In Gaussian differential space, each sample point of image 
is compared with its 8 neighborhood points and 9 neighbors in scale above and below, 
if the point is maxima or minima, then this points are selected as candidate key-
points. To ensure the accuracy and stability of image registration, some feature points 
with low contrast ratio and unstable edge response points must be removed. . 

2) The Local Image Descriptor 

The key-point descriptor can be obtained by the statistics of gradient information, the 
main direction of each key-point is obtained according to the gradient direction 
histogram of each feature point neighborhood. The key-point is treated as the center 
of image, and then rotates the image to the main direction of the key-point. Take  
16 *16 pixels around each key-point as the key-point neighborhood, then apart it into 
16 4*4 pixels sub-blocks, then 8-direction gradient orientation histogram can be 
calculated for each sub-block, so each key-point will get 4*4*8=128 dimensional 
vector, which is also called SIFT feature descriptor, as figure 2 show. 

3)  Key-Point Match  

The nearest neighbor distance algorithm (NN) is widely used to match key-points 
from different images, which compares the ratio of nearest neighbor Euclidean 
distance of a sample feature points and sub-neighborhood Euclidean distance of it to 
the threshold

0r , of matching feature points. 
Let

1 1 2 3 128( , , , )X x x x x=  , 1 1 2 3 128( , , )Y y y y y=  be two 128 dimension key-point 
descriptor: 

2 2 2
1 1 2 2 128 128( ) ( ) ( )d y x y x y x= − + − + − (5) 

0

   

  

nearest neighbor Euclidean distance

subneighborhood Euclidean distanc
r

e
r= <  (6) 

When the ratio r  small than threshold 0r , the two points are considered to be a pair 
of matching point, generally, the value of 0r  is 0.8. 
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4) Accurate Match and Transformation Matrix  

The transformation H with 8 parameters is used for image registration, as follow: 

1

a b c

H d e f

g h

 
 =  
  

 
(7) 

Let ( , )x y 、 ˆ ˆ( , )x y be a pair of correct match points, so the following formula can 
be satisfied: 

ˆ

ˆ

1 1 1
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     = ×     
            

(8) 

We need at lest 4 match points to calculate 8 parameters of H , a large number of 
key-points will be got from nearest neighbor distance algorithm, but a lot of error 
matching points still exist in it, and it will lead to great deviation. RANSAC (random 
sample consensus) algorithm widely used to removal mismatching points and 
effective for parameters estimation, so we use it for 8 parameters estimation. 

3 Relationship of Image Transformation Matrix  

From now on, we have down-sampled the original image, and get the transformation 
matrix ( 1H ) of down-sampled image base on SIFT algorithm，but registration result 
of  down-sampled images has small size and low pixels, which is hard to meet the 
practical needs, so we need to perform image registration on the original images. First 
of all, the relationship between original transformation matrix H and down-sampled 
transformation matrix 1H  is needed. We have get down-sample transformation 
matrix 1H as above describe, then we can calculate the original transformation matrix 
H by the relationship between two matrix base on down-sample factor p  , so we can 
realize coordinate transformation between two original images. 
    If 

1 1( , )x y 、 1 1ˆ ˆ(x , y )  is a pair of match point from down-sampled image, we define 

1H  as follow: 

1 1 1

1 1 1 1
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Thus 

1 1 1 1 1
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1 1
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(10) 
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So 

1 1 1 1 1
1

1 1 1 1

ˆ
1

a x b y c
x

g x h y

⋅ + ⋅ +=
⋅ + ⋅ + ,

1 1 1 1 1
1

1 1 1 1

ˆ
1

d x e y f
y

g x h y

⋅ + ⋅ +=
⋅ + ⋅ +  

(11) 

1 1 1 1 1 1 1 1 1 1 1 1ˆ ˆ ˆa x b y c g x x h y x x⋅ + ⋅ + − ⋅ ⋅ − ⋅ ⋅ =  (12) 

1 1 1 1 1 1 1 1 1 1 1 1ˆ ˆ ˆd x e y f g x y h y y y⋅ + ⋅ + − ⋅ ⋅ − ⋅ ⋅ =  (13) 

Let ( ),x y ( )ˆ ˆ,x y  be a pair of match point from original image, and 
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a b c

H d e f

g h

 
 =  
  

 
(14) 

Thus 

ˆ ˆ ˆa x b y c g x x h y x x⋅ + ⋅ + − ⋅ ⋅ − ⋅ ⋅ =  (15) 

ˆ ˆ ˆd x e y f g x y h y y y⋅ + ⋅ + − ⋅ ⋅ − ⋅ ⋅ =  (16) 

If
1 1( , )x y 、

1 1ˆ ˆ(x , y ) are two points zoomed with parameter p from
1 1( , )x y 、

1 1ˆ ˆ(x , y ) coming from original image, so 

1x p x= ⋅
， 1y p y= ⋅ ; 1ˆ ˆx p x= ⋅

， 1ˆ ˆy p y= ⋅  (17) 

Combine equation(12) (13) (17），so 

1
1 1 1 1ˆ ˆ ˆca x b y g p x x h p y x xp⋅ + ⋅ + − ⋅ ⋅ ⋅ − ⋅ ⋅ ⋅ =
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1
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(19) 

Then, according to (15) (16) (18) (19)： 
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4 Experiment and Result 

The platform used is memory 2G, window XP operating system, CPU 3.3GHZ, 
Matlab 7.0. Three groups of image are used in Fig.2, the size of them are 1296×968、
830×620、384×640 respectively. 
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Fig. 2. The original image 

    Image size has great influence on the number of key-point, the influence of 
scaling factor p  on the number of match point are following as: 

Table 1. The influence of scaling factor on the number of match point 

Scale(p) 0.08 0.1 0.15 0.2 0.3 0.4 0.5 

Group1 13 23 59 101 171 281 356 

Group2 7 15 35 79 184 397 652 

Group3 <4 7 20 40 57 91 101 

Scale(p) 0.6 0.7 0.8 0.9 1 1.1 1.2 

Group1 472 579 672 723 757 1017 1121 

Group2 1046 1456 1851 2361 2606 3221 3547 

Group3 147 147 165 186 185 174 175 

 

Fig. 3. The influence of scaling factor on the number of match point 
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Table 2. The influence of scaling factor on SIFT and match time  

Scale(p) 0.08 0.1 0.15 0.2 0.3 0.4 0.5 

Group1 0.893 0.876 1.188 1.156 1.844 2.281 3.374 

Group2  0.657 0.719 0.797 1.156 1.36 1.797 

Group3  0.562 0.593 0.688 0.782 0.938 1.203 

Scale(p) 0.6 0.7 0.8 0.9 1 1.1 1.2 

Group1 4.578 5.891 7.937 10.703 12.891 21.265 28.813 

Group2 2.515 3.36 4.062 5.157 5.953 7.297 8.297 

Group3 1.25 1.468 1.749 2.063 2.485 2.703 3.048 

 

Fig. 4. The influence of scaling factor on SIFT and match time 

As Fig.3 showing, the image size and the number of match point will increase or 
reduce following the down-sample factor p , as Fig.4 showing, consumption of time is 
also rise following the down-sample factor p , so reduce the size of image by down-
sampling original image can reduce time consuming, but there will not enough 
matching point to calculate the conformation matrix when the size of image is too 
small. It has been proved that the registration accuracy has positively related to the 
number of matching points, so when down-sampling image size, the registration 
accuracy will decline. So   how to solve the balance between registration accuracy 
and time-consuming is the main research in this paper. As experiment showing, more 
than about 40 matching-points can satisfy the requirements of visual accuracy, at that 
time, the down-sampling factor p of this three group image is 0.15\0.2\0.3, and the 
size of them is 194×145\66×124\115×192, the time consumption of image registration 
is far less than original image registration, it does not change much when down-
sampling continues. In summary, down-sampling the large scale image with the 
constrain of image size can meet the requirements of balance between time 
consuming and Visual effects.  The above experiment demonstrate that constrain size 
of image row or column in the range of 110-190 can meet this requirements well. 

Following experiment down-sampling the three group of original image with the 
constrain of 180, as table3 and fig.8 show, this method show good result.  
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),,,min(
180

lknmp =
 

(21) 

where ( , ), ( , )m n k l  are row and column of two original image. 

Table 3. The contrast between the original algorithm and the improved algorithm 

  P(%) 
Number of 

match point 

Time 

consuming(s) 

Group1 
Optimization SIFT 0.185 159 2.045 

Tradition SIFT 1 2238 45.859 

Group2 
Optimization SIFT 0.29 167 1.986 

Tradition SIFT 1 2607 21.704 

Group3 
Optimization SIFT 0.47 116 1.991 

Tradition SIFT 1 185 3.827 

 

 

Fig. 5. The contrast between original algorithm and improved algorithm 

5 Conclusions 

The improved image registration algorithm based on SIFT algorithm is proposed in 
this paper, which down-sampling the original image under the constrain of the min 
size of image. In this paper the constrain we select is 180, which is based on the 
experiment we did in section 4, in this case we wan keep the balance of time 
consuming and registration accuracy. This improvement can be meet the need of real-
time image process better than traditional SIFT algorithm. As the experiment show, 
this improved algorithm can be more highly real-time while satisfying the 
requirement of registration accuracy. 

 



32 L. Wei and S. Zhou 

Acknowledgments. This work was supported by National Natural Science 
Foundation of China under grant 61203033, Anhui Provincial Natural Science 
Foundation under grant 1208085QF124, and National Student Innovation, 
Entrepreneurship, and Training Plan Foundation of China under grant 201210363061. 

References 

1. Xiong, L.: A survey of image matching in computer vision. Journal of Hubei University 
Technology 21(3), 171–173 (2006) 

2. Qi, Z., Cooperstock, J.R.: Toward Dynamic Image Mosaic Generation With Robustness to 
Parallax. IEEE Transactions on Image Processing 21(1), 366–378 (2012) 

3. Lowe, D.: Distinctive image features from scale-invariant keypoints. International Journal 
on Computer Vision 60(2), 91–110 (2004) 

4. Wang, H., Wang, C., Li, P.: Review of multi-source remote sensing image techniques 
registration. Computer Engineering 37(19), 17–21 (2011) 

5. Li, F., Xiao, B., Jia, Y.: Improved SIFT algorithm and its application in automatic 
registration of remotely-sensed imagery. Geomatics and Information Science of Wuhan 
Unniversity 34(10), 1245–1249 (2009) 

6. Quelhas, P., Monay, F., Odobez, L.M.: D. Gatica-Perez, T. Tuytelaars, L. Van Gool.: 
Modeling scenes with local descriptors and latent aspect. In: Proceedings of the Tenth 
IEEE International Conference on Computer Vision, ICCV 2005 (2005) 

7. Xiong, Z., Wan, G.: Unmanned aerial vehicle serial image automatic registration base on 
improved SIFT algorithm. Journal of Geomatics Science and Technology 29(2), 153–156 
(2012) 

8. Ke, Y., Sukthankar, R.: PCA-SIFT:A more distinctive representation for local image 
descriptors. In: Proceedings of the Conference on Computer Vision and Pattern 
Recognition, Washington, USA, pp. 511–517 (2004) 

9. Zhu, Z., Shen, Z., Luo, J.: Parallel remote sensing image registration based on improved 
SIFT point feature. Journal of Remote Sensing 15(5), 1024–1031 (2011) 

10. Yu, L., Dai, Q.: Improved SIFT Feature Matching Algorithm. Algorithm.Computer 
Engineering 37(2), 210–212 (2011) 

11. Zheng, Y., Huang, X., Feng, S.: An Image Matching Algorithm Based on Combination of 
SIFT and the Rotation Invariant LBP. Journal of Computer-Aided Design & Computer 
Graphics 22(2), 286–292 (2010) 

 



S. Ma et al. (Eds.): LSMS/ICSEE 2014, Part I, CCIS 461, pp. 33–38, 2014. 
© Springer-Verlag Berlin Heidelberg 2014 

Investigation of Mental Fatigue Induced by a Continuous 
Mental Arithmetic Task Based on EEG Coherence 

Analysis 

Lanlan Chen*, Yu Zhao, Jian Zhang, and Junzhong Zou 

Key Laboratory of Advanced Control and Optimization for Chemical Processes,  
Ministry of Education, East China University of Science and Technology,  

130 Meilong Road, Shanghai 200237, P.R. China 
chenlanlan104@gmail.com 

Abstract. In the present study, twelve volunteers were participated in a 2 h 
continuous mental arithmetic task without any break, which was designed to 
induce mental fatigue. The negative influence was investigated through EEG 
coherence, which was used as a measure of synchronization of different 
underlying brain regions. It was observed that the sustained mental task led to 
increased EEG coherence, which did not result in more efficient performance. 
The change of EEG coherence was widespread not limited to specific brain 
regions or frequency bands. The variation of EEG coherence combined with 
behavior performance validated the impact of mental fatigue caused by a 
continuous mental task. 

Keywords: mental fatigue, continuous mental arithmetic task, EEG signals, 
coherence analysis. 

1 Introduction 

When people concentrate for a long time to accomplish a repetitive task, they feel 
fatigued. This kind of fatigue is not necessarily physical but it may affect a person’s 
normal activity. Mental fatigue is a very common phenomenon in modern society and 
sustained mental work is an important determinant of depressive disorders even 
accidents [1-3]. Concerning the influence of mental fatigue on daily life, less attention 
has been paid to the neuro-cognitive mechanisms underlying the effects of mental 
fatigue. 

Previous studies have obtained some generally accepted concepts on arousal and 
fatigue. One of the most common findings of EEG studies is a shift from fast, low 
amplitude waves to slow, high amplitude waves when the level of alertness drops. 
Some of the studies analyzed the amount of theta and alpha power as indexes of 
fatigue level that subjects experienced [4].  

These studies mainly focused on the impact of mental fatigue by using 
electroencephalogram (EEG). However, current analysis like EEG power estimator 
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reflects the power of neural activity in single brain site. While complementary 
information about brain functional organization during the mental task processes 
should be extracted from different brain regions. The information processed in 
separate brain regions is supposed to be integrated through synchronous activity of 
different neural clusters ranged in different brain areas [5-6].  

Recent studies have used EEG coherence analysis to investigate functional changes 
in different situations. Some studies have analyzed EEG coherence during 
monotonous driving [7-8]. Inter-hemispheric coherent value in the alpha band showed 
significant difference between the earlier and later driving stages and coherence value 
in all frequency bands showed slightly increasing throughout driving sessions [7]. 
However, inconsistent results were reported with a reduction of inter-hemispheric 
qEEG coherence during the accomplishment of a motor task [8]. Portella’s result 
should be interpreted carefully because the analysis was limited within the theta band. 
In the present study, EEG coherent estimators are analyzed as the biomarkers for the 
increasing mental fatigue which is induced by 2 h continuous mental calculation task. 
The major issue in the present study is to investigate whether the observed influence 
of mental fatigue is related to changes of neural dynamics of brain. Chen et al. (2010) 
limited their analysis of brain activity in that study to EEG power spectrum 
components which indicated a shift into slow frequency bands at occipital region with 
increasing mental effort [9]. The most important task in the present study is to explore 
the change of EEG coherent related with mental fatigue.  

2 Materials and Methods 

2.1 Subjects and Tasks 

Twelve healthy male students participated in this experiment with an average age of 
22.5 years old. All subjects were reported to have good sleep before the experiment 
days and were instructed to abstain from prescription medication, alcohol and caffeine 
24 hours before experiments. Subjects were settled in a dimly lit, sound attenuated, 
electrically shield room. The experiments were performed according to the 
Declaration of Helsinki.  

To induce mental fatigue, two-hour continuous mental calculation task without any 
break was designed. Subjects were instructed to perform the mental calculation 
continuously without any break and execute the task with maximum effort as quickly 
and correctly as possible. The content of mental arithmetic was 0~99 two-digit integer 
addition. For the convenience of further analysis, the 2 h continuous calculation task 
was divided into four stages each lasting half an hour and named as S1, S2, S3, and 
S4 respectively. 

2.2 Behavioral Performance 

During the whole process of mental task, several performance estimators including 
correct answers, reaction time, and standard deviation of reaction time were recorded 
and averaged each half an hour interval. Behavioral results were subjected to paired 
sample T tests to make comparisons between different time intervals. 
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2.3 EEG Acquisition 

During the implement of fatigue task, eight-channel EEG signals were simultaneously 
acquired. Electrodes were placed according to the standard 10-20 system and 
positioned at Fp1, Fp2, F3, F4, Fz, Cz, O1, and O2 against ipsilateral earlobe 
electrode as shown in Fig.1a. The electrical impedance was under 10 kOhms for all 
electrodes. EEG was amplified by a digital EEG machine (Nihon-Koden EEG 2110) 
with the sampling frequency of 200 Hz, a low-frequency cut-off of 0.5Hz, and a high-
frequency cut-off of 30Hz.  

2.4 EEG Spectral Coherence  

Coherence, defined as the cross-spectrum between two signals normalized by their 
power spectra, was calculated for the two types of trials separately between eight 
electrode positions. This resulted in 28 electrode pairs as displayed in Fig.1b. 
Coherence was determined within four specific frequency bands: delta, theta, alpha 
and beta.  

FP1 F3 O1 FP2 F4 O2 FZ CZ
FP1 0 1 2 3 4 5 6 7
F3 0 0 8 9 10 11 12 13
O1 0 0 0 14 15 16 17 18
FP2 0 0 0 0 19 20 21 22
F4 0 0 0 0 0 23 24 25
O2 0 0 0 0 0 0 26 27
FZ 0 0 0 0 0 0 0 28
CZ 0 0 0 0 0 0 0 0

 

Fig. 1. Electrode placement and electrode pairs 

3 Results 

3.1 Behavior Performance 

The global mean value of performance estimators displayed a clear deterioration 
during the continuous mental arithmetic task as shown in Fig.2. Paired sample T test 
between the last and the initial calculation stages was analyzed. The results reflected 
subjects made less correct answers with longer reaction time and larger S.D. of 
reaction time at the last calculation session (reduction of correct answers = 49.7, 
p<0.001; increase of RT = 0.24 sec, p=0.003; increase of RTSD = 0.41 sec, p=0.006). 
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Fig. 2. Calculation performance for the four time intervals of mental task. (a) Correct answers 
(b) Reaction time (c) S.D. of reaction time. 

3.2 EEG Coherence Analysis 

The coherent difference between the last and the initial calculation stages was 
significant. As evident from Fig. 3, an increase of coherence at S4 stage was observed 
compared to that at the initial stage S1. Another piece of evidence came from the 
results of paired sample T comparisons. From Table 1, electrode pairs presenting 
significant difference between the last and initial stage were listed within four basic 
frequency bands. Most of the electrode pairs showed significant increase at the last 
stage compared with that of the initial stage. 
 

 

Fig. 3. Coherence difference between the last (S4) and initial (S1) time stages. Color bar 
displays the specific magnitude.  

Table 1. Electrode pairs presenting significant difference between the last and initial time 
interval during mental task. Paired sample T test was used to make comparisons between time 
intervals. Significance level (p<0.05) was analyzed.  

Frequency band Electrode pair 

Delta band Fp1-Fz;Fp2-F4;Fp1-Cz;Cz-O1;F3-O2* 

Theta band Fp1-Cz;Fp2-Cz;F3-Fz;F4-Fz;F3-F4;F3-Cz;F4-
Cz;Fz-Cz;Cz-O2;Fp2-O2 

Alpha band Fp1-Cz;F3-Fz;F4-Fz;F3-Cz;F4-Cz 

Beta band Fp1-Cz;F4-Fz;F3-F4;Fp2-O2 
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The electrode pair without asterisk represents the coherence at the last stage (S4) 
was greater than that of the initial stage (S1) at a significance level p<0.05; the 
electrode pair with a asterisk means the coherence at S4 was less than that of S1 with 
p<0.05. 

4 Discussions  

Previous literature reports changes of EEG frequency bands are highly related to 
decrement performance caused by fatigue [1, 3]. EEG especially occipital alpha 
rhythm and frontal midline theta rhythm can be used to evaluate human’s arousal 
level which is usually referred together with drowsy and mental fatigue [4]. This 
research supports the previous findings on EEG spectrum analysis and designs a 
continuous mental arithmetic task to induce mental fatigue. The timing of the 
experiment task is based on the basic rest-activity cycle which states an approximate 
1.5 hour rhythm of arousal.  

The purpose of this study is to explore whether the influence of mental fatigue is 
related to neural network dynamics. The present study used EEG coherence as a 
measure of synchronization of brain activity. Coherence of two EEG signals recorded 
from spatially separated scalp electrodes estimates the similarity of waveform 
components generated by the mass action of neurons in underlying cortical regions 
[10-12]. Our results observed increased neuronal activity and stronger 
synchronization at the end of 2 h continuous mental task, which did not result in more 
efficient performance. At the last calculation stage (from 1.5 h to 2 h), the 
deterioration on all performance estimators (correct answers, reaction time, and S.D. 
of reaction time) was significant, which can be viewed as a sign for mental fatigue. 
The increase in neural activity with increasing mental fatigue indicates the alteration 
of cerebral function organization under less alert even drowsy states. The changes of 
coherence were widespread since all frequency bands of EEG presented increased 
connectivity after long mental task.  

Our previous studies on EEG power indicated a shift from fast to slow band and 
larger amplitude of slow waves especially theta wave during mental effort [9]. As 
coherence is influenced by both phase coupling and power changes, the increase of 
slow power may encounter with the parallel increase of brain network connectivity in 
the lower band [13]. Our results were consistent with these findings in Sauseng’s 
research. In this research, the deteriorated performance and increased EEG coherence 
indicates a mental fatigue status after 2 h continuous mental arithmetic task and it is 
suggested to have a timely break to prevent mental disorders and accidents caused by 
fatigue.    

5 Conclusions  

Mental fatigue caused by sustained mental task is a serious problem in modern 
society. This research explored the variation of behavior performance and EEG 
coherence during a continuous mental arithmetic task. Increased coherence was 
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observed at the last stage of mental task accompanied with a decrement of calculation 
performance, which indicated a mental fatigue status. The change of EEG coherence 
observed in the present research was widespread not limited to specific brain regions 
or frequency bands. 
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Abstract. This paper proposes a fast and robust computerized scheme for 
automatic detection of pulmonary nodules by using 3-dimensional adaptive 
template analysis. First, lung lobes are segmented clearly via the 3D region 
growing algorithm and then a number of regions of interest (ROIs) are extracted 
by using OTSU threshold segment algorithm. Second, to establish adaptive 
template for every ROI, a novel template matching technique is applied. Third, 
the similarity between the 3D adaptive template and pulmonary nodule 
candidate image is calculated by utilizing Normal Cross Correlation (NCC) 
algorithm. Finally, data, which are collected from Lung Image Database 
Consortium (LIDC) image dataset and Shanghai Lung Hospital, are selected to 
validate the efficiency of this algorithm. Results show that this proposal 
algorithm can detect the pulmonary nodule accurately. The sensitivity of former 
datasets is 95.29% and the false positive rate is 12.90%, while the sensitivity of 
later datasets is 87.82% and false positive rate is 18.68%. In conclusion, the 
underlying algorithm is effective and robust. 

Keywords: Pulmonary nodule detection, template matching, 3D adaptive 
template matching. 

1 Introduction 

Lung cancer is becoming the leading cause of cancer-related death worldwide. The 
most realistic remedy of lung cancers is to identify the pulmonary nodules in early 
stages [1]. As regular chest X-rays produce less detailed images, this technique is not 
recommended in lung cancer screening plans for early detections. In general, a 
successful screening program can help lung cancer detection in early stage, for 
instance, the low-dose CT examination meeting a certain criterion has been 
recommended for a specific group of people with smoking history. However, 
reducing X-ray dose can lead to the degradation of spatial resolution and increase the 
risk of missing detection of pulmonary nodules, such as, the ground-glass opacity 
nodules. To overcome this problem, the computer aided detection (CAD) technique is 
applied to avoid missing of suspicious nodules.  
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With the popularization of the low-dose CT screening, many researchers have 
taken enthusiasm to revisit the development of CAD technologies in chest CT images 
over the past several years [1-2]. The computerized CAD algorithms were mainly 
implemented with either the classification approach in statistics or a template 
matching method. Thanks to the development of statistics, classification based 
detection approach has attracted a considerable interest in medical pattern recognition, 
where pulmonary nodules in CT images were detected by using classifiers. A number 
of classification algorithms have been exploited to detecting pulmonary nodules, for 
example, feed forward neural networks (NN), support vector machines (SVM), naive 
Bayes (NB) and logistic regression (LR) methods [3], yet all lacking a rigorous study 
for anatomical features of lung CT image. Thus, their achievable system’s sensitivity 
was often below 90% with an unacceptable false-positive rate in practice [4].  

Motivated by the progress in the template matching method, a number of 
researchers have endeavored to exploit the template-based methods because of these 
approaches’ high true-positive (TP) rates and low computational cost [5]. The 
template-based methods preserve both the image inherited textures and detail 
anatomical structures. Lee et al exploited a novel template matching CAD technique 
based on a genetic algorithm (GA) [5]. The genetic template matching algorithm later 
was extended to solving both 2D and 3D deformable template matching problems  
[6-8] and a spherical enhancement method has been used to reduce false positive rate 
significantly [16,17]. In general, 3D ROIs are extracted with the serial slices and then 
the ROIs are categorized according to their morphologies by applying a nodule 
template method. To establish a robust system, the multi-scale active appearance 
models are carefully designed to the framework of template matching [15]. 

 

Table 1. Review for the nodule detection employing template matching method 

(NG symbols not given) 

Author 
No. 

of datasets 

No. of 

slices 

Slice 

thickness(mm) 

No. of 

nodules 

Nodules 

diameters(mm) 
Sensitivity FP 

Lee [5] 20 557 NG 98 5-30 72% 89.67% 

Farag [8] NG 200 NG 130 NG 82.3% 9.2%/slice 

Farag[10] NG NG NG NG NG 95.65 %  87.1% 

Osman[12] 6 160 
5.625-18.75 6 3.5-7.3 

100% 
83% 

0.46%/slice 

PengWang[15] 12 742 3 47 4-20 100% 30.43% 

Dehmeshki[16] 70 16800 
0.5-1.25 178 3-20 

90% 
14.6/scan 

0.06/slice 

 
The CAD technique adopting template matching methods is only applicable to 

detect solid nodules. This is because that most of solid nodules are encompassed well-
defined boundaries and feasible to be distinguished. Thus, the template matching 
methods have been well studied in computer assisted detection for solid nodules in CT  
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images [14]. However, those computerized detection algorithms are most evaluated 
with the testing data lacking of clinical cases and rigorous gold standard in practice, 
showing in Table 1. In general, the template matching methods can be addressed to 
solve most problems in pattern recognition. A critical challenge for template matching 
is that there are no fixed templates to meet most of the practical problems, and these 
templates can only be applied in special situation. Therefore, most of the template-
based lung nodule detection techniques select spherical or elliptic templates to match 
the lung nodule intensity distribution which follows Gaussian function.  

However, these techniques usually use shape-fixed templates in the case of 2D 
space and are lacking of robustness for nodule detection. In order to circumvent above 
problems, we apply an adaptive template matching method in the case of 3D space 
over a large-scale CT dataset. In this work, we employ an automatic 3D template 
matching algorithm to detect pulmonary nodules effectively.  

This paper is organized in the following way: Section 2 describes the detection 
method including lung parenchyma segmentation, ROI extraction, and 3D adaptive 
template matching method; Experiments, conclusions and discussions are displayed in 
Section 3. 

2 Materials and Methods 

2.1 Image Database 

Computed tomography (CT) can help visualize small volume and low-contrast 
nodules by decreasing the thickness of slices and the interval between consecutive 
slices. CT is preferable for the preliminary detection of lung nodules comparing with 
other lung imaging methods. Lung CT images can be found in public and private 
databases. There are a number of popular public lung nodule databases including: 
Early Lung Cancer Action Program (ELCAP) Public Lung Image Database, Lung 
Image Database Consortium (LIDC) in National Imaging Archive, and Medical 
Image Database.  

In order to test our detection method through clinical data, we select the image data 
acquired from LIDC and the Department of Radiology, Shanghai Pulmonary 
Hospital. LIDC database contains 155 CT image series including 238 nodules and 
datasets from Shanghai Pulmonary Hospital is made up of 66 CT image series 
including 85 nodules. The CT slice thickness of these data is ranging from 0.45mm to 
3mm. All pulmonary nodules with diameter 3-20 mm in the databases are diagnosed 
by four experiment pulmonary doctors.  

2.2 Algorithm Flow 

The work flows of traditional template matching method and adaptive template 
matching method is shown in Fig.1. There are five major steps of the traditional 
method (Fig.1 (a)): pre-processing, parenchyma segmentation, templates design, 
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template matching process and detection result output. In the processing flow 
template designing plays a crucial role. Therefore, this paper proposes an adaptive 
template to improve the detection accuracy and the detection flow is displaying in 
Fig.1 (b). With this process flow, we can detect pulmonary nodules automatically and 
efficiently. The details of this detection algorithm will be given in the following 
chapters. 
 

CT Scans

Preliminary Processing

Parenchyma Segmentation

Template Matching

Detection Results Output 

Nodule Template Design

ROI Extraction

   
(a) Traditional template matching        (b) Adaptive template matching 

Fig. 1. Flowchart of 3D template matching methods 

2.3 Parenchyma Segmentation 

In order to reduce complexity of computation and improve matching accuracy, the 
parenchyma fields are isolated according to the following steps: 
(a) Apply a nonlinear operation to de-noise the "salt and pepper" noise (Fig. 2(a)). 
(b) Otsu’s threshold segment algorithm [18] is used to get a binary image (Fig. 2(b)). 
(c) Morphological open and close operations are applied on binary image and 
parenchyma mask is obtained (Fig. 2(c)).  
(d) Mark the lung parenchyma regions, get the parenchyma mask by using 3D region 
growing algorithm, and fill the holes in the masks (Fig. 2(d)).  
(e) Mask on the original image with parenchyma masks gained in step (d) (Fig. 2(e)). 
  After segmenting lung parenchyma, we can obtain lung parenchyma image in each 
layer. Then, the lung parenchyma is reconstructed and reconstructed lung parenchyma 
is shown in Fig.3. 

       
(a)De-noised image      (b)Binary image      (c)Morphological process     (d)Parenchyma mask   (e)Parenchyma image 

Fig. 2. Lung parenchyma segmentation 
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Fig. 3. Reconstruction of the lung parenchyma 

2.4 ROI Extraction 

In this section, firstly we abstract regions of interest in the lung parenchyma which are 
pulmonary nodule candidates. And adaptive template analysis will be applied on each 
ROI. ROI extraction helps reduce a lot of calculations and make this system a real 
effective one.  

First, threshold segmentation is applied to exact the high level gray value parts, 
which contain arteries, veins, bronchi and a few lung abnormalities. Then, some 
experiments are taken to obtain the statistic information of nodules in LIDC database 
[19]. In the examples in Table 2, we can obviously figure that nodules have totally 
different gray value distribution, which has no pattern to follow; meanwhile, nodules 
can also connect with lung wall (case B) and vessel (case C). Therefore, it is very 
hard to separate regions of nodules just by using threshold segmentation. But we can 
use threshold segment algorithm with a small threshold to obtain the original regions 
of interests which include nodules. Analyzing the maximum gray value, minimum 
gray value and average gray value of 76 nodules in LIDC database, which is judged 
by gold standard, the most suitable threshold value 0.38 is derived to get the 
preliminary ROIs.  

Table 2. The gray values of lung nodules segmented with gold standard 

Case 

NO. 
Nodule Image 

Maximum gray 

value 

 Minimum 

gray value 

Average gray 

value 

A 
  

0. 388 0. 303 0.333 

B 
  

0. 872 0. 756 0.812 

C 
   

0. 899 0. 757 0.813 

D 
   

0. 538 0. 235 0.393 

 
Second, morphological processing is used to reduce the amount of ROIs. A 3D ball 

with diameter 2mm is applied for morphological open processing to extract ROIs 
more accuracy.  
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Finally, the ROIs with diameter bigger than 20mm will be removed. This action 
will not influence the sensitive rate of our detection system and decrease the 
calculation complexity for further steps. Fig.4 shows the results of ROI extraction in 
each step. 

                              
  (a)               (b)                    (c)              (d) 

Fig. 4. (a) Lung parenchyma image (b) Threshold segmentation image (c) Morphological 
processing image (d) Ultimate ROIs mask 

2.5 Adaptive Template Matching 

The flowchart of ROI adaptive template designing is shown in Fig.5. Firstly, ROIs’ 
masks are obtained through the ROI extraction process (Fig. 6(a)), and then these 
masks are masked with the original image (Fig. 6(b)). Secondly, high intensity region 
of each slice is extracted (Fig. 6(c)) and the centroids of these high intensity regions 
are sought (Fig. 6(d)).And then, the principal direction normal vector of each ROI’s 
centroid is drawn. Meanwhile, the middle slice of each 3D ROI is used to simulate the 
gray distribution of the 3D template. The detail steps are as follow: 

(a)Select the middle slice of ROIs as the information source, called “A”. (Fig.7 (a)) 
(b)Find the high gray value points of each slice, and sign the center line of A  

(Fig. 7 (b)). Calculate the average gray value of the center line points on A, signed as 
parameter

maxq . Calculate the average gray value of edge points on A, signed as 

parameter
minq . Calculate the average radius of A, signed as parameter R. 

(c)Compute the gray distribution of the template image at the center line position. 
If define 

1 1 1(x , y )T as one point located in T (Signed as template image), then we can 

calculate the average gray value of point’s 
1 1(x , y )   8 neighbors on A, and reduce it 

through Gaussian gradient using slice thickness as the parameter S(Fig. 7 (c)). 
Equation (1) displays the detail computational procedure. 
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(d)Dispose all the points not located at the center line with following steps. If 

2 2 2(x , y )T is one point located in T (Signed as template image), then we can find the 

point
3 3O(x , y ) , which is nearest to center line point

2 2 2A (x , y ) on A in the same slice. 

Calculate the distance between
2A and O, signed as D. Find the point

4 4Q(x , y ) on the 

extend line of
2OA , ensuring

2OQ OT= . Obtain the gray value of Q, and reduce it 
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through Gaussian gradient using slice thickness as the parameter S (Fig. 7(d)). 
Equation (2) displays the detail computational procedure. 
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(e)Set template image T as the new information source A’. And then repeat the 
steps (b) to (e) to obtain other slices’ gray distribution of the template until meeting 
the termination criterion that diameter of new slice is smaller than 1mm (Fig. 7(e)). 

 

Fig. 5. Workflow of adaptive template matching 

              
 (a) ROI mask each layer                                   (b) ROI each layer image 

 

               
        (c) High intensity each layer image                       (d) Mark centroid on ROI each layer image 

 

Fig. 6. ROI each layer image 

                      
(a) Middle 

slice layer 

of ROI 

(b) One 

layer on 

center line 

(c) One layer 

intensity image 

on center line 

(d) First slice of 

the template 
 (e)Adaptive Template each layer image 

Fig. 7. Establishing adaptive template  
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In general, the similarity is estimated by correlation coefficient and diversity factor. 
Fast template matching algorithm NCC (Normalized Cross Correlation), SAD (Sum of 
Absolute Differences) and SSD (Sum of Squared Differences) are the most widely 
used, and the equations is given by equation (3)-(5). NCC is the measure by correlation 
coefficient, while SAD and SSD measure by the diversity factor. The NCC, SAD and 
SSD value are range from 0 to 1. For the NCC algorithm, the higher computed value 
is, the more similar, but for SAD and SSD algorithm, the lower computed value is, the 
more similar. 
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3 Results and Discussion 

3.1 Experimental Results and Discussion 

To validate this algorithm’s performance we select MATLAB (Matrix Laboratory) as 
the image processing programming tools. Experiments has been tested on a computer 
with Intel® Core(TM) i6-2450M 22.5Ghz CPU and 6GB RAM. To compare 
experimental performance of our adaptive analysis method with that of Peng Wang et 
al.’s method [15] and, parameters of computer consumption and accuracy are taken 
into consideration. 

Firstly, we choose a typical dataset of solid nodules with diameter 6mm to test the 
time consumption of different template matching algorithms. Here we select a series 
of 3 mm thick image slices to test the algorithms’ performance, and the result 
indicates that time consumption of this paper’s algorithm is only half of the 3D 
GATM method. To prove the high efficiency of our system, we list the time 
consumption of both. All the algorithms are tested by one typical series with 267 
images and results are shown in Table.3. 

Table 3. Time consumption test result 

Template Time consumption(s)

GATM of 6mm template 34.56 

3D Adaptive template 12.56 

 
Secondly, the 3D adaption template algorithm is experimented automatically on 

299 datasets to detect pulmonary nodules. And 3 different styles 3D templates with 
diameter 6mm, 9mm and 12mm are established to imitate the 3D GATM method of 
Peng Wang et.al. [15]. Meanwhile, traditional template matching method and 
adaptive template matching method are tested on the same datasets. 
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The evaluation standards of this pulmonary nodules detection method include the 
Accuracy, Sensitivity, False Negative (FN) and False Positive (FP). The detail 
equations are shown below. Here, TP represents the true positive rate, meaning 
detection result is same as doctor diagnosis standard. FP means that detection result is 
wrong, viz. different from the diagnosis standard. FN means that our system has not 
detected the nodules which are given in doctor diagnosis standard. A method with 
high value of accuracy rate, sensitivity rate and low FP rate represents a good 
detection method. 

Accuracy
TP TN

TP TN FP FN

+=
+ + +

                         (6) 

TP
Sensitivity

TP FN
=

+
                                   (7) 

FP
FalsePositiveRate

TP FP
=

+

                                (8) 

3.2 ROC Curve 

ROC (receiver operating characteristic) curve analysis is a statistics method and has 
been widely applied in clinical diagnosis and analysis experiment. Horizontal 
coordinate of ROC curve denotes specificity and ordinate coordinate denotes 
Sensitivity. The area under the ROC curve reflects performance of the detection 

algorithm; viz. the larger, the better. If ZA represents the region areas under ROC 

curve, its value is between 0 and 1. 
Analyzing ROC curve of the detection algorithm in this paper (Fig.8), we can 

reach the conclusion that 3D adaptive template matching algorithm is much better 
than the traditional detection algorithm in detection effectiveness. 

 

 

Fig. 8. ROC curve of experiments 

4 Conclusion 

The datasets employed in this paper are diagnosed by more than 4 experiment 
doctors, containing 1025 nodules with diameter 3-30mm. The data, which are 
collected from Lung Image Database Consortium (LIDC) image dataset and Shanghai 
Lung Hospital, are utilized to validate this algorithm’s efficiency with a performance. 
The sensitivity of former datasets is 95.29% and the false positive rate is 12.90%, 
while the sensitivity of later datasets is 87.82% and false positive rate is 18.68%.  
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Due to the experimental result, 3D adaptive template matching method achieves high 
sensitivity rate comparing with the traditional template matching method [15]. The FP 
rate is 12.90% (0.54% per slice), also better than the traditional method. The 
experimental results display effectiveness and robustness of the underlying algorithm. 

The experimental results show that 3D adaptive template analysis method can be 
used to detect nodules in CT images with a high sensitivity and little computer 
consumption. However, higher accuracy system with lower FP rate is still our further 
study’s focus. 
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A 3D Adaptive Template Matching Algorithm for Brain 
Tumor Detection 

Xiao-Fei Wang, Jing Gong, Rui-Rui Bu, and Sheng-Dong Nie*  

Institute of Medical Imaging Engineering, University of Shanghai for Science and 
Technology, Shanghai 200093, China 

Abstract. This paper presents a three-dimensional adaptive template matching 
algorithm to detect brain tumors from Magnetic Resonance Images quickly. 
First, skull and other non-brain tissues were removed by the improved BET 
algorithm. Then we extracted the structures that contain all small tumors as ROIs 
(Region of Interest). After that, we screened all the ROIs by the circular degree 
and other features. Then a three-dimensional template was created conformed to 
tumor characteristics for each ROI. Finally, the three-dimensional templates 
were marched with the original images to calculate the similarity coefficient. 
Then the threshold was determined according to the matching characteristic. 
After that, the three-dimensional ROI with the similarity coefficient which was 
higher than the threshold value was marked as the tumor region. To evaluate the 
performance of the algorithm, 23 clinical cases which contain 124 tumors 
(3mm-15mm) in different size was used to test the system, using ROC (Receiver 
Operating Characteristic) curve to analysis the test results. According to the ROC 
curve, the positive rate reach 88.7097% and the false position rate is 16.03%. 
Compared to other template matching methods, the algorithm provided has been 
significantly improved. 

Keywords: Magnetic Resonance Imaging, brain tumor, template marching, 
adaptive, detection. 

1 Introduction 

Brain tumors can be divided into primary tumors and metastases. Metastases which are 
multiples of the primary tumors originating in the other parts of the body and then 
transferred to brain through the blood cells and lymph channels, which are multiples of 
the primary tumors. Brain metastases of primary sites of lung, breast, gastrointestinal 
cancer and renal cell carcinoma is a common, which accounted for 16% ~ 25% of brain 
metastases from breast cancer, brain metastasis of lung cancer accounted for 30%~ 
40%. 

Brain tumors, particularly metastatic tumors grow very fast, its average volume 
doubling time was only 25 days. If don’t take appropriate treatment promptly, the 
patient's survival is generally not more than half a year on average. It can be able to 
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quickly lead to the deaths. The tumor cells spread to the brain will ground, interfere 
with even damage the normal brain tissue, which caused a series of symptoms, such as 
headache, epilepsy, aphasia, hemianopsia, nausea, paralysis, etc.[1]. Brain metastases 
tumor may make patients feel fatigue, also can cause memory disorders of patients, 
which reduces the patients’ quality of life. If brain tumors can be early detected, and 
carries on the treatment, which can effectively prolong patients’ survival time, improve 
the quality of life of patients.[2][3][4] 

At present, magnetic resonance imaging (MRI) can carry on an effective diagnosis to 
the brain. In order to diagnose of brain tumors early, the whole brain need to be scanned 
with MRI thin layer, which will produce a large number of MRI images. Due to brain 
tumor is small (less than 10 mm) at the early stage, even on the contrast-enhanced 
magnetic resonance images, the contrast of early tumor and surrounding tissue is not 
obvious, also only on high-resolution images appear in three or four layer thickness, 
which makes clinical misdiagnosis easily. In addition, identifying smaller brain tumor 
correctly from a lot of MRI images, is also very difficult for the radiologist, especially 
after a long time reading, a radiologist will inevitably produce visual fatigue, easy to 
miss small lesions. 

The development of computer aided detection (Computer-Aided Detection-CAD) 
technology, which laid a foundation for solving the problem of the early diagnosis of 
brain tumors. Numerous studies have demonstrated that CAD can effectively alleviate 
the radiologist read burden, improve its diagnostic accuracy. In recent years, CAD has 
been played a more and more important role in breast cancer, lung cancer and 
colorectal cancer early diagnosis [5] and there are a large number of literature reports, 
but in the early diagnosis of brain tumor research at home and abroad related reports. 
Moreover, although the CAD technology has great progress in recent ten years, the 
progress still exist many problems [6]: lack of specificity, high false positive. With the 
existence of these problems, on the one hand, CAD (including the FDA certification of 
commercial CAD) have not been promoted and popularize applied; On the other hand, 
due to the application prospect, more scholars were also attracted be involved in the 
study of CAD. 

Automatic detection of brain tumors based on MRI brain images method basically 
has the following two kinds: the method based on template matching [7][8] and the 
method based on classifier[9][10]. Detection method based on classifier step is various, 
involved in the large and complex image processing algorithms. By the reports of the 
literature at home and abroad, the sensitivity of the method based on classifier is not too 
high (about 80%), false positive rate is low (typically around 10%). Yang et al [10] 
detect metastatic tumor from 3D magnetic resonance brain black blood rushed 
sequence with template matching, the sensitivity was 81.1%, the paper did not provide 
a false positive data; Robert D. et al [7] detected brain tumors on T1 weighted images 
with 3D template matching method. Take some offset to different size of the templates 
to make more templates to solve the problem of tumor offset. The sensitivity was 
86.29% and false positive was 40.5%; Nie Sheng Dong et al [8] relies on the 
establishment of different size more 3D template to improve the detection rate of 
tumor, and reduce false positives. The sensitivity was 80.65%, the false positive was 
22.5%. Although the detection method based on template matching is simple, fast, high 
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sensitivity, but this method has generally high rate of false positives (generally more 
than 20%), and the detection results has a high dependency to the designed template 
type, to detect all lesions, must design a variety of templates to cover all tumor forms. 
However to form variety of brain tumors, irregular geometry, boundary fuzzy design all 
possible tumor template is impossible. Even can design templates that enough to 
traverse the search tumor, it will cost a lot of computation time. Therefore, in view of 
the present problems of based on template matching algorithm to detect brain tumors, 
this paper proposes an adaptive template matching method. Therefor the detection 
speed and sensitivity can be improved and the false positive can be reduced. 

2 Algorithm Flow 

This method changes the traditional way of building templates, after splitting out 
parenchymal, extract contains all the interested area of the brain as a candidate for 
lesions through simple morphology processing first; Then build 3D template for each 
of the interested region respectively; According to the matching algorithm to calculate 
the interest area with the corresponding template matching coefficient, and to 
determine the coefficient of threshold to mark the tumor area. Figure 1 is the flow chart 
of adaptive 3D template matching algorithm. 
 

 

Fig. 1. The flow chart of adaptive 3D template matching algorithm 

 
Main steps of 3D adaptive template matching algorithm: 
(1) Pretreatment: In order to enhance the signal-to-noise ratio, increase the 

contrast. This article take the pretreatment is to filter the noise reduction 
operation, and then make gray-scale map, the image grayscale readjust to 
achieve the display all of the structure under the premise of contrast 
enhancement. 
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(2) Brain extraction: Using the improved BET algorithm for an initial coarse 
segmentation, make the border be initial boundary of second BET algorithm, 
accurate extract the brain again. 

(3) ROI extraction: This paper uses the method of top-hat, Un-Sharp 
Masking-USM sharpening, canny operator edge detection method to extract 
the ROI in the brain parenchyma. 

(4) Build template: According to ROI to build the corresponding 3D tumor 
template. Take any 2D ROI as the center slice, its center for the center of 
tumor template, build 3D tumor template. 

(5) Match algorithm: Normalized Cross Correlation - NCC algorithm was used 
to calculate the similarity of template and interested area. 

The advantage of the adaptive template matching algorithm proposed is: specific 
form template don’t need to be built at first (such as spherical or ellipsoidal model) so 
that false positive can be reduce effectively; Second, each template match only 
interested in the corresponding area, no necessary to spend a lot of time on the 3D data 
sets traversal searching for each template. [7] 

2.1 Brain Extraction 

Accurately segmented brain parenchymal from the MRI images is one of the key steps 
of the method. Skull interference must be avoid when extracted ROI from the 
parenchymal. Therefore, extract brain from MRI brain images accurately helps to 
improve the accuracy of the final detect results and reduce false positive. A large 
number of brain extraction method reported at home and abroad in recent years, the 
most widely used method is BET algorithm which has better effect.[11] 

During the process of using BET algorithm, BET has good effect for the normal 
brain without tumors, but the effect of the BET for the brain with tumors is not very 
ideal. This paper improved the existing BET algorithm. BET algorithm, in fact, extracts 
the brain by boundary evolution. The effect of the algorithm is good for the brain 
without distractions, but is not ideal for the brain with tumors. Its basic reason is the 

unreasonable force 3u , as shown in formula (1). 
3u f Sn= ×                                    (1) 

f  in the formula (1) is associated with the contour evolution speed coefficient. 
Sn  is the direction. Sn  points to the pedal of current evolution to the two attachment 

points. In figure 2(a), O  is the contour center. iP  is the contour boundary point. 
When the contour evolution to obstacles, contour began to appear changes as shown in 

figure 2(a). The reason is that the force 3u  and 2u  has the same direction, just 

different value. So in the next iteration, 2P , 4P  and 3P  will be to the opposite 
direction, which leads to contour points more and more chaos, appear as shown in 

figure 2(b). So in this paper, the force 3u  has been changed, make it directs to the 

center of the contour, and the contour smoothing force 2u was simplified.[12] 
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a                                      b 

Fig. 2. Contour evolution to obstacles 

Brain extraction method in this paper is: first, choose the middle slice of sequence 
image as the initial slice, an improved BET algorithm is applied, to obtain rough 

boundary 0 ( )B mid , as shown in figure 3(a); Second, 0 ( )B mid  will be took as the 
initial boundary using the improved BET algorithm again, for the middle slice of 

accurate boundary ( )B mid , as shown in figure 3(c); Then, further to reduce ( )B mid  
a certain proportion to its center (shrink 10%) of this article. Make it as the initial 
boundary of the two adjacent layers, and BET algorithm to obtain accurate boundary, 
again. Finally, the steps in the cycle until completion of the all layers are divided. The 
segmentation process is as follows: 

 

    
a                 b                c 

Fig. 3. Process of brain extraction (a) First rough boundary (b) First extraction result (c) Accurate 
extraction result 

2.2 ROI Extraction 

When extracting ROI, all brain tumors must be extracted as a candidate for lesions. Due 
to the human eye is more sensitive to the boundary information and contrast, clinicians 
were first observed that where exists significant difference with the surrounding 
structure, and then according to the rich medical knowledge to judge whether the 
structure of the exception. In order to ensure all anomaly area will be extracted, usually 
adopt a variety of methods of combining the interested region extraction, in the method 
of a single threshold and edge detection method is difficult to obtain satisfactory 
results. On the basis of the experiment many times, top-hat transform, the sharpening 
mask, canny operator algorithm of edge detection method were adopted in this paper. 

First, the background is filled with the average gray level of brain tissue, as shown in 
figure 4(a). Different sizes of circular structure element was defined, then top-hat 
transform was used to enhance the comparison of background and interested area,  

P
P

P
P

P

P

P
P

P
P
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as shown in figure 4(b). On the basis of top-hat transformation Un-sharp Mask was 
applied, as shown in figure 4(d). The algorithm principle is that the filted image 
multiplied by sharpening coefficient is added to the original image, achieve sharpening 
effect, as shown in formula (2) : 

y( , ) ( , ) ( , )n m x n m z n mλ= +                        (2) 

In the formula (2), ( , )x n m  is the input image, ( , )y n m  is the output image, and 
( , )z n m  is the correct signal, typically computed by high-pass filter from the input 

image. λ  is used as a scaling factor to control the effect of enhancement. In this paper, 
the image after using Gaussian filter from the original image was minus to achieve 

high-pass signal ( , )z n m . After that, canny edge detection method was used to enhance 
the weak boundary, then the boundary was timed and added to the original image, as 
shown in figure 4(d). Then get the binary image, as shown in figure 4(e). Adjust the size 
of hat structural elements and extract again, as shown in figure 4(f). After many times 
extraction, binary image can be got as shown in figure 4(g). The experimental results 
show that this method can effectively extract the ROIs. 

 

   
 a            b            c 

    
 d             e            f           g 

Fig. 4. ROI extraction (a) Original image with background (b) Result of top-hat transform (c) 
Result of USM (d) Result of canny edge detection enhancement (e) Result of masking the binary 
image (f) Many times extraction (g) Result 

2.3 Build 3D Template 

In the template matching algorithm, usually calculated according to the prior 
knowledge of the template meet spherical Gaussian distribution [7][13]. An important 
feature of spherical Gaussian template is center distance equal to the template of gray 
level is equal. The reason is that in the process of continuous tumor growth, the points 
with the same distance to the center are often in the same growth stage. According to 
this characteristic, a 2D ROI was used as the center layer to build the 3D model, based 
on the center of the center layer 3D template center, as shown in figure 5: 
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Fig. 5. Tumor model 

In figure 5 A   is a selected ROI, O is the center of A . 'p  is a point on A , build 

a plane XOY  based on A  plane,  plane XOY  normal to the Z axis of the 3D 
coordinate system. B  in figure is calculated by A  3D template in A  parallel to A  
plane, p  is a point in planar B  with corresponding point 'p  on plane A , namely 

to meet: 
pix( ) pix( ')p p=        (3) 

 From 'p  to p： 

'op op=              (4) 

( )
2 2 2 2 2 2

2 2 2 2
, ,

x y z x y z
B x y A x y

x y x y

 + + + +
 =
 + + 

          (5) 

( )
2 2 2 2 2 2

2 2 2 2
, ,

x y z x y z
B x y A x y

x y x y

 + − + −
  =
 + + 

        (6) 

Formula (6) can be used to calculate the 3D model, z  is the space from B  to the 
center slice. The ROI and the corresponding template are shown in figure 6. Two 3D 
model built from two 2D ROIs are shown in figure 6(a) and figure 6(b). The neighbor 
slices in the original data field of 3D model in figure 6(b) are shown in figure 6(c). 
Attach to the established 3D template with the same data field information can be 
achieved with a thick layer as shown in figure 6(d) 3D template. 

 

 
a 

 
b 

 
c 

 
d 

Fig. 6. Template and ROIs (a),(b) 3D template (c) The neighbor slices in the original data field of 
3D model in figure 6(b) (d) Attach to the established 3D template with the same data field 
information 
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2.4 Matching Algorithm 

Template and the corresponding region in the original data filed are computed as two 

dimensional vectors T


 and S


. Then calculate the cosine of two vectors as the 
coefficient of similarity. 

cos ,
T S

T S
T S

  =
   
 


       (7) 
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When the similarity coefficient closer to 1, the similarity degree is higher, is equal 
when the similarity coefficient is 1. In the process of matching, to establish each 
template and the corresponding location in the 3D data field data matching. 

2.4.1  Background Padding 
Template background is the other areas except tumor section in the template. In the 
process of matching, add background information to the established 3D template plays 
an important role reduce false positives of test method. In the case of not adding 
background information, some non-tumor tissues such as low signal of the outer body 
of the structure of the coefficient of similarity may be high and misdiagnosed as tumor; 
Some smaller radius of tumor tissues due to its radius is less than the thickness, as 
shown in figure 7(a), 7 (d), established a template (figure 7 (e), figure 7 (h)) only one 
layer by the slice of thick, if you don't consider the template background when 
matching, the similarity coefficient of ROI and the template will reach 1. If you don't 
add the template of background information, therefore, is likely to lead to false positive 
results. Figure 7 is the average gray level for the template to add interest area 50% brain 
tissue (the average gray level than the tumor area around 50% lower than the average 
gray level) as the background and the original image. 

 

 
a              b                 c          d 

 
e              f                  g          h 

 

Fig. 7. Template and original image (a),(b) Non-tumor (c),(d) Tumor 

 

Fig. 8. Similarity coefficient with and without background in figure 9 
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The original image of ROI shown in figure 7(a), (b), (c), (d), the template of ROI 
shown in figure 7(e), (f), (g), (h). Non-tumor structures are shown in (e), (f). Tumor 
structures are shown in (g), (h). The similarity coefficient with and without background 
is shown in figure 8. As shown in figure 8, the background has little affects to tumor 
structures, but more to the non-tumor structures. 

3 Experiment and Discussion 

3.1 Experimental Data and Environment 

Test data from Shanghai pulmonary hospital clinical cases of Simens 1.5T MRI 
scanner was used to detect the performance of the algorithm. Under the guidance of a 
radiologist, 23 T1 sequence images containing brain tumors were used to experiment. 
23 cases including 124 different sizes (3 mm to 15 mm) of brain tumors, each contains 
50 layers image, image size is 512 * 512 pixels, the image layer are 3 mm thick. In this 
paper, experimental environment for MATLAB2012, 2.0 GHz processor, 32 GB of 
memory (DDR3 1333 MHZ), 64-bit Windows 7 operating system.                                                

3.2 ROC Curve Analysis 

ROC curve was used to evaluation algorithm performance. ROC curve is a function 
curve of detection threshold. It directly reflects the brain tumor detection sensitivity and 
the relationship between the rate of false positives. False positive rate was used as 
abscissa of ROC curve, the sensitivity rate as the ordinate. 

Positive rate：
TN

TP
SN

=                             (9) 

False positive rate：
FN

FP
FN TN

=
+

                     (10) 

TN is the number of correct detection, SN is the total number of tumor, FN is the 
number of false detection. The ROC curve tend to the upper left, the bigger the area 
under the curve, the greater the performance. Below is the test data of ROC curve: 

 

  

Fig. 9. ROC curve 
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3.3 Discussion 

As shown in figure 9 that, this method has a good detection performance. Under the 
condition of the high sensitivity rate, the false positive rate drops rapidly. The point 
marked by the arrow closest to the ideal point (0, 1) is the best threshold point. The 
threshold condition sensitivity rate was 88.7097% (110/124) and 16.03% false positive 
(21/(110+21)). Compared with our previous studies [8] performed greater 
improvement. Literature [7] use the template with some offset to the center to 
overcome cancer center offset, therefore also brought more false positive results, and 
the detection time growth; Literature [8] build more fixed size of the template to detect 
tumor to reduce false positives, but consumed more time. And this method is not based 
on fixed size of template for the 3D data field in the form of traversal search, thereby 
greatly reducing the test time, and the template form and size as depending on the ROI, 
enables the template to cover more tumor, so as to improve the sensitivity, reduces the 
false positive. 

Table 1. Comparison data 

Method Positive False positive Time  

Proposed  88.7097%(110/124) 
16.03%(21/131) 
0.0287 per image 

32.3s/case 

Literature[7] 86.29%(107/124) 
40.5%(73/180) 
0.1 per image 

193s/case 

Literature[8] 80.65%(100/124) 
22.5%(29/129) 

0.0402 per image 

350s/case after 
optimize 

84.5s/case 
 

Experimental result shows that compared with the paper published at home and 
abroad in recent years, the algorithm in this paper has been improved significantly. 
Ensured a high sensitivity and reduce the false positives, detection speed is also 
improved significantly. 

4 Summary and Outlook 

As the detection experiment shown that the brain lesions or other organizations, such as 
brain abscesses, cerebral hemorrhage, infarcts, sinus and carotid artery branch [8] and 
other vascular structures, is the main cause of false positives. As shown in figure 10(a), 
1 is brain vena cava, in figure 10(b), 2,3 is middle cerebral artery, 4 in figure 10(c) is 
middle cerebral artery, 5, 6 is the former arteries, 7, 8 is choroid plexus. These small 
lesions or structure, its neighbor had little influence on itself, so the matching 
coefficient is often high. But compared with tumor exist obvious irregularity, the 
boundary is not smooth, and lesion often present boundaries relatively smooth round 
sphere [14]. According to the high circular degree features of tumor that the simple 
filtering part axle ratio relatively high area, effectively reduce the false positive rate. In 
subsequent work, more features can be calculated in the process of testing [15][16] and 
the use of classifier to template matching results are classified again, in order to further 
reduce the false positives. 
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a                    b                     c 

Fig. 10. Possible false positive (a) 1 is brain vena cava (b) 2,3 are brain middle artery (c) 4 is 
brain middle artery, 5, 6 are front middle artery, 7, 8 are choroid plexus 
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Abstract. Currently, the modified Blalock-Taussig (mB-T) shunt is the most 
preferred surgery served as the first step of the staged procedures in the 
treatment of cyanotic congenital heart defect. A Gore-Tex conduit is used to 
surgically connect the systemic and pulmonary circulations. In the present 
study, we report on three-dimensional (3D) hemodynamic analysis of the 
effects of conduit anastomosis angles on hemodynamics of the mB-T shunt. We 
constructed a patient-specific 3D model after the mB-T shunt based on medical 
images and employed computer-aided design to reconstruct two new models 
with different anastomosis angles.  The local pressure, blood flow distribution 
and wall shear stress were calculated. The results suggest the scheme of vertical 
anastomosis angle of the conduit on the pulmonary artery can increase the 
blood flow distribution from systemic circulation to two lungs and blood flows 
more smoothly in the conduit.  The results are well congruent with our clinical 
experience. This indicates the numerical methods may be applied to investigate 
hemodynamics of the mB-T shunt for different surgical schemes. 

Keywords: Modified Blalock-Taussig shunt, Computational fluid dynamics, 
Computer-aided Design, Hemodynamics, Congenital heart defect. 
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1 Introduction 

Since Blalock and Taussig introduced the classical form of a systemic-to-pulmonary 
procedure with cutting off the subclavian artery in 1945 [1], various modifications 
have been made to improve this kind of surgical method [2]. However, a modified 
form of this procedure, called the modified Blalock-Taussig (mB-T) shunt, is the most 
preferred procedure in clinical applications over the past decades [3, 4]. It is widely 
used as the first-staged procedure of surgical management for the children with 
cyanotic congenital heart defects. The mB-T shunt is an effective procedure to 
increase pulmonary blood flow by the end-to-side anastomosis of the subclavian 
artery (or the innominate artery) and the pulmonary artery through a Gore-Tex 
conduit. This surgical connection allows the blood from the systemic arteries flow 
into the lungs to improve the oxygen saturation of the arterial blood.  

The outcomes of the mB-T shunt have improved in the past years and satisfied 
results are achieved in clinic. However, some complications were reported due to the 
complex blood flow created by the systemic pulmonary connection through the 
conduit, including the distortion of the pulmonary arteries, formation of post-
operative thrombosis and unbalanced distribution of blood flow to two lungs. These 
problems are partly related to the implantation of the conduit for the improper choice 
of anastomosis position or angles in surgeries.  

Recent development of the techniques in medical image-based computational fluid 
dynamics (CFD) and computer-aided design (CAD) makes it possible to perform 
patient-specific virtual procedures to quantitatively investigate blood flow in vitro 
before operations. Different surgical schemes can be designed and compared for the 
evaluation of operative features. A series of related information of hemodynamics can 
be predicted in detail to help clinicians for surgical decision-making, such as pressure 
drop, wall shear stress (WSS), and the distribution of blood flow. Liu et al. [5] applied 
the method to study the hemodynamics of distal aortic arch recoarctation following 
the Norwood procedure to seek for the best timing of surgical repair. CAD was used 
to simulate seven stages of increasing stenosis and analyzed the corresponding 
hemodynamics by CFD calculations. Sun et al. [6] employed the technique of CAD to 
design different types of total cavopulmonary connections (TCPC) with dual superior 
venae cavae (SVC), considering different sites for anastomosis from venae cavae to 
pulmonary arteries (PAs), and compared hemodynamic features in these virtual 
operative designs by CFD analysis.  

In the present study, we used the technique of medical image-based CAD to 
perform virtual procedures of the mB-T shunt by adjusting the angles of conduit 
implantation with considering patient-specific anatomical structures. Two three-
dimensional (3D) vascular geometries were constructed based on the analysis of the 
patient’s original mB-T shunt. A computational hemodynamic system that validated 
in our previous studies of Norwood Procedure [7, 8] was applied to perform CFD 
calculations and analyze the local hemodynamics. The aim of this study was not only 
to disclose the patient-specific hemodynamic features at the connection area of the 
mB-T shunt, but also to predict the potential influence of the conduit implantation 
angles on hemodynamics of the mB-T shunt. 
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2 Materials and Methods 

2.1 Clinic Data Acquisition and Patient-Specific Model Generation 

Clinical studies were done around the second-staged procedure with the permission of 
the parents of a 12-month-old child that had undergone the mB-T shunt at five months 
old by using a conduit of 4 mm in diameter to surgically connect the innominate 
artery and pulmonary artery. Protocols were approved by the local institutional review 
board and regional research ethics committee of Shanghai Children’s Medical Center 
(SCMC) Affiliated Shanghai Jiao Tong University School of Medicine. 

To generate the 3D geometric model of patient-specific mB-T shunt, a series of 
continuous 0.625 mm-thick CT images with 512×512-pixel field of view defined the 
anatomies of the thorax were acquired by a 16-slice multi-detector row enhanced CT 
scanner (Bright Speed Elite, GE Medical System, General Electric, America). 
Medical imaging software RealINTAGEⓇ (KGT Co. Tokyo, Japan) compiled and 
reconstructed the 3D vascular geometry. Details of our method for 3D model 
reconstruction were reported previously [5]. Due to the pulmonary atresia of the child, 
only the left ventricle provided blood flow to the body through the ascending aorta 
(AAo). The blood in pulmonary arteries was provided by the flow distributed from 
the systemic circulation through a surgical implanted conduit. Fig.1 depicts the 3D 
reconstructed vascular geometry of the patient-specific mB-T shunt. 

The mass flow at the AAo was acquired by echocardiography in real time with 
electrocardiogram (ECG). The distribution of blood pressure measured during the 
second-staged procedure at the left pulmonary artery (LPA) and the right pulmonary 
artery (RPA), respectively, were stored in ASCII format for CFD simulation. 

 

 

Fig. 1. Reconstruction of 3D patient-specific vascular geometry from original CT images 



 Influence of Conduit Angles on Hemodynamics of Modified Blalock-Taussig Shunt 65 

 

2.2 Model Rebuilding 

Model rebuilding was done by the analysis of patient-specific anatomical structures of 
arteries in the mB-T shunt. To make new models, the implantation angles of conduit 
were adjusted based on clinical requirements considering that no kinking should be 
generated in the conduit. During this process, we applied the commercial software 
Materialise Ⓡ -Mimics 12.0 to complete the 3D geometry separation, angle 
modification and model reassemble. Two parameters, θ1 and θ2, were defined for the 
accurate control of the angle adjustment. The θ1 was used to describe the angle 
between the innominate artery and the conduit, and θ2  was employed to express the 
angle created by the anastomosis of the conduit and pulmonary artery. Two new 
virtual models were rebuilt for the CFD analysis in the present study, which expressed 
two possible surgical designs of the patient-specific mB-T shunt. 

Compared with the original model, Model 1 adjusted θ1 from 90° to 60°, and kept 
the same degree of θ2. Model 2 modified θ2 from 120° to 90°, and kept θ1 with the 
same degree of the original model.  We examined the patient-specific anatomical 
structures and found that the two models with above angles represented the two 
extreme conditions of conduit implantation without generating kinking in this patient. 
Other possible implantation angles should be in the range of 60°-90° for θ1 and 90°-
180° for θ2 in the procedure of the patient-specific mB-T shunt. Figure 2 compared the 
models with the changes of anastomosis angle.  

 

 

Fig. 2. Two virtual models constructed by computer-aided design with the changes of 
anastomosis angle 

2.3 CFD Analysis  

2.3.1   Governing Equations 
The equations governing blood flow are the 3D incompressible Navier-Stokes (N-S) 
equations, which were described as below, 
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where i, j=1, 2, 3, x1, x2, and x3, represent coordinate axes, ui, uj are velocity vectors, p 
is pressure, μ is viscosity, ρ is density, and t is time. The term fi expresses the 

action of body forces.  
Because arteries are large relative to individual blood cells [9] and shear rates are 

greater in larger arteries [10], we assumed blood to be a Newtonian fluid with 
constant density ( ρ = 1060 kg m-3) and viscosity ( μ =4.0×10-3 Pa s) and the body 

forces were omitted.  
We calculated the Reynolds numbers based on blood flow at the anastomosis of the 

mB-T shunt in one cardiac cycle, and found the maximum value was closed to 5000. 
Accordingly, the blood flow should be the turbulence flow in the patient-specific 
vascular geometry. The most widely validated turbulence model, the standard ε−k  
model, was employed to solve the complex flows [11].  

The flow distribution ratio (FDR) was defined to evaluate the balance of blood 
distribution between systemic and pulmonary circulations in the three models. The 
equation for FDR is given by: 

%100×=
inlet

outlet

Q

Q
FDR  (2) 

where Qoutlet is the flow in the LPA, RPA, descending aorta (DA), left subclavian 
artery (LSA), right subclavian artery (RSA), left common carotid artery (LCCA), 
right common carotid artery (RCCA) and Qinlet is the inflow at the AAo.  

2.3.2   Mesh Generation 
The grid-generation software, ANSYSⓇ-ICEM 14.0 was applied to discretize the 
computational domain of the three models for CFD calculations. A combination of 
tetrahedral grids in the interior and five-layer body-fitted prismatic grids in the near-
wall regions was employed for numerical solution of the equations governing blood 
motion.  

To find the best mesh for CFD analysis, grid-independent verification were 
performed in our previous study and found that grid numbers of about one million 
would make the most efficient mesh in calculation of aortic flow [8]. Table 1 lists the 
mesh information for each model, including the patient-specific 3D model.  

Table 1. Mesh information for each model 

Model Original Model Model 1 Model 2 

Total Nodes 565,394 559,954 566,504 
Total Elements 1,503,964 1,490,333 1,507,513 
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2.3.4   Boundary Conditions 
Due to the pulmonary atresia, the AAo was the only inlet of blood flowed into the 
arteries. To fully develop the flow boundary layer, the inlet domain was extended 
upstream to twenty times the size of the AAo. The pulsatile mass flow, measured by 
echocardiography in real-time with an electrocardiogram recorder, was imposed as 
the inflow conditions on the extended inlet.  

At the outlet of the DA, LSA, LCCA, RCCA, and RSA, we extended sixty times of 
vessel diameter in a normal direction to allow sufficient recovery of blood pressure in 
each branch. A zero pressure gradient was used at these outlets. The estimated 
pressure wave reflections from peripheral vessels at diastolic phase proposed in our 
previous study of Norwood procedure [7] was applied to model cardiovascular flow. 
The pressure waves in pulmonary arteries, which were considered to be greatly 
affected by respiration and blood flow pulsation [12], were measured at the LPA and 
RPA during the patient’s second-staged procedure. These profiles were imposed as 
the pressure outlet conditions in calculations. To avoid the influence of boundaries, 
we used same conditions at the inlet and outlet to predict hemodynamic features in the 
three models.  

2.3.5   Calculation 
CFD calculations were performed on the finite volume solver package, ANSYSⓇ-
FLUENT 14.0, to solve the turbulence flow inside the connection area of the mB-T 
shunt. For the simulation, we assumed vascular walls were rigid and impermeable, 
with no-slip boundary conditions. For convergence criteria, the relative variation of 
the quantities between two successive iterations was smaller than the pre-assigned 
maximum, 10-5. We chose a second-order upwind scheme for discretization of the 
governing equations and all calculations were converged to 10-6.  

Simulations were run for three consecutive cardiac cycles to yield stable and 
precise periodic results, and the results of the last cycle were used for hemodynamic 
analysis.  

3 Results 

Fig.3 depicts the contour plots of the total pressure and WSS. Fig.3 (a) displays the 
results when the AAo’s mass flow arrived at systolic peak. In the patient-specific 
model, there is a high pressure drop in the mB-T shunt at systolic peak, approximately 
60 mmHg. Relatively low pressure area is observed at the connection area between 
the conduit and the PA. In Model 1, due to the sharp angle of θ1, a relatively high 
pressure drop is found at the connection area of the IA and conduit. Compared to the 
patient-specific model, almost the same value of pressure drop is observed at the 
anastomosis of the PA and conduit. When the θ2 changes from 120° to 90° in Model 
2, the total pressure drop decreases inside the conduit. There is approximately 50 
mmHg at systolic peak. 
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Fig. 3. The contour plots of the total pressure (a) and WSS (b) at systolic peak 

WSS, as one of the most important hemodynamic indicators, is related to the 
remodeling process in the arterial walls and thrombosis formation. Fig.3 (b) displays 
the distribution of WSS. High values of WSS appear in the conduit and the orifice of 
the mB-T shunt at the PA in the patient-specific Model. When the θ1 decreased from 
90° to 60° in Model 1, the value of WSS increased sharply at the connection area of 
the IA and conduit. Large areas of high WSS distribution are observed inside the 
conduit in Model 1. This indicates that blood flow has accelerated and become more 
unstable and complex. Due to the restriction of the conduit, blood flow collides 
directly to the PA. High values of WSS are found at the orifice of conduit to PA. In 
Model 1, the areas of high values of WSS primarily located at the LPA, while they are 
mainly distributed at the RPA in the patient-specific model and Model 2. 

We calculated the distribution ratio of mass flow at each branch. Table 2 shows 
these results of the three models respectively. With the decrease of the θ1, the mass 
flow distributed to the PA was declined around 6% of inflow in Model 1. Blood flow 
to the body through the DA increased by 3.42%. The flow distribution ratios in other 
branches have some increase. When the θ2 changed from 120° to 90° in Model 2, a 
little increase of mass flow passed through the mB-T shunt, with 45.14% of the 
inflow distributed to the PA and the amount of blood to the DA decreased by 2.4%. 
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Table 2. The proportion of blood flow distribution (%) 

 Original Model Model 1 Model 2 

mB-T shunt 42 37.61 45.41 
DA 45 48.42 42.6 
LSA 2.5 2.69 2.26 
RSA 4.2 4.53 4.01 

LCCA 3 3.2 2.86 
RCCA 3.3 3.55 3.13 

Note: The proportion of the mB-T Shunt expresses the ratio of blood flowed into pulmonary 
artery passed through the conduit.  

4 Discussion 

Since the hearts are dysfunctional among the cyanotic CHD patients needed to 
perform the mB-T shunt, little pressure drop, high WSS and small changes of the 
blood flow distribution are all important for the survival of the suffering weak hearts 
and post-operative recovery. Minimizing these factors by optimizing the anastomosis 
configurations is crucial in the clinical practice.  

In the present study, we virtually rebuilt two models by using CAD to adjust the 
conduit anastomosis angles based on the patient-specific vascular geometry after  
the procedure of the mB-T shunt. In model 1, we adjusted θ1 to its minimum angle. 
The outside wall of the conduit touched the surface of AAo without a kinking created. 
In model 2, we modified θ2 to 90°. The conduit was vertically anastomosed on the PA. 
The angle was considered the optimal angle in the procedure of mB-T shunt based on 
our clinical experience. The effects of the anastomotic shape, which were considered 
to have influence on the hemodynamics in procedure, did not take into account in the 
present study. We kept same anastomotic shape in the process of model rebuilding.  

Studies suggested that when the value of Qp /Qs (where Qp was the flow distributes 
to pulmonary arteries through the conduit, and Qs was the flow distributes to systemic 
circulation) reached between 0.5 and 1 [13], the maximal oxygen delivery would be 
achieved in the systemic-to-pulmonary procedure. We calculated value of Qp /Qs and 
found they were 0.724, 0.603 and 0.823 in three models, respectively. This indicated 
Model 2 with the conduit vertically anastomosed on the PA can delivery more oxygen 
in the arterial blood to alleviate cyanosis. The result was well congruent with our 
clinical experience. Model 1 was the worst design when θ1 to its minimum angle.  

The understanding of pathophysiological changes in the formation of thrombosis 
and occlusion is critical to improve surgical design of the mB-T shunt. Studies have 
shown a strong correlation in the magnitude of WSS, endothelial cell function, and 
vessel wall remodeling [14, 15].  High WSS can damage the endothelial layer of 
blood vessels. Moreover, low WSS coincided with areas of low flow velocity is 
considered to promote platelet activation, which is one of the reasons for causing 
shunt thrombosis and occlusion [16]. In Model 1, relatively high WSS was observed 
inside the conduit and the bottom of the LPA. It meant large damage of the 
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endothelial layer of blood vessels may be created in the LPA when the θ1 was 
decreased. Due to the change of flow direction, low WSS was generated in the RPA. 
Although some areas of high WSS were also found inside the conduit in patient-
specific model and Model 2, the region of high WSS appeared in PA is smaller 
comparing to Model 1. This implied relatively small range of damage of the 
endothelial layer may be made in the PA. As a result, the risk of the formation of 
thrombosis and occlusion was reduced. Accordingly, the decline of θ1 can increase the 
WSS along the conduit and the change of θ2 can control the distribution area of high 
WSS in the PA.  

5 Conclusion 

In the present study, the technique of CAD was used to adjust the anastomosis angles 
between the IA or PA and the conduit to virtually simulate two different surgical 
schemes. By the analysis of the distribution of pressure, WSS and flow ratio, the 
scheme of vertical anastomosis angle of the conduit on the PA was thought to be the 
optimal design of the procedure to increase the blood flow distribution from systemic 
circulation to two lungs and blood flows more smoothly in the conduit.  The results 
are well congruent with our clinical experience. The studies of virtual procedure and 
its hemodynamic analysis are helpful in the surgical design of the mB-T shunt. 
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Abstract. Eye gaze plays a very important role in identifying human’s 
attention, so it has been considered to be applied in human computer 
interaction, and one of the main factors in hindering eye gaze application is the 
complexity of systems and detection method of gaze direction. To build up an 
eye gaze tracking human-computer interaction system with simple 
infrastructure and good usability, a kind of gaze direction evaluating approach 
based on eyes moving trend has been proposed, and the eyes image and feature 
information are respectively captured and extracted with a Web camera and a 
computer, and the quantity of eyes moving trend is defined by the ratio of the 
distances from iris center to the both corners in one eye. Moreover, the image 
processing algorithms have been provided to detect the characteristics in the 
image of eyes area, and the eye corners equivalent position detection method 
has been put up with respect to the shape of eye corners. Some experiments 
have been done in the test system, and the results show that the proposed 
methods and algorithms can meet the communication demands for different 
subjects in multi type work conditions; after completing the initialization, the 
subjects can freely interact with the computer in a certain work range, and there 
is no need to frequently calibrate the work parameters, so the limitations to the 
subjects have been decreased and the system is easy to use, furthermore, it 
provides a new way for eye gaze tracking technology applied for caring the old 
and the disability.                                   

Keywords: eye gaze tracking, human computer interaction, eye moving trend, 
gaze direction, detection algorithm. 

1 Introduction 

Eye gaze tracking technology has a wide range of application, such as in psychology 
research, behavioural analysis, caring the old and the disability, human-computer 
interaction [1, 2]. In the field of caring the old and the disability, for those disabled 
people who lose their language competence and Body movement ability, the eye gaze 
tracking technology could help them express their desire by moving eyes and build 
the bridge of communication between patients and medical workers.Therefore, eye 
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gaze tracking technology has attracted much attention in the field of caring the old 
and the disability. 

The main methods for detecting eye gaze direction include Contact Lens, 
Electromagnetic Coil, Corneal Reflection, Electro-Oculography (EOG), Infrared TV 
Method and so on[3,4]. Most methods based on machine vision processing algorithm 
are unconstrained, non-wear and non-contact. They are the ideal methods for the 
caring the old and the disability auxiliary system. One of the most widely used 
methods is Pupil corneal reflection [5, 6]. By detecting the displacement which is 
auxiliary light’s reflection point on the corner comparing with Pupil center, this 
method could estimate the gazing direction as eyes turn around. But it is unreliable 
when the relative position of user’s head, camera and interaction interface is changing 
and needs to calibrate frequently. Some scholars put forward collecting a large 
number of samples training methods, such as, regression model [7, 8] and support 
vector machine (SVM) [9], wearing helmet reduce fixed related parameters 
calibration method [10, 11], adjust the camera parameters [12] and head motion 
compensation algorithm of image magnification [13], adopting the method of multiple 
cameras and auxiliary light source and so on [14-16], to solve this kind of problem. 
They perform well under some special conditions, but those kinds of systems are not 
fit for the physical disabled because of its complicated construction and tedious 
calibration process. 

Based on the above analysis, this paper proposes a new gaze direction detecting 
algorithm. The method extracts the feature information respectively by a Web camera 
and a computer, and takes eye characteristics instead of external identifiers, such as 
auxiliary light source, as the reference to recognize the gazing direction. For example, 
iris center, corner feature points around eyes and parameters such as distance ratio 
based on these feature could serve as criterion for gaze direction detection algorithm. 
In this way can we reduce the restrictions for the user at a great extent, and offer help 
to explore establishing a simple structure and feasibly tracking man-machine 
interactive system. 

2 Estimation of Gaze Direction  

In the eye tracking human-computer interaction system(shown as Fig.1(a)), when the 
subject gazes at different target areas on the interactive interface, we could collect and 
extract eye feature information using a web camera and information processing 
algorithm and then achieving gaze direction estimation. When the eye opens (shown 
as Fig.1 (b)), pupil and iris are exposed between the eyelids. Then we can establish 
XOY coordinates on the eye image, defining PC(XC,YC) as the center of iris, 
PL(XL,YL) as the left canthus and PR (XR,YR) as the right. Also, we take HL and HR as 
the distance between left or right canthus (PL/PR) and center of iris (PC) respectively. 
Then we could get the relations as follow: 

2 2( ) ( )L C L C L C LH P P X X Y Y= = − + −  (1) 

2 2( ) ( )R C R C R C RH P P X X Y Y= = − + −  (2) 
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(a)System structure                        (b) Eye image feature 

Fig. 1. Eye gaze tracking human-computer interaction system 

When gaze direction turns to the left, iris moves to left relative to the eye socket 
and the position of left or right canthus is fixed. Fig.2 (a) presents the eye state 
diagram. HL' stands for the distance between left canthus and iris center, decreases 
comparing with HL0 in the initial state shown as Fig.2 (b). And it increases for the 
distance between right canthus and iris center HR' comparing with HR0 in the initial 
state shown as Fig.2 (b). So HL'/HR' reduces more significantly than HL0/HR0. In a 
similar way, when the gaze direction (shown in 2(c)) turns to right, HL''/HR'' increases 
more significantly than HL0/HR0. Therefore, the eye moving trend can be expressed by 
HL/ HR. Then we define R (Pi) as eye moving trend of any point Pi on the interface of 
eye gazing. HL(Pi), HR(Pi) respectively stands for the displacement between iris center 
and canthus. The eye moving trend R (Pi) could be expressed as 

 

(Pi) (Pi) / H (Pi)L RR H=  (3) 

       

     
(a) Gaze direction towards left (b) Gaze direction towards front (c) Gaze direction towards left 

Fig. 2. Analysis of eye moving trend 

During the process of human computer conversation in the eye tracking human-
computer interaction system, what subject gazing at is a certain point Pij of a target 
area Di on the interface. Shown as Fig.3, PiL1, PiL2 are any point of the left and right 
border line of the target area Di, so when subject gazes at Pij, PiL1, PiL2, the eye 
moving trend is: 
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2 2 2

(P ) H (P ) / H (P )

(P ) (P ) / H (P )
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iL L iL R iL

R

R H

R

=
 =
 =

 (4) 

According to the definition of the eye moving trend and position of Pij, PiL1, PiL2 on 
the target area Di, when subject gazes at the target area Di, R (Pij), R(PiL1) and R(PiL2) 
have a relation as followed: 

( ) ( )1 2( ) ,  [ ]ij iL iLR P R P R P∈  (5) 

Combining with the interface design method of the eye tracking human-computer 
interaction system, we can use equation (4) to confirm the range of the eye moving 
trend in any target area on the interaction interface.When we gaze at the content on 
the interaction interface, the current ocular parameter and eye moving trend could be 
collected and extracted in real-time by web camera and computer. On the basis of 
equation (5), we could judge the current target area we gaze at, which is also the eye 
gazing direction. 

3 Implementation of Detection Algorithm 

In view of the proposed gaze direction estimation method, we use image processing 
algorithms to extract and calculate the ocular parameters of eye moving trend. And 
I(x,y) is define as eye area binarization image when the iris is not obscured(shown as 
Fig.4).The whole information of the image is located in the range of [x1,x2] and 
[y1,y2]. And g(x,y) is a mark image of I(x,y). Pixels are the pixels set of p(x, y) built 
by black area which comes from the iris and canthus on the image.  

1               p R
g(x,y)=

0               p R

∈
 ∉

 (6) 

    

Fig. 3. Gaze a certain area of interactive interface Fig. 4. Process of feature extraction 
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(a) Important characteristic              (b) Eye corners equivalent position detection 

Fig. 5. Detection of characteristic parameter 

In order to compile the information of iris and canthus area, we do a integral 
along the Y direction for the information of g(x,y)＝1 of the image, noted as: 

y2

k k
j=y1

= g(i ,j)f   
(7) 

 k max k{ | i (x1, 2 }, x )C k fx i G= ∈= , which is the correspondence of the global 

integrating maximum values
y2

k
j=y1

{ g(i ,j)}maxG max=  , is x-coordinate of the center of 

iris. Then we do integral for the area of k Ci x<  and k Ci x> and compare 

respectively. So we affirm the two closet local minimum which is on the both side of 
global maximum values maxG to distinguish the image area of left and right canthus, 

marking as splitR  and splitL . 

y2

k k
j=y1

{ g(i ,j | i < x )}csplitR min=   (8) 

y2

k k
j=y1

{ g(i ,j | i > x )}csplitL min=   (9) 

The respective corresponding x-coordinate of splitR and splitL are 

1 k{ | }SR k f spl Rx i it== ， 2 k{ | }SL k f spl Lx i it== . 

PR（xR, yR） PL（xL, yL） 

B（xB, yB） 

D（xD, yD） 

G（xG, yG） 

A（xA, yA） 
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In order to reduce the influence of canthus’s shadow and noise, we put forward 
the eye corners equivalent position detection method on the basis of the shape feature 
of canthus approximate triangle. In the image area of left and right canthus defined by 

 k SRi x<  and  k SLi x> , we scan the first black point ( g(x,y)=1) by column from the 

left to right, and mark the location as ( ),A AA x y ; afterwards, marking the location as 

( ),  B BB x y  which be scanned by row from the top to the bottom; and then get the first 

the black point ,(  )D DD x y  through scanning by row whose range is starts from 

the ( ),B Ax y and bigger than /( ) 2B Ax x+ to /( ) 2B Ay y+ . By the knowledge of 

triangle-center, we get the equivalent canthus points ,( )G GG x y  as 

3
A B D

G

x x x
x

+ +
=  (10) 

3
A B D

G

y y y
y

+ +
=  (11) 

Through the above detection algorithm, we can ascertain the left and right 
equivalent canthus ,( )L L LP x y , ,( )R R RP x y . Combining with equation (1) ~ (5) to 

calculate the value of eye moving trend, we could identify the gaze direction. 
Fig.5 is an example of the detection algorithm for information processing.  

It divides the threshold of the original eye image (Fig.5 (a)) into binary image (Fig.5 
(b)) which contains iris and canthus information. With the characteristic parameters 
detection and triangle canthus of equivalent estimation algorithm, we can calculate 
the parameters of eye moving trend for the iris and canthus (Fig.5(c)). Fig.5 (d) 
presents result of the example. Three red dotted lines from left to right respectively 
represent left and right eye equivalent PR, PL and the iris center PC location. Using the 
equation (1) ~ (3), we can get HL, HR and eye moving trend 

./  L RR H H= .  

4 Experiments 

According to the proposed gaze direction evaluating approach and detecting 
algorithm, we set up a experimental system which mainly consists of a USB interface 
Web camera, computer and interactive interface. And Fig. 6(a) presents the system. 
The hardware of interactive interface is a 17inch monitor, meanwhile, the information 
of interface is composed of multiple target areas expressing certain meanings and 
L1~L5 are the boundaries of target areas D1~D4 (see Fig.6 (b)). In the process of 
system parameters initialization, eyes gazed different target points on the boundaries. 
We repeatedly carried out experiments to record eye characteristic parameters and 
compute eyes moving trend. Finally, we could get eyes moving trend scope R (Di) of 
gazing every target area. Table 1 presents the experimental initialization information. 
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Fig. 6. (a) experiment environment; (b) Interactive interface 

During human-computer interaction, when subject gazed the objects on interactive 
interface, we obtained the current eye moving trend values using detecting algorithm. 
Then the values were compared with that of initialization. So we could find and 
activate eyes gaze object regions. The current twinkling object region activated (Fig.6 
(b)) was the area that subject interested in. 

Table 1. The information of system initialization 

 L1 L2 L3 L4 L5 

R(PLi) 0.658 0.872 1.060 1.431 1.889 

R(Di) D1[0.658,0.872)  D2[0.872,1.060)  D3[1.060,1.431)  D4[1.431,1.899] 

Table 2. Experiment data of eyes moving trend 

Participants Distances 
from eyes 
to interface 

Average of 
R(D1) 

Average of 
R(D2) 

Average of 
R(D3) 

Average 
of 
R(D4) 

Subject1 

Z1=400mm 0.801 1.041 1.359 1.886 
Z2=500mm 0.779 0.984 1.228 1.626 

Z3=600mm 0.816 1.033 1.281 1.569 

Z4=800mm 0.866 1.045 1.177 1.617 

Subject2 

Z1=400mm 0.693 0.976 1.291 1.788 
Z2=500mm 0.724 1.016 1.266 1.744 
Z3=600mm 0.698 0.972 1.259 1.484 

Z4=800mm 0.745 1.021 1.171 1.461 

Subject3 

Z1=400mm 0.671 0.887 1.279 1.664 
Z2=500mm 0.665 0.878 1.063 1.591 

Z3=600mm 0.668 0.955 1.092 1.450 

Z4=800mm 0.803 1.011 1.133 1.517 
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In order to analysis feasibility of detecting algorithm, many laboratorial 
experimenters respectively kept different working distances away from interactive 
interface and gazed different object regions (D1~D4) on the interface. Table 2 and 
Fig.7 present eyes moving trend detecting results of part experiments. 

Seeing from detecting results, the proposed eye corners equivalent position 
detection method obviously accurate fixed on eye corners position (the red triangles 
and dotted lines). And the method is not susceptible influenced by eye corners edge 
shadow and noise. It can apply to different subjects with diverse eye corners features. 

 

 

Fig. 7. Eye regions feature detecting process 

Combining Table 1, Table 2 and the recorded experiment data, we performed 
further analysis. Fig.8 (a) presents the analysis results that different subjects gazed 
different target areas at same working distance. As can be seen from the figure, 
although eye moving trend values existed certain differences when three subjects 
gazed different object regions, they all fallen into eye moving trend initialization 
scopes determined by the top and bottom red borderlines. 

Fig.8 (b) presents the analysis results that different subject’s gazed same region at 
different distance. According to the results, we can realize that the eye moving trend 
values of shorter working distance spread relatively divergence. And the values tend 
to concentration with the increase of working distance, but eye moving trend values 
are all in the regions determined by top and bottom red borderlines. The results 
showed that the proposed method allowed user free motion in lager area and system 
could still regular function. On the basis of Ergonomics knowledge, the distance of 
subject and computer interface is more appropriate among 350mm~1000mm. Subject  
will feel uncomfortable no matter it is excessive far or near. 

According to above experiment and analysis, we propose methods for detecting 
gaze direction to judge eye moving trend in the way of distance ratio. By the camera 
imaging principle, the distances from iris center to the both corners will change, so 
long as the distance between subject and interactive interface changes. However, the 
changing distance from subject to interface has no obvious effect on distance ratio. 
The proposed method applies to eye gaze tracking human-computer interaction 
system. It can achieve different users gazing diverse objects at different places. And 
subjects can move freely in larger area after working parameters determined by 
initialization. The method is feasibility. In addition, the proposed method has some 
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limitations, such as, the detection of eye moving up and down trend is not obvious 
and the proposed feature detection algorithm is not precise enough. Particularly, the 
application of high resolution about major interface object regions should be 
emphasized in the future. 

 

 

Fig. 8. (a) Different subjects gazing different regions at the same position; (b) Different 
subjects gazing the same region at different position 

5 Conclusions 

Eye gazing tracking technology applying for caring the elder and the disability, can 
set up a communication bridge between patients and medical workers by the 
interactive interface. Consequently, it enhances the nursing effects for the disabled. 
Considering the problems in the application of eye gaze tracking human-computer 
interaction system, such as, limitations to subject and demarcating frequently, this 
paper proposed a kind of gaze direction evaluating approach based on eyes moving 
trend, and the quantity of eyes moving trend is defined by the ratio of the distances 
from iris center to the both corners in one eye. Besides, eye currently gazing object is 
judged by the quantity of eyes moving trend. Moreover, on the aspect of gaze 
direction evaluating approach, the image processing algorithms have been provided to 
detect the characteristics in the image of eyes area, and the eye corners equivalent 
position detection method has been put up with respect to the shape of eye corners. 
Furthermore, we carried out experiments using a low cost Web camera and a 
computer. Then the recorded data was analyzed. Seeing from the analysis results, we 
found that the gaze direction detecting method applying to human-computer 
interaction system could meet different subjects working under various conditions. 
After completing the initialization, the subjects can freely interact with the computer 
in a certain work range, and there is no need to frequently calibrate the work 
parameters, so the limitations to the subjects have been decreased and the system is 
easy to use, furthermore, it provides a new way for eye gaze tracking technology 
applied for caring the old and the disability.  
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Abstract. A manifold learning based approach for gait pose estimation is pro-
posed in this paper. It consists of two manifold learning based dimension reduc-
tions and three mapping functions based on General Regression Neural Net-
work (GRNN). A model of various people walking gait is built so as to find the 
correspondence between a new gait pose image and the model. The reduced 
low-dimensional data can be used to realize the mapping between 2D gait pose 
model and 3D body configuration. When inputting a 2D gait pose image, it can 
provide the corresponding pose image in the model which can be used to carry 
out the mapping by the trained GRNN. Simulated experiments manifested the 
effectiveness of the approach. 

Keywords: Pose estimation, manifold learning, dimension reduction, GRNN. 

1 Introduction 

Estimation 3D human pose from 2D image is a challenging task in the field of  
machine learning and computer vision. The first problem is the high dimensionality of 
both the input 2D images and the 3D body configuration. The second is the congruent 
relationship between them. In the last decades, works have been done such as tracking 
the human body and recovering the 3D body posture to realize the goal of visual sur-
veillance, human-machine interface, computer animation, virtual reality, etc. Re-
searchers have been increasingly interested in studying the human pose estimating 
based on manifold learning. 

As one of the core technology in human body pose, manifold learning was born to 
overcome the “curse of dimensionality”. Manifold learning can compute the low-
dimensional representations of high-dimensional observations. Many methods have 
focused on the view variation since the manifold distributions are highly variable 
among different viewpoints. One is to separating view factors from mapping  
functions using a tensor decomposition[1][2]. This approach tries to extract the influ-
ence of viewpoint changes from coefficients in mapping functions between the 3D 
body configuration manifold and visual input. However, This approach does not guar-
antee a unique mapping between an input image and a corresponding 3D body pose.  

                                                           
* Corresponding author. 
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Another is to extract the influence of viewpoint changes from coefficients in mapping 
functions between the 3D body configuration manifold and visual input[3][4]. This 
method performs well in estimate the 2D images. However, it uses the data of one 
person to train the mapping process which cannot guarantee the generalization of 
different people. 

2 Proposed Method 

The approach we proposed in this paper is a unique mapping from 2D gait pose im-
ages to 3D body configuration. In the training course, a gait pose model of different 
walking people is built in the first place, the model is built based on six individuals’ 
walking gait pose. Then we use the gait pose model to train the mapping between 2D 
images and 3D body configuration. Generalized Regression Neural Network (GRNN) 
method is employed so as to efficiently learn several different mapping functions. In 
the testing course, an image of walking people is regarded as the input data, we match 
the test image to one certain image inside of the 2D gait pose model. Then the trained 
mapping networks can be used to mapping from a 2D gait pose image to a 3D body 
configuration image. Figure 1 shows the framework of the proposed method. Fig. 
1.(a) shows the training course of the proposed method. Fig. 1.(b) shows the testing 
course of the proposed method.  

When comes a 2D test image, it can be matched to one certain pose image in the 2D 
model, the match method is based on the inter frame difference method. The matched 
2D model image is used to mapping to 3D body configuration image based on the 
trained networks. Thus, the 2D test image is corresponded to its 3D body configuration. 
 

 

Fig. 1. Framework of the proposed method 

3 Gait Pose Model 

We use the 2D gait pose images of six individuals to train the gait pose model. Each 
of the walking action contains 30 frames, and every image is processed to silhouette 
image. All of the 2D images are synthesized images generated with Poser 7[5].  
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Despite the high dimensionality of both the human body configuration space and 
the visual input space, many human activities lie on low-dimensional manifolds. As 
one of the most classic method of linear dimension reduction, Principal Component 
Analysis[6] (PCA) aims to reduce the dimensionality of the input data of a large 
number of interrelated variables, while retaining the interrelatedness present in the 
low-dimensional target data as much as possible. 

PCA is a linear transformation that transforms the data to a new coordinate system 
such that the new set of variables, the principal components, are linear functions of 
the original variables, are uncorrelated, and the greatest variance by any projection of 
the data comes to lie on the first coordinate, the second greatest variance on the 
second coordinate, and so on. In practice, this is achieved by computing the cova-
riance matrix for the full data set. Next, the eigenvectors and eigenvalues of the cova-
riance matrix are computed, and sorted according to decreasing eigenvalue. 

Given the high-dimensional observation data of the processed silhouette image of 
six different walking people, { }1 2, , , nX x x x=  , ix  is the training sample. Our goal is 

to obtain the orthonormal vector 1 2, , , dv v v  as low-dimensional orthogonal basis, 

thereby reducing the coordinates in low-dimensional space of high-dimensional data.  
We adopt PCA method to train the gait pose model as follows, 

a) Calculation of the mean value of observation data 
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=  .                                (1) 

b) Calculation of the covariance matrix 
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c) Calculation of the orthonormal eigenvector 1 2, , , dv v v  corresponding to the 
top d of maximum eigenvalue 1 2, , , dλ λ λ  of matrix nC . 

d) Modeling of the training data 
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1 d

i i
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M v
n

λ
=

=  .                                  (3) 

Then the gait pose model containing 30 frames of people walking pose is built. 

4 Learning Mapping Function 

After building the gait pose model, we learn the mapping function from the 2D sil-
houette gait pose model image to 3D body configuration data getting from CMU 
Motion Capture dataset[7][8]. The 3D body configuration consists of 30 frames of 
data point set that can be observed from 360 degrees. Just like the 2D image dataset, 
3D dataset also have the problem of dealing with high dimensional data, so we apply 
a nonlinear dimension reduction of manifold learning, ISOMAP[9], to overcome the 
“curse of dimensionality”.  
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ISOMAP builds on classical MDS[10] but seeks to preserve the intrinsic geometry 
of the data, as captured in the geodesic manifold distances between all pairs of data 
points. ISOMAP is distinguished by its use of the geodesic distance induced by a 
neighborhood graph embedded in the classical scaling, and this is done to incorporate 
manifold structure in the resulting embedding.  

The complete ISOMAP algorithm has three steps as listed below, 
a) Use K nearest neighbors to determine neighbors points on the manifold M 

based on the Euclidean distances ( , )xd i j  between pairs of points i, j.  
b) Estimate the geodesic distances ( , )Md i j  between all pairs of points on 

the manifold M by computing their shortest path distances ( , )Gd i j  in the 
graph G. 

c) Apply classical MDS to the matrix of graph distances ( ){ , }G GD d i j= , 
constructing an embedding of the data in a d-dimensional Euclidean space 
Y that best preserves the manifold’s estimated intrinsic geometry. 

Two manifolds are learned to reduce the dimension of the input 2D image data and 
the 3D body configuration data using ISOMAP. Then we use a General Regression 
Neural Network (GRNN)[11] to build the mapping functions. The GRNN function is 
defined by the following equations, 
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where ( ) ( )2 T

i i iD x x x x= − − , iY  is the actual output of i  in a training dataset, 
and σ  is a smoothing parameter. We define error function to adjust the smoothing 
parameter σ  by using the Mean Squared Error (MSE), 

                       ( )
^

( )i ie Y X Y X= − .                       (5) 

where ( )
^

iY X  is the estimated vector of the input vector iX ,  ( )iY X  is the actual 
vector of the input vector iX , and the error e  present the forecasting error of 
GRNN. The smoothing parameter is chosen when the error reaches its minimum val-
ue. 

Following is the GRNN mapping function we defined in this paper, 

                         ( ) ( , )M P G P T= .                        (6) 

where ( )M P  is the estimating vector of an input vector presenting an image, and  
( , )G P T  is the GRNN net function. P is an input vector and T is an output vector.  
With learned data of 2D gait pose model manifold iM  and 3D body configura-

tion manifold bM , we can mapping from the 2D silhouette images of gait pose 
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model to 3D body configuration by using three GRNN. Figure 2 shows the mapping 
network. 

 

 

Fig. 2. The mapping network using GRNN 

Given the silhouette images of 2D gait pose model iX  and its manifold iM , we 

build a network to mapping them. 

1 ( ),i iN G X M= .                         (7) 

Given the manifold iM  of 2D gait pose model and the manifold bM  of 3D body 

configuration, we build a network to mapping them. 

              2 ( , )i bN G M M= .                         (8) 

Given the 3D body configuration bX  and its manifold bM , we build a network to 

mapping them. 

                       3 ( , )b bN G M X= .                          (9) 

So far, the training of the network is done. When comes a 2D image input, we 
mapping it with the three networks step by step, thus can gain the corresponding 3D 
body configuration.  

We define the estimation error function as below, 

                       ' 2

1

( )
n

ij ij
j

E x x
=

= − .                               (10) 

Where '
ijx  is the estimated 3D body configuration data of 2D image data ix , ijx   

is the 3D body configuration data of 2D image data ix , and n is the dimension of ix . 

5 Experiments 

Six individuals’ gait pose series including three male people and three female people 
are used to build the model generated with Poser 7[5], shows in Fig. 3. Each series of 
walking gait pose includes 30 frames. All of the 2D synthesized images are processed 
to silhouette images so as to build pose gait model.  
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Gait pose images of a man and a woman which are not involved in building the 
model were used to test our proposed way, shows in Fig. 4. Each row represents the 
test images of the same gait pose, the matched 2D model images, and the mapped 3D 
body configuration images of a man and a woman. The first column and the forth 
column are the original 2D images of the test man and woman, the second column 
and the fifth column are the matched images of the input test images in the 2D gait 
pose model, the third column and the sixth column are the mapped 3D body configu-
ration images of the 2D model images.  

 

      
(a) First frame of six individuals 

 

 
(b) 30 frames of one individual 

Fig. 3. Individuals of experiment generated with Poser 7 

Both the test images and the model images are processed to silhouette images. A 
test image is subtracted from each of the 30 model images, the minimum value of the 
30 subtraction is chosen as the matched result of the two images. The two images of 
the matched result represent the same gait pose. The mapping between 2D model 
images and 3D body configuration is based on the 3 networks we have built above. 

As is shown in Fig. 4, different people of same gait pose image can match to  
the same model image representing its gait and each gait pose image can find its cor-
responding 3D body configuration. Experiments indicate that the changes in legs 
affect the result mostly while the arm changes play a small role when estimating the 
gait pose.  

The estimated error between the estimated body configuration and the original 
body configuration was calculated according to Eq.(10). The results are shown in Fig. 
5. The lateral axis represents the 30 frames of the test individual while the vertical 
axis represents the value of the estimated error. 
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Fig. 4. Gait pose estimation of different people and different pose 

The estimation error of the 3D body configuration shows the mapping result  
of each frame. As shown in figure 3(b), first three frames are the same with the  
last three frames, thus the estimation error of these frames are big. As the 2D images 
are processed to silhouette images which cannot tell the differences between the left 
and the right leg easily, the estimation error of these frames is big when the legs are 
overlapped. 
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Fig. 5. The estimating error of the 3D body configuration 

6 Conclusion 

This work establishes a directly mapping between 2D gait pose model and 3D body 
configuration. It is a unique mapping so that each input 2D test image can find its gait 
pose in 3D body configuration through the GRNN mapping function. The walking 
pose images of six individuals guarantee the generalization of the model and the map-
ping guarantee its one-to-one correspondence. However, there are also some test 
frames that the method we proposed cannot deal with, that is because we use the sil-
houette images as our experiment data. Sometimes the left leg and the right leg cannot 
be distinguished correctly. The skin color of arms is considered to help figuring this 
out. The method we proposed in this paper estimates the gait pose of walking people. 
There are also more motions we can learn to mapping for realizing the pose estima-
tion and motion analysis in the future. 
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Abstract. This paper investigates an effective enhancement method for CT 
pulmonary vessel by using structure tensor. Firstly, based on a calculated 
image’s structure tensor, the image’s diffusion tensor is constructed. Then, the 
diffusion tensor is filtered with three different schemes. Finally, the result 
shows the effective of the proposed method. The synthetic dataset and CT Lung 
dataset from LIDC are used to verify this method’s efficiency. The result shows 
the pulmonary vessels are enhanced and the images’ contrast and SNR are 
improved. The enhancement method based on structure tensor is suitable for CT 
pulmonary vessel. 

Keywords: Structure tensor, image enhancement, pulmonary vessel, anisotropic 
diffusion. 

1 Introduction 

The method of image expression which based on structure tensor has been 
successfully applied to image processing and computer vision, such as image’s 
direction field, feature detection, image denoising and enhancement, etc. After the 
initial structure tensor was proposed by W.Forstner et al. [1], the structure tensor was 
applied by J.Bigun et al. [2] in calculating the image’s direction and optical flow. 
Then, the linear structure tensor was changed to the nonlinear structure tensor with 
the method of Partial Differential Equation (PDE) by J.Weickert [3], which improved 
the accuracy of the edge and corner detection greatly. But due to the multiple 
iterations of the diffusion, the calculation speed of this method was limited. After 
then, the J.Weickert’s algorithm was optimized by D.Kroon [4] with improving the 
calculation speed. In recent years, the structure tensor was also researched in different 
application fields by some researchers in our country. A trace-based nonlinear with a 
good robustness was proposed by Y. Zheng et al. [5] The anisotropic diffusion filter 
with optimal rotation invariance was used to enhance the 3D seismic imaging 
effectively by Y. Zhong et al. [6]. What’s more, the structure tensor was applied in 
the image restoration to reduce noise and preserve image details at the same time [7]. 
Some researchers also used this method to reduce the image ambiguity of corner [8].   
                                                           
* Corresponding author. 
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It’s helpful for doctors to identify vascular lesions easily and diagnose the vascular 
diseases accurately in the CT images by enhancing the blood vessel. Noises caused by 
volume effect in CT imaging can significantly degrade the contrast between blood 
vessels and other tissues. Moreover, a complex inherent structure or many vessel 
branches will cause blurring in vessel boundaries [9]. The enhancement method based 
on structure tensor uses eigenvectors and eigenvalues of the diffusion tensor to 
control the main directions of diffusion and the amount of diffusion in the 
corresponding direction, respectively. According to the relevant literatures, this 
enhancement method has been successfully involved into various areas like 
fingerprints, knit, seismic images [10], CT mandibular canal images [11] and ocular 
US images [12]. But this enhancement method hasn’t been used in the CT pulmonary 
vessel processing. Therefore, a shipped version of this kind of method was proposed 
and cast in details. 

2 Theory and Method 

The flow diagram of the enhancement method based on structure tensor is as follows: 

 

 

Fig. 1. The flow diagram of the enhancement method 

2.1 Introduction of Structure Tensor 

The diffusion model of structure tensor was proposed by J.Weickert: 

Calculate structure tensor 

Calculate diffusion tensor 

Diffusion schemes 

Standard 
diffusion 
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diffusion

Optimized 
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where { }( , , ), 0u x y t t ≥  denotes a 2D image, D  is the diffusion tensor, ∇u  stands for 
the image gradient, Ω  represents the rectangular image domain, n  is the direction of 
exterior normal. Here ( )∂ = ∇ ⋅ ∇tu D u  can be specifically expressed by: 
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The structure tensor , ,= ∇ ∇ T
k l k lJ u u  is the convolution of initial structure tensor and Gρ  

is a Gaussian weighting function with sigma ρ : 
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The structure tensor combines the pixel information of other areas; therefore the 
direction and edge information are reflected better than the gradient representation.      

The diffusion tensor 
2 2
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D g u u  which is a symmetric positive semi-

definite 2 2×  tensor can be written as [ ] 1 1
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. The local image 

orientations are given by the eigenvectors 1w  and 2w . The average contrast in those 
directions is described by the eigenvalues 1 2λ λ≥ . As we known, the Gaussian 
smoothing cannot adapt to the signal’s change. To solve this problem, J.Weickert 
introduced a smoothing function ( )⋅g . In order to analyze easily, the diffusion tensor 
is rewritten to orthometric product: 

1 2 1 1 1 2 2 2( ( ), ( )) ( ) ( )λ λ λ λ= = +T T TD Vdiag g g V g w w g w w  ,      (4) 

where 1w  parallels to the gradient direction, while 2w  perpendiculars to the gradient 
direction. The anisotropic diffusion filtering can be achieved as long as ( ) ( )1 2g gλ λ≤ . 
Eigenvalues are given by:  

( )
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1 1 2

2 2
1 1 2

1 2

1 exp
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λ
μ μ

λ
μ μ

=
 =
 =   + − −    （ ）m

c

c if

c
c c else

 .             (5) 

The variable 1μ  and 2μ  are the eigenvalues of structure tensor J . 1λ  takes a smaller 
positive number to ensure the direction is perpendicular to the edge of the ridge with a 
small intensity. For 2λ , it’s increased with the increasing of 2

1 2-μ μ（ ）m . Therefore, 

there has a better enhancement effect along the edge of the ridge. 
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2.2 Diffusion Schemes 

Model (1) is solved by the finite difference approximation. Here ( )∂ = ∇ ⋅ ∇tu D u  can 

be rewritten as:  

1 1( ) ( )+ +− Δ = ∇  = + Δ ∇k k k k k ku u t div D u u u tdiv D u  ,         (6) 

where tΔ  is the iterative step, k denotes the iterations. Here ( )∇ kdiv D u  is the 
discrete format of ( )∇ ⋅ ∇D u . Different discrete schemes are relative to the equation’s 
stability and convergence, and affect whether the problem could be solved complexly 
or conveniently. Consequently, the final results of the iteration are affected by the 
discrete schemes. In the following, three different diffusion schemes are introduced 
including: the classically standard diffusion, J.Weickert’s rotation invariant diffusion 
and D.Kroon’s optimized diffusion. 

(Ⅰ)  Standard Diffusion Scheme 
The standard diffusion scheme belonging to explicit discrete is the easiest diffusion 

scheme which is easily affected by the iterations. In order to ensure the diffusion 
stability, only a small time step is allowed 0.5 /τ ≤ n , with n  the number of image 
dimensions. Discretized format is as follows [13]: 
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 .     (7) 

(Ⅱ)  Rotation Invariant Diffusion Scheme 
J.Weickert showed that larger stencils than 3 3×  in 2D are needed to fix the 

number of degrees of freedom of the kernel to allow rotation invariance, so he 
introduced a 5 5×  stencil. The divergence operator equation ( )∇ kdiv D u  in 2D can be 
written as: 

1 2 1 2( ) ( , )∇ = ∂ + ∂ = ∂ + ∂ = ∂ + ∂x y x y x ydiv D u j j j a u b u j b u c u  .    (8) 

The image derivatives such as ∂xu  are calculated by using the Sobel filter with values 
of Scharr, the same kernel is used to calculate the derivatives of the flux components. 

(Ⅲ)  Optimized Diffusion Scheme 
To solve the chessboard effect from the rotation invariant diffusion scheme, 

D.Kroon [4] proposed the optimized diffusion scheme which is as follows: 
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The spatial kernels in 2D can be written as:  
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The kernel values 1 14[p ]p = ,...p  can be found analytically or by numerical 

optimization. We choose numerical optimization, because it can optimize the whole 
process, while analytical derivation is only feasible for separate parts of the process, 
with simplifications such as ignoring numerical round of effects. The computed 
kernel values p  [4] are: 

 

0.008,0.049,0.032,0.038,0.111,0.448,0.081

0.334,0.937,0.001,0.028,0.194,0.006,0.948
 

2.3 Proposed Algorithm and Parameter Selection 

Firstly, the original image is preprocessed by the Gaussian filter. Then, the image is 
enhanced with the method based on the structure tensor. The proposed algorithm 
consists of the following steps: 
 

(a)The original image I is input as the initial value of the iteration algorithm.  
(b)Set and initialize the diffusion time T. 
(c)Preprocess with Gaussian filter.  
(d)Calculate the structure tensor J, the eigenvalues and eigenvectors.  
(e)Calculate the diffusion tensor D.  
(f)Diffuse with three different schemes. 
(g)Judgment: if 0.001< −t T , then Δt = t + t , and then returns (c). Otherwise, the 

iteration will be ended, and then results will be output.  
According to the literature [4] [11] [13], the standard deviation of the Gaussian 

filtering is 1ρ = . In the step of solving the diffusion tensor’s eigenvalues, the 

parameters are 0.001=c
1

, 10

2
e−=c , 1=m , and the iteration’s time step is 

0.2Δt = . In this paper, 100 iterations were utilized to experiment. 

3 Experiments and Results 

In this section, the synthetic dataset and CT Lung images from LIDC were utilized to 
test the efficiency of our proposal method. Three different schemes were used, which 
including: the classically standard diffusion, J.Weickert’s rotation invariant diffusion 
and D.Kroon’s optimized diffusion. Two different ways were used to evaluate the  
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experimental results, the qualitatively and quantitatively. The quantitative evaluation 
indicator is SNR, and the corresponding definition is as follows:  
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 ,          (12) 

where I denotes the original image, K denotes the processed image, and m n×  is the 
image size. The higher the SNR, the better the processed image.  

3.1 Experiment of Synthetic Dataset 

In this part, the size of the originally synthetic image we used is 673 583× . As shown 
in Fig.2, five objects were created to simulate different kinds of vessel structures, 
which resemble straight, varying diameter, curved, stenosed, and bifurcate vessels, 
respectively [14]. 

 

 

Fig. 2. The originally synthetic image 

Different diffusion schemes were used to process these synthetic images. Results 
are shown in Fig.3~Fig.7. 

As shown in Fig.3, (a) is the original image, (b)~(d) are the corresponding resultant 
images using standard diffusion scheme, rotation invariant diffusion scheme, and 
optimized diffusion scheme, respectively. The following figures (Fig.4~7) are 
arranged in the same way. 

The qualitative analysis: The edges of straight blood vessels are blurred with the 
standard diffusion and have a better result with the optimized diffusion, showing in 
Fig.3. The varying diameter blood vessels can be changed uniformly with the 
optimized diffusion, showing in Fig.4. The edges of curved and stenosed blood 
vessels are smoothed with the rotation invariant diffusion and the optimized diffusion, 
but have no obvious effects with the standard diffusion, showing in Fig.5. For the 
bifurcations blood vessels, they are smoothed but blurred with the standard diffusion, 
while, they are smoothed well with the rotation invariant diffusion. But this diffusion 
cannot connect the small parted blood vessels. By contrast, the bifurcations blood 
vessels can be smoothed and connected meanwhile with the optimized diffusion. 
Overall, the optimized diffusion does best; the rotation invariant diffusion takes the 
second place and the standard diffusion works worst. 
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(a)        (b)       (c)       (d) 

Fig. 3. Straight blood vessel 

          
(a)       (b)       (c)       (d) 

Fig. 4. Varying diameter blood vessel 

    
(a)       (b)      (c)       (d) 

Fig. 5. Curved blood vessel 

       
(a)      (b)      (c)      (d) 

Fig. 6. Stenosed blood vessel 

    
(a)             (b)             (c)             (d) 

Fig. 7. Bifurcate blood vessel 
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3.2 Experiment of CT Lung Dataset  

In this part, all test images were selected from Lung Image Database Consortium 
(LIDC) database.  

As shown in Fig.8, according to the qualitative analysis, the image is smoothed 
with all the three diffusion methods. Besides structure of blood vessels are enhanced, 
some parted blood vessels are connected. And it is the optimized diffusion scheme 
enhances best. The described method to find the image structure orientations in this 
paper is comparable to the vesselness filter of Frangi et al. [15] Compared with the 
filter of Frangi, the method proposed in this paper has many advantages. Firstly, the 
diffusion filtering in this paper only uses one scale, while, Frangi uses a Gaussian 
scale space to find vessels of different sizes. Thus the method we described does not 
perform equally on lines of different widths and the calculation speed is improved. 
Secondly, the traditional Hessian filters are not good to preserve the junctions and 
local deformations. Thirdly, the described method has more advantages in enhancing 
both vascular branches and bifurcations. Fourthly, most details including local 
diameter variety and thin vessels are well preserved. Lastly, using the structure tensor 
to find the orientations is more robust against noise than the Hessian matrix used by 
Frangi [16].  

 

     
(a)               (b)                (c)                (d)              (e) 

Fig. 8. The CT Lung dataset experiment result. (a) the original image; (b) the reprocessed 
image with Gaussian filter; (c) the standard diffusion scheme; (d) the rotation invariant 
diffusion scheme; (e) the optimized diffusion scheme. 

As shown in Fig.9, according to the quantitative analysis, the images’ SNR are 
increased with all the three diffusion methods in a short iteration. The rotation 
invariant diffusion’s SNR is higher than the standard diffusion, but the optimized 
diffusion’s SNR is the highest in these three diffusions. Thus the final result we can 
get is that the optimized diffusion does best, the rotation invariant diffusion takes the 
second place and the standard diffusion works last. The iterations should be controlled 
in an appropriate range; otherwise the image’s SNR will be declined.  

Besides the advantages we described above, the structure tensor based diffusion 
filtering always has the disadvantages. One obvious principle limitation of the 
structure tensors is that they cannot model complicated image structures, and 
therefore the multiple tensors are selected to describe the complex pulmonary vessel 
structures. Another limitation about this method is about the influence of iterations. 
The structure in the background will be over enhanced with the higher iterations.  
For different image structures, the iterations should be chosen different. Perhaps  
this described method has some other disadvantages we haven’t discussed yet and  
the iterations’ impact on background-image needs to be researched deeply in the 
future study. 
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Fig. 9. Diagrams between the iterations of K and SNR 

4 Conclusion 

The paper proposes an effective enhancement method for CT pulmonary vessel by 
using the structure tensor. This method uses the structure tensor’s eigenvectors to 
control the diffusion direction and the diffusion tensor’s eigenvalues to control the 
direction's diffusion amount. In this paper, the synthetic dataset and CT Lung dataset 
from LIDC are utilized to test this method’s efficiency by using three different 
schemes which including: the classically standard diffusion, J.Weickert’s rotation 
invariant diffusion and D.Kroon’s optimized diffusion. Experimental results are 
evaluated qualitatively and quantitatively. The results show that different schemes 
have different enhanced effects: the optimized diffusion does best, and then the 
rotation invariant diffusion; the standard diffusion works last. The pulmonary vessel 
is enhanced and the image’s contrast and SNR are improved. Additionally, 
advantages and disadvantages of this described method are discussed. The advantages 
are the calculation speed and background noise are improved, the junctions and local 
deformations are preserved, both vascular branches and bifurcations are enhanced and 
most details including local diameter variety and thin vessels are well preserved. The 
disadvantages which require to be researched deeply in future are the description of 
the complex pulmonary vessel structures and the range’s control of the iterations. 
Overall, the enhancement method based on structure tensor is suitable for CT 
pulmonary vessel.  
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Abstract. Energy efficiency is the primary challenge of wireless body sensor 
network (WBSN). Compressed sensing (CS) is a rapidly emerging signal 
processing technique that enables accurate capture and reconstruction of sparse 
signals from only a fraction of Nyquist Rate samples, significantly reducing the 
data-rate and system power consumption which solve the key issues in the 
WBSN. This paper proposes an improved CS-based Orthogonal Matching 
Pursuit (IOMP) algorithm in the WBAN. We evaluate the IOMP algorithm 
against the OMP algorithm from four aspects: compression ratio, percentage 
root-mean-square distortion, signal noise ratio and iterative times. Simulation 
results shows that, at the same compressed ratio, PRD SNR and iterative times 
of the proposed method are improved over those of the OMP algorithm. 

Keywords: Wireless Body Sensor Network, Compressed Sensing, Orthogonal 
Matching Pursuit algorithm, Signal Reconstruction. 

1 Introduction 

In recent years, with the development of Wireless Sensor Network (WSN), Wireless 
Body Sensor Network (WBSN) has gained more and more attention by healthcare 
industry. The WBSN can be widely used in medical diagnosis, health restoration, etc. 
The WBSN is a small sensor network composed of some biosensors worn by a person 
or implanted in human body. These biosensors take charge of collecting, processing, 
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and transmitting vital biomedical signals, such as: blood pressure, electrocardiogram 
(ECG), body temperature, electroencephalography (EEG), blood oxygenation. In the 
WBSN, nodes are expected to perform energy-efficient and long-term acquisition of 
biomedical signals. Long-term real time monitoring will produce a huge amount of 
data consumed large energy while nodes transmitting the real time data. Energy 
consumption, computational costs and compression of biomedical signals are the 
three main constrains. It is very difficult to perform continuous monitoring or 
acquisition at a WBSN node. Therefore, finding a compression algorithm that could 
compress the acquired biomedical information at the biosensor nodes while still 
containing the relevant features of raw data is an important challenge. 

Currently, more and more researches have been taken into account to reduce the 
energy consumption of the WBSN. A wireless autonomous spanning tree protocol for 
multi-hop body sensor network was proposed [1]. And a low power medium access 
control protocol for body-coupled communication networks was discussed [2]. 
Pennsylvania State University [3] applied Ultra-Wide-Band (UWB) technology to 
design the low-power transmitter for WBSN. The Chinese University of Hong Kong 
build hybrid body sensor network based on structure-based collaborative 
communication mechanism and carried out relevant research on Power Aware 
Medium Access Control for mobile WBSN. The Institute of Computing Technology, 
Chinese Academy of Science (ICT) used data fusion technology to build a new type 
of WBSN platform. Their methods reduce the energy consumption of transmitting 
procedure in the WBSN, but have not solved the issue from source side. As such, a 
new research idea for the WBSN proposed by Candes and Donoho, compressed 
sensing technology is as a new signal acquisition and encoding and decoding theory 
[4-5]. 

Compressed sensing theory suggests that a small number of random linear 
measurements from compressible or sparse signal contain enough information [6]. We 
can reconstruct the original signal from these measurements. Basically, many 
physiological signals such as ECG, EEG, blood pressure signals are sparse and 
compressible, can be reconstructed from bits of Gaussian random measurements by 
solving the norm optimization [7]. 

Greedy search algorithm had been proposed to solve the minimum 1l  norm 

optimization problem. OMP [8] is an iterative greedy search algorithm for sparse 
signal recovery. Needell et al. present a Regularized Orthogonal Matching Pursuit 
(ROMP) which can accurately reconstruct the sparse signal [9]. Donoho et al. propose 
Stagewise Orthogonal Matching Pursuit (StOMP) algorithm, which divides the 
iterative process into several stages [10]. These algorithms have a poor performance 
and require knowing the signal’s sparsity. To reduce these disadvantages, we propose 
an improved Orthogonal Matching Pursuit (IOMP) algorithm in this paper. 
Simulation results show that the sample rate can be reduced to 30% of Nyquist Rate 
and reconstruction performance is better than OMP algorithm. 

This paper is organized as follows. Section 2 briefly introduces the compressed 
sensing theory. Section 3 presents the IOMP algorithm. Section 4 gives the simulation 
results. Finally, conclusion is drawn in Section 5. 
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2 Compressed Sensing Theory 

Suppose a signal ( )Nf f R∈ , the length is N , the sparse basis is ( 1, 2,..., )i N
i

ψ = , 

define [ | | ... ]1 2 Nψ ψ ψΨ = , we can represent the signal f  as follows: 

      
1

N
f a or fi ii

ψ α= = Ψ
=

                           (1) 

where α  is the 1N ×  vectors which contain N  coefficients ai . If the coefficients 

in equation (1) only have K  ( )N K>>  non-zero values and decay exponentially 

and approximate zero after sorting, the signal is called K -sparse in Ψ  domain [4]. 
Useful information of sparse signal mainly focus on K  dimension vectors instead of 
N  dimension vectors, so when a biosensor is collecting data, it could acquire only 
K  data from raw data. The acquisition is done by applying the measurement matrix 
to the original signal f , the model can be written as follows: 

y f α α= Φ = ΦΨ = Θ                            (2) 

where y  is the compressed data with M measurements, Φ  is M N×  

measurement matrix with M N<< , 1 2[ | | .... | ]Nϕ ϕ ϕΘ =  is called M N×  sensing 

matrix with M N<< . The measurement process is non-adaptive, because the 
measurement matrix does not depend on the original signal. It’s very important to 
design a stable measurement matrix which ensures the salient information in the 
original signal is not damaged when the sparse signal is projected from the high-
dimensional space onto low-dimensional space. Equation (2) is known as a Non-
deterministic Polynomial (NP) hard problem, and has no definite solution. We could 
not recover the signal directly. However, the signal is K-sparse, if the sensing matrix 
Θ  obeys Restricted Isometry Property (RIP), i.e., the sensing matrix satisfies: 

2
2

2
2

|| ||
1 1

|| ||k k

f

f
δ δΘ

− ≤ ≤ +                            (3) 

for all K-sparse vectors f , where kδ  is a constant with (0,1)kδ ∈ , the coefficient 

K  can be accurately reconstructed from the measurements y . When the 

measurement matrix Φ  and the orthogonal basis Ψ  are irrelevant, the sensing 
matrix Θ  will satisfy RIP property. We could transfer the NP-hard problem to the 
following minimum 1l  norm optimization problem: 

1
min || || .l s t y

α
α α= ΦΨ                        (4) 

When the compressed sensing theory is applied in the WBSN, signals are 
compressed on biosensors according to equation y f= Φ , this stage consumes the chip 

energy of the WBSN. Signals are reconstructed on the remote healthcare center 
according to equation y α= Θ , this stage does not consume any energy of the WBSN. 
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3 An Improved Algorithm for Signal Reconstruction  

3.1 Sparse Representation and Measurement of Signal 

Because the precondition of compressed sensing theory is that the signal is sparse or 
compressible on some basis. If the signal only has K  non-zero coefficients when 
projected onto orthogonal basis, it is a strictly sparse case. However, in most cases 
biomedical signals do not strictly satisfy sparse property. Thus only the appropriate 
orthogonal basis can ensure the accuracy of the signal recovery. 

The original physiological signal is compressed through a linear projection 
according to equation (2). Whether the small amount of non-coherent projection 
contains enough information to reconstruct the original signal, it depends on 
measurement matrix that satisfies the RIP property. Currently, typical measurement 
matrixes which satisfy RIP property are Gaussian random matrix and Bernoulli 
random matrix. 

a) Gaussian random matrix 

  ( ) 1
: , , ~ (0,1)M N

ij ijG R G i j g g N
M

×∈ =                   (5) 

where G  is called Gaussian random matrix which comprises random independent 
and identically distributed (i.i.d.) entries. This is a strongly random measurement 
matrix, and has been validated to satisfy the RIP property [11]. Gaussian random 
matrix is irrelevant to most of the orthogonal sparse matrixes; therefore it can be used 
as the most common measurement matrix. When the signal is compressible with the 
length N and the sparsity K, the Gaussian random measurement matrix requires only 

log( / )M cK N K≥  measurements to accurately reconstruct the original signal, 

where c  is a small constant. 
b) Bernoulli  random matrix 

1 11
: ( , ) , ~

0.5 0.5
M N

ij ijB R B i j b b
M

× − 
∈ =  

 
               (6) 

Bernoulli random measurement matrix is also a strongly random matrix [11]. 

3.2 An Improved Orthogonal Matching Pursuit algorithm 

The OMP is an iterative greedy algorithm that selects at each step the dictionary 
element best correlated with the residual part of the signal. Then it produces a new 
approximant by projecting the signal onto the dictionary elements that have already 
been selected [8]. This ensures that the residual is orthogonal to the atoms that have 
already been chosen after iterations, so the algorithm converges faster.  

However, this method also has following shortcomings. Firstly, we seek support 
atom mainly based on the maximum absolute inner product between atoms of sensing 
matrix and the residual. This method cannot guarantee the residual is decreasing at 
each step. To solve this problem, we propose a better method for atomic updates: 
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When selecting support atom, we should not only consider the maximum absolute 
inner product between atoms of sensing matrix and the residual, but also the previous 
inner product, which can be expressed as: 

1 1
T

t t trζ μζ− −= Θ +                         (7) 

where ζ  is the new defined coherence parameter matrix, μ  is weight coefficient, 

t  represents the t -th iteration. 
Secondly, OMP algorithm requires the receiver to know the sparsity of the original 

signal, which is hard to be achieved in the WBAN. For this problem, we propose a 
method that does not require knowing the sparsity of the original signal when we 
recover the original signal. The proposed IOMP algorithm is as follows: 

Input: Sensing matrix Θ  with M N×  vectors, measurements y , error 

threshold e . 

Output: The approximant f
∧

 of the original signal f . 

Initialization: Initialize t=1 and set the initial residual 0r y= , initial index set 

0 =∧ ∅ , initial correlation 0ζ = ∅ , and initial supporting matrix 0S = ∅ . 

Main Iteration: Increase t  by 1 and do the following steps: 
Step1: Computing new defined correlation: 

1 1,t t j trζ ϕ μζ− −=   +                          (8) 

where 1,t jr ϕ−   is the absolute inner product between atoms of sensing matrix and 

the residual, μ  is weight coefficient, 1

1

|| , ||

|| ||
t j

t

r ϕ
μ

ζ
−

−

 
= , if 1μ > , then | 1 |μ μ= − . 

Step 2: Find the subscript of matrix tζ  of the maximum atom, namely: 

t 1...= arg max ( )j N tλ ζ=                       (9) 

Step 3: Update the index set { }1t t tλ−∧ = ∧   and the supporting 

matrix 1,
tt tS S λϕ− =   . 

Step 4: Use the least-squares minimization to get the approximate sparse 

coefficients α
∧

, update the residual t tr y α
∧

= − Θ  and compute the relative 

improvement of the residual 1

1 2

t t

t

r r

r
−

−

−
. 

Step 5: If 1

1 2

t t

t

r r
e

r
−

−

−
< , stop, the approximant f α

∧ ∧
= Ψ ; Otherwise, do another 

iteration. 

4 Simulation Results 

To demonstrate the effectiveness of this method, we use blood pressure signal as the 
test signal f . The sparse matrix Ψ  should be known at the receiver, if the signal f  
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is sparser in the Ψ domain than others, the reconstruction result will be much closer 
to the original signal. Therefore, the choice of sparse matrix Ψ  affects the 
reconstruction and PRD significantly. In our simulation, we choose Fast Fourier 
Transform (FFT) orthonormal basis as the sparse basis Ψ , the sparse coefficients in 
FFT domain is shown in Fig. 2. We choose the Gaussian random matrix as the 
measurement matrix Φ . FFT orthonormal basis and Gaussian matrix satisfy RIP 
condition. Assuming the length of original signal in the WBAN is 512L = , the 
number of row vectors in measurement matrix (i.e., the length of the transmission 
signal) is M . The performance of the IOMP algorithm is measured in terms of 
Compression Ratio (CR), Percentage Root-mean-square Distortion (PRD), Signal 
Noise Ratio (SNR) and Iterative times, CR, SNR and PRD can be drawn as follows: 

100
L M

CR
L

−= ×
                            (10) 

1020log (0.01 )SNR PRD= −                    (11) 

100
orig rec

orig

x x
PRD

x

−
= ×

                      (12) 
where origx  denotes the original signal and recx  denotes the reconstructed signal. 

Fig. 1 shows the sparse coefficients in FFT orthonormal basis domain, it is clear 
that the signal in FFT domain is sparse, and has only about 20 non-zero coefficients, 
which is much less than the length of the original signal, so we consider the blood 
pressure’s useful information is concentrated in these 20 data. When the biosensor is 
acquiring, we only need to collect 20 data. This satisfies the premise of the 
compressed sensing theory, so we can reconstruct the original signal from a small 
number of these measurements. 
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Fig. 1. The sparse coefficient in FFT orthonormal basis domain 

As shown in Fig. 2 and Fig. 3, the proposed IOMP algorithm performs better than 
the OMP in both PRD and SNR. From the figures, we can see that as the number of 
measurements increasing, the value of PRD is decreasing and SNR is increasing. 
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When CR equals to 70, the original signal can be accurately reconstructed, that is to 
say, the biosensor in the WBAN only needs to transmit one third of the original data, 
thus the biosensor’s power consumption can be reduced to 30 percentage of original 
power consumption by applying CS theory. 

Fig. 4 illustrates the comparison of iterative times for the OMP and the IOMP. 
Iterative times in the OMP is a constant, but in the IOMP, iterative times varies with 
CR, as the value of CR increasing, the iterative times is decreasing. Apparently, the 
IOMP is superior to the OMP. 
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Fig. 2. PRD vs. CS for OMP and IOMP    Fig. 3. SNR vs. CS for OMP and IOMP 
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Fig. 4. Iterative times vs. CS for OMP and IOMP 

5 Conclusions 

This paper proposed an improved CS-based reconstruction algorithm in the WBAN. 
We evaluated this algorithm against the OMP from four aspects: compression ratio, 
percentage root-mean-square distortion, signal noise ratio and iterative times. 
Simulation results shows that, at the same compressed ratio, PRD SNR and iterative 
times of our proposed method are improved over those of the OMP algorithm.  

However, despite the improved performance in terms of compressed ratio and 
PRD, the algorithm cannot process multi-dimensional signals. In the future, we will 
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concentrate on multi-dimensional signal reconstruction algorithms based on CS 
theory. We try to establish low power consumption systems for long-term real-time 
monitoring. 
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Abstract. The use of stereo microscopes is on the rise in many biotechnology 
fields, but there are certain issues that are unique to binocular stereo 
microscopes, such as required calibrations, because a microscope’s depth of 
focus is so small. In this paper, a new method that combines 2-D calibration 
and depth information is proposed to calibrate the binocular stereo microscope. 
First, based on the parameter estimate of a CCD or CMOS sensor, a calibration 
board is employed to acquire intrinsic and extrinsic parameters of the camera. 
Then, with images collected at different Z coordinates, the intrinsic and 
extrinsic parameters calibrated earlier are used to obtain the spatial coordinates 
of the calibration board by 2D reconstruction. Finally, a computed Z coordinate 
is compared with the actual Z coordinate in order to acquire the linear 
correction coefficient between the two and, thus, finish the final calibration. 
The experimental results show that the proposed method is both simple and 
practical, and the WCS (World Coordinate System) position recovered from the 
acquired calibration coefficient has an error of 0.0034mm along the X and Y 
axes and an error within 4.5% along the Z axis. 

Keywords: Depth correction, calibration, stereo reconstruction, stereo microscope. 

1 Introduction 

Nowadays, binocular stereo microscopes have been widely used in more and more 
fields such as micromanipulator control, precision depth calculation and quality 
control. For example, stereo microscopes are indispensable for seed puncture 
injection control in agriculture, PCB quality control in industry and detection of cell 
phone camera module plastic parts [1-3]. Moreover, binocular stereo microscopes are 
employed in a variety of different fields, and the calibration of these microscopes is 
the first step in achieving the aforementioned objectives. With accurate calibration 
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parameters, along with stereo matching and reconstruction, the accurate world 
coordinate of observed objects can be acquired.  With an accurate world coordinate, 
it is possible to fulfill functions, such as stereo positioning, detection, measurement, 
and identification.  

As for stereo camera calibration, the two monocular cameras are calibrated first, 
followed by the binocular cameras; this yields the relative position of the cameras. 
The monocular calibrations include those that are based on 1D, 2D, 3D, and other 
calibration objects. Based on 3D object shooting, Heikkilä et al presented a 4-step 
monocular calibration method [4]. Generally speaking, in 3D calibration, a certain, 
precise 3D object is needed; however, Wong et al presented a more flexible 3D 
calibration method, in which the camera was calibrated by utilizing the symmetry of 
everyday objects [5]. In addition, Ammi et al presented a calibration method based on 
virtual 3D objects for microscope calibration [6]. Recently, Li et al conducted an error 
analysis on the results of 3D calibration [7]. As for 2D calibration, however, Zhang 
presented a method using a checkerboard pattern to complete camera calibration, in 
which the depth is calibrated by making use of the changes of a checkerboard pattern 
in spatial position. This method macroscopically achieved great results [8]. Being 
aware in advance of relevant information of CCD or CMOS sensors (hereafter called 
imaging sensors), Tsai completed the calibration of intrinsic and extrinsic parameters 
of cameras through 2D imaging. Moreover, Han et al, on the condition of no 
calibration parameters, realized 3D re-construction of a final scene by capturing 
multiple 2D images [10]. Furthermore, in view of different calibration methods, 
Carlos et al presented a technique that used the optimal calibration condition to 
complete calibration when using 2D objects [11]. Based on the success of 2D 
calibration, Zhang again presented a method to complete calibration by one-
dimensional objects, making object selection more open in addition to making 
experiments more convenient [12].  

The most frequently used calibration methods from among those previously 
mentioned are those of Tsai and Zhang. In the microscope calibration field, however, 
new problems have arisen due to the existence of depth of field. If the calibration 
based on 3D objects were to be adopted, it would be necessary to prepare highly 
accurate 3D calibration objects. In effect, there would be a need to prepare a 3D 
lattice with center-to-center spacing of 0.01mm-0.1mm, which is more difficult to 
make and much more expensive than buying a stereo microscope. The calibration 
method based on 2D calibration objects or on one-dimensional calibration objects 
requires them to be placed at different positions. However, the microscopic depth of 
field is quite small, so a larger angle will render it nearly impossible to see the 
calibration objects in their entirety with any clarity, thus causing the calibration to 
fail. Similarly, self-calibration is impossible for stereo microscopes. 

In analysis, the parameters that make accurate calibration impossible are primarily 
related to the actual depth in the limited depth of field. Therefore, this paper suggests 
a calibration method of binocular stereo microscopes based on depth correction. First, 
the binocular stereo microscope is calibrated for 2D calibration, with a predicted 
value given and in combination with actual camera information, to the depth 
parameter. Next in stereo reconstruction, the obtained depth information is compared 
with the actual information in order to produce a proportional relation. Experimental 
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results reveal that the method has, in reconstruction, an error of approximately 3.4% 
along the XY axis and approximately 4.5% along the Z axis.  

2 Calibration Method of Stereo Microscope Based on Depth 
Correction 

2.1 General Steps  

Shown in Fig. 1 is a block diagram that details the depth correction-based calibration 
method of stereo microscopes that is introduced in this paper. 
 

 

Fig. 1. Block diagram of algorithm of depth correction-based stereo microscope calibration 
method 

First, the initial calibration of the left and right cameras uses a 2D calibration board 
to complete their calibration based on a default imaging sensor pixel pitch. Depth-
varied image capture is used to gather image pairs of the calibration board at different 
Z coordinates within the range of depth of field and to complete the stereo 
reconstruction of the calibration board in combination with both the camera 
parameters and the image pairs acquired in the above steps. To confirm the correct 
parameters, compare the Z axis coordinate obtained from the reconstruction to the 
actual Z axis coordinate. 

2.2 Monocular Camera Calibration 

The observed object appears on a digital camera through a microscope’s objective 
lens; its underlying principle is similar to pinhole imaging, as shown below in Fig. 2. 

),,( www zyx  is the 3D coordinate of point P in a world coordinate system. ),,( zyx  

is the coordinate of point P in a camera coordinate. The camera imaging plane, XO1Y, 
is perpendicular to the optical axis OO1, and the OO1 distance is the focal length f. 

),( uu YX  is the ideal projection coordinate of point P on the camera imaging plane 

according to the pinhole imaging theory. ),( dd YX  is the actual projection 

coordinate on the camera imaging plane when factors like lens distortion are taken 
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into account. ),( ii YX  is the coordinate of ),( dd YX  in an image. Of the 

coordinates above, ),,( www zyx , ),,( zyx , ),( uu YX , and ),( dd YX  are usually 

given in millimeters, and ),( ii YX  is given in pixels. Imaging observed objects in a 

camera is essentially a process of turning ),,( www zyx  into ),( ii YX . 

 

 
Fig. 2. Schematic diagram of digital camera imaging geometric model [9] 

The followed formula 1 presents the relationship between the world coordinate, 
),,( www zyx  and the pixel coordinate, ),( ii YX . 
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T , xd  is the center-to-center distance of two 

horizontal photo-sensitive cells of the camera’s CCD or CMOS sensor. yd  is the 

center-to-center distance of two vertical photo-sensitive cells of the camera’s CCD or 

CMOS sensor, and xs  is the uncertainty image scale factor. The formula above 

gives no consideration to distortion. In the formula, the 1M  matrix is called the 

intrinsic matrix, 2M  is the extrinsic matrix, and z is the Z axis coordinate of  

the camera coordinate system to which point P corresponds. The reason for  
the calibration is to determine the M  matrix. The parameters to be defined by 
calibration are R , T , f , xs , and 1κ  [9]. 
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2.3 Stereo Reconstruction  

The process of reconstructing an object’s prototype in a world coordinate system 
according to the left-right images captured by a digital microscope is known as stereo 
reconstruction. As shown in Fig. 3, point P in the world coordinate system forms an 
image Lp  in the left-path graph; similarly, it forms an image Rp  in the right. 

According to the principle of pinhole imaging, point P is also located at the 
connecting line of the left-path optical center OL and its imaging point Lp in the left 

path. Likewise, point P is also situated at the connecting line of the right-path optical 
center OR and its imaging point Rp in the right path. By learning the two straight line 

equations, P’s coordinate in the world coordinate system can be solved. 
From the above formula, it follows:  
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Fig. 3. Schematic diagram of stereo reconstruction 

By arrangement, it follows the LL pO  equation (formula 4) and the RR pO  

equation (formula 5). Solving the equations produces P’s coordinate in the world 
coordination system.  
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2.4 Correction of Depth Information 

By directly making use of the method described in 2.1 for microscope calibration, 
even if there is an accurate parameter of sensor pixel pitch, the obtained result is only 
the accurate plane calibration data; however, the accurate depth recovery information 
cannot be calculated. Therefore, depth information can only be estimated, and thus, 
compared to reality, there are many errors. The solving processes involve linear 
equations. The depth recovery information obtained by the above method has a linear 
relationship with the actual depth, and the actual depth is acquired by motor motion. 
The following equation represents the relationship between the estimated depth and 
actual depth: 














=′
=′
=′





33

22

11

ww

ww

ww

kZZ

kZZ

kZZ

 (6) 

where, k is the correction factor that is related to the uncorrected Z axis recovery 
coordinate, wiZ ′  and the actual Z axis coordinate wiZ .  

Thus, we formulate a linear correction for the depth acquired by the steps listed 
above: 

ww kZZ =′  (7) 

3 Experimental Results and Analysis 

3.1 Experimental Platform, Calibration Board, and Experimental Procedure 

The experimental platform adopts the ZOOM460N stereo microscope manufactured 
by the Nanjing Wavelength Optics Co., Ltd. As shown in Fig. 4 (a), A is a calibration 
board under the microscope, B is two separate cameras for the two paths, and C is a 
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stepping motor which controls the platform where the calibration board moves up and 
down. First, an object passes under a large objective lens and then passes through two 
independent optical paths in order to form an image on their own camera to realize 
the stereoscopic effect. The camera is a Japanese Watec 902B, which is directly 
placed through an interface on the position of the observation eyepiece. By USB 
sampling, images of 704*576 per frame are acquired. The calibration target uses a 
10mm*10mm calibration board, with the length and width divided into 100 equal 
squares (0.1mm*0.1mm in size), as shown in Fig. 4 (b), where the right squares are 
the calibration board. 

The motor goes 200 steps in a circle. The diameter ratio of the belt wheel 
connecting the motor and a ball screw is 1:2. Additionally, the screw pitch of the ball 

screw is 5mm. Thus, as the motor goes 5 steps, the platform’s lifting height is 
0.0625mm. 

Upon placing the calibration board on the platform, a position is marked as the 
initial position, with a height of zero. That is, the Z axis measure is 0. Then, with 5 
steps as a unit, walk 3 times clockwise to shoot 3 pairs of picture for both the left and 
right paths, and walk 3 times counterclockwise to shoot another 3 pairs of pictures. 
Finally, there are a total of 7 pairs of a picture, plus the initial position.   

The 7 pairs of a picture correspond to a point’s coordinates on the calibration board 
in the world coordinate system. The XY axis data are the same, and the difference is 
in the Z axis data. The gap of adjacent pairs is the difference of height, resulting from 
the 5 steps traveled by the stepping motor, which should be 0.0625 as calculated 
above. 

 

 

(a)  (b) 

Fig. 4. Stereo microscope and calibration board. (a) is a microscope used in this paper, and (b) 
is a calibration board. 

3.2 Results and Analysis of Left-Right Monocular Calibration 

The WATEC 902B camera’s CCD is a half inch in size. The diagonal line of the 
actual light-sensing surface area is approximately 10mm long, and the sampled image 
is 704 pixels wide and 576 pixels high. Thus, the center-to-center distance of the 
horizontal and vertical photo-sensitive cells is about 0.011mm. 

The left-path and right-path pictures shot under 0.7 magnitude by a stereo 
microscope are shown in Fig.5. 
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Upon selecting 100 corner points from both the left and right paths, the calibration 
results are as follows: 
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 (a)  (b) 

Fig. 5. Pictures shot under 0.7 magnitudes by a stereo microscope. (a) is the picture obtained 
from the left camera, and (b) is obtained from the right one. 

Combing the calibration parameters, the coordinates of all corner points in the 
world coordinate system are mapped on the image coordinate so as to compare with 
the current actual image coordinate. The statistical error data is shown in Table 1.  

Regardless of the Z axis depth correction, the results of the left-right images 
recovering on the world coordinate system are shown as Fig. 6, where the recovered 
points are blue and the original points, red. 

Table 1. Measured data 

 Group Number Xnew-Xi Ynew-Yi Euclidean Distance 
Left-path mean 100 0.0691 -0.0708 0.3637 

Left-path variance 100 0.0423 0.1202 0.0388 
Left-path mean 28×32 0.0675 -0.0790 0.3668 

Left-path variance 28×32 0.0634 0.1147 0.0541 
Right-path mean 100 -0.1171 0.0392 0.4633 

Right-path variance 100 0.1097 0.1528 0.0610 
Right-path mean 28×32 -0.1398 0.0393 0.4835 

Right-path variance 28×32 0.0844 0.1849 0.0564 

In the table, when the group number is 100, only the coordinates of the 100 points 
used for computing the camera parameter is compared. On the other hand, when the 
data is 28×32, the coordinates of all the selected corresponding corner points in the 
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left-right images is compared. Xnew and Ynew are the image corner point coordinates 
mapped by the world coordinate system according to Formula (5) based on the 
computationally-acquired camera parameters. Xi and Yi are the image corner point 
coordinates obtained from the corner point calculation. From Table 1, the Euclidean 
distance between the recovered corner point coordinate and the actual coordinate is 
within 0.36~0.48 pixels, subject to sub-pixel error range. In terms of variance, the 
variance of the Euclidean distance is within 0.36~0.48, which is not a great error on 
the whole. 
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Fig. 6. Positions of the original points and recovered points 

From Fig. 6, most points can recover nearly to the original position, and only a few 
points near (10, 10, and 0) have a great error. The Euclidean Distance error for both 
the 100 point pairs and for all point pairs is 0.0034mm. 

Table 2. Plane Recovered Results 

 Group Number Xnew-X Ynew-Y Znew-Z Euclidean Distance 
Mean 100 5.4788×10-5 3.4150×10-6 0.0011 0.0034 
Variance  100 1.1378×10-6 2.8050×10-6 1.1690×10-5 5.4730×10-6 
Mean  28*32 -5.3500×10-6 3.1171×10-5 0.0013 0.0034 
Variance  28*32 1.1725×10-6 2.7557×10-6 9.9962×10-6 4.0255×10-6 

3.3 Depth Information Correction and Parameter Determination  

The coordinate of the world coordinate system that is directly computed by using the 
above calibration parameters is accurate along the XY axis but is erroneous along the 
Z axis. As below shown in Fig. 7, the abscissa is the Z axis coordinate in the actual 
world coordinate system, and the ordinate is the average Z axis coordinate 
reconstructed according to the calibration parameter based on the 7 pairs of images. 
There is a quasi-linear relationship between the two. Therefore, a correction factor is 
introduced. In practical tests, the more heavily used interval is where the three middle 
points are located, which is known as the target depth: in this case, [-0.0625mm, 
0.0625mm]. Thus, the correction factor value is set as 2.40. 
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Fig. 7. Relationship diagram of the mean Z component in the world coordinate system and the 
mean recovered Z component 

3.4 Results and Analysis of Stereo Reconstruction  

Based on the calibration parameters, the above correction factor, and the acquired 
left-right microscopic images, the object in the world coordinate system will be 
reconstructed. Fig. 8 to Fig. 10 are the recovery images of the calibration board when 
the Z axis of the world coordinate system is at -0.0625mm, 0mm, and 0.0625mm. 

From the figures above, the plane of the calibration board can be essentially 
recovered. The recovered Z axis coordinate and variance are shown in the table 
below. Except for a large error for a few of the coordinates located at the corner, the 
recovery of the plane is good on the whole. The Z axis error for position 3 is -4.43% 
and is 3.99% for position 5.  

Table 3. Final Z Axis Recovery Results. AZM is the actual mean Z coordinate. AZV is the 
actual Z coordination variance. CZM is the current computed Z coordinate variance. CZV is the 
current computed Z coordinate variance. This data’s units are mm. 

AZM AZV CZM CZV 

-0.0625 0 -0.0654 3.8903×10-5 
0 0 -0.0031 5.7578×10-5 

0.0625 0 0.0601 4.7872×10-5 

3.5 Summary 

As seen in the final experimental results, the method proposed in the paper can 
complete effective calibration for small depth of field conditions and can recover the 
object’s actual coordinate in the world coordinate system. As illustrated in Fig. 8 to 
Fig. 10, the recovered data at the optic center is more accurate, but has a large error 
away from the optic center.  This error is result of radial distortion.  
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Fig. 8. Recovered calibration board plane of position 3, and the corresponding Z axis of the 
world coordinate is at -0.0625mm 

 

Fig. 9. Recovered calibration board plane of position 4, and the corresponding Z axis of the 
world coordinate is at 0mm 

 

Fig. 10. Recovered calibration board plane of position 5, and the corresponding Z axis of the 
world coordinate is at 0.0625mm 

4 Conclusion 

Based on plane calibration, this paper proposes a new stereo microscope calibration 
process, which, via depth information correction, can finally realize the stereo 
reconstruction of a target image under a stereo microscope. This method has been 
shown to be a viable microscope calibration method, particularly as it bypasses the 
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conventional methods for calibration due to the small depth of field in stereo 
microscopes. Further confirming its reliability, the experimental results demonstrate 
that the method can effectively complete stereo reconstruction under a stereo 
microscope, with an error in reconstructed depth of approximately 4%. However, it is 
interesting to examine the reason that the relationship between the covered Z axis and 
the actual Z axis is not linear out of the range [-0.0625mm, 0.0625mm]. In the future, 
further studies will include methods for successfully running a stereo microscope 
under different magnitudes based on calibration parameter, along with compensation 
of radial distortion. 
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Abstract. In order to solve the problem that rectal pressure signal typically has 
complicate nonlinear and non-stationary signal characteristics. In this paper, our 
model uses wavelet packet to extract feature vectors and classifies them based on 
SVM. In our model, we choose RBF kernel function which has been proved has 
best discrimination for rectal pressure signals in the experiments. At the same 
time, in order to acquire higher accuracy, ACO is introduced to find the optimal 
value of parameters. We compare the prediction accuracy of SVM with different 
kernel functions. The results show that when we input parameters which were 
optimized by ACO into SVM, it acquires the highest classification accuracy and 
has preferable predication performance. So we can conclude that the proposed 
method is an effective way to rebuild patients’ rectal perception function. 

Keywords: artificial anal sphincter, support vector machine, optimal wavelet 
packet, ant colony optimization. 

1 Introduction 

Using artificial anal sphincter analog normal function of body’s anal sphincter is an 
important treatment for anal incontinence. Clinically proven, it can save peoples’ lives. 
However, existing artificial anal sphincter has many defects. The most serious 
drawback is that patients who use the product can’t feel the volume of dung in their 
bodies, as the result they can’t defecate under control. For the purpose to solve this 
problem, how to rebuild rectal perception function becomes the major bottleneck of the 
artificial anal sphincter research. Owing to rectal pressure signal typically has nonlinear 
non-stationary and nonlinear signal characteristics. It can hardly acquire ideal effect 
using traditional methods. 

SVM (Support Vector Machine) is based on the statistical learning theory. It has 
been shown to be one of the best methods for classification problems [1, 2]. It was 
firstly introduced for nonlinear function estimation and nonlinear function estimation 
classification and is further investigated by many others. Currently, successful 
implementations of SVM classifiers have been reported in various applications [3, 4]. 
                                                           
* Corresponding author. 
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ACO (Ant Colony Optimization) is a metaheuristic for discrete optimization problem 
based on population, which is inspired by the natural metaphor of real ant colony [5]. 
The feature of the ACO different from other methods is that it can be flexible for many 
different problems’ formulation; implemented easily and the most important is that it 
can escape the local optima of the given problems [6]. The purpose of our study is to 
use wavelet packet combine with SVM which is optimized by ACO recognizes and 
classifies rectal pressure signal. In our experiments, we use HAPC as the index of rectal 
pressure signals. As rectal perception function rebuilding is achieved, showing that the 
proposed method is effective to rebuild patients’ rectal perception function.  

2 Artificial Anal Sphincter  

Bowel incontinence is due to the loss of control over the rectal sphincter. This lack of 
muscle control can occur by reason of nerve medication, damage and even surgery. 
Although there are variety of methods to treat the disease such as sphincteroplasty and 
colostomy, most of them have some deficiencies. In recent years, using artificial anal 
sphincter rectum take the place of anal sphincter becomes an important means of 
treating the malady. It can improve the quality and extend patients’ lives. Artificial anal 
sphincter rectum consists of holdback structure, reservoir and micro pump, as 
illustrated in figure 1. 
 

 

Fig. 1. The structure of artificial anal sphincter 

Shanghai Jiaotong university has designed a feedback artificial anal sphincter. A 
pressure sensor has been installed in the traditional structure. The device predicts 
defecation by judging whether the pressure’s value reach the “threshold”. According to 
the research, the “threshold” generally is 7.3kPa [7]. However, because the form of this 
method is unitary; the technology is backward and intestinal pressure signal has 
non-stationary random characteristic, it’s hard to make the right judgments in time. 

3 Rectal Sensation Prediction Model 

Medical research shows that high-amplitude propagated contractions (HAPC) is a 
high-amplitude and long-time contraction wave that can be used to determine if person 
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needs to defecation. In our research, we exploit HAPC as the judgment and wavelet 
packet is used to extract feature vectors of rectal pressure signals. Subsequently, we 
classify them based on SVM optimized by ACO. The implementation process can be 
shown as follow: 

(1) We firstly conduct the intestinal pressure signals which were automatically 
detect by the biological feedback from artificial anal sphincter system using wavelet 
packet transform with four layer decomposition and reconstitution. 

(2) Then we extract the value of mean coefficient and energy of subspace which was 
reconstructed above construct multidimensional vector space as the input of SVM. 
Meanwhile, ACO is used to optimize the parameters of SVM. 

(3) We lastly judge if patients need to defecation based on whether the intestinal 
pressure signals contain HAPC. If the result is positive, we set alarm to inform patients 
to prepare. 

Figure 2 illustrates inside flowchart of the prediction model. 
 

 

Fig. 2. Prediction model of rebuilding rectal sensation 

4 Rectum’s Perceptive Function Rebuilding Algorithm 

4.1 Feature Vector Extraction Using Optimal Wavelet Packet 

Thanks to wavelet packet analysis theory, we can extract the energy of each layer based 
on the multilayer signal analysis. What follows next we can classify and analyze the 
local rectum pressure signals very accurate [8]. 

The extraction procedure is as follow [9]:  
(1) Firstly, we utilize wavelet packet decompose the rectal pressure signals into 4 

layers. Then we reconstruct the coefficients of each sample’s subspace denote 

( )0,1,2, ,2 -1= m j
jW m . 

(2) The coefficients mean of wavelet packet’s subspace ,mjME  are being calculated. 

Meanwhile the energy of wavelet packet’s subspace is counted according to the 
following formula 

( )( )2

,m =n m
j j

k

E d k                            (1) 
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(3) Lastly, we extract ,mjME  and ,mjE which are acquired in step 2 as the feature 

vector of rectal pressure signals to constitute the feature vector space.  

4.2 Support Vector Machine  

Suppose sample set is ( ix , i
y ),  n

i = 1, ,n, x R∈ , suppose n is classification 

dimension and  y ∈{1 , - 1} meet the conditions  
1 0 1⋅ + − ≥ = i iy k x b i n[( ) ] , , ,                  (2) 

The value of the classification interval is equal 2/||k||. We know the classification 
interval get the maximum means ||k||/2 get the minimum.  

In order to change optimal classification problem into dual problem, Lagrange 
optimization method is introduced. Then we get 

1 1

1

2
α α α α

= =

= − ⋅ 
,

( ) ( )
n n

i i j i j i j
i i j

E y y x x                 (3) 

Which is meet the conditions  

        
1

0
n

i i
i

yα
=

=  , and  0 1≥ = i i n, , ,α               (4) 

For nonlinear problems, it can be converted into linear problems that in 
high-dimensional space and find optimal classification surface by transform the space 

 
1 1

1

2
α α α α

= =

= − 
,

( ) ( , )
n n

i i j i j i j
i i j

E y y K x x                (5) 

Here 　

i ii
K( , ) = ( )yx xΦ  is kernel function. 

Then the classification function is 

1

α
=

= + * *( ) sgn( ( , ) )
n

i i i
i

f x y K x x b                   (6) 

In order to find a balance between generalization performance and experience risk in 
SVM, relaxation factor iζ has been introduced. Constraint 

1 0 1⋅ + − ≥ = i iy k x b i n[( ) ] , , ,  is changed to 1 0 1⋅ + − + ≥ = i i iy k x b i nξ[( ) ] , , , . 

Meanwhile, we join penalty term  =

n

i iC
1
ξ  into the minimize value 21

2
k . So Wolf dual 

problem can be described as:  

Maximize:    
1 1

1

2
α α α α

= =

= − 
,

( ) ( , )
n n

i i j i j i j
i i j

E y y K x x                (7) 

yi i
i

n

α
=
 =

1

0 ,  α≤ ≤0 i C    i=1，…n               (8) 

4.3 Optimize the Parameters of SVM Based on ACO 

Ant colony algorithm（ACO）is a novel simulated evolutionary algorithm which is first 
proposed by Italian scholars in the 1990s. ACO belong to a kind of swarm intelligence 
algorithm that has good robustness, good positive feedback characteristics and the 
advantages of parallel search. In this paper, we treat the parameter selection of SVM as 



 A Prediction Model of Rectum’s Perceptive Function Reconstruction Based on SVM 125 

 

a parametric optimization problem. Then we establish the objective function based on 
the combination of these parameters. Ant colony optimization algorithm is used to 
search the optimal objective function value and finally get the right combination of 
parameter values [10]. In our model we choose RBF which is the most common kernel 
function of SVM. So there are two parameters σ，C. What we want to do is improve 
the distinguish rate by optimize σ，C using ACO. The specific algorithm steps are 
described below: 

Setp1: Parameter initialization 
(1) We firstly give initial value of parameters (σ，C) to each ant; 
(2) After learning training set by SVM based on initialize parameters (σ，C) we can 

get the error model of SVM         

 Er(i) = −| |
t r a r eaY Y                         (9) 

Here t r aY  is the value of training samples, r eaY  is the value of real samples. 

(3) When ant is at position i, its pheromone can be described as  
J0(i) =  Er(i)α                           (10) 

Here, we set α=3, so we know as the smaller the error is the bigger the pheromone 
are according to formula (10). 

Step 2: The pheromones are updated constantly due to the ants search in global and 
local space constantly. We can save the global optimal solution of each generation of 
ants. 

(1)Based on the value of pheromone of each ant, we can acquire each ant’s shift 
probability 

P(i) =  
0 0

0

(  BIndex )- (i)

(  BIndex )

J J

J
e

e
                       (11) 

Here, BIndex is the ant which has the biggest pheromone. 
(2) In order to prevent got local optimal solution, self-adaption method is utilized in 

this paper. The volatilization factor of pheromone has been set relatively small at the 
begging and increase constantly in the wake of increase of the number of ant evolution. 
The volatilization factor of pheromone can be described as 

ρ= K* Nmax

log(9) * N

e
                        (12) 

Here K=0.1, N is the present number of the evolve generation of ants. maxN is the 

max number of the evolve generation of ants. 
(3) The global transfer factor 0P  is established based on the pheromone of ant: we 

suppose the number of ants is n, then we calculate the value of 0-Je  i = 1，2，… n, and 

arrange it in ascending order 1J j( )，j = 1，2，…，n. When N＜
max

02
N P , 0P = 1J (k),  

k = 2

3
n, on the contrary 0P = 1J (k) ，k = 1

5
n. If the transition probability is smaller then 

0P , ants search in local space, or ants search in global space. And because the pheromone 
of ant is increasing from enough small to enough large, algorithm can be prevented fall 
into local optima. 
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(4) The update rules of pheromone update based on SVM parameters optimized by 
ACO can be described as 

0 0
(i)= (1- ρ)* (i)+ ΔE(i)J J                    (13) 

Here ΔE(i) = -Er(i)α . 
(5) At the end of an iteration of work, we save the biggest pheromone and count the 

error based on the error model. At the same time the step turn to step 1 to continue. 
(6) When the iteration fit the frequency we set. We find the optimal ant obtain the 

optimal parameters C and σ. 

5 Experimental Analysis  

5.1 Data Collection 

Our experiments employ the biological parameters telemetry capsule which are 
provided by Shanghai Jiaotong university acquire rectal pressure signals from 10 
healthy subjects with normal bowel function tests for 10 times. As 4 groups data are 
wrong, 52 groups are chosen as training data and left 44 groups are chosen as test data. 
This paper consider the rectal contraction pressure data which contains HAPC as the 
sign of defecation and denote as type "1"; on the contrary denote as type "0". The target 
of data processing is to identify the category in the original test samples correctly 
employing the training data, and calculate correct rate of the experiments as an 
indicator to assess the cons and pros of different methods. 

5.2 Experiment of Signals Extraction 

Our model selects “db4” as wavelet packet basis of wavelet packet decomposition. 
Four layer of wavelet packet decomposition are operated on 96 training and testing 
samples.  

Fig. 3 shows the wavelet packet decomposition waveform of the rectal pressure 
signals. 

 

Fig. 3. Wavelet packet decomposition waveform of the rectal pressure signals 
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5.3 Data Analysis and Comparison for Prediction Model 

RBF is chosen as the kernel function of SVM in our model. 52 training data extracted 
above are input into SVM to train the classifiers. With the default C and σ the prediction 
accuracy of the training prediction model is 86.36%. In order to improve the forecast 
accuracy of defecation, the parameters C and σ is optimized by ACO. We set there are 
30 ants and give initial value C=0.02, σ=0.7, the maximum number of the evolve 
generation of ants is 100. Then we input 52 training data into SVM, and optimize the 
parameters follow the steps which are described in section 4. After C and σ have been 
operated by ACO we acquire the optimal parameters C=0.03, σ=0.89 as the RBF kernel 
function width and the penalty factor. 
 

  

Fig. 4. SVM classification map of training samples 

Fig. 4 illustrates the training data feature vector classification result and support 
vector of SVM. 

For the purpose to proof our model is advanced, we select other three common 
kernel functions including linear kernel function, Sigmoid kernel function, polynomial 
kernel function and RBF function for pattern identification with the 44 groups of test 
data. And table 1 illustrates the classification rate of rectal pressure signals based on 
different kernel function. 

Table 1. Prediction accuracy of SVM with different kernel functions 

kernel function polynomial linear  Sigmoid RBF 

Test sample number 44 44 44 44 

Correct prediction 39 35 36 41 

Prediction accuracy 88.63 79.55 84.09 93.18 

 



128 P. Zan et al. 

 

In table 1 we can conclude that using RBF kernel function optimized by ACO gets 
the highest rates reaching to 93.18%. It manifests that our model is an ideal model for 
reconstructing rectum’s perceptive function.  

6 Conclusion 

Because typical rectal pressure signals are non-stationary, nonlinear and 
limited-sample, how to extract and classify feature vectors of rectal pressure signals 
accurately and efficiently becomes a bottleneck for reconstructing human rectal 
perception function. In this paper, we propose a prediction model of rectum’s 
perceptive function that employs wavelet packet analysis to extract feature vectors, and 
uses SVM optimized by ACO to classify the extracted feature vectors. The model 
basically reconstructs patients’ rectal perception function with only 96 groups of data. 
We can conclude that it is an effective model for reconstructing rectal perception 
function and has good application prospects. 
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Abstract. Reflectance model is an important concept in computer vision. Most 
classical reflection models based on orthogonal projection with Lambert reflec-
tion model assumptions don’t correspond to the real imaging process. This pa-
per proposed a new polynomial hybrid reflection model based on perspective 
projection. The imaging process of camera is simulated by the proposed reflec-
tion model with perspective projection. Then non-negative least squares algo-
rithm (NNLS) is used to estimate parameters of the proposed reflectance model 
by using pixels values in image of some known 3-D shape object. At last, syn-
thesis images produced by the proposed model and existing ones are compared 
with the real captured images by camera. Experimental results showed that the 
proposed reflectance model is more accurate than the Lambert model and 
Phong models under perspective projection. 

Keywords: Perspective projection, reflectance model, parameters measure-
ment, non-negative least square regression algorithm. 

1 Introduction 

Light reflectance models have shown great interest in the computer vision communi-
ty. Image is a physical form to represent visual information. To know the intrinsic 
properties of image generation and carried information, appropriate mathematical 
model should be used to characterize the imaging process. The basic form of the ma-
thematical model is the imaging geometry model which is used to describe how to 
form the 2D images from 3D world. Recently, Shape-From-Shading (SFS) gets great 
improvements and rapid developments in methodology and application. SFS is a 
method to reconstruct 3D surface height from a single image, but it needs to know the 
relationship between 2D image and 3D surface. In the 1970s, SFS is first introduced 
by Horn to solve a radiation equation which relates reflection map and image bright-
ness [1]. The seminal work of Horn is followed by many works in this field which 
assumed Lambertian diffuse reflectance [2]. Then the most commonly used model 
was derived by Phong approximately forty years ago [3][4]. The Phong model is a 
simple representation that can simulate the specular reflection of shiny surfaces, but it 
is not accurate in the sense of representing the true reflection behavior of surfaces [5]. 
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Various kinds of reflection models are put forward and valid method for reliability 
analysis are provided. In particular, a hybrid reflection model is proposed and least 
square regression algorithm is used to estimate the ratio of diffuse and specular reflec-
tion [6]. But the reflection model is based on orthogonal projection. Orthogonal pro-
jection is a kind of ideal assumption in compute vision. However, the actual imaging 
relation is under perspective projection which creates the sense of distance. In recent 
years, the research of SFS models based on perspective projection has been made 
gradually, such as face reconstruction [7], reconstruction of organs [8][ 9], and digiti-
zation of documents [10][11].  

In this paper, a new polynomial hybrid reflection model based on perspective pro-
jection is proposed. The imaging process of camera is simulated by the proposed 
reflection model. Then non-negative least squares algorithm (NNLS) is used to esti-
mate parameters of the proposed reflectance model by using pixels values in image of 
some known 3-D shape object. At last, synthesis images produced by the proposed 
model and existing ones are compared with the real captured images. Numerical com-
paring results showed that the proposed reflectance model is accurate. 

2 General Polynomial Hybrid Reflection Model 

In order to research the polynomial hybrid reflection model based on perspective 
projection and use non-negative least squares method (NNLS) to estimate parameters, 
we give general polynomial refection model firstly. When light is reflected at an opa-
que surface, it can be described by bidirectional reflectance distribution function 
(BRDF) as 

 o

( , )
( , ; , )

( , )
o o o

i i o
i i i

L
f

L

θ φθ φ θ φ
θ φ

∂
=

∂
.                      (1) 

where ( , )i i iL θ φ∂  is the illumination in the ( , )i iθ φ  direction onto the object surface. 
And ( , )o o oL θ φ∂  is the reflecting brightness viewed from ( , )o oθ φ  direction. It is a 
four-dimensional function that expresses the ratio of reflected radiance towards a 
viewing direction to the irradiance from an incoming direction. In SFS situation, fol-
lowing assumptions are usually used. Firstly, the light is assumed to be a point light 
source located in infinite position [12][13]. Its direction is in

→
 in image center coor-

dinates. Secondly, camera should be put into the origin and make sure observation 
direction is (0,0, 1)on

→
= − . So the radiance of reflected light in the viewing direction 

on
→

 is 

( , , ) ( , , ) ( ) ( , , ) max{0, * }
T

i o i o i i o iL n n n f n n n L d f n n n E n n
ω

ω ω
→ → → → → → → → → → →

= = .    (2) 

where E is the light strength and w is outgoing direction depends on ( , )i iθ φ . 

As we know, the characteristic of most practical object is hybrid. In other words, 
the real surface neither is completely diffuse reflection nor specular reflection mostly. 
In 1991, Tagare proposed a hybrid model that consists of three components (a diffuse 
lobe, a specular lobe, and a specular spike) [14][15]. With a smart set of principal 
direction ip

→
, a general non-Lambertian model can be described as 
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( * )
T

hybrid j i
j

R p p n b
→ →

= Φ + .                        (3) 

where jp  is albedo derived by the directions of light source vector and observing 
camera vector, Φ is a monotonically increasing function, and b is a constant. Inspired 
by the reflectance model (3), a new polynomial hybrid reflection model based on 
orthogonal projection is proposed as 

0
1

* ( * )
kT T

hybrid i k spec
k

R d n n d n n
∞→ → → →

=

= + .                 (4) 

where 0d  can be considered as the ratio of diffuse reflection, k denotes the kth  
order mirror-like component and a series of constants kd  are the ratio of specular 
reflection. Each terms of (4) denotes all different degrees of specular reflectance 
components. When eq.(4) is used in practice, ∞  can be replaced by some positive 
integral N.  

3 Hybrid Reflection Model under Perspective Projection 

Generally, Lambertain model under orthogonal projection is used to simulate the 
imaging process, following reflectance map equation is established [1] 

0 0

2 2 2 2
0 0

* 1

1 1| || |

i

i

n n pp qq
I R

p q p qn n

→ →

→ →

+ +
= = =

+ + + +
.                (5) 

where 0 0( , , 1)in p q
→

= −  denotes a known lighting source direction. Surface normal is 
denoted by ( , , 1)n p q

→
= − , ( , ) ( , )p q z x z y= ∂ ∂ ∂ ∂ , and ( , )z z x y=  is the surface 

equation in scene. Considering the near-scene imaging situation, perspective projec-
tion is better suited. The perspective projection is illustrated in Fig.1. 
 

 

 
The 3-D surface of objective (such as cylinder in fig.1) in the scene is defined as 

( , )z z x y= , and pixel is denoted as ( , )u v at imaging plane -z f= , where f  is 

focus length. The perspective projection equations is 

 

Fig. 1. The perspective projection imaging model 
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-
x y z

u v f
= = .                                (6) 

From Eq. (6), the image brightness equation of the model can be derived. In pers-
pective projection, following relationships is obtained from Eq. (6), 

-

-

z
x u

f

z
y v

f

 =

 =


.                                 (7) 

And the surface S is parameterized such as 

( , , ) ( , ) ( , ,1)
u v

x y z z u v
f f

= ∗ .                     (8) 

By using the partial derivative method and difference geometry theory, the normal 
of the surface is given by 

2
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                          =( , , ( , ))
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i j ki j k

z u z z vx y z
n u v S S z
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∂ ∂ ∂
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∂ ∂ ∂ ∂− − + + ∗
∂ ∂ ∂ ∂

.      (9) 

So the unit vector of the normal of the surface is as 

2 2 2 2

( , , )

( ) ( )

u v u v

u v u v

fz fz uz vz z
n

uz vz z f z z

→ − − + +
=

+ + + +
.                (10) 

where ( , ) ( , )u vz z z u z v= ∂ ∂ ∂ ∂ . So the reflectance map equation of Lambertain 

model under perspective projection is concluded from Eq. (5) as 

0 0

2 2 2 2 2
i

0 0

( ) ( )
( , ) =

1 ( ) ( ) ( )

i

z z
u fp v fq zn n u vI u v

z z z zn n p q f f u v z
u v u v

→ →
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∂ ∂− + − +∗ ∂ ∂=
∂ ∂ ∂ ∂+ + + + + +
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.  (11) 

Due to the assumption that object is in the camera shooting range and the distance 
between the camera and object is greater than the camera focal length, namely 
z F> . We let ( , ) ln ( , )Z u v z u v= , uZ u Z∂ ∂ = , vZ v Z∂ ∂ = and we denote 

( , ) 0z u v > , then we have 

0 0

2 2 2 2 2
0 0

( ) ( ) 1
( , )

1 ( ) ( ) ( 1)

u v

u v u v

u fp Z v fq Z
I u v

p q fZ fZ uZ vZ

− + − +
=

+ + + + + +
.    (12) 

Eq. (12) can be further written as 
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where ,u vp Z q Z= = . Eq. (13) is a nonlinear partial differential equation named 

reflection map equation with Lambertain model under perspective projection.  
The polynomial hybrid reflection model can be further established based on pers-

pective projection by substituting Eq. (10) into model Eq. (4) such as 
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.      (14) 

The reflectance model Eq.(14) is function of , in n
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. The coefficients de-

note the reflectance properties. If some 1n
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Then the coefficients of ( , , )hybrid i oR n n n
  

can be estimated. In our experiment, a 
stainless steel cup with known shape (denoted by surface cylinder function) is used to 
determine the coefficients of (14) by non-negative least squares algorithm. And mem-
ber of image pixel M  is larger than the highest order of specular component. We 
write Eq.(15) in matrix form as 

I AD= .                           (16) 
which can be solved by nonnegative least-squares curve fitting problems easily such 
as the following form [16] 

2
2min || || , 0A D I where D⋅ − ≥ .                 (17) 

4 Experimental Results 

To evaluate the performance of the proposed model based on perspective projection 
and compare the image generated from each model, we use criteria namely mean error 
(ME) and root square mean error (RS), which are defined as 
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= − .                    (19) 
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Figure 2(a) is a real captured image of stainless steel cup which is cylinder shape. 
In camera center coordinates system, the light is located in 3 meter distance from the 
cup, and the diameter of the cylinder is 10 cm. In our experiments, N is set as 100.   
{ }0 1 2, , , , Nd d d d⋅ ⋅ ⋅  are calculated by using non-negative least squares algorithm 
and we get { }0 10 11 40 1000.1133, 0.0070, 0.2904, 0.2186, 0.3899d d d d d= = = = = , and 
other coefficients are zero. The synthesis images using proposed reflectance model, 
hybrid model and Lambertian model are shown in Figs. 2(b)—(d). Figure 3 shows the 
gray intensities of Figs. 2(a)—(d) along the surface directions. Figure 4 shows  
the intensity errors of Figs. 2(b)—(d) compared with the intensity of the original sur-
face of Fig. 2(a). Table 1 lists the results using ME criteria Eq. (18) and RS criteria 
Eq. (19). 

 

Fig. 2. (a) Real image of a metal cylinder. Composite images using (b) the proposed model, (c) 
hybrid model, and (d) Lambertian model under perspective projection 
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Fig. 3. Intensities of Figs. 2(a)—(d) along the surface directions 
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Fig. 4. Error of intensities compared with the original intensity of Fig. 2(a) 

Table 1. Reflectance Maps of Three Models 

Index Proposed Hybrid[15] Lambertian[8] 

ME 0.0069 0.2982 0.5042 
RS 0.0101 0.3442 0.5461 

 
From the fig.3, fig.4 and table 1, we can see that under perspective projection, the 

proposed reflectance model is more accurate than other models. It can describe the 
imaging process perfectly. 

5 Conclusion 

A new polynomial hybrid reflection model based on perspective projection is pro-
posed. We use a nonlinear partial differential equation to simulate perspective projec-
tion and estimate the parameters of the proposed reflectance model by non-negative 
least squares algorithm. The results of these experiments show the proposed reflec-
tance model is suitable for describing the real reflectance property. In addition, the 
proposed reflectance model may be used to help improve the accuracy of three-
dimensional (3D) reconstruction based on shape from shading (SFS) which is under 
perspective projection.  
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Abstract. Measurement data usually do not reflect actual chemical processes 
correctly because of inevitable errors in measurement, which is known as 
unbalance of measurement data. Data reconciliation and gross error detection are 
methods of processing measuring instruments that are inconsistent with mass and 
energy balances. At present, research on data reconciliation mainly focuses on 
the steady state model of the linear system. However, data reconciliation cannot 
be implemented in cases of sudden changes in production conditions, operations 
or instability, or discontinuous data acquisition. An improved Bayesian based on 
wavelet package denoising for data reconciliation is proposed. After a 
measurement signal is decomposed into a certain level, the optimal tree is 
selected with Bayesian classification. Bayesian classification was used to select 
the node of the optimal tree that would accelerate the calculation speed. The 
simulation and the coking chemical application show that the improved 
denoising method contributes to the effectiveness and efficiency of data 
reconciliation. 

Keywords: Data reconciliation, data denoising, wavelet package, Bayesian, 
optimal tree, coking chemical. 

1 Introduction 

Measurement data in chemical processes include mass, flow, component, temperature, 
and pressure. Measurement data collected from chemical processes usually contain 
inaccurate and imperfect information because of disrepair, leak, and lack of 
measurements. Data reconciliation and gross error detection are methods of processing 
measuring instruments that are inconsistent with mass and energy balance. 

Data reconciliation was studied under the assumption that the process data are 
stable. However, data cannot be reconciled under practical conditions despite the 
utilization of related software products because certain problems, such as fluctuations 
                                                           
* Corresponding author. 
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in the operation, multi-working conditions, and discontinuous data acquisition, would 
occur. 

An efficient way of processing the historical data should be developed. A study of 
the denoising method of the Bayesian-based wavelet package revealed that the key in 
enhancing efficiency was extracting a certainty feature from the raw signal that is to 
obtaining the trend of historical data to eliminate the inherent system error. The wavelet 
package is the generalization of wavelets with signal analytical ability. Given the gross 
error in historical data, a non-Gaussian error would exist in multi-scale detail and 
approximation coefficients, which makes the distinction between the coefficient of 
non-Gaussian and the certainty feature. 

To overcome these problems, an improved Bayesian-based wavelet package is 
proposed. This wavelet package would obtain the trend analysis of the historical data 
that reflects errors more precisely than measurement. This novel strategy includes two 
key points: (1) the decomposition is performed with a discrete wavelet package; and (2) 
the noise node is deleted based on a combination of local variance and Bayesian 
classification. With the application of filtered data, the traditional methods of gross 
error detection in statistical testing can now reconcile data more efficiently.  

2 Review of Previous Work 

Data rectification consists of three steps: data reconciliation, gross error detection, and 
redundancy analysis, of which gross error detection is the key step and is the most 
investigated among all steps. 

The concept of data reconciliation has evolved since it was introduced by Kuehn and 
Davidson (1961). The criterion used back then was the least squares solution of the 
reconciled and measurement data under the constraints of mass balance and energy balance. 

In certain practical situations, variance/covariance should be obtained from 
historical data to achieve dynamic data reconciliation. Almasy and Mah presented the 
calculation method of covariance with a constraint residual error. Using that method as 
basis, Chen and Morad presented the M estimator of variance (1999). Tona (2005) 
presented a moving horizon reconciliation with a moving time window approach. 
Based on the noise model and PCA, the process variable was decomposed by an 
orthogonal wavelet basis function. The coefficients that were less than the threshold 
were deleted to reduce random noise with a moving time window. The process data are 
assumed stable regardless whether a self-developed or a commercial software is used. 
The main problems that arise in practical application include fluctuations in the 
operation, multi-working conditions, and discontinuous data acquisition. To overcome 
these problems, the combination of a data denoising method and data reconciliation is 
used as the criterion based on historical data. 

3 Data Reconciliation 

3.1 Principle of Data Reconciliation and Gross Error Detection 

In this article, all the measurement data were assumed reconciled, and all unmeasured 
data were assumed estimable. The reconciled data should be subject to mass balance, 
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energy balance, and chemical reaction principles. All these can be represented in a 
constraint equation defined as 

0),ˆ( =UxF                               (1) 

where x̂  is the vector of measurement data, U is the vector of unmeasured data or 
data to be estimated, and F  represents all the constraints. The data reconciliation can 
be represented as the least square solution between the measurement data and the 
reconciled data, as in 
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i
iii
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ˆ
/)ˆ(min σ
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where ix  is the measurement data, ix̂  is the reconciled data, and iσ is the 

variance/covariance of the measurement error. 
The effectiveness of data reconciliation depends on the measurement data 

distribution and the modeling of uncertain assumptions. If the gross error in 
measurement data is unknown, then the result of the data reconciliation might be 
invalid. The three usual ways of detecting gross error are 

1) Theoretical analysis of all the factors that caused or produced gross error 
2) Measurement and comparison of the same process by using different methods 
3) Statistical hypothesis testing of the measurement data 
The third method is the focus of this paper. The basic principle is to test the statistical 

hypothesis by the significance level of error.  

3.2 Data Reconciliation and Gross Error Detection Based on Data Denoising 
Method 

The proposed improved denoising with Bayesian of data reconciliation and gross error 
detection is shown in Figure 1. The advantage of such a method is the improved 
monitoring of the instrument’s performance by using historical data. The addition of 
the data denoising method to data reconciliation and gross error detection solves 
several problems experienced in online applications, such as fluctuations in the 
operation, data loss, and leak loss, and improves the accuracy of data reconciliation. A 
novel Bayesian-based wavelet package is used to analyze the trend by using historical 
data, which can reflect the error of the data more accurately.  

The main difference of the novel strategy from the traditional method is that the 
former obtains posterior Bayesian probability from the historical dataset by collecting 
data for a period of time. The present data are then decomposed by using a wavelet 
package. The local variance of each node is compared with the Bayesian probability  
in the historical data set to generate the optimal tree of the wavelet package. After  
mean squared error (MSE) evaluation, the reconciliation is enhanced by the improved 
stable data. 
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Fig. 1. Data reconciliation through a Bayesian-based wavelet package denoising method  

4 Improved Filtering of the Wavelet Package for Data 
Reconciliation 

4.1 Wavelet Decomposition and Reconstruction  

Continuous wavelet transform is defined as Eq. (3), where CWT means continuous 

wavelet transform, which is expressed as ( , )sψ τ . 

*1 t-
( , ) ( , ) ( )

s| |
CWT s s x t dt

s
ψ ψ
χ χ

ττ ψ τ ψ  = =  
                    (3) 

where τ  and s  represent the translation parameter and extension parameter, 

respectively; and ( )x t is the transformation equation defined as the mother wavelet. 
The term wavelet means that a small wave is of limited length. The usual function of 

a wave is oscillating. The term mother wave means that all kinds of function 
waveforms were derived from one main function, that is, the mother wavelet is the 
prototype for producing other window functions. Some common mother wavelets are 
the Haar and db wavelets.  

If a wavelet function satisfies Eq. (4), then the continuous wavelet transform 
becomes a kind of reversible transform that can be reconstructed, as shown in Eq. (5).  
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where τ is the translation parameter, s is the extension parameter, and 
cψ is the 

constant in the wavelet transform depending on the mother wavelet. If 
cψ  satisfies 

Eq. (4), then the signal of the time domain can be obtained with a wavelet 

reconstruction where ( )ψ ξ
∧

is the FFT of ( )tψ , and Eq. (4) becomes 
( ) 0tt dψ = . 

4.2 Procedure of the Improved Wavelet Package Filtering 

Unlike the standard method, a method which combines statistical features and the 
Bayesian principle is proposed in this paper, as shown in Figure 2. A certain particular  
 

 

Fig. 2. Bayesian-based wavelet package denoising method 
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wavelet from a series of wavelet families should be selected as the mother wavelet. The 
optimal decomposition level is then selected according to the corresponding method. 
The optimal decomposition tree and the threshold value should also be selected and 
determined. Finally, the denoised signal is reconstructed, and the denoising 
performance is assessed based on Shannon’s entropy. The application of Bayesian 
classification on the historical data enables Bayesian probability to determine whether a 
node is noise or not.  

5 Bayesian-Based Wavelet Package Denoising Process 

To demonstrate the proposed Bayesian-based wavelet package denoising process, 
simulation data were obtained from a certain coking chemical process. These data were 
then denoised based on the novel strategy provided as follows: 

(Step 1) Select the wavelet basis for wavelet package decomposition. 
The function of a discrete wavelet family is presented as 

                    /2
mk ( ) 2 (2 )m mt t kψ ψ− −= −                (6) 

where ( )tψ is the mother wavelet, m is the flexible coefficient, and k is the translation 
coefficient. Any signal can be decomposed into multi-scale form, which is defined as 

1 1 1

( ) ( , ) ( ) ( , ) ( )
M N N

y mk y mk
m k k

y t d m k t a L k tψ φ
= = =

= + 
             (7) 

where 
( , )yd m k

 is the wavelet coefficient or detail signal under scale m, 
( , )ya L k

is the 

wavelet coefficient at the roughest scale, ( )mk tφ is the scaling function, and ( )mk tψ is 
the wavelet function.  

Denoising performance has two key factors: to select which wavelet is the mother 
wavelet for the wavelet packet decomposition and determining the decomposition level 
of the wavelet packet. In this paper, the wavelet packet decomposition method was 
used to decompose under the predefined level 4. The average value η of the absolute 
value of the detail coefficient is calculated up to decomposition level 4. η represents the 
degree of similarity between the measurement data of the wavelet expressed and the 
original process. The selected process data in this paper are shown in the Table 1. 

Table 1. Proper mother wavelet and value of η of measurement signals 

measurement point 1 2 3 4 5 

Best mother 

wavelet 

db10 db10 Haar bior6.8 Haar 

η 1.4382e+ 

06 

7.2323e+

05 

4.2695e+05 2.1555e+05 5.0938e+04 
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The measurement data in Table 1 were obtained from a certain coking chemical 
plant. Measurement point 1 represents the flow of the TEXACO outlet. Measurement 
point 2 represents the flow of the shift converter outlet. Measurement point 3 represents 
the flow of the synthesizing tower inlet. Measurement point 4 represents the flow of 
shift converter inlet. Measurement point 5 represents the flow of the ice chest inlet.  

(Step 2) Select the decomposition level 
The above mentioned method cannot ensure the selection of the best decomposition 

level because the decomposition level is not always 4. The alternative wavelet would 
not always be effective at this decomposition level. Hence, Shannon’s entropy is used 
as the performance index of the decomposition level. The Shannon’s entropy H of a 

random variable X 1 2{ , ,... }nx x x
is defined as 

( ) ( ( ))H X E I X=                           (8) 

where E is the expectation function and ( )I X  is the quantity of information of X. If 
p  is represented as the probability density function of X, then the Shannon entropy’s 

is defined as: 

1 1

( ) ( ) ( ) ( ) log ( )
n n

i i i b i
i i

H X p x I x p x p x
= =

= = − 
                (9) 

where b is the logarithm base, which is usually 2, the natural constant e, or 10. When 
b = 2, the unit of Shannon’s entropy is bit. When b = e, the unit of Shannon’s entropy is 

nat. When b = 10, the unit of Shannon’s entropy is dit. When ip
= 0, for some value i, 

the corresponding value 0log 0b  is 0, and is the same as the extreme value.  
(Step 3) Select the optimal tree based on the Bayesian principle 
Clipping the original wavelet package tree is important in denoising the 

measurement data. The original wavelet package decomposition tree of measurement 
point 1 is shown in Figure 3. 

Table 2. Best decomposition level of the measurement points 

Measurement point 1 2 3 4 5 

Best decomposition level 4 5 6 4 4 

Clipping the wavelet package decomposition tree is tantamount to saving the 
effective node and deleting the node with the error. The clipped decomposition tree can 
then be reconstructed to obtain accurate measurement data. A performance index 
should be selected to determinate the validity of the node. Given that the average value 
of white noise is 0 and standard deviation is 1, the local standard deviation of each node 
is used to detect the white noise of the node.  

The local standard deviation of the nth node of the kth signal is shown as 

( )
nN

2k
n

j=1n

1
=

N -1
k k
n nc jσ μ −                      (10) 
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Fig. 3. Binary tree of measurement point 1 after decomposition 

where 
k
nμ

represents the average value of the wavelet coefficient 
k
nc

 of the nth 

node for the kth training signal, and nN  represents the length of the vector 
k
nc

. 
Figure 4 shows the best tree of measurement point 1 after decomposition by using 

the local standard deviation and Bayesian criterion. 
 

 

Fig. 4. Best tree of signal 1 

(Step 4) Select the threshold 
After Step 3, the best tree can be obtained by deleting the noise node. The 

decomposition coefficient of the saved node is limited by the threshold. The hard 
threshold can save the decomposition coefficients that are lower than the certain fixed 
value, whereas the soft threshold can contract all the saved coefficients based on linear 
criterion. 
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The soft threshold is defined as 

( )(| | ), | |

0,

sign v v t if v u

otherwise
u

− >



=                        (11) 

where t is the threshold, and v is the wavelet coefficient. The hard threshold is 
defined as 

, | |

0,

v if v u

otherwise
u

>



=                              (12) 

Usually, the threshold is selected by considering the mathematical calculation aside 
from the feature of the data itself. Systemic prediction deviation occurs because of the 
signal error to the soft threshold. Although the prediction deviation can be insignificant, 
it results in inconsistency and instability in the hard threshold. Thus, a non-negative 
garrote threshold, which can maintain the advantage of the hard and soft thresholds, is 
proposed in this paper. It is defined as 

2
, | |
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− >





=                         (13) 

(Step 5) Reconstruct the wavelet package 
The decomposition coefficients were adjusted to the saved node, as shown in Table 

3. The reconstruction of the wavelet package is the inverse of wavelet packet 
decomposition. The algorithm is shown as 

, 1,2 1,2( ) ( 2 ) ( ) ( 2 ) ( )j n j n j n
m m

k h m k m g m k mω ω ω+ += − + − 
           (14) 

If the effectiveness of the training set is more satisfactory or better than the average 
of the training set, then the denoising parameters are obtained. 

Poor performance may be due to the following:  
1) The signal in the training set cannot include enough measurement data. More 

data, including various working conditions, are required to extend the training set. 
2) The denoising parameters were selected independently, which cannot guarantee 

the optimal choice for the training set. 
(Step 6) Evaluating the simulation result 
The data in Tables 1 and 2 are used to analyze the signal. A correlation coefficient 

was considered as the deciding criterion and is shown as 
1

0
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− −
=
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                    (15) 

CC is the correlation coefficient that can express the degree of similarity between 
denoised data and original data. The value of the variable decomposition level indicates 
the optimality of the selected wavelet and decomposition level. In this paper, the  
best tree with wavelet package is better than the tree with wavelet transform shown in 
Table 3. 
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Table 3. Correlation coefficient between denoised signals and raw signals 

 Point 1 Point 

2 

Point 3 Point 4 Point 5 

CC 0.9753 0.9857 0.9831 0.9781 0.9986 

6 Simulation Study 

6.1 Process Model 

Figure 5 depicts the schematic drawing of the production process of a certain coking 
chemical plant.  

 

 

Fig. 5. Flow diagram of production line of a coking plant 

The total flow rate balance was considered in the linear model, and a total flow rate 
balance equation was designed for each operational unit, which is a total of 12 balance 
equations. Each flow had 7 component balance equations. The component is equal to 
the product of the total flow rate and the corresponding component percent, that is, of 
the bilinear component.  

6.2 Simulation Results and Evaluations 

The case data were obtained from an 8-hour production process in a certain coking 
plant. The data were used in the integral form over time effect. Table 4 shows the result 
of data reconciliation after Bayesian-based wavelet package denoising (linear model). 
The result expresses the balance of the flow rate. The comparison between the 
measurement data and the reconciliation data is shown in Table 5. 

The comparison between the data reconciliation based on Bayesian wavelet package 
performance and the classical method without wavelet denoising in the industrial 
application case is provided. The error in the example was assumed independent and 
subject to uncorrelated Gaussian distributions. The least squares linear programming of  
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Table 4. Total flow rate after reconciliation (linear model) 

Flow No. Flow before reconciliation (m3/h) Flow after reconciliation (m3/h) 
1 134623 134190 
2 24847 24907 
3 40615 40713 
4 68960 68571 
5 14533 14397 
6 11765 11803 
7 6200 1930 
8 565 673 
9 5000 4930 
10 86864 84284 
11 10314 10510 
12 8349 8616 
13 4400 4714 
14 3949 3902 
15 49206 49289 
16 34303 34667 
17 3653.2 41172 
18 6200 6200 
19 3000 3000 
20 58004 58004 

 

Table 5. Reconciliation result of different methods 

 MSE 

filtering method average value standard deviation 

no filtering 

wavelet package 

Bayesian-based wavelet package 

0.9991 

0.8465 

0.8463 

0.0440 

0.0395 

0.0044 

Notes: MSE in the case is based on the average value and standard deviation of 512 
measurement data. The decomposition level of wavelet package is 4. 

 
MATLAB was used to resolve the optimization problem of data reconciliation. MSE, 
shown as Eq. (16), was used to evaluate the least squares expectations between the 
estimated value of the parameter and the true value of the parameter. A smaller value of 
MSE translates to more accurate reconciliation data. 
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22 /)ˆ(
1 σ                         (16) 

Table 5 shows the comparison between the data reconciliation results based on 
variable methods. The results show that the reconciled data based on Bayesian wavelet 
package is closer to the measurement data. The influence of data fluctuation and 
instability decreased because of the use of the proposed denoising method. 
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7 Conclusions 

With the consideration of the existence of unstable data in an industrial application, a 
novel strategy based on wavelet package and Bayesian classification is proposed to 
denoise process data for data reconciliation. This paper focused on how to remove the 
noise node of an optimal tree based on Bayesian classification. Sufficient historical data 
was used to acquire prior knowledge, which served as a criterion for identifying the 
noise node. Finally, the proposed Bayesian-based wavelet package for data 
reconciliation was implemented in an actual chemical process, and its application was 
analyzed extensively in this paper. Thus, the proposed method is proved to be effective 
for engineering practice.  
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Abstract. The reconstruction of biological networks from experimental
data is one of the most important challenges in systems biology. Cur-
rently, a network reconstruction algorithm for automatically generating
possible Petri net models for a set of experimental data has been given;
however, although it is interesting and helpful, it usually results in a num-
ber of possible models for a set of experimental data, and the resulted
Petri net models are difficult to manage. In order to offer a compact
representation of network reconstruction results, in this paper we pro-
pose to use colored Petri nets to model all possible networks for a set
of experimental data. Specifically, we present a colored Petri nets-based
network reconstruction algorithm and implement it in our modeling tool
Snoopy. We also give an application of our algorithm by taking the sen-
sory control of sporulation in Physarum polycephalum as an example.

Keywords: Systems biology, network reconstruction, colored Petri nets,
Physarum polycephalum.

1 Introduction

Systems Biology [6] is an emerging scientific discipline in bioscience research,
which aims to understand the behavior of a biological system at the system level
by means of investigating the behavior and interactions of all of the components
in the system. One of the most important challenges in systems biology is the
reconstruction of biological networks from experimental data [9, 10]. Specifi-
cally, the network reconstruction problem aims to find all possible explanations
(models or networks) of a set of experimental results or observations. In order
to achieve this, a lot of work [1, 9–11] has been done. Among them, Marwan
et. al. [1, 9, 10] developed a Petri nets-based network reconstruction algorithm
for automatically generating possible Petri net models for a set of experimental
data, which has gained much attention.

However, although it is interesting and helpful, it usually results in a number
of possible networks with similar structure for a set of experimental data, and
the resulted Petri net models are difficult to manage. In order to alleviate this
process and offer a compact representation of network reconstruction results, in
this paper, we build our work on [1, 9, 10] and propose to use colored Petri nets
to model all possible networks for a set of experimental data.
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Colored Petri nets [3, 5] are a colored extension of standard Petri nets [12],
where a group of similar components are represented as one component, each of
which is defined as and thus distinguished by a color. Colored Petri nets provide
parameterized and compact representations of complex biological systems, while
they do not lose the analysis capabilities of standard Petri nets. Using colored
Petri nets, we can represent each possible (and similar) network as a color.
As a result, we can use the structure of only one possible network and the
defined colors to compactly represent all possibilities of a network reconstruction
problem. We have developed a colored Petri net tool, Snoopy, to support the
modeling of biological systems [4] and given a set of case studies [7].

This paper is structured as follows. Section 2 gives a brief introduction to
colored Petri nets. After that, Section 3 presents a colored Petri net network
reconstruction algorithm, followed by a case study and the conclusions.

2 Colored Petri Nets

2.1 Petri Nets

Petri nets [12] are weighted, directed, bipartite multigraphs, consisting of places,
transitions and arcs that connect them. Places usually represent species or any
kind of chemical compounds, e.g., genes, mRNA, proteins or proteins complexes,
while transitions represent chemical reactions, e.g., association, disassociation,
translation, transcription or translocation. For a chemical reaction, its precursors
correspond to the preplaces of a transition while its products to the postplaces
of the transition. The arcs are directed from places to transitions, or from transi-
tions to places, and their weights indicate the multiplicity of each arc, reflecting
e.g., stoichiometries of chemical reactions. The arc weight 1 is usually not labeled
explicitly. A place may contain an arbitrary (natural) number of tokens, repre-
sented as black dots or a natural number. A distribution of tokens over all places
of a Petri net represents a state of it, often called a marking.

A Petri net can be formally defined as N =< P, T, F,W,M0 >, where:

– P is a finite, nonempty set of places,

– T is a finite, nonempty set of transitions,
– F is a finite set of directed arcs, F ⊆ (P × T ) ∪ (T × P ),

– W is a function that assigns a positive integer in N+ to each arc in F , and

– M0 is the initial marking, which assign to a place a non-negative integer in
N0.

A marking M is usually written as a row vector M(P ) = (M(p1),M(p2), ...,

M(pm), where P = {p1, p2, ..., pm}, which defines a state χ ∈ N
|P |
0 of a system.

X ⊆ N
|P |
0 denotes the set of all possible states of a system. C ∈ Z

|P |×|T | defines
the incidence matrix of a netN , where Z is the integer set,

C(p, t) = W (t, p)−W (p, t), p ∈ P, t ∈ T. (1)
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Further, we can divide the incidence matrix C into two matrices, namely,
C = C+ − C−, where

C+(p, t) = W (t, p), p ∈ P, t ∈ T, (2)

C−(p, t) = W (p, t), p ∈ P, t ∈ T. (3)

Suppose N =< P, T, F,W,M0 > is a Petri net and C is the incidence matrix
of N . M is a marking of N . t ∈ T is enabled if and only if the following condition
is satisfied,

MT ≥ C−(•, t), (4)

where M is written as a row vector indexed by P , and C−(•, t) denotes the
column to which transition t corresponds.

If t is enabled at marking M , it may fire and reach a new marking M
′
,

M
′T = MT + Ct̃, (5)

where t̃ denoted a column vector indexed by T , where the element to which t
corresponds is set to 1 and the others 0.

Furthermore, suppose σ is a transition occurrence sequence, and σ̃ is the
column vector indexed by T , where the element to which t ∈ T corresponds
is set to the occurrence times of t in σ and the others 0. For example, assume
T = {t1, t2, t3}, and σ = t1t1t3, which means that t1 fires two times and t3 one
times, and then σ̃ = (2, 0, 1)T .

Now if a transition sequence σ is enabled at marking M , it may fire and reach
a new marking M

′
,

M
′T = MT + Cσ̃. (6)

Fig. 1 gives two Petri net models, which model two biochemical reaction
networks: (a) P1+P2 → P3, and (b) P1 → P3 and P2 → P3, respectively.
Three places P1, P2 and P3 represent three substrates, among which there are
two reaction possibilities: only one reaction, represented by t1 in Fig. 1(a), and
two reactions, represented by t1 and t2 in Fig. 1(b), respectively.

P1

P2 P3 P3P2

P1

t1

t1

t2

(a) (b)

Fig. 1. Two Petri net models, which model two biochemical reaction networks: (a)
P1+P2 → P3, and (b) P1 → P3 and P2 → P3, respectively
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2.2 Colored Petri Nets

Colored Petri nets (see Fig. 2 for an example) are additionally associated with
a set of color sets. Each place is attached to a finite color set, e.g., each place in
Fig. 2 gets a color set CS with two colors, 1 and 2. The tokens on a place are not
an integer anymore but a multiset expression, and each token is distinguished by
a color, e.g., the place P1 has two tokens, 1‘1++1‘2, which means one token of
color 1 and color 2, respectively. A transition is associated with a guard, which
is a Boolean expression. The default guard “true” is usually not labeled. For
example, the transition t1 has a guard, [x = 1|x = 2], which means only if x
equals 1 or 2, the expression is evaluated to true. The multiplicity of an arc is
not an integer anymore, but a multiset expression, e.g., the arc from P1 to t1 has
an expression x (an abbreviation of 1‘x). See [8] for the syntax of the expressions
used in our colored Petri nets.

Fig. 2. A colored Petri net model obtained by folding the two Petri net models given
in Fig. 1. The declarations: colorset CS = int with 1,2, and variable x:CS.

A colored Petri net can be formally defined as an eight-tuple,
N =< P, T, F,

∑
, c,W, g,M0 > [7], where:

– P , T , and F have the same meanings as those of standard Petri nets above,

–
∑

is the set of color sets,

– c is a color function that assigns a color set cs ∈ ∑
to a place p ∈ P ,

– W is a function that assigns to each arc a ∈ F an multiset expression, which
is a multiset on the color set of the corresponding place,

– g is a function that assigns a guard (Boolean expression) to each transition
t ∈ T , and

– M0 is an initialization function that assigns to each place p ∈ P a multiset
expression, which is a multiset on the color set of the place.

Colored Petri nets can be (automatically) unfolded to uncolored Petri nets,
and Petri nets can be (automatically or semi-automatically) folded to colored
Petri nets. Therefore, the enabling and firing rules of colored Petri nets can be
given similarly as we do for uncolored Petri nets.
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3 Colored Petri Nets-Based Network Reconstruction

In this section, we present a colored Petri net network reconstruction approach
to implementing the automatic generation of a colored Petri net from a group
of possible Petri net models, see Fig. 3 for the general idea. That is, we first
reconstruct Petri net models from experimental data using the method given
in [1] and then construct colored Petri net models from Petri net models using
the method given below. We will describe these two problems, respectively, as
follows.

Fig. 3. Colored Petri nets-based network reconstruction process

3.1 Petri Nets-Based Network Reconstruction

The first step of the network reconstruction problem is to generate Petri net
models from the given experimental data. For this, we use the network recon-
struction algorithm given in [1, 2, 10]. In the following, we will briefly recall how
it works.

In order to reconstruct a (Petri net) biological network N =< P, T, F,W >,
we first choose a set of components of interest, consisting of the place set P . We
then perform an experiment in some state χ0 (by external stimuli) to generate
an initial state χ1, which reflects how the system reacts to the stimuli at certain
time point. If we perform k experiments, we can obtain the following occurrence
sequence,

X(χ1) = (χ0, χ1, ..., χk). (7)

If we consider several initial states χ1, denoted by IS, we denote all the
sequences by X

′
:

X
′
= {X(χ1)|χ1 ∈ IS}. (8)

After that, the network reconstruction problem becomes how to generate
N =< P, T, F,W >, given (P,X

′
). To solve this, we first compute the changes

of states (CoS) in the following way,

CoS := {di = χi+1 − χi|i > 0, χi, χi+1 ∈ X(χ1), χ1 ∈ IS}. (9)

In order to find all the possible networks given (P,X
′
), we have to find all the

possible incidence matrices C ∈ Z
|P |×|T |, such that

Cσ̃ = d, d ∈ CoS. (10)
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Algorithm 1. Colored Petri nets-based network reconstruction algorithm

Require: A set of possible Petri net models PMs, where each PM=< P, T, F,W,M0 >
Ensure: A colored Petri net model CM=< Pc, T c, F c,

∑
,Wc, gc,Mc0 >

1. //to construct a basic colored Petri net model CM
2. define a color set CS, and a variable x of CS;
3.

∑ ← CS;
4. define a new color c in CS;
5. randomly take a PM from PMs;
6. for each p ∈ P do
7. assign CS to p;
8. assign M0(p)‘c to p;
9. Pc ← p;
10. end for
11. for each t ∈ T do
12. assign [x = c] to t;
13. Tc ← t;
14. end for
15. for each a ∈ F do
16. assign [x = c]x to a;
17. Fc ← a;
18. end for
19. // to incrementally construct CM
20. for each other PM in PMs do
21. define a new color c in CS;
22. for each p in PM do
23. Mc0(p) ← Mc0(p)++M0(p)‘c;
24. end for
25. if t ∈ PM exists in CM then
26. gc(t) ← gc(t)|x = c;
27. for each a that connects t do
28. if a exists in CM then
29. Wc(a).pr ← Wc(a).pr|x = c, where pr is the predicate part of a;
30. else
31. fc(a) ← [x = c]x;
32. Fc ← a;
33. end if
34. end for
35. else
36. gc(t) ← [x = c];
37. Tc ← t;
38. for each a of t do
39. Wc(a) ← [x = c]x;
40. Fc ← a;
41. end for
42. end if
43. end for



156 F. Liu, Z. Hu, and M. Yang

σ̃ ∈ Z
|T |
0 represents the occurrence times of the transitions in T and d means

the state (marking) changes due to σ̃; see Equation 6. So if σ̃ and C are deter-
mined, the components T, F,W will be decided, that is, the whole network is
generated. See e.g., [1, 2, 10] for more details.

3.2 Colored Petri Nets-Based Network Reconstruction Algorithm

Before giving the algorithm, we have to keep the following points in mind. That
is, in the reconstruction of a biological network, the substrates (places) to be
considered are fixed for all possible models, and the differences of these models
lie in the reactions (transitions and arcs) [1]. The algorithm follows two steps,
see Algorithm 1.

Firstly, we randomly choose a Petri net model PM from all possibilities (PMs)
as the basic colored Petri net model, and define a color set CS with only one
color c and a variable x of the color set CS. We then assign CS to each place,
[x = c]x to each arc, and [x = c] to each transition of the basic model. As a
result, we obtain a basic colored Petri net model, CM. See Lines 2-18. In fact,
at this step, the obtained colored Petri net model CM can be exactly unfolded
to the selected Petri net model, PM.

Secondly, for each of the other possibilities, denoted by PM, we add a new color
c in CS and update the marking of each place (see Lines 20-24). For each transition
t in PM, if t exists in CM, we update the guard of t in CM by adding a new OR
(“|”) item, x = c, to the old guard gc(t). In this case, for each arc a of t, if a exists
in CM, we update the expression of a in CM by adding a new OR item x = c to
the predicate part, written as Wc(a).pr; otherwise, we add a new arc in CM with
the expression [x = c]x (see Lines 25-34). If t does not exist in CM, we add a new
transition in CM with the guard [x = c], and for each arc a of t, we add a new arc
in CM with the expression [x = c]x (see Lines 36-41). As a result, we obtain the
final colored Petri net model of a network reconstruction problem.

4 Case Study

In this section, we give an application of our algorithm by taking the light-
induced sporulation of Physarum polycephalum [2, 10] as an example. During
the cell differentiation process, the sporulation of Physarum polycephalum is
induced by irradiation with the far-red light (FR). The photoreceptor protein
phytochrome (Pfr) that detects the far-red light can turn into its red light-
absorbing form (Pr), which can go back to Pfr by the red light (RL). The light-
induced reaction (LIR) can not be triggered if the organism is not starving. If the
cell is fed with glucose, sporulation is prevented. Without glucose, the induced
system goes to the committed state and sporulation takes place. Fig. 4(a) [2]
illustrates a common network for this process. From this figure, we can see that
we need to find the suitable reactions among three places (substrates), Pfr, Pr
and RL (Fig. 4 (a)). Using the network reconstruction approach given in [2, 10],
three possibilities (Fig. 4 (b)-(d)) are obtained. See [2, 10] for details.
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Fig. 4. A Petri net model for the sensory control of sporulation in P. polycephalum (a)
and three possible subnetworks (b)-(d), which are adapted from [2].

Obviously, we can use colored Petri nets to model the whole system, illustrated
in Fig. 5 with the algorithm given above. For readability, we use logic places to
separate the main network and the possible networks. To do this, we define
a color set CS with three colors, 1-3, to differentiate the three possibilities in
(Fig. 4 (b)-(d)).

For each color, which represents one of the three possibilities, we can run
animation or simulation to determine the most suitable network model. For
example, if we set the rate functions of all transitions to 1, and one token for
places, Fed, FR, RL and Glucose, respectively, we obtain one plot for colors 1-
3, respectively, illustrated in Fig. 5. According to the plots, we may determine
which of the three possibilities is appropriate.

Fig. 5. A colored Petri net model for the sensory control of sporulation in P. poly-
cephalum in Fig. 4. The declarations: colorset CS = int with 1-3, and variable x: CS.
Logical nodes with identical names serve as connectors; they are multiple representa-
tions of the same node used for layout clarity.
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5 Conclusions

Network reconstruction is a key problem in systems biology. A good network
reconstruction method has to include two important points. First, we need to
obtain all possible networks as accurate as possible. For this, the number of the
resulted possibilities may be large and thus difficult to manage. So we have to
face the second problem, how to increase the readability of the number of the
resulted networks and manage them. In this paper, we have presented a colored
Petri net-based network reconstruction method for systems biology based on the
work of [1, 9, 10]. Using the strong modeling capability of colored Petri nets, we
can offer a compact representation of a network reconstruction problem, which
would be helpful for biologists to manage and analyze network reconstruction
results.
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(b) Color 2 (Fig. 4(c))
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(c) Color 3 (Fig. 4(d))

Fig. 6. Plots of three possibilities (colors) in Fig. 4. Each plot is an average run of
10000 stochastic runs.

We have implemented this algorithm in our colored Petri net tool, Snoopy.
In a next step, we will continue to improve this algorithm and explore more
biological problems that can be modeled by colored Petri nets in order to better
support systems biology.
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Abstract. Online anomaly detection in wireless sensor networks (WSNs) has 
been explored extensively. In this paper, exploiting the spatio-temporal correla-
tion existed in the sensed data collected from WSNs, an online anomaly detector 
for WSNs are built based on ensemble learning theory. Considering the resources 
constrained in WSNs, ensemble pruning based on bio-geographical based opti-
mization (BBO) is conducted. Experiments conducted on a real WSN dataset 
demonstrate that the proposed method is effective. 

Keywords: Online Anomaly detection, Ensemble pruning, Biogeography-based 
Optimization (BBO), Wireless sensor network (WSN). 

1 Introduction 

A wireless sensor network (WSN) typically consists of a large number of small, 
low-cost sensor nodes, which are integrated with sensing, processing and wireless 
communication capabilities [10], and have been received considerable attention for 
multiple types of applications. However, wireless sensor network are highly suscepti-
ble to suffer various kinds of failures, such as hardware malfunctions, energy depletion, 
and intrusion, etc, which results in the observations anomalous. Under the context of 
resource constraints in WSNs, identifying anomalies data timely becomes much more 
important, which can save the network resources and help decision-making swiftly. 

Up to now, there are many anomaly detection techniques specifically developed for 
WSNs emerged [10]. Ensemble learning, as the first concerns method in machine 
learning community, has attracted many researchers attention. A large body of theoret-
ical and empirical research shows that ensemble learning can improve the generalization 
performance. However, ensemble learning method requires build and store multiple 
detectors which incur large amount of computation and storage resource requirement. 
Consequently, ensemble pruning is a possible strategy to obtain the better (at least same) 
performance compared to the initial ensemble. From the perspective of resource saving 
in WSNs, the pruning [11] is a necessary strategy for anomaly detection in WSNs. 
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In this paper, considering the spatio-temporal correlation of sensed data in WSNs, a 
distributed anomaly detection method for WSNs is proposed based on the ensemble 
learning theory. In order to reduce the high communication requirements caused by 
broadcast multiple detectors, ensemble pruning based on the BBO [7] is used. The 
pruned ensemble detector is then used to detect anomalous data. 

The remaining of this paper is organized as followed. In section 2, we presented our 
propose anomaly detection method; in section 3, experiment and results analysis are 
outlined; Conclusion is presented in section 4. 

2 Proposed Online Anomaly Detection Method 

2.1 Problem Statement 

Generally, the WSNs is composed of a large amount of sensor nodes that can be 
self-organized into clusters. It can be represented as a graph ( , )G V E= , where 

1 2 | |{ , ,... }VV v v v=  is a finite set of vertices and 1 2 | |{ , ,... }EE e e e= is a finite set of edges, 
vertex ( , 1,...,| |iv i V= ) and edge ( , 1,...,| |ie i E= ) refers to sensor nodes and the 
one-hop or multi-hop communication link reachable between sensor iv and jv , re-
spectively.  

In WSNs, some clusters are formed based on node geographical positions informa-
tion. In order to concisely describe our proposed anomaly detection method, a rela-
tively small sub-network consisted of some sensor nodes deployed densely is taken into 
account, which forms a cluster iC  consisting of one cluster head and a number of 
sensor node represented as iCH  and , : 1... | |i j iN j C= , respectively. 

For one cluster, 1{ , , ... }i i i imC CH N N= , which represents a closed neighborhood of 
node ,,i i jCH N V∈ . Each sensor node in the sub-network at every time interval tΔ  
measures a data vector. For the cluster head iCH , the observation is 

1 2( , , ... , )i i i i
dX x x x= , where d denotes the dimension. For the j-th neighbor node, 

,i jN , the observation is ,1 ,2 ,( , , ... , )k

i i i i
k k k dX x x x= . Each node in the cluster can do the 

same work and thus scales well to the whole WSNs.  

2.2 Spatial and Temporal (Spatio-Temporal) Correlation of Sensed Dataset 

For the sensed dataset, we analyzed the spatio-temporal correlation firstly, which will 
be used later to build online ensemble detector. 

The sensor dataset collected is a time series dataset. A time series is a sequence of 
value { ( ), 1... }X x t t n= =  which is a non-random order. For dataset collected form 
WSNs, Analysis these observations can help to understand the data trend over time and 
build the appropriate detector. Before training the detector, the foremost requirement is 
data pre-processing, some data processing method have been emerged and applied to 
sequence dataset. The commonly methods, such as polynomial fitting, moving aver-
ages, differencing, or double exponential smoothing, are used widely [9]. Considering 
the limited computation resources, one of efficient non-parametric technique, first 
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differencing, can be used to eliminate the trend and obtain a stationary time series in 
WSNs, which can be formulated as: 

 ' { '( , ) ( , ) ( , 1) : 2,3... }X x s t x s t x s t t n= = − − =         (1) 
Besides, the sensor nodes are always deployed with high density, consequently, the 

space redundancy existed. A data sequence, { ( ), 1... }X x s s m= = , is collected from m 
sensor nodes with different neighbor locations at a time interval. This dataset can help 
to understand the spatial correlation structure of data and predict the data value at a 
location nearby  

2.3 Proposed Ensemble Learning Method of Anomaly Detection in WSNs 

Considering the spatio-temporal correlations that existed among sensor data and re-
source constraints in the WSNs, ensemble learning and ensemble pruning were 
adopted. Our proposed online anomaly detection method includes three parts, ensemble 
detector training, online anomaly detecting and detector updating, which is depicted in 
Fig. 1. 

Input training data

pre-process Training data 

Learn from training data

Output the local ensemble detector

Input test data

Detect with global ensemble detector

Replace oldest data with new test 

until buffer full

pre-process buffer data 

Learn from updated training data

Output the local updated ensemble 

detector

Receive the local ensemble detector 

Aggregating 

Output the global ensemble detector

Replace oldest data with new test 

until buffer full

pre-process buffer data 

Learn from updated training data

Output the local updated ensemble 

detector

Global ensemble 

detector

Local ensemble 

detector

Local updated 

ensemble detector

Global updated 

ensemble detector

 

Fig. 1. Ensemble Anomaly Detection Method based on BBO pruning in WSNs 

From the Fig. 1, we can see that our proposed method enables each sensor node to 
globally detect its every new observation normal or anomalous online. Here, distributed 
detecting is employed to achieve load (communication, computation and storage) 
evenly in the network and to prolong the lifetime of the whole network. This method 
can scale well with increase of number of nodes in WSNs due to its distributed 
processing nature. It has low communication requirements and does not need to 
transmit any actual observations between cluster head node and its member sensor node 
which save the communication resource significantly. Next, we described three im-
portant procedures mentioned above in detail. 
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(1) Building the initial Ensemble Detector 

Considering the spatio-temporal correlation existed in sensed data in a given cluster, an 
initial ensemble is constructed by two steps. Firstly, a number of base detectors are 
firstly trained sequentially for each sensor nodes in a cluster (including the cluster head 
node itself); In order to build the ensemble detector, the history data are divided into the 
multiple chunks with the same size and each chunk is used to train a single detector. 
Because the data distribution maybe changed over time, the previous trained detector 
maybe useless for the future detection, what’s more, the limited memory resource in the 
sensor node is another constraint to storage too many previous detectors. In practice, 
according to the space of memory resource, only the latest multiple detectors are kept to 
build the initial ensemble for one sensor node.  

Once the ensemble detector is built, various techniques can be employed to combine 
the results of each detector. The common used in literature is the majority vote (for 
classification problem) and weighted average (for regression problem). In our paper, 
the final ensemble detection result can be calculated by formula       (2), iw  
denotes weight coefficient, m denotes the number of node and n the number of indi-
vidual detector of each node). In our paper, for simplicity, the simple average strategy (

1iw = ) is employed to combine the finally result. 
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(2) Ensemble Pruning based on BBO search 

Constrained by the limited communication and storage resource in sensor node, the 
ensemble pruning is necessary. 

Given an initial ensemble anomaly detector, 
1 2 *

{ , , ... }
n m

E AD AD AD= , 
i

AD  is a trained 
anomaly detector; a combination method C, and a test dataset T. The goal of ensemble 
pruning is to find an optimal or sub-optimal subset 'E E⊆  which can minimizes the 
generalization error. Let fi,j (i=1,2,..m,j=1,2..n) be the fitness values measured by the 
general performance of the detectors, such as true positive rate, false positive rate, 
accuracy and diversity among different detector so on. Obviously, fitness value F, can 
be defined as formula (3) based on the results of testing data.  

The final fitness function can be defined as: 
*
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BBO [7] is a population-based, global optimization method, which has some 
common characteristics similar to existing evolutionary algorithms (EAs), such as 
genetic algorithm (GA), particle swarm optimization (PSO), ant colony optimization 
(ACO) and so on. The details between BBO and these EAs can be seen in [7]. 

The pseudo-codes of ensemble pruning based on BBO can be described as follows. 
Here H indicates habit, HIS is fitness, SIV (suitability index variable) is a solution 
feature. 
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Algorithm: Ensemble_Pruning_BBO(E, T) 
Input: E – initial ensemble anomaly detector, T – The number 

of maximization iteration 
Output: E’ – final ensemble anomaly detector 
1: BBO parameter initialization 

Create a random set of habitats (populations) {H1, H2,…, 
HN}; 
Compute corresponding fitness, i.e., HSI values;  

2: Optimization search process 
While ( ! T)  

Compute immigration rate λ  and emigration rate u for 
each habitat based on HSI; 
/* Migration */ 
Select Hi with probability based on iλ ; 
If Hi is selected 

Select Hj with probability based on uj; 
If Hj is selected 
 Randomly select a SIV form Hj; 
 Replace a random SIV in Hi with one from Hj; 
End if 

End if 
/* Mutation */ 
Select an SIV in Hi with probability based on the 

mutation rate; 
If Hi(SIV) is selected 

Replace Hi(SIV) with a randomly generated SIV; 
End if 
Re-compute HSI values; 

 End while 
3: Ensemble pruning 
Get the final ensemble of anomaly detector E* based on the 

habitats Hi* with acceptable HSI. 

(3) Online Update and Relearning 

Distribution evolving is occurred possibly and detector updating is necessary. Online 
detector updating will be accompanied by a relearning procedure. In order to save the 
computation, communication and memory resources, a comprised strategy, i.e., sam-
pling and delay strategy, was adopted [8]. Simply, a probability p can be specified, 
which samples the subsequent new observation as a training data for new detector. Here 
some heuristic rule should be employed to guide its value, for example, if the dynamics 
is relatively stationary, the small p should be used; otherwise, the big p should be 
chosen. When the buffer of a sensor node was replaced by the new data completely, 
online update is triggered and new detector is trained. The pseudo-codes of algorithm 
can be described as follows.  
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Algorithm: Online_Updating (E’, p) 
Input: E’ – Current pruned ensemble anomaly detector, p – 

Sampling probability 
Output: E* – Updated pruned ensemble anomaly detector 
For each sensor node 
Retain the new observation with probability p; 
If buffer is replaced completely 
Train new detector and transmit its summary to cluster 

head; 
E*=Ensemble_Pruning_BBO(E’, T) 
Broadcast E* to its member sensor node for subsequent 

anomaly detection. 

3 Experimental and Analysis 

3.1 Dataset and Data Pre-processing 

IBRL datasets [1] was used in our paper, which was collected using a WSN deployed in 
Intel Research laboratory at University of Berkeley and commonly used to evaluate the 
performance of some existing models [2][5][6][8]. This network consists of 54 Mi-
ca2Dot sensor nodes which were deployed in a period of 30 days from 29/02/2004 until 
05/04/2004. Fig. 2 shows the location of each node in the deployment [5]. Four types of 
measures data, that is light, temperature and humidity as well as voltage, were collected 
by this network. Those measurements were recorded in 31s interval. Because the 
measurement variables have little changes over the time, this dataset is considered a 
type of static datasets for many researchers. In our experiments, to evaluate the ano-
maly detection algorithm, some artificial anomalies are created by randomly modify 
some observations [6].  

 

Fig. 2. Sensor nodes location in the IBRL deployment  

In our experiment, a cluster (consisted of 4 sensor nodes, i.e., N7, N8, N9 and 
N10) and dataset (collected from these four nodes on 29th/02/2004) is chosen. The data 
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distribution can be seen in Fig. 3. From Fig. 3 an obvious fact is that data distribution in 
a cluster is almost same which are well proved that spatial correlation exists. There are 
some trivial differences largely due to packet loss Following accepted practices, we 
replaced missing data points with the average values of the data points within a certain 
amount of time [2].  

Because the IBRL dataset has no label attributes and regarded as all observation are 
normal, to evaluate the performance of our proposed method, some anomaly data 
points should be inserted. In our paper, a number of 30 data points of artificial ano-
malies for each sensor were injected consecutively in each dataset to calculate the true 
positive rate (TPR) and false negative rate (FPR) as well as detection accuracy (ACC). 
The anomalies were generated using a normal randomizer with slightly deviate statis-
tical characteristics from the normal data characteristics [6].  

 

Fig. 3. The data distribution of Node 7, Node 8, Node 9 and Node 10 on Feb. 29. 2004 

3.2 Performance Evaluation Metrics and BBO Parameters 

In order to evaluate our proposed method, some commonly used performance evalua-
tion metrics for anomaly detection are used in our paper, such as detection accuracy 
(ACC), true positive rate (TPR) and false positive/alarm rate (FPR). It was described as 
follows: 

Accuracy= (TP+TN)/ (TP+TN+FP+FN)              (4) 
TPR=TP/ (TP+FN)                  (5) 
FPR=FP/ (FP+TN)                 (6) 

where TP means number of samples correctly predicted as anomaly class, FP means 
number of samples incorrectly predicted as anomaly class, TN means number of sam-
ples correctly predicted as normal class and FN means number of samples incorrectly 
predicted as normal class; Further, the TPR and FPR can be calculated by following 
formulas: 
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BBO is employed to prune the initial ensemble. For BBO parameter setting, the mi-
gration model is same as that present in [7], other parameters are set as: Habitat (popu-
lation) size S=30, the number of SIVs(suitability index variables) in each island n={20, 
40, 60, 80}，maximum migration rates E=1 and I=1, and mutation rate m=0.01, ,λ μ  
are the immigration rate and emigration rate, respectively. The elitism parameter ρ=2. 

HIS (habitat suitability index) is a fitness function. Here, which is evaluated by 
F-measure (F-score), which is a measure of a test’s accuracy. It considers both the 
precision probability and recall probability of binary classification problem.  

( ) ( )2 2

2 2 2

1 * 1 *

*precision recall (1 *)* +

precision recall TP
F measure

TP FN FP

β β
β β β
+ +

− = =
+ + +

      (7) 

F-measure can be interpreted as a weighted average of the precision and recall, the 
big F-measure means that the precision and recall are both big. Consequently, a good 
detector is analogous to a habitat with a high HSI which is included in the final en-
semble detector, and a poor detector is analogous to a habitat with a low HSI, which 
may be discard from the finally ensemble detector. In our paper, the 1. 

3.3 Results Presentation and Discussions 

One class SVM, due to its attracting advantages, is especially favored by anomaly 
detection methods [3]. In our paper, it is used to train the base learner of anomaly 
detection. The dataset for each sensor node was divided into two parts: about 66% are 
used for training the local detector, the remainder is test set for evaluating our proposed 
method. Online Bagging [4] is used to build our initial ensemble detector. In our paper, 
three experiments are done, i.e., local ensemble anomaly detection only considering the 
temporal correlation of each sensor node, global ensemble anomaly detection consi-
dering the spatio-temporal correlation and the global pruned ensemble anomaly detec-
tion based on BBO. For the page limitation, only later two experimental results are 
presented in Table 1 and Table 2, respectively. 

Table 1 shows the global detection performance of each sensor node, Here, each 
member node sent its local ensemble detector to cluster head, combing with the cluster 
head itself built local ensemble detector, a global ensemble detector is built. Then 
cluster head broadcast this global ensemble detector, each member node use this global 
detector to online test the local observation.  

Table 1. Global Detection Performance Based on Global-Ensemble Detector 

Combined 

Ensemble 

Size 

N7 N8 N9 N10 

ACC TPR FPR ACC TPR FPR ACC TPR FPR ACC TPR FPR 

20 0.9467 0.8333 0.0486 0.9300 0.7778 0.0603 0.9467 0.7500 0.0423 0.9500 0.7857 0.0420 

40 0.9700 0.7500 0.0208 0.9433 0.8333 0.0496 0.9710 0.8938 0.0246 0.9650 0.8929 0.0315 

60 0.9700 0.8333 0.0243 0.9733 0.8889 0.0213 0.9800 0.9375 0.0176 0.9783 0.9357 0.0196 

80 0.9817 0.9583 0.0174 0.9800 0.9444 0.0177 0.9767 0.9375 0.0211 0.9780 0.9714 0.0217 
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However, sending the local ensemble detector and global ensemble detector be-
tween member node and cluster head will arouse massive communication requirement. 
Consequently, despite the global ensemble detector has a good detection performance, 
it is impracticable in the real application due to communication cost. Here, ensemble 
pruning is activated based on BBO for global ensemble detector in cluster head, Table 2 
show the result of detection performance of pruned global ensemble detector. An ob-
vious facts is that the size of global ensemble decreases sharply (at least 60%) and thus 
save communication resources to some extent, while the detector performance keep the 
same compared the initial global ensemble detector. 

Table 2. Global Detection Performance Based on Global-Ensemble Detector of BBO Pruned 

Ensemble 

Size(BBO 

pruned) 

N7 N8 N9 N10 

ACC TPR FPR ACC TPR FPR ACC TPR FPR ACC TPR FPR 

14 0.9480 0.8000 0.0458 0.9327 0.7667 0.0567 0.9500 0.8125 0.0423 0.9533 0.8571 0.0420 

23 0.9710 0.7750 0.0208 0.9447 0.8000 0.0461 0.9733 0.9250 0.0239 0.9697 0.9143 0.0276 

27 0.9713 0.8500 0.0236 0.9683 0.8333 0.0230 0.9810 0.9563 0.0176 0.9797 0.9357 0.0182 

32 0.9820 0.9750 0.0177 0.9750 0.8333 0.0160 0.9820 0.9500 0.0162 0.9830 0.9786 0.0168 

4 Conclusion and Future Work 

Since the ensemble detector is verified to have better performance than single detector, 
in this paper, exploiting the spatio-temporal correlation existed in the sensed data col-
lected from WSNs, an online ensemble anomaly detector method is proposed. Due to 
the computation and communication resource constrained in the WSNs, ensemble 
pruning is employed to identify the optimal subset of detectors based on BBO method. 
The experiment results on real dataset demonstrated our proposed method effective and 
efficient. 
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Abstract. Carotidatherosclerosis is related to cerebrovascular diseases. The 
anatomic features of the carotid artery may influence the hemodynamics within 
the vessel and therefore stimulate atherosclerotic process. This paper establishes 
two three-dimensional patient-specific models of the carotid artery. By changing 
the bifurcation angle while keeping the physiological morphology of the carotid 
artery, we investigate the hemodynamic variations and discuss their relationships 
to atherosclerosis. The results indicate: (i) the volume flow rate ratio of inter-
nal-to-external carotid artery decreases while the external-to-common carotid 
artery angle and the internal-to-common carotid artery angle increase; (ii) the 
enlargement of the angle (either external-to-common carotid artery angle or in-
ternal-to-common carotid artery angle) can reduce the region of low 
time-averaged wall shear stress (<0.3Pa) on the affected internal or external ca-
rotid artery, a positive effect to protect further plaque formations; and (iii) 
changing of the bifurcation angle presents littleeffects on the velocity, pressure 
and wall shear stress distributions in the carotid artery. 

Keywords: Carotid artery, bifurcation angle, computational fluid dynamics, 
hemodynamics. 

1 Introduction 

Atherosclerosis disease of carotid artery is an important cause of ischemic cerebro-
vascular events by either representing a source of embolism or locally occluding the 
internal carotid arteryto the brain.The pathogenesis of atherosclerosis and plaques 
formation has been studied extensively[1-4]. From the physiological perspective, the 
risk factors related to atherosclerosis include age, sex, hypertension, smoking, and 
different levels of plasma concentrations of high density lipoprotein cholesterol, uric 
acid, apolipoprotein and so on[5, 6]. On the other hand, from the biomechanics pers-
pective, the morphology of the blood vessels may induce different hemodynamic 
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conditions in individual; indeed, previous studies indicate that the geometric feature of 
bifurcation plays an important role in atherosclerosis disease by influencing the flow 
condition [7-12]. Moreover, the hemodynamic parameters such as wall shear stress 
(WSS) has been confirmed highly related to the establishment of atherosclerosis as well 
[4].Detailed instantaneous flow field data in vivo is difficult to be captured by present 
medical engineering technology. However, simulation method by computational fluid 
dynamics (CFD) can represent the real flow environment in the blood vessel and pro-
vide detailed quantitative information regarding the mechanical parameters related to 
atherosclerosis. In the current study, we reconstruct three-dimensional patient-specific 
models based on the CTA image datasets of two patients. The bifurcation angle is 
artificially enlarged to investigate its influence on the flow; while the physiological 
shape of the carotid arteries is maintained. Detailed flow and loading information are 
reported by solving the three-dimensional unsteady conservation equations of mass and 
momentum. Velocity, pressure, WSSand the time-averaged WSS are investigated; with 
the increase of the bifurcation angle, the variations of these physical parameters are 
discussed. 

2 Methods 

Institutional review board approval was obtained for this retrospective analysis. The 
two patientsreceived multidetector computed tomography (MDCT). They were 
scanned with a Somatom Definition (Siemens Medical Systems, Erlangen, Germany). 
Scan and reconstruction parameters were as follows: 120kV, 120 ref. mAs, recon-
structed slice thickness 1mm, reconstruction increment 0.7mm, pixel spacing 
0.5x0.5mm and 90ml contrast medium (iomeprol with 350mg iodine per ml, Imeron 
350, Bracco Diagnostics, Princeton, NJ, USA) with 50ml saline chaser. 

 

 

Fig. 1. Figure (a) and-(b) show one slice of the CTA datasets of patient I and II, respectively. The 
arrows are pointing at the selected carotid artery regions. (c) and (d) displays the reconstructed 
surface of patient I and II, respectively. And (e) displays the computational model of patient II by 
artificially extending the superior thyroid artery. 
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The segmentation and surface reconstruction of the carotid arteries were accom-
plished by a semi-automatic threshold-based segmentation tool (Amira 5.4, Visage 
Imaging Inc., USA).As shown in Figure 1a-b, regions of the carotid arteries have been 
selected in each cross-sectional image of the datasets. Geometries of the vessels were 
reconstructed, detailed views of which are displayed in Figure 1c-d.The superior thy-
roid artery in patient II has been artificially extended in order to reduce the pressure 
difference at the outlets of this artery and the external carotid artery (Figure 1e). 

The angle of the internal-to-common carotid artery (named ‘ICAangle’) and that of 
the external-to-common carotid artery (named ‘ECAangle’) are defined as between the 
centerline of the common carotid artery and the centerline of the corresponding internal 
or external carotid artery, as shown in Figure 2a. The ICAngle and ECAngleare as-
signed in the range of 8-80°and 10.5-56.5°, respectively [14, 15]. 

The reconstructed geometries are meshed by ICEM CFD 14.0 (ANSYS 14.0 Inc, 
Canonsburg, USA) with tetrahedral elements in the core region and prismatic cells in the 
boundary layer near the vessel wall (8 layers of prismatic cells define the near-wall re-
gion).This results in a total of 1798519 cells and 1532691 cells for the models of patient I 
and patient II, respectively. Studies with finer grids (patient I: 4765582 cells; patient II: 
5532688 cells) are conducted on the two models with original bifurcation angle, and the 
independency of grid is confirmed; thus, the baseline resolution of the grid is employed. 

Numerical simulation was performed by a Finite Volume solver, CFD-ACE 
(ESI-Group, France) by solving the transport equations - the Naviér-Stokes equations. 
The blood flow was treated as an incompressible and Newtonian with a density of 
1050kg/m3 and a dynamic viscosity of 0.0035Pa·s[16-20]. A second order accurate 
discretization (central differences) was used to solve the flow velocity and a laminar 
model of the flow was applied during the computation [21, 22].Algebraic MultiGrid 
acceleration was employed and the SIMPLEC-type pressure correction was used for 
pressure-velocity coupling [23, 24]. Pulsatile flow information was derived from the 
waveforms described in older human subjects [25]. Parabolic velocity profile was 
applied at the inlet of common carotid artery(CCA)[26], and the maximum velocity at 
the inlet along the centerline of CCA was calculated based on the instantaneous vo-
lumetric flow rate, as represented in Figure 3. Vessel boundaries were assumed 
non-compliant. No-slip boundary conditions were imposed at the walls, and ze-
ro-pressure boundary conditions were applied at the outlets of internal carotid ar-
tery(ICA), external carotid artery(ECA) and their branches. 

 

 

Fig. 2.  (a) Rescripts the definition of ECAngle and ICAngle. (b-c) show the variations of ICA 
angle and ECA .angle of patient I and (d-e) present the same variations of patient II. 
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Fig. 3. The variation of the maximum velocity at the inlet for each model.displays the 
cross-sectional velocity profiles of theinlet at the common carotid artery. 

3 Results and Discussions 

The flow patterns, by drawing the streamlines, at systolic peak of patient I and II based 
on the original configurations of the carotid arteriesare presented inFigure 4a-b. Fairly 
organized flow is presented throughout the vessel. Relatively high velocities 
(0.36~0.59m/s) are shown along the centerline of CCA and ICA in both cases, indi-
cating strong blood transports (with high flow rates) in these vessels. Relatively low-
velocities are presented at the carotid bulb in patient I, due to the widened shape of this 
region. By increasing the ICAngle and the ECAngle, the change of the flow condition 
in the carotid artery is trivial. The maximum variation of the velocity magnitude in the 
ICAngle altering models are 3.2% and 2.2% respectively for patient I and II; and the 
maximum variation of the velocity magnitude in the ECAngle altering models are 3.5% 
and 0.34% for patient I and II, respectively. Figure 4c-f, by drawing the streamlines, 
display the flow pattern at systolic peak of patient I and II when the maximum variation 
of the velocity magnitude presents.  

In the study of pressure distribution,consistent to the flow patterns, relatively high 
pressure (220 Pa) is shown at the carotid bulb in patient I, where vortical flow with low 
velocities presents. However, in patient II, pressure gradually decreases along the 
stream path, from inlet at the CCA (about 290Pa) to the outlets at ICA and ECA (zero 
pressure) and the pressure in the carotid bulb is about 250Pa. The change of the pres-
sure distribution in the carotid artery with increasing ICAngle and ECAngle is also 
small. The maximum variation of the pressure in the ICAngle altering models are 2.1% 
and 1.9% respectively for patient I and II; and that of the ECAngle altering models are 
1.05% and 2.4% for patient I and II, respectively.  

The WSS distribution at systolic peak is also studied. In the models with original 
bifurcation angle, the root of ICA and ECA is experiencing high WSS of about 9-13 Pa 
and relatively low WSS (0-1Pa) is shown at the carotid bulb. The endothelial cells 
desquamated from the vessel wall has been identified at WSS levels exceeding 30Pa 
while low levels WSS increased endothelin production [3,27, 28]. In this study, the 
maximum WSS in all of the computational models is less than 20Pa, while the low 
WSS presents at the carotid bulb, indicating the vulnerability of this region subject to 
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endothelin production. Variations of WSS are investigated in the models with changing 
ICAngle and ECAngle. Similar to the results of flow pattern (velocity magnitude) and 
pressure distribution, the maximum variation of the WSS is small (6.5Pa), indicating 
the enlargements of ICAngle and ECAngle have little effects on the velocity, pressure 
and WSS distributions in the carotid artery. 

 

 

Fig. 4. The flow patterns at systolic peak of patient I and II (the original configurations) and the 
flow pattern at systolic peak of patient I and II when the maximum variation of the velocity 
magnitude. 

To further investigate the influence of the bifurcation angles on the hemodynamics 
of carotid artery, we study the time-averaged WSS (TAWSS), which represents the 
effect of pulsatile flow-induced shear forces on the arterial walls. The TAWSS can be 

defined as TAWSS=
0

1 T
d t

T
τ  , where T represents a cardiac cycle andτdenotes 

the instantaneous WSS vector. Figure 5a-c and 5g-i display the TAWSS distributions 
for ECAngle changing models in patient I and ICAngle changing models in patient II, 
respectively, over a complete cardiac cycle. In order to clearly present the low TAWSS 
distribution, the color map is limited within the range of 0-1 Pa. The results show that 
low TAWSS (<0.3 Pa) isoccurred in the carotid bulb; while, relatively high TAWSS 
(2.29Pa) is happened near the bifurcation.Low TAWSS less than 0.5Pa may stimulate 
atherogenic phenotype indicating a higher possibility for the formation ofatheromatous 
plaques at the carotid bulb[32]. In patient I, with the increasing of ECAnlge, the area of 
low TAWSS (about 0.125Pa) at the root of ECA is reducing (Figure 5a-c); while, in 
patient II, with the enlargement of ICAngle, the area of low TAWSS (0.147Pa) at the 
root of ICA is reducing. Correspondingly, the with the angle increasing, smoother 
streamlines are shown in these regions (Figure 5d-f and 5k-m shows the flow pattern at 
these regions for patient I and II, respectively). The results indicate that the enlargement 
of the ICAngle and ECAngle can reduce the region of low TAWSS on the affected 
internal or external carotid artery and therefore protect these regions from further 
plaque formations. 

The volume flow rate of ICA and ECA at the proximal region over a cardiac cycle is 
investigated. And the ICA-to-ECA volume flow rate ratio is calculated in each model. 
Table 1 shows the magnitudes of changed ICAngle and ECAngle, and the volume flow 
ratios of the two patients. The results indicate the volume flow rate ratio of 
ICA-to-ECA decreases while the ICAngle and the ECAngle increase. 
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Table 1. The table below shows the magnitudes of changed angles and the volume flow ratios of 
the two patients 

 
 

 

Fig. 5. (a-c, h-j) display the low TAWSS distribution changed regions where especially revealed 
by the velocity streamlines in the corresponding regions(d-f, k-m). 

4 Conclusions 

In this study, we establish three-dimensional patient-specific models based on the CTA 
image datasets of two patients and artificially enlarge the ICAngle and ECAngle to 
investigate their influence on the flow and other mechanical parameters. The physio-
logical shape of the carotid arteries is well maintained at the same time, in order to 
produce a realistic simulation environment. Flow patterns, volume flow rate, and 
loading distributions are quantitatively analyzed and their variation with the enlarge-
ment of ICAngle and ECAngle of patient I and II is discussed. Our results indicate that: 
(i) the volume flow rate ratio of the internal-to-external carotid artery decreases while 
the ICAngle and ECAngle are enlarged; (ii) areas with low TAWSS on the an-
gle-changing internal or external carotid artery is reduced with the increasing ICAngle 
or ECAngle, while, in the unaffected carotid artery branch, the hemodynamic para-
meters nearly remains unchanged; and (iii) the enlargement of ICAngle and ECAngle 

 
 

Angle/ICA-to-ECA volume flow rate ratio 
PatientI[angle°/flow rate ratio]PatientI[angle°/flow rate ratio] 

ECA-1 23.1/1.8617 23.8/3.6715 
ECA-2 32.0/1.7841 32.5/3.6564 
ECA-3 45.8/1.7573 45.2/3.6242 
ICA-1 27.5/1.8778 28.3/3.4956 
ICA-2 46.5/1.7565 49.2/3.4586 
ICA-3 58.7/1.6959 66.7/3.4378 
ICA-4 76.3/1.6867 -- 
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present little effects on the variations of the velocity magnitude, pressure and WSS in 
the carotid artery. 
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Abstract. In order to improve the efficiency of virtual plant modeling based on 
L-systems, a plant morphology modeling system using an evolutionary strategy 
is designed and implemented. First the axiom and the productions of an L-
system are mapped to chromosomes, and then the initial population is designed. 
Genetic operators are designed to generate the individuals of a new population. 
The fitness function considers two aspects: the plant outline, and the internal 
branching. Using the fitness function for evolution, the L-system’s production 
rules for the target plants can be obtained. Key implementation techniques, 
function modules, and interfaces of the system are briefly introduced. Finally, 
the validity of the system is tested in detailed experiments. 

Keywords: L-system, gene expression programming, genetic algorithm, plant 
morphology. 

1 Introduction 

Current research on virtual plants has involved the fields of computer science, applied 
mathematics, botany, biology and ecology. Virtual plant models can not only 
reproduce natural landscape, but also model the growth condition of plants under the 
influence of different physiological and ecological factors. 

L-systems, which are effective approaches to model plant morphology [1], [2], are 
widely used to create virtual plant models. With the continuous development of L-
systems, some plant modeling packages, which are based on, them have begun to 
appear. A common characteristic of this kind of software is that the user must know 
how to set up the parameters of the axioms and the productions before modeling. To 
simulate a target plant, an L-system needs dozens of production rules. Most of the 
rules and parameters are artificially determined by trial and error. Because you don't 
know what shapes will be produced by using the parameters you set up, to get the 
ideal target shape you need many iterations, so this manual method is blind and 
inefficient. Therefore, it is desirable to automatically obtain L-system rules and 
parameters to match the simulated target. 

In this paper, we propose a plant morphology simulation algorithm based on an 
evolutionary strategy and develop a system based on the proposed algorithm. On the 
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basis of gene expression programming (GEP), the system first automatically obtains 
the production rules of the L-system, and then simulates the morphological structure 
of a specific plant. The system established in this paper does not need the user to 
control the L-system directly; the user need only choose one plant type from the 
templates provided by the system. Through the interactions between the user and the 
computer, the system can generates various plant shapes. The method overcomes the 
blindness and inefficiency of manipulating the L-system directly. 

2 Related Work 

To visually simulate plant morphology there are at present process-based methods, 
image-based methods, and reconstruction methods based on large-scale measurement 
data [3]. The process-based methods use a mathematical model to simulate plant 
growth or morphological characteristics, which include different types of L-systems, 
reference axis technology, dual-scale automaton model, fractal methods, iterated 
function systems and particle systems, etc. Although these models have their 
advantages, they all need to set up the rule parameters. The traditional methods of 
manual parameter acquisition are inefficient and difficult. Image-based modeling 
methods [4] directly construct 3D plant structure through the analysis and processing 
of one or more images of a plant. Compared with process-based or measurement-
based methods, these methods are relatively simple, and the simulated plants they 
produce have a very strong sense of reality. However, these methods can only imitate 
a specific static plant; they are not suitable for simulating dynamic growth. Moreover, 
their modeling process requires a large amount of manual intervention. The advantage 
of the static structural model to simulate the shape of a plant [5] is its ability to 
accurately describe the morphology of specific plants, which can be used to study the 
quantitative and qualitative characteristic related to the plant spatial structure. 
However, these methods require lots of manual measurement data and a lot of time to 
process data. 

The scholars of CIRAD studied a method to extract plant growth rules by using 
statistical analysis and pattern recognition, and applied it in a sub-system of the 
AMAP software, named AMAPmod [6]. Since the evolution of plant topological 
structure and the patterns or rules of geometry change are not known in advance and 
also are very complex, fully and accurately extracting plant growth rules needs other 
intelligent technologies, instead of simply relying on pattern recognition. 

In order to simulate a specific 2D plant structure, papers [7], [8], [9] studied the 
problem of how to extract the production rules and axiom for a simple L-system. Since 
the simulated target is a simple 2D plant form, the chromosome encoding and genetic 
operation forms were quite simple. How to automatically evaluate the fitness of an 
individual in the system is a key problem. Ochoa [7] designed a specific fitness 
function, considering the height, left-right proportion, leaf area, structural stability, and 
bifurcation points of simulated plants. Using the distance from the simulated plants to a 
specified two-dimensional plant structure, Bian et al. [8], [9] designed a fitness 
function for two-dimensional simulation models. But evaluating the individual fitness 
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of a three-dimensional simulated plant was not considered in their studies. By using an 
evolutionary algorithm, Hemberg and O’Reilly [10] generated the production-rule set 
of a Map L-system to simulate the growth of 3D digital surfaces. Venter and Hardy 
[11] proposed a 3D plant simulation model based on genetic programming. The model 
uses a “genotype” which is expressed by an L-system to describe a specific plant 
shape, and then forms different “phenotypes” through the graphical interpretation of 
the L-system. The goal of their study is to obtain a large number of different plant 
shapes, and to avoid or reduce the complexity of setting up the parameters for the 
axiom and the productions of an L-system. Since there is no explicit optimization 
target, their model did not use a fitness evaluation function, so the best individual has 
to be chosen by man-machine interactions according to the visual effects of individual 
plants. Obviously, the search efficiency of this manual method is very low. 

3 Evolution of L-System Rules Based on GEP 

3.1 Genetic Encoding and Initial Population 

An L-system is a string rewriting system. Its axiom and productions are composed of 
characters. Therefore, when the axiom and the productions of an L-system are 
mapped to chromosomes, symbols are mostly used to do the encoding for individual 
chromosomes [8, 9]. Some scholars integrated different encoding techniques in one 
chromosome. For example, Venter and Hardy [11] mixed the technique of symbol 
encoding with the technique of binary encoding. This hybrid encoding is convenient 
for the iteration of the L-system's string, and also uses the advantage of binary coded 
genes. Therefore, this paper also uses this hybrid chromosome coding method. Each 
individual is formed by chromosomes {c0, c1... cnc-1}, where nc represents the number 
of chromosomes. Each chromosome is also composed of multiple genes {g0, g1, ..., 
gng-1}, where ng represents the total number of genes in each chromosome. 
Chromosome c0 corresponds to the axiom while chromosomes c1 to cnc-1 correspond 
to the productions of an L-system. Each gene consists of a head and a tail, 
respectively expressing the real character corresponding to the character set of L-
system and the parameters corresponding to the character. In addition, terminal 
symbols, which are extra bits on the bit string defining the last parameter of the last 
gene, are added into each chromosome. The size of chromosomes can be changed and 
using of the terminal symbols will increase the diversity of the individuals. 

The individual chromosomes in the initial population are designed through the 
random combination of characters. According to the rules of L-systems, some 
combinations may be illegal. If the individuals with illegal style are a large proportion 
in the population, the search space will become enormous and the efficiency will 
become very low. In order to improve the effectiveness of the solution space, we add 
some predefined chromosomes into the initial population. The production rules of 
those chromosomes are determined through a manual and qualitative way according 
to the structural characteristics of the target plants, rather than in a completely random 
manner. The remaining individual genomes are generated through the control of gene 
g0 in each chromosome and the number of genes that can generate branches.  
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3.2 Design of Genetic Operators  

We first randomly select an individual and then do some genetic operations, such as 
crossover, mutation, and transposition, so as to generate the individuals of a new 
population. By improving the strategy to eliminate the bad individuals, the effects of 
bad characters can be reduced and the efficiency of the algorithm can be improved. 

As a basic genetic operation, crossover between the individuals of a population is 
used to exchange genes and generate new individuals. According to the difference of 
crossover positions on two chromosomes, there are some different kinds of gene 
exchange: one-point crossover, two-point crossover, three-point crossover, and 
genetic recombination. Genetic material is exchanged based on the unit of a gene, 
which avoids the separation of the head and the tail of a gene.  

Transposition is the movement of a sequence of characters in a chromosome to 
other positions, which are located in the same chromosome. It has two forms: 
insertion and gene conversion. The former means that a short character sequence is 
randomly selected in a chromosome, and then the selected character sequence is used 
to replace another character sequence in the same chromosome. The latter means that 
a gene in a chromosome is transferred to the head of chromosome, while the positions 
of the other genes are moved backward. This operation is only for a single complete 
gene, to ensure the integrity of the genetic information. 

For the evolutionary mechanism, if we consider only the operations of crossover 
and transposition, the population will become too similar, and have premature 
convergence, so that the optimal solution cannot be obtained. In order to avoid 
premature convergence, the mutation operation of the individuals should be taken to 
make the offspring genes change according to a small probability after the operations 
of crossover and transposition. The individuals will produce new characters through 
these changes. 

3.3 Fitness Evaluation 

A reasonable fitness function can guide the genome evolution, and avoid the loss of 
excellent individuals and premature convergence of the genetic algorithm. We need to 
judge whether an individual is similar to the target of plant to be simulated, in order to 
select a subset of the fittest individuals to produce the next generation. However, due 
to the complexity of structure of plants it is a challenging task to quantify the 
similarity between real plants and rebuilt 3D plant models, and then design an 
appropriate fitness function. In 1998, Ochoa [7] designed an evaluation function as a 
weighted mean of five elements of a virtual plant: plant height, proportion of left and 
right, leaf area, stability of the structure, and branching points. Bian et al. [8, 9] 
designed an individual fitness based on a distance function between the virtual plant 
and the 2D structure of the target plant. In this function, the number of organs, depth 
of branching and the distance between organs were considered. Zheng. [12] divided 
the structure of a tree into left tree, right tree, and middle tree, and then computed the 
difference of the number of child trees in each branching level using iteration. They 
took the total difference of branching as the difference of the two trees. The fitness 
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evaluation function from the studies mentioned above are all for 2D simulation 
models, and can not evaluate the fitness of 3D simulated plants. 

Unlike in the above papers, in this paper we first calculate the similarity between 
the simulated plants and the real plants, and we consider both the plant outline and the 
inner details of the plant structures. The three-dimensional convex hull is used to 
represent the plant outline. In order to evaluate the similarity between the outlines of 
the real plants and the rebuilt 3D plant models, we compute the 3D convex hulls and 
project them in different directions to get 2D projections, and then calculate the 3D 
similarity based on the similarities of these 2D projections. Based on this idea, we 
designed a coarse-grained fitness function, Rfitness, to effectively evaluate the 
similarity between the simulated plants and the target plants just from the shape of the 
plant. On the other hand, we propose an algorithm to evaluate the similarity of 
morphology between the simulated plants and the target plants according to the 
internal branching structure, which is described by using of geometric attributes of 
plant organs and topological connections between different organs. These attributes 
and connections include the average branching angles on the stem, the ratios of cross-
sectional area and diameters of the stem to the branches on main stem, the ratio of the 
plant's width to its height, and the average branching angles of 2nd level branches on 
1st level branches. The similarities between these parameters can be calculated first, 
and then a similarity with a weighted average of these five aspects can be calculated. 
According to these calculated parameters, we designed a fine-grained fitness function, 
Dfitness, to evaluate the similarity of internal architectures between the simulated 
plants and the target plants.  

Due to the complexity of the structure of plants, the method to calculate the 
similarity between different plants is also very complicated and needs a lot of words 
to explain clearly. Limited by the length of this paper, we will specifically explain the 
details of our method in another paper. Here we only present a brief formula 
combining these two kinds of fitness values to evaluate the fitness of an individual:  

* *Fitness Rfitness Dfitnessα β= +  (1) 

where α and β are empirical constants, which satisfy α+β=1. Combining these two 
fitness functions can help our system to find the optimal individuals, whose outline 
and internal topologies are both similar to the target plants, so as to generate a 
detailed simulation of a specific plant. 

4 System Implementation 

4.1 System Implementation Environment and Parameters Setting 

Based on the above methods, we implemented an experimental program on Windows 
XP, with Visual C++ 2005 as IDE. The program is implemented in C++ with the 
OpenGL library. The experimental machine has 4GB RAM, an Intel Pentium D 
2.67GHz CPU and an Nvidia GeForce 7300GT graphic card. The flowchart of the 
system is given in Fig. 1. 
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Fig. 1. The flowchart of the system 

The number of individuals in the initial population (no), the number of 
chromosomes (nc), the number of genes in a chromosome (ng), the termination 
condition of evolution, the iteration number of an L-system, and the probabilities of 
crossover, transposition, and mutation are described in detail in Table 1. 

Table 1. Parameters of the algorithm 

initial population (no) 20 
the number of chromosomes (nc) 4 
the number of genes in a chromosome (ng) 6 
the number of evolutionary generations 100 
the iteration number 3 
the probability of mutation (pm) 0.02 
the probability of Insert String (pis) 0.02 
the probability of gene conversion (pgt) 0.02 
the probability of one-point crossover(p1r) 0.2 
the probability of two-point crossover (p2r) 0.2 
the probability of three-point crossover(pgr) 0.2

4.2 Main Functions and Main Modules of the System 

The system can not only simulate different types of plant morphology, but also 
simulate the change of plant shapes under the influence of different light environments 
and mineral resources. It provides a simple and practical plant morphological modeling 
software for the user. The system also provides various scenes and organ textures for 
the user to select. It can save the simulation results, as well as open saved plant 
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morphology files for further modification. The system can be applied to visual 
simulation, virtual scene generation, and three-dimensional animation. It consists of 
seven modules: 
 

     (1) Preprocessing module  
    In this module, users can select a predefined plant type as a simulation target. 
The system can extract the features of the target plant's outline and its internal 
branching structure. 
    (2) Genetic algorithm module 
    In this module, the genetic algorithm is used to create various individuals by 
using different genetic manipulations, including individual choice, transposition, 
crossover and mutation, and calculation of the individual fitness. When the algorithm 
reaches the termination condition after these genetic manipulations, the system 
invokes the morphology output to present the shapes of the best individuals. 
    (3) Morphology output module  

This module is used to draw the shapes of plant morphology according to the rule 
parameters of the optimal individuals. 
    (4) Parameter modification module 

This module allows the user to modify the parameters of the L-system so as to 
create ideal plant shapes.  
   (5) Graphics rendering module 

The module is used to render the scene. The user can select various scenes and 
plant organ textures. 
    (6) Environmental factors setting module 

The module can provide interfaces for the users to set up different lighting and 
distributions of the mineral resources, and let them observe the change of plant 
morphology in response to different environmental conditions. 
    (7) File management module 

The module provides functions to save the parameters for the evolved individuals, 
and to open and redraw saved plant morphologies. 

4.3 The Interface of the System 

The interface of the system includes the unit for selecting the target plant type, the 
image display unit, the parameter modification unit, the environmental factor setting 
unit, and the file operations unit. For example, suppose a user wants to simulate a 
sympodial branching tree, whose shape is shown in Fig. 2. Aiming at this target, he 
first needs to select a module, which describes the features of sympodial branching 
from the predefined library of plant shapes. Then the system will generate a 3D plant 
morphology similar to the target plant and gives its parameters to the user. The user 
can modify these L-system parameters and the environmental factors of the scene to 
create different plant shapes. The system interface and simulated results are shown in 
Fig. 3. Through setting different environment factors, the simulated result will show 
different morphologies. When the user selects the effect of side light, the created plant 
shape will change accordingly under the influence of the light source position, as 
shown in Fig. 4. We modify the topological parameters of the branches according to 
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their positions on the tree. If the light source is on the left side of a tree, the length and 
the branching angles of branches on the left side will be increased within a certain 
range, while those on the right side will be decreased. But if the light is on the right 
side, the situation is just the opposite. The user can also choose an uneven distribution 
of resources to observe the distribution and growth conditions of individuals in a 
region. From these examples, we can see that the system can realistically simulate 
plant morphologies with different branched structures. 

            

                 Fig. 2. Target tree         Fig. 3. System interface and simulated result 

              
                a) Left-side light  b) Light from above  c) Right-side light 

Fig. 4.   The effects of directional light on plant morphology 

5 Discussion 

Most current works that focus on the simulation of plant shape based on genetic 
algorithms do not have a specific plant shape to be simulated. The purpose of 
evolution is just to obtain a lot of different plant forms, since there is no explicit target 
form. What they did was just to reduce the complexity in the process of setting 
parameters of the axiom and the productions of an L-system. So they did not design 
any evaluation function to judge the individual fitness. The superior individuals which 
form a new population were chosen manually in every iteration step [11]. In terms of 
search efficiency, there are limitations in such selection methods, which are based on 
human visual impressions [13]. A reasonable fitness function can evaluate the merits 
of individuals automatically and also improve the efficiency of searching. Therefore, 
Christian Jacob [14], Ochoa [7], and Bian [8], [9] designed fitness functions to guide 
the evolution. But those fitness functions were only for the 2D simulation of plants, 
and did not consider 3D plant structure. In contrast to their fitness functions, we not 
only consider the plant outline, but also consider the inner details of the plant 
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structures, such as branching angles and diameters of the different organs.  We 
designed a coarse-grained fitness function and a fine-grained fitness function, to 
evaluate respective aspects. Therefore, our method is suitable for dealing with 3D 
plants model and can obtain the best individuals easily and more accurately.  
 Our plant modeling methods also have some shortcomings. 1) In order to improve 
the effectiveness of the solution space, the method only designed twenty-three kinds 
of templates, and these are only for woody plants. Thus, our method can only simulate 
limited types of plant shape and is not suitable for simulating the shapes of the 
herbaceous plants. 2) It can only generate plant models which are similar to the target 
plants. Because plant structure is very complex, it is very difficult to design an ideal 
fitness function. The currently fitness function uses the similarity between real plants 
and the 3D reconstructed model. Complex 3D plant structures cause the similarity 
measure between plants individuals to also be complicated. Hence, we need to 
develop a simple and quick way to compare the similarity between real plants and 3D 
models. Then we can design a reasonable and efficient fitness function. 

The authenticity of the visual effects should be reflected in four aspects: shape 
similarity, topology similarity, geometric similarity, and geometric detail realism. The 
plant shapes generated in this paper are similar to the simulated target in external 
morphology. But in the geometric details, the simulation results of our system is not 
visually satisfactory, since we neither add textures to leaves and bark, nor add the 
effects of shadows and other details. Thus we will do future work to compensate for 
these weaknesses. Nevertheless, our system can automatically seek out the plant 
shapes, which are similar to the target plants through an evolutionary algorithm. So 
the system can avoid the cumbersomeness and low efficiency of manually 
determining the axiom and production rules of an L-system. 

6 Conclusion 

In this article, a new system for simulating plant morphology based on evolutionary 
strategy is designed and implemented. The system does not need the user to 
manipulate the L-system directly, so it has the advantages of simple operation, strong 
interactivity, and wide range of applications, in contrast to traditional L-system-based 
plant simulation software. 

In future work, we will study an optimized strategy for generating the initial 
population and further refine the design of the fitness function to more precisely 
simulate the target plants. We will also simulate the dynamic interaction between 
different environment factors and plant morphologies. Moreover, we also need to find 
suitable methods to simulate the shapes of herbaceous plants based on an evolutionary 
strategy. 
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Abstract. A Nutrient-Phytoplankton-Zooplankton-Detritus (NPZD) type of 
biogeochemical model is developed to investigate the nutrient limitation in the 
Yangtze River Estuary. By means of a series of numerical experiments, it is 
found that the phosphate limitation is dominant especially in the coastal region 
due to the large amounts of riverine nitrogen input. It is also found that the nu-
trient limitation tends to shift from the P-limitation to the N-limitation toward 
the offshore region, since the N/P ratio has decreased drastically in this sea re-
gion. The difference in the nutrient source may be responsible for shaping such 
nutrient limitation in the Yangtze River Estuary, since nitrogen mainly comes 
from the riverine input whereas phosphate mainly comes from either the rege-
neration process or the intrusion of the branch of the Kuroshio current. 

Keywords: Biogeochemical model, nutrient limitation, phytoplankton, Yangtze 
River Estuary. 

1 Introduction  

Nutrients, like nitrogen, phosphate and silicon, are the essential nutrition elements for 
phytoplankton to grow, and construct the material basis of the primary production in 
the marine environment. The distribution and variation of these nutritive materials not 
only depend on the physical process, such as the transport and mixing of the water 
column, but also rely on the biogeochemical process happening between nutrient, 
phytoplankton, zooplankton and planktobacteria[1], [2]. In recent years, the nutrient 
flux into the sea increased drastically due to the human activity and the global climate 
change, and then led to the serious eutrophication and harmful algae bloom in the 
coastal area. How will the primary production and the biological resources respond to 
the nutrient variation? What is the relationship between the nutrient variation and the 
harmful algae bloom? All the relevant scientific problems invite the concern of the 
oceanographers. Changjiang is the largest river in China, and carries large amounts  
of nutrients into the Yangtze River Estuary annually. Therefore, understanding the 
nutrient dynamics (distribution and variation) is meaningful to prevent the marine 
environment from the further deterioration in this sea region. 
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It is generally believed that the biogeochemical variation of carbon, nitrogen and 
phosphorus follows the Redfield ratio (106:l6:1) in the marine environment [3]. Cur-
rently, the Redfield theory is still used to examine the nutrient limitation, which 
means if the atomistic N/P ratio in seawaters exceeds 16, the algae growth is thought 
to be limited by the insufficiency of phosphorus; Vise versa. The hydrodynamics of 
the Yangtze River Estuary is characterized by the strong vertical mixing [4], which 
may lead the sediment to suspend, thus the turbid seawater further restricts the photo-
production of algae. Additionally, the Changjiang Diluted Water carries large 
amounts of riverine nutrients into the sea annually [5], so it was generally believed 
that the phytoplankton growth may be more impacted by the weak light radiation due 
to the suspended sediment other than by the nutrient insufficiency in this sea region. 
The Yangtze River Estuary and its adjacent sea were well-known for the high primary 
production, so the nutrient limitation is less concerned previously. However, some 
recent observations and experiments have revealed that the nutrient limitation exist in 
this sea region, which is characterized by the phosphorus limitation onshore and the 
nitrogen limitation offshore [6]. In order to examine the relevant ecological process, a 
relatively complicated NPZD biogeochemical model is developed to reproduce the 
annual cycle and variation of the key biogenic elements. Moreover, a series of numer-
ical experiments are designed and conducted to investigate the feature of the nutrient 
limitation in this sea region. 
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Fig. 1. Yangtze River Estuary and 40 sampling stations. It is noted that station 1, 4, 7 and 15are 
not shown, since the data are problematic for these stations.  

2 Model Description 

The biogeochemical model used in this study belongs to the NPZD type. N indicates the 
nutrient including nitrate, ammonium, and phosphate. P indicates phytoplankton includ-
ing diatom and dinoflagellate. Z indicates zooplankton which is the forcing term of the 
model. D is the biological detritus coming from the phytoplankton or zooplankton. The 
detailed relationships between seven biogenic elements are given in Fig.2 
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Fig. 2. Scheme of the biogeochemical model. The biogenic elements include three nutrients- 
nitrate (N), ammonium (A) and phosphate (P); two algae- diatom (P1) and dinoflagellate (P2); 
zooplankton (Z) and detritus (D). f1 to f12 represent the biogeochemical processes. 

The biogeochemical processes can be formulated as follows.  

1 2

1
1 3 5 7

2
2 4 6 8

_ 5 _ 6 9 10

7 8 9 11

3 4 10 11 1 1 2 12

12 2 1 2

3 4 10 11 1 2

( ) ( )

( )

[ : ]( ]

P Z P Z

A

N

P

dP
f f f f Exud

dt
dP

f f f f
dt

dZ
Ass f Ass f f f

dt
dD

f f f f
dt
dA

f f f f k f f f IN
dt
dN

f k f f IN
dt
dP

P N f f f f f f IN
dt

 = − − − −

 = − − −

 = + − −

 = + + −

 = + + + − + − +

 = − + +

= + + + − − +






 

 
  

 
 
 
(1) 

In the above equation, f1 and f2 represent the growing process of diatom and dinof-
lagellate, respectively, which are influenced by theseawater temperature (T), the light 
radiation (I), the concentration of the suspended sediment and the nutrient. 

1

2

1 max_ 1

2 max_ 2

min(( ), )

min(( ), )

P T I Nitrate Ammonium Phosphorus sus

P T I Nitrate Ammonium Phosphorus sus

f r r r r r r r P

f r r r r r r r P

= +
 = +

. (2) 

F3 and f4 represent the respiration process of diatom and dinoflagellate, respective-
ly, which are taken as the exponential function of the seawater temperature based on 
the laboratory experiment [7]. 
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F5 and f6 represent the grazing process of zooplankton on diatom and dinoflagel-
late, respectively, and the so-called M-M formulation [8] is adopted. 
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F7 and f8 represent the mortality process of diatom and dinoflagellate, respectively, 
and are formulated as follows. 
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F9 and f10 represent the zooplankton excretion and mortality processes, respective-
ly,  and are formulated as follows. 
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F11 and f12 represent the remineralization and the nitrification processes, respective-
ly, which can be expressed in the following form. 
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(7) 

Besides the biogeochemical processes, the term INA, INN and INP in Equation 1 in-
dicate the nutrient sources, which reflect the influx of ammonium, nitrate and phos-
phate into the sea. The term Exud indicates the sinking process of diatom, meaning 
the material ouflow from the marine ecosystem. In order to guarantee the mass con-
servation for the ecosystem, it must have 

1 2
P N A

dP dP dP dZ dD dA dN
IN IN IN Exud

dt dt dt dt dt dt dt
+ + + + + + = + + − . (8) 

The biological parameters appearing in the above equations are listed and illu-
strated in Table 1.The parameter value is crucial for the model results, so its choice is 
an important and difficult task. Unfortunately, the parameter measured or observed 
directly in this sea region is very scarce, so we have to use publications as reference. 
It should be stressed that as a process-oriented research, the annual variation of the 
biogeochemical processes is the major concern of this study, which means that the 
chosen parameters are not calibrated to match the observations purposely.  
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Table 1. Biological parameters 

Parameter Explanation Value 

1max_ Pr  The maximum growth rate of diatom 1 d-1 

2max_ Pr  The maximum growth rate of dinoflagellate 0.6 d-1 

r
I
 Light influence on algae growth By equation 

r
T

 Temperature influence on algae growth By equation 

r
sus

 Concentration of SS on algae growth By equation 

r
r
 Respiration rate of aigae 0.138 d-1 

g
m _ P1

Grazing rate of zooplankton on diatom 0.05 d-1 

g
m_ P2

Grazing rate of zooplankton on dinoflagellate 0.1 d-1 

r
m

 Mortality rate of algae 0.05 d-1 

r
r _ Z

 Excretion rate of zooplankton 0.03 d-1 

r
m _ Z

 Mortality rate of zooplankton 0,01 d-1 

r
min e _ A

 Remineralization rate of detritus to ammonium 0.003 d-1 

r
A_ N

 Nitrification rate of ammonium to nitrate 0.001 d-1 

Ass
P1 _ Z

 Assimilation rate of zooplankton grazing on 
diatom 

0.5 

Ass
P2 _ Z

 Assimilation rate of zooplankton grazing on 
dinoflagellate 

0.5 

K
P1

 Half saturation constant of zooplankton grazing 
on diatom 

0.068 mmol/m3 

K
P1

 Half saturation constant of zooplankton grazing 
on dinoflagellate 

0.068 mmol/m3 

k
1
 Uptake rate of ammonium by algae 2.0 

k
2
 Uptake rate of nitrate by algae 1.0 

T
mine _ A Temperature constant of remineralization 13 

_mine Aβ Temperature coefficient of remineralization 20 

_A Nβ Temperature coefficient of nitrification 0.11 

3 Simulation and Analysis 

In order to compare and analyze the model results easily, the units of the biogenic 
elements are unified as mmol N/m3 except phosphate whose unit is mmol P/m3. The 
initial conditions of the biogenic elements are based on observations in winter. By 
averaging the data over 36 stations, the individual value of nitrate, ammonium, phos-
phate, diatom, dinoflagellate, zooplankton and detritus is 6.58, 2.63, 0.68, 0.02, 0.15, 
0.01 and 0.01 mmol/m3 [9]. Considering the impact of the suspended sediment on the 
algae photoproduction, the measured concentration of SS (3.5 g/m3) is also adopted in 
the model run. As the standard model run, the external nutrient sources are not taken 
into account tentatively just to reproduce the annual cycle of the biogenic elements. 
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The model is run for 1200 days, and the simulation of the first year is neglected due to 
the model stabilization, and the results of the second and the third years are compared 
for analysis.  

3.1 Annual Variation of the Nutrients, Phytoplankton and Zooplankton 

Figure 3 shows the annual cycle of the nutrients, phytoplankton and zooplankton 
simulated by the standard model run. It is found that the highest level of nitrate ap-
pears in spring just before the onset of the algae bloom, whereas the highest level of 
ammonium appears in autumn just after the algae boom. It is generally believed that 
ammonium is preferentially consumed by algae compared to nitrate. Additionally, 
ammonium is also transferred to nitrate through the nitrification process, so the am-
monium content always declines first compared to that of nitrate in the annual cycle. 
On the other hand, as soon as the algae bloom happens, the ammonium content begins 
to resume firstly due to the regeneration process. It is why the ammonium content 
returns to the highest level just after the algae bloom. Nitrate is generally called the 
new-nutrient, meaning that it is mainly made up from the external source, so its level 
declines to the lowest just after the algae bloom. Compared to the nitrogen, the phos-
phate variation is not marked. Just like ammonium, phosphate can also be regenerated 
in the marine environment; moreover, the rate of regeneration is quicker than that of 
ammonium [10]. On the other hand, algae consume phosphate generally according the 
Redfield ratio, which means that the consumed phosphate is about 1/16 of that nitro-
gen. The less consumption and the quick makeup lead to the small fluctuation in the 
annual cycle. 
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Fig. 3. The time series of nutrients (left plot) and planktons (right plot) based on a standard run  

Figure 3 also shows the annual variation of planktons. It is found that the algae 
biomass reach the highest level after the spring bloom, since the nutrients, light radia-
tion and seawater temperature are conducive to the phytoplankton growth. Thereafter, 
the algae biomass begins to decrease drastically for two reasons, namely the nutrient 
depletion and the grazing pressure from zooplankton. From Figure3 it is also found 
that the summit of the zooplankton biomass lags behind that of algae. In winter, the 
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low seawater temperature limits the algae activity though the nutrient content is suffi-
cient, and it is why both the phytoplankton and zooplankton biomass decrease to the 
lowest level in the annual cycle.  

3.2 Influence of the Suspended Sediment on the Nutrient-Phytoplankton 
Dynamics 

Just as specified previously, the concentration of the suspended sediment is set as 3.5 
g/m3 in the standard model run. In this section, the clear seawater without the sus-
pended sediment is presumed to examine the influence of the suspended sediment on 
the nutrient-phytoplankton dynamics. The model results are shown in Figure4. Com-
pared to the standard case, the phytoplankton biomass (no matter diatom or dinofla-
gellate) increases drastically, and meanwhile the nutrient consumption is also consi-
derable. During the course of the algae bloom, the nutrient content may decline to 0 if 
the seawater is clear, which generally happens in the open ocean. In the coastal wa-
ters, the marine ecosystem is generally characterized by the high nutrient level and the 
low algae biomass, since the suspended sediment has effectively limited the algae 
photoproduction by weakening the light radiation. 
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Fig. 4. The simulated time series of nutrients (left plot) and plankton (right plot) as the sus-
pended sediment concentration is set to be 0 

3.3 Numerical Experiments on the Nutrient Limitation 

The nutrient enrichment experiment was generally used to examine the nutrient limi-
tation in the genuine marine environment. However, the in situ nutrient enrichments 
may bring about the secondary pollution. In this study, the numerical nutrient enrich-
ment experiment is designed and the model results are analyzed. In order to determine 
which nutrient may limit the algae growth, only one nutrient is added to the model as 
the external nutrient source in each model run. Table 2 lists the added nutrient con-
centration in each experiment: (1) without any nutrient addition (standard model run); 
(2) only ammonium added; (3) only nitrate added; (4) only phosphate added. 
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Table 2.   Numerical experiments of the nutrient enrichment (mmol/m3) 

Experiment Nitrate Ammonium Phosphate 
1 0 0 0 
2 0 0.001 0 
3 0.001 0 0 
4 0 0 0.001 

 
Figure 5 shows the annual variation of the nutrients simulated by different numeri-

cal experiments.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. The time series of the nutrients obtained from Exp.1 to Exp.4 

Compared to the standard case which is characterized by the mass conservation, 
every enriched nutrient can enhance its content ultimately in the annual cycle. The 
exception is the ammonium enrichment, which can not only improve its own content, 
but also enhance the nitrate content due to the nitrification process. In addition, the 
phosphate enrichment can enhance the ammonium content and reduce the nitrate 
content simultaneously. It is an interesting phenomenon. Both ammonium and phos-
phate can regenerate from planktons, implying that the more plankton biomass create 
more phosphate and ammonium. 
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Figure 6 shows the annual variation of planktons simulated by different numerical 
experiments. It can be also found that the phosphate enrichment enhance the phytop-
lankton biomass markedly, and the ammonium and nitrate enrichments do not embo-
dy such an influence, implying that the phosphate limitation may be dominant in the 
standard case run, which agrees with the recent observations [5], [6]. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 

Fig. 6. The time series of phytoplankton and zooplankton obtained from Exp.1 to Exp.4 

4 Discussion and Conclusion 

In this study, a NPZD biogeochemical model is developed to simulate the annual 
variation of the key biogenic elements in the Yangtze River Estuary. The nutrient 
limitation is further investigated by a series of numerical nutrient enrichment experi-
ment, and it is found that the phosphate limitation may be dominant in this sea region. 

Given that the high level of N/P ratio is mainly induced by the riverine nutrients, 
the phosphate limitation concentrates in the coastal waters, especially in the region of 
the fresh water influence (RFWI). The recent investigation and simulation reveal that 
the phosphate content carried by the branch of Kuroshio Current into this region is 
much higher than the riverine phosphate carried by the Changjiang Diluted Water 
[11], so the nitrogen limitation may appear in the offshore region. 
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Admittedly, the model used in this study only belongs to the box type, in which the 
physical process is not considered tentatively. The further study is to develop a 
coupled bio-physical model to reproduce the biochemical process in the genuine 
physical background.    
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Abstract. Circular engineered cardiac tissue was fabricated by embedding rat 
embryonic cardiomyocytes into collagen (type I) gels. The engineered tissue was 
set to a specific configuration and the spontaneous beat displacement at one site 
of it was measured. The active contractile force of the embedded cardiomyocytes 
was derived from the displacement data. In this process, the engineered tissue 
was constitutively modeled as three components in parallel: i.e., an active con-
tractile component representing the cardiomyocyte contraction, a pre-force 
component representing the effects of gel compaction during the tissue fabrica-
tion, and a Kelvin model for the passive properties of the tissue. Dynamic analy-
sis of the beat displacement allowed solving out the active contractile force. In 
addition, energy coefficient was defined to evaluate the pump function of the en-
gineered tissue. It demonstrated that this approach can detect the active contrac-
tile force as small as ~0.01 mN and can sensitively reveal the change of the ac-
tive contractile force under different culture conditions. Besides being an assay 
to evaluate the mechanical performance of engineered cardiac tissue, this novel 
method is particularly suitable to be used in pharmacological response testing of 
stem cell-derived cardiomyocytes under three-dimensional culture attributed to 
its high sensitivity and feasibility for continuous and in situ measurement. 

Keywords: Active contractile force, cardiomyocytes, collagen gel, constitutive 
model, beat displacement, energy coefficient. 

1 Introduction 

Engineered cardiac tissue (ECT) provides a promising modality to the treatment of 
severe heart disease [1-3]. In the meanwhile, it can also be used as an in vitro model 
for pharmacologic testing and drug screen [4-6]. Therefore, measurement of the con-
tractile force of ECT is not only an evaluation to its pump function but also an impor-
tant procedure for the pharmacologic testing. And it is attractive if the force mea-
surement can continuously monitor the cellular differentiation and drug response 
while keeping the ECT intact as cultured in CO2 incubator. Measurement systems 
employing sensitive force transducers are often used [7-10]. Obviously, this kind  
of system is costly and may not be suitable for the continuous in situ measurement.  
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In this regards, vision-based force sensing is an attractive choice for its low-cost, con-
tinuity, and intactness to the samples. However, contractile force referred by the beat 
amplitude but lacking of accurate analysis on the mechanical characteristics of the 
constructs [11,12] is at best just quasi-quantitative. Most recently, contractile force 
measurement through monitoring the deflection of cantilever is reported [13, 14]. 
However, constraint of the gel compaction at the two ends of ECT slabs results into 
heterogeneity in the ECT; and in addition, beating deflection of the cantilever in-
cludes the overall dynamics of the cardiomyocytes-collagen gel-cantilever systems, 
which is not a direct measurement of the active contractile force exerted by the car-
diomyocytes themselves.  

In this paper, we provide a novel method to analyze the active contractile force in 
collagen gel-based ECT. This method fabricates ECT into a circular shape so as to 
ensure the homogeneity of the ECT and only needs to measure the beat displacement 
at one site on the ECT. The prerequisite to make this method feasible is to capture the 
mechanical characteristics of the collagen gel-based ECT in details as we have 
achieved [15-19]. Here we demonstrate that this method is precise and sensitive to 
evaluate the function of ECT. 

2 Materials and Methods 

Wistar rats were used in this study. All procedures in animal experiments followed 
the Guide for the Care and Use of Laboratory Animals of the National Institutes of 
Health, Bethesda, MD, USA, and were approved by the Animal Studies Ethics Com-
mittee of Yamagata University. 

2.1 Fabrication of Circular ECT (CECT) and Measurement of Beat 
Displacement 

Cardiomyocytes were harvested from 18-day-old rat embryos. The procedures are 
described in detail elsewhere [18]. When collagen solution is mixed with living cells 
and rendered to gelate, the gel will compact due to the interaction between the em-
bedded cells and the collagen fibrils, which results in a condensed collagen matrix 
closing to native connective tissues. Fabrication of CECT was firstly reported by 
Zimmermann WH et al [20]. In this study, collagen-gel based CECT was created by 
using silicone rubber mold, details may refer to [15]. The spontaneously beating 
CECT was set in between two fixed silver pins as shown in Figure 1 and the beat dis-
placement of the point at the top of the medial symmetric axis of CECT was videoed 
through a light microscope (Olympus X71 inverted microscope). The displacement of 
the point during one beat period was then measured frame by frame (60 frames per 
second) by using Adobe Photoshop CS6.  

2.2 Constitutive Model of CECT 

In order to quantitatively analyze the beat behavior of CECT, the mechanical characte-
ristics of the CECT has to be understood firstly. Integrating our preceding experimental 
and theoretical studies on this subject [15-19], we propose a mechanical constitutive  
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Fig. 1. A CECT set in culture dish 

model as diagrammatically illustrated in Figure 2. It consists of an active force genera-
tor (σa) to represent the active contraction of the cardiomyocytes, a pre-force element 
(σ0<0) to reflect the effect of the gel compaction during fabrication, and a Kelvin mod-
el (K1, K2, η) to represent the passive mechanical characteristics of the CECT. Hence, 
the tensile force (σ) in the CECT can be expressed as 

 ∞− ′′⋅′−++= t
a tdtttK ,)()(10 εψσσσ             (1) 

 )]()()/exp([
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(t) 212
2
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2
tt δλλλ
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ψ ++−−=             (2) 

where 2211 /,/ KK ηληλ == ; t is time; and ε is the contractile strain. 

2.3 Dynamics of the CECT Beating 

The configuration of the CECT is schematically shown in Figure 3, where the dis-
placement of top point A at the medial symmetric axis is measured. To analyze the dy-
namics of the CECT beating, we regard it as a simple beam [21] and further assume that 
(1) with comparison to normal stress σ, shear stress and moment at any cross- section 
can be neglected (refer to Discussion); (2) normal stress σ is uniform along the CECT.  

As shown in Figure 3, at the relax state the central line of the CECT between two 

pins is approximated as an arc with radius R and chord L. Let )(twA  to be the dis-
placement of point A at time t, under the above assumptions the following governing 
equation can be obtained through considering the movement of an infinitesimal (dx) 
symmetric to the medial symmetric axis (deduction in detail may refer to Appendix A). 

),()()(2/ twtwtwDR AAAmf  πφρρπφσ −=+−              (3) 

where φ  is the diameter of the CECT; Df is the medium drag coefficient; ρ and ρm are 

the densities of the CECT and the medium, respectively; dot on wA(t) represents the 
derivative to time t. Medium drag coefficient Df can be calculated by the following 
formulas [22]  

 

Beating CECT φ60 mm dish 

 

Symmetric axis  

Silver pins anchored to static silicone blocks  



 Dynamic Analysis of Circular Engineered Cardiac Tissue 201 

 

 
Fig. 2. The constitutive model of the CECT. It consists of three components, i.e., an active 
contractile element representing the cardiomyocytes contraction, a pre-force element 
representing the effects of gel compaction during fabrication, and a Kelvin model for the passive 
properties of collagen scaffold. 

 
Fig. 3. Schematic drawing for the analysis of the dynamics of CECT 
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where Re is Reynolds number defined as 

,)(twR A
m

e 
μ

φρ
=                               (5) 

where μ is the viscosity of the culture medium. Substituting equation (1) into (3)  
we obtain 

 ∞− ′′⋅′−−−+= t
AAf

m
Aa tdtttKtwtwD

R
twR )()()()(

2
)( 10 εψσ

πφ
ρρσ 

 
 (6) 

The contractile strain can be approximately expressed as (Appendix B) 
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)2/arcsin(3
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CtCwA −==ε                     (7) 

Since )(twA  is a periodic function and can be expressed in Fourier series, we fi-

nally obtain the equation to compute the active force (Appendix C)  
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where f is the frequency of the spontaneous beating; nn baa  and,,0  are the coeffi-

cients in Fourier series for )(twA . In practical computation n was taken up to 10 to 

get enough accuracy. Parameters used in the computation are listed in Table 1. 
Moreover, we introduce the following energy coefficient 
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=                                (9) 

It is the kinetic energy of the CECT divided by the output of the active contractile 
force at beating. The kinetic energy i.e., the movement of the CECT, will push the 
fluid, if supposed to be sealed in the CECT, to eject it outside. Therefore, this index 
can be used to evaluate the pump function of the CECT. 

Table 1. Parameters used in computing active contraction force 

Substance physical properties 
ρ 1.0×103 kg/m3 
ρm 1.0×103 kg/m3 
μm 1.0×10-3 Pa-s 

Circular tissue geometry 
L 1.7×10-2 m ϕ 5.0×10-4 m 

Y(0) 1.2×10-3 m 
Passive constitutive model 

K1 6.5×103 Pa 
K2 10.2×103 Pa 
η 2.0×103 Pa-s 

3 Results 

To demonstrate the validity and the sensitivity of the method, we present the results 
from one gel under different culture conditions. At first, before medium change (per-
formed every three days) the beating of the gel was videoed (data noted as “old me-
dium” in Figure 4); then after medium change and cultured for one hour in the 
5%-CO2, 37°C incubator, the beating was taken again (noted as “new medium”); and 
at last the gel was cultured in a 60%-O2, 5%-CO2, 37°C incubator for another hour and 
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then the beating was videoed (noted as “new medium 60%-O2”). It can be seen that the 
beat displacement obviously differs under different conditions (Figure 4a). New me-
dium enhanced the beating significantly, and culture under high oxygen partial pres-
sure affected the displacement pattern of the CECT.  

The active contractile force (Figure 4b) was at several tens of μN in this experi-
ment and had the following features. (1) The active force also quite differed under 
different conditions, and its waveform broadly resembled the displacement waveform; 
(2) at the beginning of the beating, active force was not zero but the pre-force σ0 
which was established during the recovery and static phase of the beating. When the 
active force was plotted against contractile strain (Figure 4c), it showed a hysteresis 
loop: the force at recovery phase was smaller than that at contraction phase. Moreo-
ver, because of the strain during the beating the contraction was more like under aux-
otonic condition rather than isometric; therefore, the force-strain plot also resembled 
the force-length plot of individual cardiomyocytes under auxotonic condition[23]. 

 

 
(a)                                    (b) 

 
(c)                                    (d) 

Fig. 4. Results of one CECT under different culture conditions; beat displacement (a), active 
contractile force profiles (b), active contractile force versus contractile strain (c), energy coeffi-
cient versus contractile strain (d). 
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The energy coefficient of the CECT was at the maximum at the beginning of the 
beating, but decreased abruptly as contraction going on (Figure 4d). Medium change 
improved this index substantially; high oxygen environment increased its starting 
value but brought rather more subsequent decay. 

4 Discussion 

In the dynamic analysis we assumed the CECT as a simple beam and neglected the 
shear stress and moment in cross-section. The ratio of length to the diameter of the 
cross-section is more than 30, the assumption of simple beam is thus reasonable. We 
have estimated the shear force and maximum moment in cross-section by means of 
classical beam theory supposing that the CECT deformed at the same extent under 
external medial concentrated loading. It turns out that the shear force is about 0.01 μN 
and the maximum moment at 0.1 nN·m. Therefore the neglect is rational.  

Pre-force σ0 is introduced in the model because the collagen fibrils have been in 
the bent state due to the compaction during the CECT fabrication [16, 17]; due to this 
reason, σ0 has negative values. This force is ultimately exerted by the populated car-
diomyocytes and fibroblasts included as the cell harvest. We have developed a pro-
gram to estimate the bending force imposed on the collagen fibrils from individual 
cells by employing fiber packing theory and network alteration theory for fibrillar 
networks [16, 17]; therefore, the σ0 can be deduced. With the gel condition in this 
study, the σ0 was estimated at several μN as having been used in this analysis. This 
quantity is affected by culture condition as well. Medium change enhances cellular 
activities and thus increases its value.  

A new index, energy coefficient Ep, to evaluate the pump function of CECT is de-
fined in this study. Coefficient of energy transfer to external work for native heart 
muscle expressed as the ratio of external work to myocardium oxygen consumption is 
around 0.4 [24]. The spontaneous beating of the CECT with new medium and at high 
oxygen partial pressure reached this value just at the beginning of the beating; after 
that the energy coefficient abruptly dropped (Figure 4d). This is because that as the 
beating going on, output of the active contraction is mainly consumed to deform the 
collagen matrix. For the same sake, it also has substantially low values under other 
culture conditions.  

5 Conclusion 

We present a novel method to analyze the contractile force of the ECT as its sponta-
neously beating. This method can detect as small as several μN of the active contrac-
tile force exerted by the cardiomyocytes in ECT, and quite sensitive to different cul-
ture conditions. Therefore, it is a sensitive assay to test pharmacological response of 
ECT, particularly for those with stem cell-derived cardiomyocytes. Furthermore, 
energy coefficient is defined to evaluate the pump function of CECT. The change of 
this new index during beating reveals the mismatch between the active contraction of 
the cardiomyocytes and the passive mechanical properties of the collagen matrix.  
Expected mechanical properties for the scaffold in creating ECT are proposed. 
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Appendix A (Deduction of the Governing Equation)  

As shown in Figure 3, at the relax state the central line of the CECT between two pins is 
approximated as an arc with radius R and chord L. Let )),(,( txyx  to be the coor-

dinates of the central line at time t, then )),0(,( tyx  is the coordinates of point A. 
Considering the movement of an infinitesimal dx symmetric to the medial symmetric 
axis, we can write the following equation by Newton’s second law, 
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where prime and dot on y(0,t) represent the derivative to x and time t, respectively.  
Let ))(,( xYx  is the coordinates of the central line of the CECT at relax state, thus 
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)(twA , the displacement of point A we have measured, is 
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then  
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Therefore, equation (A2) becomes  

),()()(2/ twtwtwDR AAAmf  πφρρπφσ −=+−           (A8) 

which is the equation (3) in the main text. 

Appendix B (Deduction of the Contractile Strain ε) 

To obtain contractile strain of the CECT during its spontaneous beating, we need to 
calculate its contour length S(t).  

.),(1)( 2/
2/

2dxtxytS L
L− ′+=                          (B1) 

Substituting equations (A5) into the above equation and neglecting secondary infi-
niteness. The strain is defined as  

,
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0

0
S

StS −=ε                                 (B2) 

where S0 is the contour length of the CECT at relax state. Substitute equations (A3) 
and (A6) into (B1) and (B2), we obtain 

),()(
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which is the equation (7) in main text. 
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Appendix C (Computation of the Active Contractile Force σa ) 

Substitute equation (2) and (7) into (6), we have  
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Since )(twA  is periodic, it can be expressed in Fourier series as  
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Expressing the last term in real leads to 
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Abstract. In this paper, a highly accurate real-time hand gesture recognition 
system is proposed and implemented. This system can drive a dexterous robot 
hand behave as humans do without motional sensors attached to humans. The 
gesture region is segmented from complicated background based on the depth 
image which is obtained from Kinect. The features, such as the number of fin-
gers, the radians between fingers, are extracted to improve the rate of recogni-
tion effectively. Then template matching with the shortest distance was used to 
recognize the gesture. The result of recognition is sent to the lower computer 
via RS232. Finally, the five fingers dexterous hand can behave as what the hu-
mans do. It can be seen from the experiments that our system can track humans’ 
hand gesture robustly and recognize more than 90 percent of the hand gestures 
of our depth image database. 

Keywords: Gesture recognition, depth image, kinect, dexterous hand. 

1 Introduction 

The main input tools of the traditional computer interaction are keyboards，mouse, 
joysticks and so on. However, these tools are not easy to use in virtual reality environ-
ment which limit the freedom of hands. The gestures, gestures and voice are the most 
natural and intuitive manners for communicating. In recent years, more and more 
people attach importance to Natural Human Computer Interaction (NHCI) which leads 
to the rapid development of NHCI. Due to comply with interpersonal communication 
habits, the recognition of face, gesture and body posture have become an important 
issue of NHCI. Gestures are a common natural and intuitive way of communicating not 
only in daily life but also in virtual reality. Therefore, gestures become one of the favo-
rite ways to interact. There’s no denying that vision-based recognition is a challenging 
and multi-disciplinary research because of the diversity and ambiguity gestures. 

Currently，the modeling based on the color of skin is widely used in gestures rec-
ognition. The region of hands is segmented through the color of skin. Common ges-
ture recognition algorithm is HMM, SVW, BP, DTW and so on [1-4]. In 1991, the 
Fujitsu laboratory finished the recognition of 46 kinds of gestures [5]. Jintae Lee and 
Tosiyasu L. Kunii analyzed three-dimensional gesture automatically based on the 
dynamic image data acquired from camera. Then they extract the features of contour 
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boundary and got 27 parameters of hands. Finally, they finished the reconstitution of 
three-dimensional gestures [6]. Ren Hhaibin finished the recognition of 12 kinds of 
gestures based on Multi-state Gaussian probability model which was independent 
distribution [7]. Hardy Francke built a real-time gesture recognition system by using 
Boost classifier and Self-learning algorithm [8].Yang Bo extracted the characteristics   
of the spatial relative density and knuckle relative spacing. The similarity of gesture 
feature vector is computed to recognize gestures [9]. Sheng-Yu Peng use Camshift to 
track hands. He also use PCA to recognize six kinds of gestures [10]. 

Vision-based gesture recognition process can be divided into three stages: gesture 
segmentation, feature extraction and gesture classification. According to the three 
stages, this paper presents that we can use depth image to recognize gestures which 
are in complex background. In depth images, pixel expresses the physical distance 
from objects to the camera. So we can finish gesture segmentation by setting the dy-
namic threshold of distance. The center of hand is extracted by using mathematical 
morphology and edge extraction algorithm. The features, such as outlines, the radian 
and number of fingers, are used to recognize gestures. Then we match with the self-
organized image database in the method of the minimum distance. Finally, a dexter-
ous hand with five fingers is controlled to behave as what he/she does accurately. 

2 System Configuration 

2.1 Image Acquisition  

The image is acquired through the Kinect. There are three camera lens in Kinect，the 
left one is infrared emitters, the middle one is RGB camera, and the right one is IR 
CMOS camera. The infrared emitters and the IR CMOS camera constitute 3D depth 
sensors (Fig.1). 
 

 

Fig. 1. Depth sensors-Kinect 

Kinect uses Light Coding technology to detect the depth. Pixel in depth images ex-
presses the physical distance from objects to the sensor. Pixel values will increase as 
the distance becomes larger. The actual detection distance of the camera is from 0 to 
4096mm. The error range is 5mm when the distance is between 1200mm and 
3600mm. Fig.2 is a typical depth image. 
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Fig. 2. Typical depth image 

2.2 Hands Segmentation Based on the Threshold of Depth Image 

Histogram statistics is used to segment the hand from complicated background. His-
togram indicates the number of pixels which are in same gray levels, reflecting the 
frequency of each gray-scale image (Fig.3). 

 

 
Fig. 3. Gray histogram 

After the quantization of gray histogram, we can get the centroid of the hand re-
gion. The depth pixel value of the centroid is converted to space actual dis-

tance Hand Centerd  .Then Hand Centerd is the threshold for dynamic hand segmentation. 

The method of segmentation is shown in equation (1). 



 ±∈

=
otherwise

Zyxd
yxDhand ,0

)(),(,1
),(

τ
                       (1) 

Where: the ( , )handD x y is gesture area. y)d(x, is actual depth value of the pix-

el(x,y). Z is dynamic threshold acquired from depth image.  

There is noise in the binary image, so we need to conduct morphological filtering. 
The process is in Fig.4  
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Fig. 4. Simulation model of PV system 

2.3 Extraction of the Features about Hand Images  

Gesture features have important influence on the recognition result. The common 
features are gray level, contour, border, region, etc. In this paper, we take the finger 
radian, interphalangeal radian, number of fingers as recognition features. 

In Fig.5, we define the radian between 
1A  and 

2A as finger radian. The radian be-

tween 
2A and

3A is called interphalangeal radian. 

 

           

Fig. 5. Dividing of gesture 

The following is feature extraction procedure. 
(1)For the segmented binary image，using cvMoments structure to get distance pa-

rameter and gesture central point. In the two-dimensional image coordinates with 
coordinate axis X and axis Y，the two-dimensional p, q stage central moment and 
central point coordinate of region D are as follows: 

,
0,0

1
( ) ( )p q

p q D
M x x y y dxdy

M
= − − , 10 01

00 00

,
M M

x y
M M

= =  

Among them, 
0,0M  is the two-dimensional 0 stage moments and the effective 

area of region D. ( , )x y is the central point’s coordinate value of region D. 
(1) The maximum distance L between the edge of the hand gestures and the cen-

tral point of the hand region is calculated. The circumcircles, with the central point as 
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the center and L value as the radius, are drawn. The circumcircles are divided equidis-
tantly from inner to outer. This paper divides it in ten equal portions. Concentric cir-
cles, with d=L/10 and the central point of the gesture region as the center, are drawn. 

Define i=1, 2…, 10 as the number of the layers. iO  is the circular trajectory of layer i. 

(2) The circular finger radian and interphalangeal radian of layer i  
(5 10)i≤ <  are calculated. Using hand central point as the polar point of the polar 

coordinate. The changed points on the circular trajectory are traversed by polar coor-
dinate style. The angle of the pixel points are recorded when they change. Then the 
finger radian and the interphalangeal radian are calculated. 

(3) Radian number is the sum of the wrist and palm connection branches. The aver-
age value of the branches’ width is calculated, based on the fact that the wrists are much 
wider than the fingers. The wrist is the widest place, and the others are the finger branches. 
So, the number of the branches is N-1. But the fingers differ in length. The fingers in out 
layers are less. So the finger’s number is hierarchicaly record for recognition. 

Finger radian, interphalangeal radian and the number of finger radian are hierar-
chical recorded and to be as the features for recognition. 

 

            
(a) Gesture of 1                        (b) Gesture of 2 

             
(c) Gesture of 3                        (d) Gesture of 4 

             
(e) Gesture of 5                        (f) Gesture of 6 

Fig. 6. Examples of the results 
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3 Experiments 

Figure 6 shows the examples of the experimental results. Each result shows the con-
trolled robot on the left side, and human hand on the right side of each snapshot. It 
can be understood that the human hand is estimated in high accuracy and the robot 
hand is controlled according to the gestures when the human hand change its gesture. 

4 Conclusion 

The accurate real-time hand gesture estimation can be applied in many systems, such 
as robot hand control which imitates the same motions as humans by self-observation, 
and human-machine interface by moving one’s hand and fingers. Therefore we pro-
posed this system and the method of robot hand control, by constructing the database 
where the sequence was previously sorted according to the feature of each image. 

From numerous experiments, it can be seen that the proposed system performs with 
excellent accuracy. 
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Abstract. Bioresorbable polymers such as PLA have an important role to play 
in the development of temporary implantable medical devices with significant 
benefits over traditional therapies. However, development of new devices is 
hindered by high manufacturing costs associated with difficulties in processing 
the material. A major problem is the lack of insight on material degradation 
during processing. In this work, a method of quantifying degradation of PLA 
using IR spectroscopy coupled with computational chemistry and chemometric 
modeling is examined. It is shown that the method can predict the quantity of 
degradation products in solid-state samples with reasonably good accuracy, in-
dicating the potential to adapt the method to developing an on-line sensor for 
monitoring PLA degradation in real-time during processing.  

Keywords: Bioresorbable polymer, PLA, IR spectroscopy, computational che-
mistry, chemometrics.  

1 Introduction 

Bioresorbable polymers are predicted to have a significant impact on modern medi-
cine.  They are increasingly being used to create temporary medical devices for im-
plantation inside the human body. Such a device provides temporary mechanical 
support and/or other functions and break down over time into simple non-toxic prod-
ucts – ideally at the same rate that the body’s own tissue regenerates. Drug-eluting 
bioresorbable medical implants are active implants that induce healing effects, in 
addition to their regular task of support. This effect is achieved by controlled release 
of active pharmaceutical ingredients (API) into the surrounding tissue as the polymer 
degrades.  

The concept is being used or developed in a wide range of applications such as or-
thopaedics (fracture fixation plates, pins and screws, bone augmentation); surgery 
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(ligament repair, wound closure sutures, suture anchors, skin staples, adhesion bar-
riers, drug delivery, antineoplastic delivery, ligating clips, hemostasis clips); stents, 
and tissue engineering. 

However, high development and manufacturing costs have hindered growth of the 
industry. Bioresorbable polymers have a high cost and are difficult to process into the 
form required for the implant application. Usually some form of melt processing such 
as extrusion or injection molding is required, where the heating and shearing of the 
material tends to degrade the material. Currently, long and expensive trial and error 
periods are required to establish process settings for a new device and yet result in 
typical scrap rates of 25-30% - in many cases this is prohibitive to successful com-
mercialisation. A major problem is the lack of information on key product properties 
during processing. Conventional polymer melt processing instrumentation consists 
largely of temperature and pressure sensors which give little insight on chemical 
changes to the material and are difficult to correlate to final product properties such as 
mechanical properties and biodegradation. Therefore, determination of product quali-
ty generally requires expensive and time-consuming off-line testing, resulting in long 
lead times and high rates of out of specification product.  

In this work, the potential to use vibrational spectroscopy techniques together with 
chemometric modelling to analyse the degradation of a bioresorbable polymer is in-
vestigated. Such a method has the advantage of being possible to implement online 
during processing of the polymer and as such could provide real-time information on 
key product properties. 

The remainder of the manuscript is organized as follows: first, a brief review is 
given of the effect of melt processing on the properties of PLA. Next the experimental 
thermal processing and characterization methods are described, followed by the com-
putational chemistry techniques used to predict changes in the infra-Red (IR) spectra 
of the material when it undergoes degradation. This is followed by a description of the 
chemometric methods applied to develop a model relating polymer degradation to the 
experimentally acquired spectral data. The results are presented and discussed and 
finally some conclusions are posed on the future potential of the method to the manu-
facturing of bioresorbable medical devices. 

2 Melt Processing of Bioresorbable Polymers  

Melt processing steps, particularly extrusion or injection molding, are the most com-
mon techniques for the forming of bioresorbable polymers such as Polylactic Acid 
(PLA) into final products. PLA is susceptible to thermal degradation and it is sug-
gested that the temperatures, and residence times should be kept low to avoid reduc-
tion of polymer molecular weight and the formation of monomers[1]. The generation 
of monomers (lactide) during processing accelerates hydrolytic degradation of the 
material and has a significant impact on the biodegradation rate and rate of loss of me-
chanical properties. It has been found that increasing shear can avoid the formation of 
monomer in the process [2, 3]. The processing of bioresorbables is significantly more 
complex than that of conventional engineering plastics, not only due to the sensitivity to 
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degradation, but also since it is almost impossible to use fillers or additives to aid 
processing since most of these are not approved for use in the human body. Further, the 
high sensitivity of the materials to processing factors can mean that the slight variations 
between batches of raw material can result in significant product deviations under the 
same processing conditions. Adjusting the process settings to compensate for the feed 
variations is not an easy task as 1) the properties of the feed material are not accurately 
known; and 2) the key resulting properties of the polymer melt cannot be determined 
online during processing.  
 In the next sections the ability to analyse thermal degradation – encompassing 
changes in Molecular weight and/or lactide content – using a vibrational spectroscopy 
method which can then be applied in process, is examined. 

3 Experimental Section 

Sample Preparation 
Poly-L-Lactide (PLLA) (Purasorb (PL38) (Purac, Gorinchem, The Netherlands) sam-
ples were produced by compression moulding. Pellets were placed in the centre of a 
stainless steel frame with internal dimensions of 100 x 60 mm. Before compression 
was started, a sheet of parchment paper was placed above and below the frame which 
was then sandwiched between two plates of stainless steel, before being placed into 
the press. This was to ensure the material did not come into direct contact with the 
press. Pellets were compression moulded at a range of  temperatures with different 
residence times (Table 1). All samples were held at a pressure of 10MPa to produce 
flat sheets at 1 ± 0.1 mm thickness.  
 

Table 1. Parameters of processing for PLA samples 
 

Sample Temperature (°C) Time (min) Cooling Method Notes 
A 200 10 Crash Cooled Annealed 
B 200 10 Crash Cooled  
C 220 10 Crash Cooled  
D 240 10 Crash Cooled  
E 240 30 Slow Cooled  
 
Infrared Spectroscopy 
Infrared spectra of the PLA samples were recorded on a Perkin-Elmer spectrum 

100 using an ATR sampling accessory. The spectra were recorded over a wavenumb-
er range of 600 – 4000 cm-1, with a resolution of 4cm-1. A single spectrum was con-
structed from co-addition of 16 scans over the defined wavenumber range. Ten spec-
tra were recorded from different places on the sample to account for any in sample 
variation which may be observed. 

 

GC-MS 
Gas Chromatography – Mass Spectrometry (GCMS) was carried out to quantify 

the lactide concentration in the PLLA samples. 
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A portion of the processed PLLA sample (ca. 1g) was dissolved in chloroform (18 
mL). 2,4-dimethyl-gamma-pyrone (1 mL, 10,000 ppm) solution was added. A portion 
of this solution (1 mL) was added to a mixture of acetone (3 mL ) and cyclohexane 
(16 mL). This solution was filtered using a 0.45 µm syringe filter and presented for 
GC analysis.  

 

Samples were run on a Varian 3900 gas chromatograph fitted with an Agilent DB-
FFAP column coupled to a Varian Saturn 2100T mass spectrometer.  1µL of the sam-
ple was injected into the injector port operating in splitless mode at 200 °C, the column 
oven was set at 65°C for 1 minute and then ramped at 30 °C . min-1 to 250 °C where the 
temperature was held for 2 minutes. After 1 minute the split valve of the injector was 
operated to purge the injector port of any residual sample. Carrier gas used was helium 
at a continuous flow rate of 0.8 mL . min-1. Quantification was achieved by calculation 
of the relative response factors from a stock solution of lactide (10,000 ppm) and the 
internal standard (2,6-dimethyl-gamma-pyrone, 10,000 ppm).  

 

Computational Chemistry 
Ab Initio calculations were performed using the GAMESS[4] suite of programs 

and utilizing the computational power of ICHEC's FIONN supercomputer. Calcula-
tions were typically carried out on two of FIONNs nodes (each node containing 2 x 
12 Intel Ivy Bridge cores and 64 GB of RAM).  

Calculations were carried out for; r,r- (or D-), s,s- (or L-) and meso-lactide and al-
so for a PLA 3-mer (Figure 1). The three isomers of lactide (r,r-, s,s- and meso-) were 
calculated separately to identify any band contributions which may be assigned to the 
presence of a specific isomer. This is important as all three isomers may be present 
within the sample, so any quantification will need to take into account contributions 
from all three isomers.  

Calculations were performed at the B3LYP level of theory using the correlation 
consistent polarized valence double-zeta basis set (CC-PVDZ) proposed by Dunning 
et al[5, 6]. The work flow consisted of three steps: first the geometry was optimized; 
second a hessian calculation was carried out to compute IR frequencies and to ensure 
that the optimized geometry was a stable configuration (no negative frequencies); 
thirdly a Raman calculation was carried out using the geometry and hessian from the 
second calculation. 

Following this, a VSCF (at B3LYP and CC-PVDZ) calculation was carried out to 
treat the anharmonicity of the vibrational modes. 

Spectral curves were constructed by adding a Lorentzian peak shape with a full 
width half maximum (FWHM) of 10-15 cm-1 to each transition, the sum of all the 
peaks were then calculated to display the computed trace[7, 8].  

   

Chemometrics 
Chemometrics were carried out using the R software[9] and RStudio as a graphical 

front end[10]. Linear discriminant analysis was carried out using the lda routine in the 
MASS package for R[11]. Data files were batch imported using custom written im-
port routines. The aim of the chemometric analysis was to create a model which can 
classify the spectra based on the amount of degradation, or a model which can quanti-
fy the amount of lactide in the sample. 
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Fig. 1. Molecular structures of lactide isomers and a PLA trimer 

4 Results and Discussion 

The optimised structures (Figure 2) for the s,s-, and r,r-lactide molecules show a 
“chair” like conformation with both CH3 groups adopting an axial position, whereas 
in the r,s-lactide one CH3 group locates at the axial and the other at the equatorial 
position. Bond lengths (not shown) for the r,r-(or s,s) and r,s-lactide molecules are in 
agreement with published X-Ray data[12].  
 

Fig. 2. Optimised structures of lactide isomers and a PLA trimer 
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As would be expected the calculated IR spectra of r,r- and s,s- lactide are identical, 
the spectrum of r,s-lactide however, differs slightly (Figure 3).  The main differences 
are observed in modes relating to CH vibrations, this is due to the variation in local 
environments of the methyl groups. For example the r,r- and s,s-lactides show a sin-
gle transition for the ν(sym)CH3 and the ν(asym)CH3 whereas the r,s-lactide shows two 
transitions for each mode, clearly due to the non-symmetric nature of the r.s-lactide 
molecule (Figure 4).  

 
Fig. 3. Predicted IR spectrum of meso- (black) and r,r-/s,s-Lactide (red) 

 
Fig. 4. CH stretching region of predicted spectra of lactide isomers displaying fitted peaks 
under curves (dotted) 

 
These predictions display a relatively good agreement with experimental values 

(Figure 5) deviations are expected as the homochiral racemic sample is likely to con-
tain small amounts of the heterochiral isomer (due to epimerisation during storage) 
which would result in peak broadening and shifting.  

Chemometric analysis showed a reasonable separation between samples, which al-
lowed classification boundaries to be observed. PCA was performed to reduce the 
dimensionality of the data, from this LDA was performed on the first 10 components. 
A plot of LD1 vs LD2 as a result of this shows clear separation between the samples.  
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Fig. 5. Predicted (bottom) and experimental (top) spectra for a PLA trimer (left) and the lac-
tide isomers (right) 

 

Fig. 6. LD1 vs LD2 for the IR spectra of processed PLA samples 

 
Sample A (Figure 6, black points) was located the furthest away from the main clus-
ter, this is likely owing to the difference in optical properties of this sample from the  
annealing process. Samples B, C, D, and E were clustered with minimal variation in 
LD1 but good separation from LD2. Two spectra of each sample were run through the 
model and all but two were correctly classified (Figure 6, filled circles).  
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Following a good separation, two quantitative models based on PLS analysis was 
built. One model used the whole spectrum and another focused on just the CH stret-
ching region (as computations suggested variation would be seen here from increasing 
CH contributions from lactide as concentrations increased). GCMS results allowed  
quantification of lactide content in the processed samples (Table 2), these values were 
used to construct a model trained with a 30 spectra subset of the data (5 spectra from 
each sample) and then tested with the same sized subset. The model was able to pre-
dict the actual lactide content to within <±5 % in most cases, although some outliers 
were greater than this (Table 3). Overall performance (measured using the RMSEP 
values) of the model using just the CH stretching frequencies was better than the 
model using the full spectrum (Figure 7).  

Table 2. Lactide content of samples 

Sample Lactide (w/w %) 
A 0.12 
B 0.07 
C 0.09 
D 0.24 
E 1.20 

 

Fig. 7. RMSEP values for the PLS model. Model using whole spectrum (black) and model 
using CH stretching region only (red). 
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Table 3. Actual and predicted values from the PLS models 

CH Stretching Region Model Whole Spectrum Model 

Lactide 
concentration 

Predicted 
Concentration 

Δ 
Predicted 

Concentration 
Δ 

0.12 0.26 0.14 0.12 0.00 

0.12 0.44 0.32 0.22 0.10 

0.12 0.19 0.07 0.06 -0.06 

0.12 0.18 0.06 -0.01 -0.13 

0.12 0.16 0.04 0.15 0.03 

0.07 -0.20 -0.27 0.01 -0.06 

0.07 -0.09 -0.16 0.07 0.00 

0.07 0.00 -0.07 0.06 -0.01 

0.07 -0.08 -0.15 0.16 0.09 

0.07 0.36 0.29 0.26 0.19 

0.09 0.46 0.37 0.27 0.18 

0.09 0.25 0.16 0.17 0.08 

0.09 0.32 0.23 0.25 0.16 

0.09 0.10 0.01 0.02 -0.07 

0.09 0.09 0.00 0.13 0.04 

0.24 0.08 -0.16 0.17 -0.07 

0.24 0.21 -0.03 0.25 0.01 

0.24 0.21 -0.03 0.21 -0.03 

0.24 0.03 -0.21 0.05 -0.19 

0.24 0.54 0.30 0.34 0.10 

1.20 0.97 -0.23 0.93 -0.27 

1.20 0.97 -0.23 0.92 -0.28 

1.20 1.25 0.05 1.19 -0.01 

1.20 1.19 -0.01 1.12 -0.08 

1.20 1.07 -0.13 1.12 -0.08 

0.12 0.26 0.14 0.12 0.00 

0.12 0.44 0.32 0.22 0.10 

0.12 0.19 0.07 0.06 -0.06 

0.12 0.18 0.06 -0.01 -0.13 

0.12 0.16 0.04 0.15 0.03 
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5 Conclusions 

The initial work presented in this paper has centered on the construction of models 
which were able to classify PLA samples showing differing degrees of process in-
duced degradation. This was extended to build a model which was able to predict the  
lactide content of the analysed sample with a relatively good degree of accuracy. The 
computational methodology employed was able to identify areas of the spectrum 
where sufficient variation due to process induced lactide may exist. When compared 
with a whole spectrum approach this significantly improved the predictive accuracy 
of the model 

There are still improvements to be made, these are based on an improvement of da-
ta acquisition and an increase in data points / data classes made available for training 
the models. Additionally the models will be extended for use with other techniques 
which are perhaps more conducive to online monitoring (nIR and Raman spectrosco-
pies), with the overall goal being a system which updates the user in real time which 
class the sample belongs to, with the possibility of providing an estimated lactide 
content.  
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Abstract. Numerical simulation is an effective tool to study the biomechanical 
mechanism of the upper airway collapse, but few previous studies have consi-
dered the effect of the neural control. Based on a finite element model including 
airway, skull, neck, hyoid and soft tissue around the upper airway, the effect of 
the neural control on the upper airway collapse was studied with fluid-structure 
interaction method. Spring element was used to simulate the function of the 
muscle group. The results show that the strain concentration disappears and the 
airway resistance decreases during the apnea episode when the neural control 
exists, which means that the neural control reduces the deformation of airway 
successfully and avoids the risk of OSAS.  

Keywords: Sleep apnea, Upper airway collapse, Fluid-structure interaction. 

1 Introduction 

Obstructive sleep apnea syndrome (OSAS) is a respiratory disease characterized by 
the upper airway collapses and reopens repeatedly during sleep. The collapsed airway 
restricts or even blocks the airflow totally until the obstructive site disappears. As a 
result, the OSAS patients suffer the frequent switch between asleep and aroused sta-
tus, which leads to the severe somnolence in the daytime and cardiovascular or cere-
brovascular disease.  

In addition to abnormal anatomical structures, weak or absence of the neural con-
trol on respiration is also an important factor. Many studies have confirmed the im-
portant role of muscle excitability on respiration [1-9]. With the help of polysomno-
graphy, it can be found that neuromuscular myoelectricity around upper airway is 
higher for OSAS patients than normal person in the daytime while drops sharply dur-
ing sleep especially rapid eye movement sleep. There exist several types of neuro-
transmitter distributed around the airway wall which function as receptors that can 
apperceive the change of physical or chemical environment, such as pressure varia-
tion inside the airway or the fluctuation of oxygen saturation in blood. This informa-
tion is transmitted by neurotransmitter to the respiratory central nervous system which 
is in control of the hypoglossal motor neurons that innervate the muscles associated 
with upper airway. In other words, the control strength of muscles on upper airway 
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varies with some physical and chemical parameters which reflect the breath state 
under normal circumstances.  

The breathing process is in fact a mechanical problem with fluid and structure inte-
raction. A three-dimensional finite element model of the upper airway was developed 
in [10]. It was also applied to study the effect of upper airway shape on OSAS [11]. 
The purpose of this paper was to study the effect of the neural control on OSAS by 
finite element method.  

2 Method 

The FE model includes skull, neck, hyoid, airway and the surrounding soft tissues, as 
shown in Fig. 1. The loading conditions, boundary conditions, and the material para-
meters are the same as in [10].  
 

             
a                                        b        

Fig. 1. Finite element model of the upper airway and the surrounding structures. a: the skin and 
soft tissues; b: the upper airway and bone structures. 

A linear spring element was chosen to simulate the effect of the neural control. The 
spring elements were created directly by nodes. The stiffness matrix of element has 
only one component. The action force of the spring element depends on the relative 
displacement of the nodes. The directions of the muscles applied on the upper airway 
depend on the spatial distribution and attachments of the muscles. Whichever the force 
direction is, the final effect turns out to inhibit excessive contraction of the airway and 
retain regular conformation of the airway. Thus, the spatial distribution of the action 
forces wasn’t taken into consideration in this study, and all spring elements are along 
the sagittal direction. The muscle group distributes just in front of the neck, so only the 
anterior wall of the airway will be exposed to muscle forces. The spring elements were 
applied on nodes of the airway from oropharynx to the anterior of the hyoid. The 
spring elements were shown in Fig. 2a. By now, there are no quantitative studies on 
muscle stiffness under the neural control during sleep. In this study, the force-
displacement curve of the muscles was assumed nonlinearly, as shown in Fig. 2b. 

The fluid-structure coupled simulation of respiratory process was carried out  
using FE software Adina, which offers a one-system program that specializes in fluid 
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structure interaction. The main principle of the coupled algorithm in Adina is that the 
displacement compatibility and the pressure equilibrium along the structure-fluid 
interfaces should be satisfied. 
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a                                        b        

Fig. 2. The neural control of the upper airway. a: the position of spring elements; b: the force-
displacement curve of the spring elements. 

In view of the enormous degrees of freedom and the fluid-structural coupled algo-
rithm, the equations for structural dynamics were solved with the sparse solver and 
the nonlinear finite volume equations for airflow were solved iteratively with New-
ton-Raphson method. The time step length is designed quite small at the beginning, 
for the purpose of obtaining a reasonable initial condition for the iteration in the tran-
sient analyses. However, the time step length depends on the pressure gradient varia-
tion, especially around the peak value as well as the moment when expiratory phase 
transits to inspiratory phase or in verse. Therefore, the time step length was artificially 
set only at the initial moment, and then was automatic regulated by the algorithm.  

3 Results and Discussion 

A cross section located on the oropharynx part was selected to describe the deforma-
tion of the upper airway. Fig. 3 shows that the airway model with spring elements 
contract less under the same negative pressure, and expanded less under the same 
positive pressure than that without spring elements. Therefore, the spring elements 
resist the excessive deformation of the airway. The posterior wall of the airway has no 
spring elements, consequently, there is no difference in the posterior walls of the 
airway between models with and without spring elements.  

It should be noted that although deformation of the airway in sagittal direction de-
creased due to regulation of the spring elements, inward contraction of the sidewalls 
of the airway increased, especially under larger negative pressure during inspiration. 
Without regulation of the spring elements, serious inward collapse of the anterior wall 
of the airway led to increase of the curvature of the sidewalls of the airway, which in 
turn enhanced anti-bend stiffness of the sidewalls so that its inward collapse was not 
obvious. In the model with spring elements, reaction forces of the spring elements and 
bone tissue support the anterior and posterior walls of the airway respectively, yet the 
sidewalls lack support so as to have got obvious collapse. 
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Fig. 3. Deformation of the airway section under sleep apnea pressure condition. Solid line: 
airway section before deformation; dotted line: airway section after deformation. A1-A4: re-
sults of the model without spring elements; SA1-SA4: results of the model with spring ele-
ments. Time and pressure of the sections: A1, SA1: T=1.7s, P=-3900Pa; A2, SA2: T=4.2s 
P=760Pa; A3, SA3: T=8.6s, P=-5500Pa; A4, SA4: T=10.5s P=780Pa. 

 

 

Fig. 4. Expiration: Strain distribution of solid model without (top) and with (bottom) spring 
elements during expiration in sagittal direction under sleep apnea pressure condition 
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A sagittal section was selected for analysis of stress and strain distribution. It can 
be seen form Fig. 4 and Fig. 5 that, in both inspiratory and expiratory phases, strain 
concentrations in the oropharynx and basement of the tongue disappeared after spring 
elements were added in the model. At the maximum magnitude of the negative pres-
sure, the boundary of the airway didn’t present obvious variations. There is no ob-
vious difference in the strain distributions of the posterior wall of the airway between 
models with and without spring elements, which shows that spring elements only 
affect the anterior wall of the airway.  
 

 

 

Fig. 5. Inspiration: Strain distribution of solid model without (top) and with (bottom) spring 
elements during inspiration in sagittal direction under sleep apnea pressure condition. 

The air flows in the airway will be obstructed by deformed airway wall which pro-
duces flow resistance. The more serious the airway collapse, the larger resistance it 
generates to the airflow. Besides, the airflow gathers above the obstructive location 
after collapse of the airway, which in turn increases the pressure in the upper airway. 
As a result, resistance in the airway is relevant to both the oropharynx deformation 
and condition of the airflow, and it is also a reflection of breathing fluency. In this 
study, resistance of the airway is obtained by summing up resistance of every node on 
the oropharynx areas of the airway. The oropharynx is the most liable position to 
collapse, and resistance here indicates the general deformation and airflow status of 
the oropharynx. It can be seen from Fig. 6 that for the expiratory phase under positive 
pressure, the curves of resistance of the airway with and without spring elements are 
consistent. The reason lies in that during the expiratory phase, positive pressure ex-
pands the airway, and flow field grows, which decrease resistance of the airway wall 
to the airflow. The action force of the airflow passing the oropharynx to the airway 
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wall is mainly tangential force. Consequently, there is little difference of the airway 
expansion between models with and without spring elements, and the results of both 
models are the same during expiration. When it comes to inspiration phase, the airway 
without control of the spring elements shrinks inward, and airflow during inspiration 
applies on collapsed airway. Therefore, resistance of the airway increases as collapse 
gets larger under greater negative pressure. The spring elements significantly hinder 
collapse of the airway, which renders less airway resistance in the airway model with 
spring elements than that without, especially at the peak of the negative pressure. 

 

Fig. 6. Relationship of the resistance of the airway in oropharynx and the airway pressure 

 

Fig. 7. Relationship of the flux of the horizontal cross-sectional area and the airway pressure 
under sleep apnea pressure condition 
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Flux of the section can be obtained by integration of velocity in the section. It can 
be seen from Fig. 7 that, similar to that of the airway resistance, the curves of the 
positive flux during expiration of the two models with and without spring elements 
are basically accordant. However, negative flux during inspiration is obviously higher 
in the airway model with spring elements than that without spring elements. This is 
due to that decreased collapse in the airway with spring elements sustains relatively 
normal configuration of the airway under negative pressure, which guarantees fluent 
pass of the airflow. During expiration, positive pressure in the airway is lower than 
the negative pressure, which doesn’t induce obvious expansion of the airway. In such 
a situation, the spring elements don’t restrict airway expansion strongly, and the sec-
tional areas don’t change obviously. Therefore, during expiration, there is little differ-
ence of the flux between the two models. 

4 Conclusions 

The respiratory neural control has great physiological significance to the normal res-
piration. Weak or loss of the neural control is one of the major causes of OSAS. In 
this paper, the effects of the neural control on resisting collapse of the airway were 
investigated by spring elements. It has been shown that under sleep apnea pressure, 
after adding spring elements to the airway model, strain concentrations in the oropha-
rynx and basement of the tongue disappeared; resistance of the airway diminished; 
flux of the horizontal cross-sectional area increased at the peak of the negative pres-
sure in the airway. This study reveals that regulation of spring elements effectively 
restraints the deformation of the airway, and in turn reduces the occurrence of OSAS. 
Although the spring elements can’t perfectly reflect the mechanism of the regulation 
of the respiration nerve, it is a meaningful attempt to simulate the dynamic process of 
respiration using the FE models of OSAS. 
 
Acknowledgements. This study was supported by Beijing Natural Science Founda-
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Abstract. This study is to detect the flow field characters of NIVAD and the 
hemolysis test in vitro and to evaluate the hemodynamic performance and the 
influence on calves. The flow field characters of NIVAD were calculated by 
CFD. In hemolysis test in vitro, controlled flow of NIVAD 5 L/min and the out-
flow tract pressure 100 mmHg, the plasma free hemoglobin (FHB) content and 
the hematocrit (HCT) were measured at 0, 0.5, 1, …4 hours. Then NIH (Normal 
Index of Hemolysis) of NIVAD was calculated. In vivo experiments, NIVAD 
was implanted in 8 calves. Physiological index and biochemical data of serum 
were taken during the experiments. The nephograms show the speed and pres-
sure change of NIVAD flow field by CFD. The hemolysis, which was evaluated 
by NIH was 0.065±0.014mg/L in vitro, by FHB was below 10 mg/dl in vivo. 
There was no obvious thrombus and adverse events on the animals and pumps. 
Biochemical data of serum evaluation showed that implantation of NIVAD in 
calves did not impair end organ function. Gross and microscopic sections of 
kidney, liver, and lung revealed no evidence of microemboli, edma or infracts. 
The index of NIVAD satisfy the request of clinic use. The results of experi-
ments in vitro and in vivo lay foundations for clinic use in future.  

Keywords: Ventricular assist device, Computational Fluid Dynamics, Hemolysis, 
animal experiments. 

1 Introduction 

Every year a fifth of heart disease patients worldwide will suffer from heart failure 
[1]. Currently the treatments for heart failure are drugs, heart transplantation, ven-
tricular assist devices (VAD) and others. Since clinical application of VAD in the 
1960s, after a long time of research and development, the axial pump became a major 
method for treating heart failure. Several kinds of VAD have been applied for clinic 
applications all over the world, of which HeartWare, Berlin Heart Incor, DeBakey 
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VAD and so on are the best known. However, merely few VAD are used in China 
partly because of their high prices. Thus, it is imperative to develop a domestic VAD 
with our independent intellectual property rights, although the domestic research 
started much later in a very slow progress, and so far no commercial VAD is available 
for clinic applications. Over the last decade, the national implantable ventricular assist 
device (NIVAD) has been designed and developed by our group. In comparison to 
other blood pumps, NIVAD has a smaller design and lower rotating speed with suffi-
cient flow [2].  

The purpose of this study was to calculate the characters of flow field, evaluate the 
hemolysis in vitro using NIVAD, and to detect biocompatibility by monitoring hema-
tology, chemistry blood, autopsy, postexplant device examination to improve pump 
and cannula design, resolve the animal model, provide feedback for surgeons to gain 
experience. 

2 Flow Field Characters and Hydrodynamic Performance  
of NIVAD 

2.1 Device Description 

NIVAD is a miniaturized rotary blood pump with an outer diameter of 29.5 mm, a 
length of 76 mm, a weight of 158 g, a speed range of 5000-11000 rotations/min and 
max flow 9 L/min (100 mmHg). At the speed of 7500-8000 rotations/min and after-
load 100 mmHg, a flow of 5 L/min can be delivered. The pump consists of a rotor 
driven by a brushless direct current (DC) motor, the housing of the rotor, the inflow 
inducer, the outflow wing-type diffuser and the big-small tandem impeller (Fig.1.a-b). 
The titanium wall and components inside the pump are coated by polyurethane hepa-
rin. This design uses an advanced fluid dynamics method and the efficiency is im-
proved. Also we design a real-time flowmeter with 29.5×24 mm, weight 26.5 g which 
can detect the flow and pressure of the pump outflow based on Doppler principle. The 
whole pump is controlled by an intelligent monitor which can display the parameters 
of the pump and allow the management of the pump by varying the rotational speed. 
A mini battery with 55×57×150 mm and a weight of 1120 g, 24V 6A can supply 
power for 4-6 h continuously. The detailed design features of the NIVAD have been 
published previously [2-3].  

 

Fig.1a. National Implantable Ventricular Assist Device (NIVAD) 
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Fig.1b. 1-Inlet tie-in, 2-Inlet guide vane, 3-Motor stator, 4-Magnetic ring,5-Small impeller, 6-
Big rotor, 7-Outlet guide vane, 8-Outlet tie-in 

2.2 Hydrodynamic Performance 

The different volume force loads in the blood pump circuit are simulated to obtain the 
blood pump hydrodynamic performance curve by Computational Fluid Dynamics 
(CFD). The volume forces are 50000 N/m3, 57000 N/m3, 60000 N/m3, the blood 
plasma accounts for 65% of the overall blood, and the red blood cells account for 
35%. Fig.2 shows the calculated hydrodynamic performance curve, and also shows 
the design operating point (the flow rate is 5 L/min and the head is 100 mmHg). It can 
be seen from that figure that the calculated hydrodynamic performance of the blood 
pump basically meets the design conditions. It is shown that the flow rate is 5 L/min 
corresponding to the head of 102.24 mmHg based on the curve fitted results of the 
numerical simulation. The force load should be 58700 N/m3 according to the numeri-
cal simulation.  

 

Fig. 2. Hydrodynamic performance curve of the blood pump 

In order to analyze the relation between the blood pump performance and the blood 
components, the plasma with the overall proportion of 70%, 65% and 60% is as-
sumed, respectively, for the volume force load of 58700 N/m3, and the three calcu-
lated results of the blood pump hydrodynamic performance are shown in table 1. It 
can be seen that the blood components affect the hydrodynamics performance of the 
blood pump very little.  

Table 1. The blood pump hydrodynamic performance for different blood components 

Plasma ratio (%) Head (mmHg) Flow rate (L/min) 

70 102.33 4.96 

65 102.24 5.00 

60 102.24 5.03 
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2.3 Flow Field Characteristics 

The simulation of flow field and interior structure of NIVAD is shown in Fig.3. As a 
whole, the interior flow field of NIVAD is smooth when rotation is 9000 rpm/min, 
head 100 mmHg and flow rate 7.7 L/min. The velocity and the pressure distribution in 
the internal flow field of the blood pump can be analyzed under the conditions of the 
volume force load of 58700 N/m3 and the plasma ratio of 65%. Fig.4 and Fig.5 show 
the flow velocity distribution and the pressure distribution in the axial plane of the 
blood pump. From these figures it can be seen that the velocity is stable in the part 
from the impeller inlet to the small wheel of the blood region and the pressure distri-
bution is relatively regular. But the flow field shows some disordered features and the 
pressure distribution has relatively large variations in the large wheel region and the 
outlet guide vane area.  

 

Fig. 3. Simulation of flow field and structure of interior NIVAD (Rotation 9000 rpm/min, Head 
100 mmHg, Flow rate 7.7 L/min) 

 

Fig. 4. Velocity distribution in axial flow field 

 

Fig. 5. Pressure distribution in the axial surface of the flow field 

The characteristics of the flow fields in the small impeller region, the big impeller 
region and the outlet guide vane area are analyzed by taking the cross-sectional views. 
Fig.6 shows the three cross section locations. Fig.7-9 show the axial velocity and 
pressure distributions in the cross sections in the small impeller region, the big impel-
ler region and the outlet guide vane area, respectively. From Fig.6, it can be seen that 
the axial velocity varies little in the small impeller region, the pressure distribution in 



238 T. Li et al. 

the circumferential direction varies relatively little, the isobar is in an annular shape, 
with a radical variation. This kind of flow field means a poor performance with re-
spect to the blood hemolysis. From Fig.6, it can be seen that the flow direction in the 
small narrow gap between the motor stator and the magnetic wheel is opposite to the 
mainstream direction in the pump. The scouring effect will help to avoid the adverse 
effect due to the flow stagnation of blood. The large flow field in the big impeller 
region sees more chaos, the velocity ranges from 5.5 m/s to 3 m/s, with a reflux in the 
blade root hub. The flow field in this region shows a poor quality and the variations of 
velocity and pressure is relatively large.  

 
Fig. 6. The cross section location map 

                

Fig. 7. The flow field distribution on the cross section of the small impeller region. Left is the 
axial velocity distribution. Right is the pressure distribution. 

                

Fig. 8. The flow field distribution on the cross section of the big impeller region. Left is the 
axial velocity distribution. Right is the pressure distribution. 

                

Fig. 9. The flow field distribution on the cross section in the outlet guide vane region. Left is 
the axial velocity distribution. Right is the pressure distribution.  
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3 Materials and Methods 

3.1 Hemolysis Experiment in Vitro 

The hemolysis test in vitro was designed as Fig.10. We simplify the physiological 
circulation system as atrium-ventricle-artery-vein-atrium. The medical blood con-
tainer (FLY-2000K, FLY Medical, LTD. China) was used as atrium, NIVAD as ven-
tricle and medical tube as vessel. An electronic thermometer (Darrcom JXB-178, 
China) was used to measure the temperatures of pump inflow and outflow. The real-
time flowmeter was set on the outflow of NIVAD. The blood container was soaked in 
water which has a heater and a circulation to maintain a constant temperature of 37°C 
blood system.  

Six hemolysis tests were taken. Each time, 2000 ml of calf blood was anticoagu-
lated at the proportion of 1:9 with 3.8% sodium citrate. The flow was adjusted to 
5L/min and the outflow pressure at 13.3 kPa (100mmHg) through the damper valve 
and rotational speed of NIVAD. Blood samples were taken before and 0.5, 1, 1.5 … 4 
h after NIVAD working. Free plasma hemoglobin (FHB) (SIGMA Diagnostics, St. 
Louis, MO) and hematocrit (HCT) were measured. During the same time, the unused 
calf blood was taken as control. The results were calculated as the average. Addition-
ally NIH (Normal Index of Hemolysis) was calculated to evaluate the hemolysis.  

 

Fig. 10. Equipments of Hemolysis experiment in vitro 

3.2. Experiment in Vivo  

Animal care 8 healthy young male calves (weighing between 90 and 140 kg) were 
used in these experiments. All animals received humane care in compliance with the 
“Regulation to the Care and Use of Experimental Animals” (Beijing Council on Ani-
mal Care, revised 2006, China). Animal care and use committee of Tongji university 
approved all protocols used in the present study. 

Surgical procedure and postoperative care Food was withheld from each calf 48 
hours and water for 24 hours before induction of anesthesia. A standard anesthesia 
protocol was followed. Anesthesia was induced with glycopyrrolate (1 mg) and keta-
mine (5 mg/kg) intramuscularly (IM). A cuffed endotracheal tube and an orogastric 
decompression tube were inserted. General anesthesia was maintained with isoflurane 
(1.0-3.0%) in oxygen (40-100%). The anesthetized calf was then placed on the operat-
ing table in the right lateral decubitus position with preparation for a left thoracotomy. 
The left neck was incision and allowed two catheters to be inserted into the left jugular 
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vein for intraoperative blood test and carotid for monitoring arterial pressure and blood 
gas. The NIVAD was implanted through thoracotomy from the 4th intercostal space 
during cardiopulmonary bypass (CPB) at a body temperature of 30-32 °C (Fig.11). A 
silicone/polyester sewing cuff was sewn to the ventricular apex with pledgeted, coated, 
braided 2-0 polyester mattress sutures. The inflow cannula of NIVAD was inserted 
into the apex of the left ventricle and secured with cotton tape around the cuff and 
pump casing. The outflow cannula was connected to the descending aorta with a 4-0 
propylene suture. Air was removed from the left ventricle, pump and graft. Once the 
calf’s body temperature was normalized (37-39 °C), the calves were then slowly 
weaned from CPB [4]. After routine closure, the calf was transported to the intensive 
care unit of our animal facility and positioned in a sling within the stanchion for post-
operative recovery (Fig.12). An infusion of dopamine (5 μg/kg/min) and heparin (0.01 
μg/kg/min) was started upon the calf’s arrival in intensive care [5]. Activated clotting 
time (ACT) was maintained at a value of 200-250 s throughout the whole observation 
period. Ceftazidime was given 4g bid intravenous during and after the operation. The 
calf was extubated once the swallowing reflex had returned and awareness was clear 
within 24h after the operation. As the animal became more alert, the sling was gently 
lowered and the calf positioned in sternal recumbency. Arterial blood gas measure-
ments, hematologic and serum biochemical parameters, FHB, parameters of NIVAD 
and normal postoperative monitor were analyzed every 3h in the 1st day. From the 2nd 
day on, we implemented these everyday.  

Pathology When animals were sacrificed, tissue samples were taken routinely. The 
hearts, kidneys, livers and lungs were evaluated macroscopically. The cannula and the 
pump were also examined to detect the thrombus. 

 

Fig. 11. The implantation of NIVAD 

 

Fig. 12. Calf with NIVAD and recovery in postoperative period 
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4 Results 

4.1 Hemolysis Results 

During the 6 experiments in vitro, FHB varied from 1.7-40.2 mg/L and showed on an 
average rotation of 7800 r/min (Table.2, Fig.13). The temperature was changed from 
0.5-1.3 °C between exit and entrance of NIVAD (Fig.14). The pump has certain dam-
age to erythrocytes by shear not heating blood. Average of NIH was calculated from 
six hemolysis tests. Formulas as followed: 

NIH (mg/L) =ΔFHB × V × (100-Hct) / 100 × 100 / (Q×T) 

ΔFHB = increase of plasma free haemoglobin concentration (mg/L) over the sampling 
time interval; V = circuit volume (L), Q = flow rate (L/min); Hct = hematocrit (%), and T 
= sampling time interval (min). During the 6 tests, the average of NIH is 0.065±0.014 
mg/L within the normal range 0.01-0.1 mg/L comparing to other VADs [6-9].  

Table 2. The content of Plasma Free Hemoglobin (mg/L) 

Group/ 
Time 

0h 0.5h 1h 1.5h 2h 2.5h 3h 3.5h 4h 

Hemolysis 
1.7± 
1.05 

2.8± 
1.87 

8.5± 
6.16 

16.2± 
12.37 

25.03±
15.88 

32.15±
15.68 

36.17±
15.89 

36.80± 
15.80 

40.27± 
14.88 

Control 
1.27± 
0.71 

1.23± 
0.88 

1.38±
1.02 

2.78± 
3.00 

2.87± 
1.75 

3.48± 
2.01 

5.13± 
2.67 

5.83± 
3.68 

6.07± 
3.26 

 
The hemolysis group is significant with the control group by analysis of variance 

(P<0.01) 

4.2 Experiment Results in Vivo  

8 calves were implanted with NIVAD with all surviving beyond the perioperative 
period. The pumps ran continuously from 26 h to 132 h with sufficient flow (3.59-4.85 
L/min) against mean AP 110-130 mmHg (Fig.15). Rotation and outflow fluctuated  
 

 

Fig. 13. Mean FHB in 6 Hemolysis tests in vitro 
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Fig. 14. The change of temperature during test 

 

 

Fig. 15. The graph illustrates the mean values of RPM and outflow of NIVAD during 132 h in 
calves 

from 24 h to 132 h because of some individual cases in which a flow disturbance was 
present. The overall level of pump rotation was stable at approximately 5500-6900 
r/min. 

Renal function (as measured by blood urea nitrogen-BUN and creatinine plasma 
level) and liver function (plasma bilirubin) remained normal. Creatinine, BUN and 
bilirubin increased in the postoperative observation period (Fig.16). The average daily 
FHB level varied from 4.3 to 9.1 mg/dl which was less than others’ limit of 20 mg/dl 
[10-11].  

 

Fig. 16. The mean Creatinine, BUN, Bilirubin and FHB are illustrated of 8 calves up to 132h 

After death of animals, autopsy was performed on every animal. Endocardial and 
myocardial contusions were seen in one animal and may have been related to negative 
pressure created by the high speed of the pump when the ventricular filling volume 
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was low (hypovolemia, bleeding, etc). There was no evidence of systemic throm-
boembolism in all calves. Similarly, disassembly of the pumps from these animals 
demonstrated no thrombi on inner surfaces and outflow grafts. The hearts, lungs, 
livers and kidneys of all calves were taken to pathology and electronic microscope 
analysis. There was no obvious hyperaemia and infarct in myocardium. The lungs 
showed no signs of pulmonary edema or atelectasis. The liver and both kidneys 
showed no infarcts. Electronic microscope of all the tissues showed no obvious dam-
age at cell level. 

5 Discussion 

Ventricular assist device (VAD) has been shown to be effective for short-term ther-
apy, as a bridge to heart transplantation and for permanent cardiac support. During the 
past decades, new generations of VAD were continuously developed. But in China, 
there was no domestic commercial VAD for the Chinese. Partly because of the high 
price of imported VADs, there were used by a few patients. Since 2001, our group has 
worked on and developed an axial pump NIVAD at Shanghai East Hospital [2-3, 12-
14]. The third generation NIVAD is to date one of the smallest heart assist devices 
(diameter 29.5 mm, long 76 mm, weight 147 g). Preparation and implantation tech-
nique of the pump proved to be technically easy, safe, and reproducible. The small 
size of the pump can save intrathoracic space with minor displacement of the lung and 
may allow implantation of the pump even in thin adults or large children.  

The studies of inner flow field by computational fluid dynamics (CFD) show that 
serious red blood cell damage may mainly occurs in the complex flow areas such as 
boundary separation, reversal, and leakage flow [2-3]. The whole inner flow field of 
NIVAD is smooth in the mass. The hemolysis tests in vitro show a good performance 
in hematology. The results of the hemolysis tests coincide with CFD. Although FHB 
rises significantly, it is related to the shear force of the impeller of NIVAD and is not 
caused by the heating of the pump. However the value of FHB and NIH was still in 
the allowed clinical range [6-9].  

In vivo experiments, some degree of pump flow fluctuation is maintained because 
of the varying inflow pressures which result from ventricular contraction [5]. This 
varied inflow pressure increases flow from NIVAD. But the calves have generally 
shown no evidence of end-organ dysfunction or hypoperfusion attributable to flow 
fluctuation. However, little is known about the long-term physiologic effects of con-
tinuous axial flow perfusion. Main characteristics for a good blood pump are good 
results regarding thrombus and hemolysis. Hemolysis can be defined as FHB above 
20 mg/dl in vivo [10-11]. During the animal experiments, results of hemolysis of 
NIVAD were acceptable when they were below 10 mg/dl. The risk of thrombembolic 
events in human VAD patients is at approximately 30%, despite all effort to achieve 
an effective anticoagulation [15-16]. In calves with VAD, the number of thromboem-
bolic events is probably even higher than in humans caused by the calves’ specific 
complex coagulation system. Despite so, thrombembolic events were successfully 
prevented in our studies in vivo by controlling the ACT constant at 200-250 s [17]. In 
evaluation of removed NIVAD, we didn’t found thrombus inside the pump.  
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Complications related to late bleeding caused the death of some calves. This inci-
dent is not related to the device but may be related to the difficulty in maintaining 
coagulation parameters within a specified range in calves. The function of liver and 
kidney were good although creatinine, BUN and bilirubin in plasma rised postopera-
tively. But the parameters of hematology were still in the normal ranges. Their rising 
should be related to the trauma of operation. The pathology also confirmed that there 
was no edema or infarcts in these organs.  

Our research still has some limitations. First, chronic animal experiments should be 
taken to evaluate long term effect on remote organs by NIVAD. Second, the NIVAD 
is designed to be used in patients with end-stage cardiac failure. Therefore, our pre-
sent results, obtained in healthy animal models, may not be directly applicable to the 
clinical setting. This limitation might be addressed in the future by establishing an 
ischemic or heart failure animal model. Finally, we should pay more attention on 
animals recover and resume eating and drinking within 24h after surgery. This is an 
important factor in ruminants, because prolonged atony of the rumen will lead to the 
demise of the animal [18]. 

6 Conclusion 

We can improve and develop the design of NIVAD in blueprint with CFD. While, we 
have established a reliable, reproducible calf model and hemolysis test in vitro for 
NIVAD. Additional chronic studies and pathologic animal model are acted. Repeated, 
success in vitro and vivo test of the NIVAD allows the pump to move forward into 
clinical trials. 
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Abstract. Recently, there is a big need for the fused visualization in medical  
simulation field (e.g., the large-scale blood flow dataset). That is because it is  
desirable and advantageous to fuse the different objects (e.g. the fusion of red 
blood cells and platelets) and analyze the relationship between them. Neverthe-
less, such a simulation date always results in a large-scale time-varying volume 
data, which make the fused visualization even more difficult. To solve this prob-
lem, a sorting-free rendering technique, Particle-based Rendering (PBR), is used 
to visualize the large-scale time-varying volume data. Because this method visu-
alizes the volume data by generating opaque particles from the original volume 
data and projects these particles to the image plane, the visibility sorting is not 
needed. This makes the fusion of different objects and handling of large-scale 
volume data is very easy. Moreover, a time-varying visualization framework is 
developed to visualize the time-varying data in real time and analyze the dynam-
ics of the time-varying data in detail. The designed system is applied to the large-
scale blood flow dataset, and the experimental results show its efficiency. 

Keywords: Fused visualization, time-varying visualization, large-scale volume 
data, particle-based rendering, medical visualization. 

1 Introduction 

Time-dependent simulations can be found in many scientific fields (e.g. computation-
al fluid dynamics, electromagnetic field simulation or ocean prediction). A good visu-
alization result for these time-dependent simulations is always needed to clearly show 
changes and variations over time. However, effective visualization of time-varying 
data is extremely difficult to achieve due to the complexity of illustrating multiple 
time-steps and clearly showing changes and variations over time. 

Moreover, in some recent researches, the time-dependent simulations may also 
need to fuse different objects together to observe and analyze the relationship between 
these objects. This need is especially urgent for the medical simulation field [7]. To-
ward the multi-scale simulation for a human body, Sugiyama et al. [4] have developed 
novel numerical methods to simulate the time-dependent blood flow. To figure out the 
effect of the red blood cells on the platelet motion, the fusion of these two objects is 
needed. The spatial and temporal resolutions for the simulation data is also very high 
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so that the shape of the vesicles subjected to the linear shear flow can be represented. 
Such a large-scale time-varying volume data make the fused visualization becomes 
much more difficult. 

To visualize such a huge size of volume dataset and perform the fusion of different 
objects, the traditional visualization is always based on the extracted surfaces (poly-
gon) or 2D images to realize the fusion of different objects [5] [7] [8]. That is because 
different objects can also be converted into different surfaces, and the fusion of poly-
gons and 2D images make the rendering be easy to be realized. However, a real fusion 
of different objects, including volume/surface, can provide a more realistic result for 
the positional information of these objects and can help the researchers to analyze the 
result more efficiently. At a result, a good rendering method is needed to render the 
time-varying volume data and also fuse different objects efficiently. 

To solve this problem, we employ our particle-based rendering technique, which 
can handle large-scale volume datasets and easily fuse different objects, since it utilizes 
proxy geometries that are a set of opaque particles. The number of the particles is not 
in proportion to that of volume cells, but in inversely proportional to the square of the 
particle radius. If we determine an appropriate radius, the number of the particles can 
be reduced so that it can fit the GPU memory. This fitting is mandatory for interactive 
rendering. To develop a particle rendering algorithm, we revisited a brightness equa-
tion in the volume rendering algorithm and reconsider the definition of opacity which 
is usually derived from a user-specified transfer function. We define a density function 
of emissive opaque particles. According to the density function, we generate particles 
in a given volume dataset and project them onto an image plane. Because an opaque 
particle is used, no visibility sorting is required and the fusion of different volumes and 
surfaces becomes very easy to be realized. In order to render the time-varying volume 
data, we also develop a time-varying visualization framework. With this frame work, 
the large-scale time-varying data can be visualized in a real time, so that user interac-
tion can be realized to analyze the visualization results more efficiently. To verify the 
efficiency, we apply our system to the large-scale blood flow dataset. This is a large-
scale time-varying data from the medical simulation. The experimental results and the 
user feed backs show the efficiency of our system. 

The rest of this paper is organized as follows: in section 2, previous researches re-
lated to our work are presented, and we also make a brief introduction of the large-
scale blood flow dataset used in our system. In section 3, we make a detailed explana-
tion of our proposed particle-based rendering system. The application results are 
showed in section 4. Section 5 gives the discussion on the application results. The 
conclusion is described in section 6. 

2 Background and Datasets 

2.1 Related Works 

There is a big need for the fusion of different objects in many visualization fields 
especially for the medical field. That is because it is desirable and advantageous to 
show the different objects and analyze the relationship between them [7].   
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Since the fusion visualization for the medical domain has very important  
application, there are many approaches proposed in this domain. Baum et al. [7] has 
proposed a fusion view to fuse the different date measured from CT (computed tomo-
graphy), MRI (magnetic resonance imaging), PET (positron emission tomography) 
and so on. The fusion result can provide a detailed analysis for the measured data. 
However, the measured data are 2D images, for the simulation data such as the blood 
flow data used in this paper, the fusion cannot be realized by this system. Prckovska 
et al. [8] also develop a multi-field visualization framework to fuse the measured 
results from DTI (diffusion tensor imaging) and HARDI (high-angular resolution 
diffusion imaging), which is also based on the 2-dimensional image. 2D image based 
fusion visualization can also be found in other related works, which cannot fit the 
needs of the fused visualization for 3D volume objects and semi-transparent surfaces. 

As for the fused visualization for the 3D objects, how to sort the multiple objects 
and fuse the together comes to be a main challenge. Generally, surface-based visuali-
zation techniques, such as isosurfaces, sectional slices, and boundary faces, are useful 
in understanding the geometrical structure of a scalar field. Aaron et al. [9] proposed a 
volume ray-casting technique using peak-finding, which can integrally render the 
volumes and the isosurfaces extracted from the volumes, and confirmed the effective-
ness of the technique by rendering several structured grid datasets. However, since 
this system use the ray casting rendering method, it needs to store the whole data into 
GPU. If the data size of the volumes and surfaces (such as the case of blood flow 
datasets) is over the GPU memory size, these data cannot be visualized. Other ap-
proaches of fused visualization for volume and opaque isosurface rendering can be 
found in [10] [11] and a transparent rendering technique of semi-transparent multi-
isosurfaces [12] have also been proposed. All of these methods cannot render the 
large-scale data with the data size over the GPU memory.  

To make a fused visualization with an efficient sorting and handle a large-scale da-
ta, recently utilizing proxy geometries that are a set of opaque particles have been 
proposed. Koyamada et al. proposed the particle-based volume rendering (PBVR) 
method [13] [14] which uses tiny particles as rendering primitives. Because this me-
thod only need to project the generated opaque particles, it does not require any sort-
ing and is applicable to large-scale data. In our opinion, this sorting-free method can 
also be applied to fuse different objects by simply merging the generated particles 
together. 

2.2 Datasets 

The blood flow dataset is a big data from a numerical simulation performed on the K 
computer by Sugiyama et al. [5]. The K computer is a distributed-memory supercom-
puter system, which includes 80,000 computer nodes [3]. Each computer nodes con-
tains an eight-core CPU SPARC64TMVIIIfx with a 2 GHz clock frequency and a set 
of 16 GB memory. As a result, the output data has a very high resolution that 
3,072×640×640. It contains the volume data of red blood cell, platelet and velocity 
vector. The whole datasets contain 100 time steps. For each time step, the data size 
reaches about 20 GB for the red blood cell volume, platelet volume. 
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With this large-scale blood flow dataset, our main goal is to confirm the detailed 
movement of the red blood cells and platelets, and also the interactivity of them. This 
raises a requirement to fuse the different volumes of red blood cell and platelet in the 
visualization result. Sugiyama et al perform the LSV [6] rendering method on the K 
computer to observe the detailed motion of red blood cells and platelets. To fuse these 
objects, they change the volume data into isosurfaces but not to fuse the original vo-
lume. Such an approach is very hard to observe the contents inside the red blood cell 
and also hard to change the opacity. Moreover, it takes about 7 minutes to render one 
image on the K computer. This rendering speed makes the interactive visualization be 
very difficult to be realized. 

3 Proposed Method 

In this paper, we use the particle-based rendering (PBR) to visualize the large-scale 
time-varying volume data. Because this particle-based rendering use the opaque par-
ticles, the fusion of different objects and the handling of large-scale data become 
possible. We also developed a time-varying visualization framework. With this frame 
work, we can visualize the large-scale time-varying data in a real time, so that user 
interaction can be realized to analyze the visualization results more efficiently. 

3.1 Particle-Based Rendering (PBR) 

Particle-based rendering technique is a rendering technique based opaque particles in 
the object space. The original version is proposed by Koyamada et al. [1] [13] [14] 
[15]. In this technique, a set of opaque particles is generated from a given 3D scalar 
field based on a user-specified transfer function. The final image is then generated by 
projecting these particles onto the image plane. The particle projection does not need 
to be in order since the particle transparency values are not taken into account. During 
the projection stage, only a simple depth-order comparison is required to eliminate the 
occluded particles. The algorithm is listed as following. 

Assuming that the volume data is a set of light-emitting cloud particles, the bright-
ness B at the eye position can be solved numerically as follows [2]: 

 

                         

(1)

 
 

Here, a viewing ray is evenly subdivided into n segments, and   and  
represent luminosity and opacity values at the i-th sampling point, which is a central 
point of the interval . Usually, the opacity is specified through a transfer 
function, which is set by user. In the density emitter model, the opacity  in the k-th 
ray segment is defined as: 

                      
(2) 
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Here,  and  represent the number of particles in the unit volume and the radius 
of a particle, respectively. Since the Poisson distribution is assumed for the number of 
particles in the density emitter model, the opacity describes the possibility that more 
than one opaque particle exists along the ray segment. If we assume that the density 
function is constant in the segment, and that the ray segment length can be described 
as , we have: 

 

                        (3) 
 

From Equation (3), the opacity can be generally expressed as: 
 

                         (4) 
 

As a result, the particle density used in the particle generation can be estimated us-
ing the radius, an opacity value in the user-specified transfer function, and the ray-
segment length used in the ray- casting. From Equation (4), we have: 

 

                           
(5)

 
 

With this particle generation function, O-PBR is composed of three parts (Figure 1):  
 

 

Fig. 1. The three steps of PBR: particle generation, particle projection, ensemble average 

Step 1. Particle generation: A set of particles is internally generated for each vol-
ume dataset using the density distribution function (5) from a user-specified 
transfer function. The generation process is done in a cell-by-cell manner.  

Step 2. Particle projection: For the second step, the generated particles are then 
projected onto the image plane to create a rendered image for the volume data-
set. At the same time, the calculation of the particle size and the shadow process-
ing are also performed by using the normal vector. 

Step 3. Ensemble average: This process means that for the group of particles gener-
ated by using different random numbers, the particle projection process is per-
formed multiple times, and the generated images are superimposed on each other 
to obtain the average. The multiple times is called the repetition level. In general, 
a larger repetition level can provide a higher image quality but needs more com-
putational resources. 

We can achieve a level-of-detail (LOD) control by setting different repetition level. 
Generally, a larger repetition level can provide a better image quality but needs more 
computational resources (Figure 2). 
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Fig. 2. The image quality of the pump data in an enlarged view obtained by using PBR  
(Lr: repetition level) 

With this PBR method, because the projection of opaque particles does not need 
any visibility sorting, a high-speed rendering can be realized. When we need to fuse 
the different volumes, we only need to merge the different particles generated from 
these volumes together and project them to the image plane (Figure 3). As a result, 
our PBR is very suitable for the fused visualization of large-scale volume data. 

Fig. 3. Fused visualization with particle-based rendering 

3.2 Time-Varying Visualization 

With the particle-based rendering, we also developed a time-varying visualization 
framework. With this frame work, we can visualize the large-scale time-varying data 
in a real time, so that user interaction can be realized to analyze the visualization 
results more efficiently. 

As the pre-process, we first need to generate particle data from different volume 
data or surface data (e.g. the red blood cell volume and platelet volume). Using the 
given transfer function, we generate particles from the time-varying data. In every 
time step, particles are repeatedly generated and saved as one file. 

Before we launch the rendering animation, we first need to load the particle data for 
different objects. These data are loaded to CPU memory so that there is no need to 
read data from the hard disk during the animation. In the rendering process, GPU 
projects these particles to the image plane depending on the number of repeat levels. 

Lr=1 Lr=49 Lr=100 

Particle-based Rendering

…Ensemble 
averaging 

Volume 1 Volume 2 Volume 3
Volume 4 
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And the higher repeat level can provide a more high-quality image. At the process 
flow (Figure 4), firstly the particle data is loaded to the CPU memory before the ani-
mation is launched. The particle data of time step 0 is rendered to the image plane, so 
that the user can get an initial image of the time-varying data. As we begin the anima-
tion, our system transfers the particle data to GPU memory and these data are ren-
dered step by step in regular intervals. At certain time step t, the particle data of pre-
vious step t-1 that has been rendered by GPU would be deleted from GPU memory. 
And the particle data of current time step t is transferred to the GPU memory and 
rendered to the image plane. After the rendering of the time step t ended, the same 
process would be performed to time step t+1. By repeating this until the last time step 
n, we can obtain the animation of visualization result. 

 

 

Fig. 4. Process Flow Diagram of the Animation 

4 Application 

In this section, we show the application of our system to the large-scale blood flow 
datasets. This experiment is conducted with an Intel Core i7-2820QM CPU (2.3 
GHz), an NVidia GeForce GTX580M 2 GB GPU, and 16 GB of system memory. The 
operating system used in this experiment is Ubuntu 12.04 LTS. In the experiment, we 
take 10 time steps from the original data into the experiment. We measure the particle 
generation time, show the rendering image, and get the user feedbacks to confirm the 
effectiveness of our system. 
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As the pre-process, the whole time step particle data are generated from different 
objects of red blood cell volume and platelet volume. With a repetition of 15, each 
time step cost about 115s to generate particles. By rendering these particle data, we 
can obtain the animation of the time-varying unstructured grid dataset (Figure 5). For 
each time step, it cost About 1.2s as the rendering time. Moreover, because our sys-
tem makes the rendering in real time, we can zoom in or zoom out during the render-
ing process. This can be very helpful to the detailed analysis (Figure 6). 

 

Fig. 5. The rendering image during the animation 

Fig. 6. During the rendering process, we can zoom in or zoom out and also change the view 
point to get detailed analysis. 

We also show this system to some domain experts and get user feedbacks from 
them. The main feedbacks are summarized as following: 
1. The interactive visualization for the large-scale blood flow data is possible on a 

normal computer. This is very helpful for the visual analytics. In the previous 
work, the visualization for this data needs to be performed with a super computer. 

2. The fused visualization for the red blood cell volume and platelet volume is very 
helpful to know the he positional relation of them. This is very important to ana-
lyse some blood diseases such as deformable vesicle problem. 
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3. The whole view for the entire data and detailed analysis for the enlarged local 
part is provided. This is very helpful to analyse the interactive motion of red 
blood cells and platelets. 

4. The image quality is also good enough to perform the visual analysis. 
5. The pre-process: particle generation process costs a little long time. 

From the above experimental results we can see the different objects: red blood cell 
volume and platelet volume are fused clearly. Our system can also render the time 
varying data efficiently with a rendering time about 1.2s for each time step. This is 
much faster than the previous by Sugiyama et al. [5]. With this system, the interactive 
visual analytics is possible with even a normal computer. The user feedbacks of 1, 2, 
3 and 4 also confirm that our system is very efficient to analyze the interactive motion 
of red blood cells and platelets, and the positional relation of them. The image quality 
of the particle-based rendering method is also good enough to perform the analysis. 

However, there are also some disadvantages of our system. First, as commented in 
the user feedbacks 5, the particle generation process costs a little long time (about 
115s for each time step). The main reason to cost so much time is that we need to 
generate particles in cell by cell manner for the volume data, and such a process can 
cost much time. In our future work, we would like to implement more efficient par-
ticle generation method. Moreover, the edition for transfer function is very time cost-
ly. That is because when we edit the transfer function, we need to regenerate particles. 
In our future work, we plan to develop a regeneration-free PBR so that when we 
change the transfer function, the rendering result could also be changed in real time. 
After that, we plan to add the user interface for the transfer function edition. 

5 Conclusion 

In this paper, we have proposed a fused visualization system to visualize the large-
scale blood flow datasets with Particle-based Rendering. Because the rendering me-
thods used in this system does not need any visibility sorting, it can handle a large-
scale volume datasets, and the fusion of different objects is also easy to be realized. In 
order to render the time-varying volume data, we also developed a time-varying visu-
alization framework. With this frame work, we can visualize the large-scale time-
varying data in a real time, so that user interaction can be realized to analyze the visu-
alization results more efficiently. To verify the efficiency, we applied our system to 
the large-scale blood flow dataset. This is a large-scale time-varying data from the 
medical simulation. The experimental results and the user feed backs show the effi-
ciency of our system. 
The video of our system can be found as following link: 
https://dl.dropboxusercontent.com/u/30566727/LSMS%26ICSEE%202014.mp4 
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Abstract. Emergencies always bring about lots of huge harm to people and are 
very difficult to be forecasted. Therefore, researches on emergency manage-
ment have been hot to find the ways to reduce their devastating effect on human 
beings. This paper proposed one method using agent-based simulation to  
research emergency management according to ACP (Artificial Societies, Com-
putational Experiments, Parallel Execution) approach. Firstly, the structure of  
a simulation system oriented to emergency management was analyzed and  
designed. Then a simulation system oriented to public health emergency  
management was constructed to study the transmission of infectious diseases. 
Finally, two experiments were carried out based on the system. 

Keywords: Agent, Emergency management, ACP, Simulation system, Trans-
mission of infectious diseases. 

1 Introduction 

An emergency is a sudden serious event which can or may do lots of harm to society 
and requires immediate actions, such as a nature disaster, an accident, a public health 
event and a society security event [1]. Emergencies always take place out of people’s 
expectation and can always exert a devastating effect on human beings. What’s more, 
a large-scale emergency will give rise to a series of other ruinous disasters. Therefore 
researches on emergencies have become hot issues. G. Kou et al. [2] proposed an 
efficient disaster assessment expert system, which integrates fuzzy logic, survey ques-
tionnaire, Delphi method and multi-criteria decision making (MCDM) methods. X.L. 
Zhang [3] gave a time series analysis and a spatial analysis to study a unidirectional 
dense crowd. Y.Z. Ge and W. Duan et al [4, 5, 6] researched public health emergen-
cies using simulation methods. All the researchers try to prevent or control emergen-
cies through their work. Whereas we also clearly realize that emergencies cannot be 
cleared up and what we have already known about them is so little that it is hard to 
prevent or control them. What we can do now is to focus on the development and 
evolvement of emergencies after they take place．When we have learned more about 
it, scientific actions would be taken to protect ourselves and reduce the harm that 
emergencies bring to us.  
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Traditionally, researches on the development and evolvement of emergencies are 
mainly based on the analysis of history data and questionnaires. For some emergen-
cies which often happened in the past, we can give an estimate for the development of 
such events in the coming period after they take place. Management can be scientifi-
cally adopted to control the emergencies and reduce the harm to human beings. How-
ever, for most emergencies, traditional methods cannot meet our demands very well 
for exact analysis and estimation about emergencies’ development. Researchers hope 
to get access to more information about emergencies and find their development rules. 
However, it is so hard to collect such information in most cases. What’s more, expe-
riment, as a quite common and effective way to achieve more useful information in 
physics or chemistry researches, always cannot be conducted for researches on emer-
gencies in our real world. Now with the development of computer technology, re-
searchers can collect data about emergencies by taking simulation experiments. As 
F.Y. Wang [7] said, social computing has become a new research field, and the agent-
based simulation method for emergency management has been accepted by many 
researchers [4, 5, 6]. In the simulations, they can observe the developing process of 
emergencies and find out the optimum management strategy.  

This paper studies the simulation oriented to emergency management and the con-
struction of the simulation system according to ACP approach [8]. The remainder of 
this paper is organized as follows: in Section two, some basic theories are introduced; 
the structure and construction design of the emergency-management-oriented simula-
tion system is given in Section three; based on the idea introduced in Section three, a 
simulation system oriented to public health emergency management is constructed in 
Section four to study the transmission of infectious diseases; in Section five, some 
infectious diseases’ transmission experiments are taken in the simulation system; 
Section six gives the conclusions. 

2 Basic Theory  

2.1 Agent-Based Simulation 

Agent-based simulation is an effective method to study complex systems, which relies 
on the interaction among large numbers of agents and derives macro-phenomena from 
the interacting process [9]. Agent is actually the abstract model extracted from the 
real system. With the attributes related to the issue we focus on, an agent can make its 
own decisions and take some interactive actions. More phenomena may appear when 
large numbers of agents interact with each other so that a complex system can be 
studied much more deeply. Therefore, the agent-based simulation method usually 
needs to define the individual agents, extract the attributes and the activities from the 
real system in the first place. Then the rules that drive agents to interact with each 
other need to be designed and the system can be executed by the interactions among 
agents [10]. 
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2.2 ACP Approach 

The ACP (Artificial Societies, Computational Experiments, Parallel Execution) ap-
proach, in which artificial societies are for modeling, computational experiments are 
for analysis and parallel execution is for control [7], was proposed by F.Y. Wang [8] 
in 2004 to provide a way to address complex system issues. As emergencies can 
usually be regarded as complex systems, the ACP approach is very suitable for emer-
gency management researches [6]. The main idea of this approach (Fig. 1) is model-
ing on the real world and constructing an artificial society in computers. Then emer-
gency models and management measure models can be loaded in this artificial society 
and the system runs driven by the models and the parameters of the management 
models such as the control measures’ styles, intensity or frequency which will be 
updated by comparing simulation results and users’ expected results. At last, an opti-
mization management measure can be found and emergencies can be controlled more 
scientifically. 

 

Fig. 1. ACP approach  

The artificial society method, the core of the ACP approach was proposed by the 
Rand Company to research the effect on the society from the information technology. 
This method aims to bring a virtual laboratory for researchers to study social ques-
tions by the means of taking experiments. The main idea of the artificial society me-
thod is to simulate individuals in our human society. Then computing experiments can 
be taken in computers using these artificial individual models and some interesting 
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phenomena might emerge from their interaction. Therefore, the artificial society is 
actually an agent-based simulation system and we can use this method to research the 
system behavior or phenomena. 

2.3 Complex Network Models 

In recent years, complex network theories have been widely used in the computer 
science field, society field and information technology field etc. Particularly since the 
small-world [11] property and the scale-free [12] character of networks are found, the 
complex network models have become a very useful tool to research complex sys-
tems. In social science the complex network models can be used to describe the rela-
tionships among human beings and many phenomena can be learned through these 
models. The common complex network models include regular networks, random 
networks and scale-free networks etc. 

Regular networks are one kind of simple complex network models, in which nodes 
connect with each other according to some rules. There are three common regular 
network models: globally coupled network, nearest-neighbor coupled network and 
star coupled network (see Fig. 2). Any of the models can represent one kind of rela-
tionships among human beings. Globally coupled network in which all the nodes 
connect to each other is the simplest one of the three and can be used to describe 
family relationship, classmate relationship and so on. Nearest-neighbor coupled net-
work model can describe that human beings prefer communicating with adjacent ones 
and represent the social relationships among people roughly. Star coupled network 
can describe the relationship between a center person and the others, for example the 
teacher-students relationship and singer-fans relationship. 

 

                (a)             (b)              (c) 

Fig. 2. Regular network models: (a) globally coupled network, (b) nearest-neighbor coupled 
network, (c) star coupled network 

The random network model was proposed by two Hungarian mathematicians, Paul 
Erdös and Rènyi [13], in which every two nodes connect with each other with a prob-
ability. This network model is much closer to the true life than regular networks. We 
can use it to describe more human beings’ relationships and some simple issues can 
be learned by this model. However, man has his own mind and will not communicate 
with others randomly. What’s more, people’s desires to communicate with others are 
different. Therefore, social relationships among human beings described by random 
network model are still not exact enough. 
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Scale-free character is another important discovery after the small-world property 
[11] of networks. Barabási and Albert [12] found that the relations among the links in 
the internet can form a network, of which the degree distribution does not follow 
Poisson distribution but shows a heavy-tail phenomenon. Lots of scientists in other 
fields also discovered the-rich-get-richer phenomenon in so many other relationships. 
The network formed by these relationships is called the scale-free network. According 
to Barabási’s researches, this phenomenon that very few nodes have especially many 
attachments and most nodes’ attachments are quite few is caused by the growing 
number of nodes and the node’s preferential choice of which node to attach to. 

3 Design of the Emergency-Management-Oriented Agent-Based 
Simulation System 

The simulation system in this paper is designed for emergency management re-
searches. It is mainly composed of individual agent models, interaction models for 
agents, emergency models and management measure models. The individual agent 
models are mainly used to describe human beings’ attributes and the interaction mod-
els define the activities’ rules for agents. The emergency models and management 
measure models are respectively the abstraction of emergencies and management 
measures. 

In the emergency-management-oriented simulation system, an agent is the abstract 
representation of an individual to describe his states and behaviors in computers. 
Though each individual himself is a huge complex system with so many attributes, 
what we focus on are only the properties related to emergency management re-
searches. Therefore, this paper designs the agent’s attributes, including agent’s ID, 
physical states, psychological states, social relationships list and other properties. 
Agent’s ID is just the identifier for the agent. Physical states and psychological states 
are the objects on which the emergency management researches focus, and also the 
input information to drive agents to finish their activities. The Social relationship list 
is to provide the interactive objects for every agent. 

The interaction among human beings is usually a very important factor in the de-
velopment and evolvement of emergencies. For example, infectious diseases always 
spread in crowds through contact and a panic also transmits among human beings 
them through their communication. Therefore, the interaction should be considered in 
emergency management researches. Here we have designed the interaction models. 
Our life experiences tell us that interactions among human beings do not happen ran-
domly. If interaction appears between two persons, there must be some relationship 
between them. For example, we communicate with our families and friends much 
more frequently than with strangers. Therefore, we can use social relationships to 
design the interaction rules and different complex network models which can describe 
social relationships would be used in the interaction models design. Social relation-
ship list can be completed according to the network models and the probabilities of an 
agent interacts with other agents in its social relationship list can also be set. 
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The emergency models describe the emergencies we want to research, in which the 
impact mechanism on human beings or environment needs to be considered. Similar 
to the agent modeling, we need not care about all the aspects concerning emergencies 
but just those which can bring harm when emergencies happen. Therefore, the disas-
ter elements and the disasters’ evolving process should be extracted and modeled. The 
emergency model is mainly composed of these two parts. 

The purpose of this emergency-management-oriented agent-based simulation is to 
explore the change of the physical states and psychological states when different 
management measures are adopted in different emergencies by simulating human 
beings’ behaviors in computers. According to the simulation results, the optimum 
management measures can be found. Therefore, emergency management models 
should be constructed and the protection mechanism of these measures should be 
abstracted so that the models can control the emergencies in the simulation. 

4 Construction of the Public-Health-Emergency-Management- 
Oriented Simulation System 

According to the design of the emergency-management-oriented agent-based simula-
tion system, we have constructed a public-health-emergency-management-oriented 
simulation system (see Fig. 3) to study the transmission of infectious diseases. Dis-
eases which spread in crowds by the air such as influenza H1N1 can be researched in 
this system. 

 

Fig. 3. Structure of the public-health-emergency-management-oriented simulation system 

The simulation system has 3000 agents, among which 1440 agents belong to three-
person families, 960 agents belong to four-person families and 600 agents belong to 
five-person families. The attributes of agents have two parts. One is the physical state 
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properties, including susceptible, latent, of emerging symptoms, recovering, recov-
ered and dead. The other one is agent’s social relationship list produced by interaction 
models. 

Because the susceptible are quite inclined to be infected with the diseases spread-
ing in crowds by the air during their contact with infected persons, we can use the 
complex network models which represents social relationships among human beings 
to design the interaction model. To describe the social relationships among agents 
more exactly we constructed a social relationship network model which integrates the 
ideas of globally coupled network, random network and scale-free network. Then the 
interaction model for every agent is designed according to this social relationship 
network. The constructing process of the social relationship network is shown in Fig. 
4 and the degree distribution of the network mentioned above is shown in Fig. 5. The 
design of the interaction models is as follows. 

 

Fig. 4. The constructing Process of the agents’ social relationship network model (The left 
figure shows the relationships among family members, the middle figure is the network created 
by randomly connecting agents based on their family relationships, and the right figure shows 
agents’ preferential attachments based on the relationships the agents already have.) 

 

Fig. 5. Degree distribution of the social relationship network 
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• Social relationships among family members are similar and the probabilities they 
contact with each other are also similar, so this kind of relationships can be de-
scribed by globally coupled network model. 

• People usually have some good friends beyond their family and this kind of rela-
tionships is also an important factor to the transmission of infectious diseases. To 
construct these relationships, agents are attached to other agents out of their fami-
lies randomly at the probability 0.04 in this paper. 

• According to the scale-free character of the networks, if a person has relatively 
more good friends or family members he will have more social relationships. 
Though this kind of relations is not categorized into good friendship, people still 
contact with them all the time. Therefore, according to the idea of the preferential 
attachment in the scale-free networks we judged for every agent whether he has the 
weak ties with the other agents by the probability P=exp(−1)∗N(i)/n, in which N(i) 
is the number of social relationships one agent already has; n is the total number of 
all agents and P is the probability. 

• When every agent’s social relationships are constructed, the probability of contact 
between two agents in every simulation step is set by P`=exp(−1)∗[N(i)+N(j)]/(2n), 
in which N(i) and N(j) are respectively the number of the two agents’ relationships 
and n is also the number of all agents. 

For the transmission of infectious diseases in the public-health-emergency-
management-oriented simulation system, the emergency models are actually the in-
fectious diseases transmission model. What’s more, the diseases which spread in 
crowds by the air can be described by dynamic models such as SIS, SIR, SEIR and 
SEIRS [14, 15, 16, 17]. The main idea of these models is to divide people into several 
categories according to the periods that their physical states belong to. S means sus-
ceptible period; E means latent period; I means symptoms-emerging period and R 
means recovered period. In different periods, the infecting probabilities are different. 
Therefore, the transmission simulation model of infectious diseases can be built ac-
cording to these dynamic models. The time that different stages last for, the infecting 
probabilities in corresponding stages and the death rate, which are considered in the 
model, can be set in the simulation. 

Vaccination and behavior management are two common measures adopted to con-
trol the spread of infectious diseases. Thus the management model in the system 
mainly includes the protecting ability of vaccines, an agent list recording the IDs of 
agents that take the vaccine, the time when an agent takes the vaccine and the rules to 
restrict human beings’ behaviors. 

5 Experiments and Results 

In the public-health-emergency-management-oriented simulation system, we assumed 
one disease which infects human beings by the air and two transmission experiments 
about the disease were taken. The settings of the simulation experiments are as follows: 
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• For this disease, people only in symptoms-emerging period can infect others. The 
infecting probability is 0.2. If a person takes vaccine, the infected probability can 
be decreased to 0.1. 

• The latent period follows Weibull distribution W(8,2) and the longest time is seven 
days. The symptoms-emerging period starts when symptoms appear and ends when 
an infected person accepts treatments in hospital, and it follows Uniform distribu-
tion U(0,2). 

• Once a person accepts treatments in hospital, he usually cannot infect other people. 
Thus infection during this period is not considered in this paper. 

• The initially infected person is chosen from the agents randomly. 
• In this paper, we assumed that this disease can be cured and the death rate is 0. 

What’s more, whoever is recovered can never be infected. 

 

Fig. 6. Simulation experiment results (Figure (a) and figure (b) are respectively the percent of 
persons who are sick and newly infected every day when nobody takes any measures to protect 
themselves; Figure (c) and figure (d) are respectively the percent of persons who are sick and 
newly infected every day when all the people take vaccines.) 
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Based on the settings above we used the SEIR model [15] and took an epidemic 
transmission experiment under two conditions that nobody takes any measures to 
protect themselves and all the people have taken vaccines at the beginning of the 
simulation. The experiment results are shown in Fig. 6. 

From the figures we can find that when vaccines are taken, the number of persons 
who are sick and newly infected every day is much smaller compared with when 
nobody takes any measures to protect themselves. However, on such condition, the 
transmission duration is much longer but the total number of the infected is similar. 
There are two reasons for it. On one hand, the infecting rate of the infectious disease 
is so high and the vaccine can only supply finite protection for human beings. It 
means that the infecting rate is not decreased that much by the vaccine and the disease 
can still spread in crowds slowly. On the other hand, because the infected persons can 
get immune to this disease after being cured, the transmission will come to an end 
when the infected are all cured. It can be concluded that as some vaccines cannot 
supply enough protection for human beings, if people do not change their behaviors 
and decrease the probabilities to contact with others, almost all the persons would still 
be infected when one disease with a high infecting rate breaks out. Therefore, 
people’s behavior management should also be considered to decrease their probabili-
ties to contact with each other besides the vaccination and to control of the transmis-
sion of infectious diseases better. 

 

(a)                                (b) 

Fig. 7. Experiment results when people’s behaviors are restricted in different degrees (Figure 
(a) shows the relation between duration of the transmission and control levels and figure (b) 
shows the relation between the number of infected persons and control levels.) 

Actually people will not only take vaccines but also reduce their contact with others 
when an infectious disease breaks out. What’s more, the government will also take 
some measures to decrease people’s contact with others. For example, the Chinese 
government called on schools, malls and some other public facilities to be closed  
to fight with SARS in 2006. The measures can slow down the transmission of  
the disease, but will disturb humans’ normal life and lead to a lot of losses. To learn 
more about the influence of this assumed infectious disease can make when people’s 
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behaviors are restricted in different degrees, we set the contact probability by 
P``=exp(−1)∗[N(i)+N(j)]/[(2+0.1∗deg)n], in which N(i) and N(j) are respectively the 
number of relationships the two agents have; n is the total number of agents; and deg 
is the degrees of the management strength. The bigger the degree is, the lower the 
possibility of the agents to interact with each other is smaller. In our experiment, 
people were restricted in fifty different degrees and deg=1, 2, 3, … , 50.  

In Fig. 7 duration of the transmission and the total number of the infected at the fif-
ty different control levels are shown, in which y-axis shows the duration of the trans-
mission and the number of the infected, and x-axis shows the control levels. The big-
ger the number in x-axis is, the lower the probability people contact with each other 
is. From Fig. 7 (b) we can see that the number of infected persons decreases as the 
management gets more stringent. In Fig. 7 (a) the transmission duration climbs up 
when people’s contact probability is slightly reduced but it obviously drops down 
when people’s interaction probability decreases to some degree. However, the dura-
tion turns flat when the probability continues to decrease. When an infectious disease 
breaks out, we always hope that the duration is short and the number of the infected 
persons is small. However, the stricter the management is, the heavier economic 
losses that are inflicted on the society are. Therefore, we can only take some appro-
priate management measures to restrict people’s contact with others and the simula-
tion system can help us to make a scientific choice.  

6 Conclusion  

This paper researches emergency management by the agent-based simulation method. 
According to the ACP approach, the emergency-management-oriented simulation 
system was designed and a public-health-emergency-management-oriented simulation 
system to research the transmission of infectious diseases was realized. Two simula-
tion experiments were taken using this system. From the results we have got some 
simple conclusions: when the infectivity of a disease is too strong and vaccines cannot 
supply human beings with enough protection, contact behaviors among people should 
be restricted to slow down the spread of the disease. At the same time, we have also 
validated the feasibility of the simulation method for emergency management re-
searches, and the simulation results are very useful to make a scientific decision to 
reduce the harm from emergencies. We will do more researches in two directions in 
the future. Firstly environment models will be considered and the relationships among 
people and environments will be learned. Secondly the social relationship network 
model for agents will be improved to make it more exact. 

References 

1. Zheng, K., Shu, X., Yuan, H., Jin, S.: on Classification Method of Network Public Opinion 
Triggered by Incidents. Computer Applications and Software 27, 3–5 (2010) 

2. Kou, G., Ergu, D., Shi, Y.: An Integrated Expert System for Fast Disaster Assessment. 
Computer & Operations Research 42, 95–107 (2014) 



 The Research on Agent-Based Simulation Oriented to Emergency Management 267 

 

3. Zhang, X.L., Weng, W.G., Yuan, H.Y., Chen, J.G.: Empirical study of a unidirectional 
dense crowd during a real mass event. Physica A: Statistical Mechanics and its Applica-
tions 392, 2781–2791 (2013) 

4. Ge, Y., Song, Z., Qiu, X., Song, H., Wang, Y.: Modular and Hierarchical Structure of So-
cial Contact Networks. Physica A: Statistical Mechanics and its Applications 392,  
4619–4628 (2013) 

5. Duan, W., Cao, Z., Qiu, X., Cui, K., Zheng, X.: Heterogeneous and Stochastic Agent-
Based Models for Characteristic Analysis of Super Spreaders in Infectious Diseases. IEEE 
Intelligent Systems 28, 18–25 (2013) 

6. Duan, W., Cao, Z., Wang, Y., Zhu, B., Zeng, D., Wang, F.Y., Song, H.: An ACP Ap-
proach to Public Health Emergency Management: Using a Campus Outbreak of H1N1 In-
fluenza as a Case Study. IEEE Transactions on Systems, Man, and Cybernetics—Part A: 
Systems and Humans 43, 1028–1041 (2013) 

7. Wang, F.Y.: Toward a Paradigm Shift in Social Computing: The ACP Approach. IEEE In-
telligent Systems 22, 65–67 (2007) 

8. Wang, F.: Artificial Societies, Computational Experiments, and Parallel Systems: A Dis-
cussion on Computational Theory of Complex Social-Economic Systems. Complex Sys-
tem and Complexity Science 1, 25–35 (2004) 

9. Epstein, J.M.: Growing Artificial Societies: Social Science from the Bottom Up. Brook-
ings Institution Press (1996) 

10. Wooldridge, M., Jennings, N.R.: Intelligent Agents: Theory and Practice. The Knowledge 
Engineering Review 10, 115–152 (1995) 

11. Newman, M.E.: The Structure and Function of Complex Networks. SIAM Review 45, 
167–256 (2003) 

12. Barabási, A.L., Albert, R.: Emergence of Scaling in Random Networks. Science 286,  
509–512 (1999) 

13. Erdös, P., Rènyi, A.: On the Evolution of Random Graphs. Publ. Math. Inst. Hung. Acad. 
Sci. 5, 17–61 (1960) 

14. Kermack, W.O., McKendrick, A.G.: Contributions to the Mathematical Theory of Epidem-
ics—I. Bulletin of Mathematical Biology 53, 33–55 (1991) 

15. Li, M.Y., Muldowney, J.S.: Global Stability for the SEIR Model in Epidemiology. Ma-
thematical Biosciences 125, 155–164 (1995) 

16. Kermack, W.O., McKendrick, A.G.: Contributions to the Mathematical Theory of Epidem-
ics—II. The Problem of Endemicity. Proceedings of the Royal Society of London. Series 
A 138, 55–83 (1932) 

17. Cooke, K.L., Van Den Driessche, P.: Analysis of an SEIRS Epidemic Model with Two 
Delays. Journal of Mathematical Biology 35, 240–260 (1996) 



S. Ma et al. (Eds.): LSMS/ICSEE 2014, Part I, CCIS 461, pp. 268–277, 2014. 
© Springer-Verlag Berlin Heidelberg 2014 

A Research on Human Cognitive Modeling  
in Rumor Spreading Based on HTM 

Xiangchen Li1,2, Xi Chen1,2, and Wei Wang1,2 

1 School of Automation, Huazhong University of Science and Technology, Wuhan, China 
2 Image Processing and Intelligent Control Key Laboratory of Education Ministry of 

China,Wuhan, China 
leonmoriaty@163.com,chenxi@mail.hust.edu.cn 

Abstract. As a sociological phenomenon, rumor spreading has been widely  
researched by sociologists and other fields’ scholars. How do people generate 
those strange thinking about the rumor? This paper, from artificial intelligence 
view, focuses on an algorithm based on Hierarchical Temporal Memory (HTM) 
to simulate human cognitive process of generating rumors from individual he-
terogeneous living experience. Comparison with classical Bayesian Networks, 
our algorithm could effectively and really simulate human cognitive process of 
rumors, and in accordance with some typical psychology effects proved by so-
ciologists and psychologists. 

Keywords: HTM, Rumor spreading, Human cognitive process, Individual  
heterogeneous, Psychology effects, Bayesian Networks. 

1 Introduction 

Rumor spreading plays a significant role in a variety of human affairs [1]. The spread of 
rumors can shape the public opinion in a country [2], and cause panic in a society 
during wars and disease outbreaks. It is valuable for us to explore the rumors’ inner 
spread mechanism.  

At present, the scholars have done many researches about general social rumors in 
information science, and have made some progress and achievements. M.Nekovee [2] 
introduced a general stochastic model for the spread of rumors, and derived mean-field 
equations that described the dynamics of the model on complex social networks. Ka-
wachi [3] introduced four models for the transmission of a constant rumor, which were 
classified according to whether the population was closed or not and whether the rumor 
was constant or variable. And he also considered a rumor transmission model with 
various contact interactions, in which rumor recursion was conjectured as a major 
challenge to mathematical models of rumors [4].But most researches in information 
science consider rumor transmission as an example of social contagion processes. Just 
like the classical model of rumor spreading introduced many years ago by Daley and 
Kendall [5]. The main problem of those models is that they ignore the heterogeneity of 
individuals.  
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Some new models and methods are proposed to solve this problem recently. Kim 
and Bock [6] focused on the effect of rumor recipient’s emotions to the behavior of 
spreading online rumors. Other scholars studied the opinion leader's impact on network 
public opinion [7]. The study of the impact of authorities’ media indicated that whether 
authority’s voice is effective depend on the credibility and audience rating of authori-
ties’ media [8]. The way concerned the individual heterogeneity is to subdivide the 
population into more detailed classifications based on a particular aspect. As every 
individual is different in the rumor spreading and many factors affect the behavior of 
spreading, we still need a way to model the generation of every different individual’s 
thinking which influence the spread of rumors. 

Actually, it is the individual cognition which dominates the behavior of rumor 
spreading. Through learning of knowledge and personal experience, people formed 
their own cognitive style. People predict and judge the development of things accord-
ing to their own cognitive style. When people spread their unconfirmed view as fact, 
the rumors emerge. Thus the study of individual cognitive model is very significant to 
the exploration of individual rumor spread behavior. There are many techniques to 
build artificial intelligent machines which have the ability to cognitive. Neural-network 
techniques take as their starting point a highly-simplistic view of how the brain oper-
ates. And neural networks generally require a large amount of data to train and often 
struggle with over-fitting. Another class of techniques is probabilistic models. Baye-
sian Networks[9] employ a directed acyclic graph as the basic structure on which the 
independence assumptions about probability distributions are specified.  

In humans, the cognitive and recognize capabilities are largely performed by the 
neocortex. Through evolution, biology has discovered a set of assumption about how 
the neocortex to learn about the world [10]. This set of assumption can be summarized 
as hierarchy in time and space. Hierarchical Temporal Memory (HTM) is a technology 
modeled on how the neocortex performs these functions [11]. Through replicating the 
structural and algorithmic properties of the neocortex, HTM has the ability to build 
machines that approach human level performance for many cognitive tasks. HTM has a 
broad application in many fields, such as pattern recognition, control, attention and 
forward prediction. 

In Section 2, we propose an individual cognitive model for rumor spreading based 
on the extended HTM model. In Section 3, we propose a method to transform the 
messages about rumor or real earthquake events into binary code. After that, some 
experiments were conducted to test the performance of the extended HTM system. 
Then, this paper will consider another probability based systems, Bayesian Network 
(BN). The comparison section compares BN algorithm to HTM in more detail. 

2 Method 

2.1 Hierarchical Temporal Memory (HTM)  

HTM developed by Numenta, Inc.[12] is a recent form of artificial intelligence. Hie-
rarchical Temporal Memory models the functioning of the human brain. An HTM 
network is organized as a tree-shaped hierarchy of nodes.  
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HTM has two modes: training mode and inference mode. During the training mode, 
the information is passed into a spatial pooler at first. In the spatial pooler, the novel 
input vector is evaluated for similarity to other vectors that have already been stored. 
The vector is stored as a new coincidence if it is beyond the defined range. Then the 
coincidence is passed to a temporal pooler. In temporal pooler, the coincidences consist 
in a sequential manner as input data. The output of each node is a temporal coincidence 
which is stored and evaluated in a similar manner to the spatial pooler. During infe-
rence, HTM receives novel input vector and determines how close it is to all stored 
patterns. Finally, HTM selects one of stored patterns which have the highest closeness 
value measured to the input pattern as the result. 

In HTM models, all nodes perform a same learning algorithm with a spatio-temporal 
vector as output, differing only on the type of input vectors that they process. This net-
work is hierarchical in both space and time. But the top node is different because it does 
not emit output vectors and it does not perform temporal aggregation of the data. The top 
node infers through similarity measurements the proper category during inference. 

2.2 The Extended HTM Model 

The extended HTM model which has an extended top node in the network has been 
used prominently and successfully in sign language recognition [13] and gaze gesture 
recognition [14]. It has been developed in order to solve the multivariable time-series 
problems whose instances develop over time. Typical HTM algorithm is appropriate 
for problems such as image recognition. These problems consist of instances whose 
spatial configuration is fully represented at any time instant. As a rumor event consists 
of sequences of messages over time as a whole, typical HTM model is not available. So 
Rozado extended the typical HTM paradigm to solve problems where instances unfold 
over time. In these problems, at any given time, t, the complete representation of a sign 
is not available. Rumor recognition is one of those problems. For example, when 
someone just receives the single message which says “A mudslide disaster will happen 
in YaAn”, he can’t judge whether it is a rumor or not. But if he already knew the news 
that YaAn had an earthquake recently and torrential rain is sweeping YaAn, he may 
choose to believe the message is not a rumor.  

So in our work, the extended HTM model is applied. Its modification of a binary 
HTM system concerns the network’s top node. The traditional top node in HTM net-
work clusters the input vector to some categories at any given time. The extended HTM 
top instead, stores sequences of input vectors from the traditional top node in the 
so-called ‘sequential pooler’ and maps a whole sequence to a specific category, not just 
the individual elements. Each element of the sequence is a spatio-temporal configura-
tion pattern of messages about rumor at any given time. And the whole sequence serves 
enough information as the message evolves over time.  

The particular topological arrangement of the extended HTM has been proved to be 
more effective, and the top node could figure out more distant or elusive dependencies. 
Topologically, the extended top node sits at the top of HTM network, receiving its 
inputs from a traditional top node. Fig.1 shows an exemplary topology of HTM net-
work used for rumor recognition. Each node in the bottom levels corresponds to a part 
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of the rumor message. This particular topological arrangement responds to the HTM 
theoretical requirement of clustering in the bottom levels with a high degree of local 
correlation.  

 

 

Fig. 1. Exemplary topology of the HTM network used for rumor recognition 

Traditional top node receives binary vectors representing the rumor message at one 
moment active in the nodes underneath in the hierarchy and maps these incoming 
vectors to categories. The extended top node instead stores sequences of incoming 
vectors in an abstraction of the rumor message sequences and maps whole sequences to 
single categories. In [13]and [14], the similarity measurements between sequences 
carried out using the Needleman-Wunsch algorithm that employs dynamic program-
ming for sequence alignment.  

 

 

Fig. 2. An example of the sequence alignment calculated with the Needleman-Wunsch 

Fig.2 shows a sequence alignment calculated with the Needleman-Wunsch algo-
rithm for two sequences of rumor. The scores in the matrix are calculated according to: 
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The external row and column in the matrix represent 2 example sequences encoding 
the whole spatio-temporal structure of a rumor, which is made up by a series of results 
of traditional HTM model. A system to score matches, mismatches and gaps is used to 
calculate the sequence alignment matrix. In (1), g represents the gap cost according to 
the scoring scheme used, in Fig.2 gap=-1. The score of s(SAi,SBj) is according to 
whether element i in sequence A match with element j in sequence B or not.  s SAi, SBj 3,             match3, mismatch                  (2) 

According the scores calculated by the way above, the extended top node can cluster 
the rumor message sequences into categories as a whole. Actually this is also a method 
realized the overall cognitive on a series of the rumor message. Base on this method, the 
extended HTM model can simulate the whole process that people receive information 
related to the rumors in succession and eventually make their own judgment. 

3 Experiments and Result Analysis 

In HTM models, no matter the traditional models or those with extended top node, 
massage passing from children nodes to parent nodes is implemented using binary 
vectors, containing just 1s and 0s in each element. As the earthquake rumors fre-
quently appear and attract high attention, we choose this special kind of social rumors 
for research. We collected about 80 earthquake rumors events, and a large amount of 
real seismic event related information. Through the summarizing and analysis of these 
messages, some characteristics of the seismic information can be found. They always 
have the same structure, which consists of two parts: the signs and the crisis.  

In our work, we collected a total of 46 kinds of earthquake warning signs. Due to 
the different warning signs may appear in one message, so at least 46 bits are needed 
to represent all of these earthquake warning signs. After that, some more bits are 
needed to represent the indicators associated with these anomalies, include intensity, 
duration and frequency. We use 3 bits to represent each indicator, and it increases 
from 000 to 111 to represent the degree deepening. Then we could use a binary vector 
with 55 bits to represent a sign of an earthquake message. And by the same method, 
the crisis part of the earthquake message could be transformed into binary code.  

So in this way, we can transform a message into a binary vector. For example, the 
message that “Due to the ground shaking happened just now, it seems that there will 
be a tsunami in the next few hours which will cause a large number of casualties” 
could transform to a vector as shown in the Fig.3 
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Fig. 3. An example of how to transform a message about the earthquake to a vector 

We have to use sequences of vectors to fully describe a rumor. Take the Japanese 
earthquake happened on 2011.3.11 for example, there were many signs appeared 
successively. On March 9, earthquakes occurred many times. And on March 11, the 
electron density in ionospheric above the earthquake focus increased ten percent than 
the surrounding area. In this event, we have to use two vectors to describe the earth-
quakes and the increased electron density respectively, because they didn’t occur at a 
same time point. The message sequence is the main data form needed to be deal with. 
This is the main reason why we use the extended HTM model. 

In this work, we can’t simply say system’s judgment is right or wrong. The 
so-called recognition accuracy is also meaningless. Whether the system’s result can 
reflect the rumors spread rules discovered by sociologists is our judgment standard. In 
the field of sociology and psychology，there are a large number of research results of 
the rumor spreading. Psychologists have proposed many psychological effects which 
could be felt in the process of rumor spreading. So we set up three kinds of experi-
mental scenario to illustrate the HTM system is in line with the three common social 
psychology effects, which are primacy effect, repetition effect and the effect of public 
authority, respectively. 

3.1 Primacy Effect 

Given a list of items to remember, we will tend to remember the first few things more 
than those things in the middle. This was named primacy effect by Solomon Asch 
[15]. The order of the information occurred affects individual cognitive judgment. 
The first remembered experience has the biggest influence on the individual judg-
ment. So we took an experiment like this: the HTM system was trained by 17 mes-
sages, including 4 real earthquake events and 13 rumors. And then, let the system to 
judge whether the news that after the earthquake just happened in Yushu, Yinchuan 
would have an earthquake because the magnetic anomalies and the bad weather oc-
curred frequently was a rumor. The result shows that the HTM system thinks there is 
only 18.1% chance of an earthquake. This suggests that the individuals with rich  
experience about rumor produce a first impression like "see anomalies, but no earth-
quake". So when they receive the news about magnetic anomalies and the bad weath-
er, they still trend to believe it is a rumor about earthquake. The system can fully  
embody the primacy effect in the process of individual cognition.  
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3.2 Repetition Effect 

Repetition effect is derived from the Goebbels effect. A lie repeated one thousand 
times will be the truth, this is the repetition effect. We took another experiment about 
this psychological effect. Firstly, the HTM system was also been trained by the same 
17 messages which had been used in the experiment of primacy effect. We use a se-
quence of messages as the test input of HTM system. These messages are repeating 
the same contents, which said that Yinchuan has occurred magnetic anomalies and the 
bad weather frequently so there would be an earthquake soon. At this time, the HTM 
system thinks there is a 67.7% chance of an earthquake. Although the result does not 
show a high probability, but from that we can obviously find the effect of the repeti-
tion to individual cognition. Even the individuals with rich experience would make a 
mistake when they receive the same rumor message from the people who they believe 
and respect.  

3.3 Effect of Public Authority 

Effect of authority refers to the phenomenon that in the process of social public opi-
nion evolution, the opinions of the pundits tend to play a decisive role. The govern-
ment departments and the earthquake research institute play a role of authority. So we 
can carry out the following experiment which was based on the first two experiments 
to verify the effect of public authority. The 17 messages which were used in the expe-
riment of primacy effect, and the 4 messages which were used as test input in the ex-
periment of repetition effect, added up to a total of 21 messages, were used as the 
training input in HTM systems. In this situation, the system can simulate the people 
who have rich experiences and knowledge of earthquake and received some repetition 
rumors about earthquake recently. And then, we input the test message which was 
issued by the government said that there wouldn’t be an earthquake happening as the 
rumors said before.At this time the HTM system gave a result with 57.8% chance that 
it is a rumor. Although this is not a high probability, considering the effect of repeti-
tion at the same time, it may be a situation closer to the reality. 

Through this a series of experiments we can see the HTM can well simulate the in-
dividual’s judgment of rumors. And in the following chapter, the comparison between 
the HTM and another probability based systems, Bayesian Network (BN), has been 
taken.  

4 Compare with BN 

The design of a BN requires the design of a causal relationship network. But in the 
research of rumor spreading, there is no consensus on the design of a causal relation-
ship network. So we had to use the simplest way of design, Naive Bayesian Network, 
which is shown in Figure 6 for this application. Every kind of the signs mentioned 
above in the Data part is a factor that affect whether believe the rumor. And they are 
mutually independent and do not affect each other. This design has some disadvan-
tages, which will be introduced in more detail later.  
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And another difference between these two algorithms is that in contrast to the 
Bayesian Network implementation, the input to HTM is at a much lower level and 
comes directly from the real world. For example, in this application, BN just learn 
that if there is a meteorological abnormal appeared before an earthquake, but at  
the same time, the HTM system can distinguish a meteorological abnormal into 7 
more detailed kinds as mentioned before, just like the long drought, hail in the  
summer, and so on.  

 

 

Fig. 6. The causal relationship network of BN used in the rumor recognition 

We tried to take the same three experiments about psychological effects which has 
been describe in the section 4, and compare the BN’s result to the HTM. But we 
found that it was hard to achieve. 

Firstly, in the experiment of repetition effect, the test input should be a sequence of 
messages, which includes some repetition messages of a same rumor. But the BN 
system can’t process the message sequence. It only has the ability to deal with a sep-
arate message at one time. So it can’t simulate the situation that one person get many 
messages at the same time, and the messages are not verified authenticity, so we can’t 
solve this problem by the way to treat those messages as training inputs. So one of the 
extended HTM’s advantages is it can deal with such a situation and get a reasonable 
result. 

Secondly, in the experiment of effect of public authority, if we use the same train-
ing samples set, the BN system would think that earthquake will not occur with a 
100% sure, which is a unreasonable result. Appear such result is made by the design 
of causal relationship network in BN. In the current causal relationship network ap-
plied in our BN system, whether there is a message issued by authorities or not is a 
kind of independent factors which affect the final result immediately. The situation 
that earthquake still happened when authorities said it wouldn’t is not occurred in our 
training simples, so the BN system will be convinced that earthquake will not occur 
when it received the message issued by authorities, and ignore the influence of other 
factors. But in real society, even if there is a public authority effect, the public will not 
fully believe what the authorities say immediately. If we want to get a more reasona-
ble result though BN, the more reasonable causal relationship network about rumor is 
needed. But it is difficult to sociologists and psychologists. Of course, we can change 
the training samples set to solve this problem. In March 2009, many small earth-
quakes happened in Italy, and it cause the rumor that there would be a big earthquake 



276 X. Li, X. Chen, and W. Wang 

spreading. Then scientists said it would not have a strong earthquake. But unfortu-
nately, on April 1, a magnitude 6.3 earthquake happened and killed 309 people. If we 
add this message in the training samples, and with the other experiment set un-
changed, the BN system will get a result with 91.3% certain to believe that it is a ru-
mor. We can find that even a more comprehensive training set is provided for the BN, 
the result is still very radical. So this is why we choose HTM to do this work. 

The last point, even in the experiment of primacy effect, which the BN system can 
deal with under the same condition to HTM system, the result of BN is the probability 
of earthquake will happen is only 8.5%. As mentioned before, BN is designed at a 
higher level than HTM. This is the main reasons why BN performs a higher probabil-
ity to believe the message is a rumor, because BN does not include the more detailed 
signs, which is actually the more difficult part of this application. It is more difficult 
to infer the result when the distinction between the input information becomes more 
detailed. And on this point, the HTM system is more similar to human cognitive style. 
For example, many survivors of the Tangshan earthquake have a deep memory of the 
hot weather before the earthquake; they may choose to believe another earthquake 
will happen when they meet the same hot weather again. The other kinds of meteoro-
logical abnormal would not have such effect. BN in this application is not able to dis-
tinction those kinds of the meteorological abnormal, but HTM system has the ability. 

5 Conclusion 

This paper described the implementation of a rumor identification system imple-
mented on the extended HTM platform. The comparison between this method and BN 
has been done. In comparing them at the design level, BN is designed from a much 
higher level and requires more help from the sociologist to give the causal relation-
ship between the rumors spreading. HTM takes in the information from the real 
world, and its standard architecture and algorithm already provide a reasonably good 
accuracy. Some other experiments in this article proved HTM algorithm could build a 
system in accordance with some typical psychology effects. Based on this, HTM can 
help the sociologist to find more potential rules of rumors spreading in turn. This is 
the main reasons why HTM algorithm is applied in our work. 
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Abstract. Emergency management (EM) involves wide public concern over the 
recent years, and many researchers begin to quantitatively analyze the internal 
mechanism. We put forward a method to study EM by artificial society and 
computational experiment. The motivation of our research is to transform the 
emergency knowledge to simulation models, which support the computational 
experiment oriented to EM. Combined the ontology modeling and meta-
modeling, we clarify the domain concepts oriented to EM, and establish the me-
ta-models with GME tools. We also study the model transformation and code 
generation, which can realize the model semantic interoperability and support 
model execution. In the end, we provide a case and construct the artificial sce-
nario oriented to public security emergency management (PSEM) based on EM 
meta-models. 

Keywords: Emergency management, meta-modeling, public security, artificial 
society. 

1 Introduction1  

Public security is especially important for building harmonious society. Many re-
searchers tries to study the characters, forming reasons and spreading mechanisms of 
emergency by data mining, information fusion and data analyzing [1]. However, it 
shows shortages in analyzing and interpreting the internal mechanism of EM, so we 
try to solve the problems in the way of simulation. Constructing artificial society and 
doing computational experiment is a good approach to study the complex social sys-
tem and individual behavior [2]. 

However, domain models are always developed based on different platforms and 
standards, which present high demands to reliability, expansibility and reusability [3]. 
It needs a standard method to guide the development process of modeling and simula-
tion. It’s possible that all models could operate coordinately and solve the complex 
practical problems. 

                                                           
1  This work was supported in part by National Nature and Science Foundation of China under 

Grant No. 91024030. 
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Model-Driven Engineering (MDE) is a recent trend in software engineering whose 
main proposal is to focus on models rather than on computer programs [4]. Domain 
specific modeling (DSM) is always the appropriate choice to construct the modeling 
environment in a convenient manner. The domain specific modeling language 
(DSML) is the key element to construct the modeling environment, and meta-
modeling is the common ways to establish the DSML [5]. 

This paper attempts to transform the domain knowledge space to the model archi-
tecture space, which aims at establishing the modeling environment oriented to EM. 
We can build simulation models based on meta-models, which can accelerate the 
accumulation of domain knowledge and improve the reliability of modeling [6]. 

2 Artificial Society and Model Architecture Oriented to EM 

2.1 The Framework of Artificial Society and Computational Experiment 

Professor Wang Fei-yue proposes the theory of ACP [2], namely artificial society, 
computational experiment and parallel execution. The artificial society is the founda-
tion of ACP theory, and computational experiment is the approach to study the real 
system. Parallel execution is the goal of ACP, which keeps the real system and simu-
lation system parallel running. We can do some experiment on the parallel system and 
guide the evolution of the visual world. 

Artificial society provides the environment to do computational experiment 
oriented to EM. In artificial society, each individual has social network and behavior 
schedule. They can interact with each other and simulate the operation of the social 
system. And the operation state can be changed by adding intervention, for example, 
loading emergency event and control measures. We can foster the virtual society and 
adjust the individual behavior by injecting dynamic data obtained from real society. 
The simulation result is significant for the real system, which can guide us to take 
emergency measures to avoid bad situation. 

2.2 The Model Architecture Oriented to EM 

Artificial social system contains a list of basic models, such as individual model, 
environment model, social network model and intervention model. Individual is the 
basic element of artificial society, which is always autonomous and adaptive. The 
environment provides the basic operation condition of computation experiments, such 
as location, temperature and humidity. The social network describes the relationship 
between individuals. The development of models must be modular and follow certain 
norms, which can be assembled, interoperable and reusable. 

Individual is the most active element in artificial society, which can interact with 
each other and promote the evolution of the artificial society. We must analyze the 
individual social characters, and design its general structure, including basic attributes 
and behaviors. For large scale agent based simulation, schedule is used to simulate the 
daily routine of individuals. Organization is also designed to simulate the group beha-
vior, such as government and policemen. 



280 P. Zhang et al. 

 

Environment is the indispensable part of artificial society. The environment models 
include the physical environment entities, climate module, traffic module, culture 
module and so on. Physical environment provides the space where individuals are 
active in, such as school, government and hospital. Usually, Environment entities 
must contain the geography location (longitude and latitude), function, and capacity. 

Society networks depict the relationship of individuals, which are the basic condi-
tion of individual communication. In artificial society, multilayer social networks are 
introduced including family network, classmate network, neighborhood network and 
co-worker network. These social networks are called strong links, which describe the 
steady relationships among individuals. While some relationships are always estab-
lished temporally in special condition, which are called weak links. 

Intervention models can break the balance of the artificial society, which can be 
classified into emergency model and measure model. Emergency model can affect or 
change the individual running state, which may lead to bad direction of the artificial 
society. While measure models can revise the states and maintain the orderly opera-
tion of artificial society.  

3 The Transformation from EM Knowledge to Simulation Model 

3.1 EM Knowledge and Its Representation  

Material resource and EM knowledge are all indispensible to take emergency meas-
ures when incident occurs. It’s a key for the decision maker to master relevant infor-
mation and knowledge to make informed decision. EM knowledge may contain 
emergency plans, laws, cases, literatures and professional knowledge, which are 
usually stored in the form of files, bylaws and workflows. Totally, there are two types 
of EM knowledge as shown below [5].  

• Emergency prevention knowledge: (know-what, how) it contains not only the 
emergency characters, transmission manner and development trend, but also the 
possible prevention methods; 

• Emergency response knowledge: (know-who, where, when) it contains not only the 
response measures and basic skills, but also the potential manpower and material 
resource when taking emergency measures. 

Knowledge representation is the process of knowledge encoding, and well-formed 
knowledge can be disposed by computer. As shown below, there are several methods 
of knowledge representation in the artificial intelligence field [6]. 

• Logical method: first logic language can express the simple concepts and relation-
ships. 

• Production method: “if…then…” clause can express the rules, which may generate 
new knowledge.  

• Semantics network: vector graph describes the links of domain knowledge, and 
each node represents a domain concept. 
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• Framework description method: the frame consists of many slots and facets, which 
can describe the relation between concepts. 

• Bayesian method: probability is used to describe the reliability, which can express 
uncertainty knowledge. 

• Ontology method: ontology clarifies the basic concepts and relationships, which 
can be consistently understanding and shared. 

EM knowledge is the foundation of modeling and simulation oriented to EM, 
which can be converted into models, data and algorithms. It’s significant to share EM 
knowledge and build up the artificial society, which may support computational expe-
riment and simulation application according to different motives, goals and applica-
tion layers. 

3.2 The Transformation from EM Knowledge into Simulation Models 

Domain simulation is widely used in all walks of life, such as system analysis and 
decision making [7]. Simulation is also called as computational experiment in social 
simulation based on artificial society. Emergency knowledge can be divided into tacit 
knowledge and explicit knowledge [8]. Tacit knowledge usually includes methods 
and experiences, which are usually non-coding. While explicit knowledge is codified 
in the form of files, graph papers, specification and other mediums. As shown in the 
Fig.1, tacit knowledge can guide the simulation process, while explicit knowledge can 
be converted into model, data and design schema. Then we can gain the new know-
ledge of EM by domain simulation, which can support situation analyzing, decision 
making and emergency response. 
 

 

Fig. 1. Domain simulation oriented to EM 

As shown in the Fig.2, we can analyze the domain knowledge and establish the 
domain ontology oriented to EM. Then we can build up the meta-models, which are 
considered as the domain special modeling language (DSML). Domain knowledge, 
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conceptual models and meta-models system can all reflect the characteristics of the 
system. Though meta-models can’t be executed directly, it can be transform into si-
mulation model easily by code generation or model transformation. 

 

 

Fig. 2. The relationship of domain knowledge, ontology and meta-models 

4 Ontology Modeling in PEMS  

Public security emergency management (PSEM) puts main attention on the common 
scientific problems, including the cause, outbreak and development of emergency. 
There are three indispensible elements in the emergency, including emergency event, 
bear disaster body and emergency management [9]. The bear disaster body will 
change its state under strange force, and lead to subsequence event. The main task of 
the emergency management is to study the laws and characters of disaster, and take 
interventions to release the loss. 

4.1 Domain Analysis  

Nowadays, internet provides us so many conveniences along with a lot of potential 
dangers, so network security is worth watching. Information dissemination plays an 
important role in many emergency events, which can transmit emotion and attitude. 
The motivation of our work is to explore the effect of rumor diffusion in the evolution 
process of emergency event, and establish the meta-models to support the domain 
modeling oriented to EM.  

PSEM refers to multi disciplines and domain, such as information, psychological 
and behavior. When incident occurs, the key information and elements form the in-
formation space, which will spread to the public by network, newspaper and TV; 
Receiving information, people will have their own opinions, views and emotions, and 
form the psychological space; People will display some behavior or take some action 
driven by psychological factors, which may also affect the development trend of  
the event.  
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There are 4 types of main models in the artificial society, namely population, envi-
ronment, emergency events and intervention measures. Population includes individu-
als and organizations, and individuals may belong to multi organizations at the same 
time. Environment contains network opinion model, culture model and communica-
tion model. Network opinion usually represents the emotion, attitude and belief in the 
network. People may have their own opinions which can be shared in special network. 
Culture model tries to explore the relationships between the culture and individual 
behavior. Communication model is the carrier of information dissemination, which is 
especially important for the development of the event. Public security event model 
describes the event process and development trend, which can affect the state of envi-
ronment and population. 

4.2 Establish the Domain Ontology Oriented to EM 

Ontology defines the core concepts and properties of the domain. The modeling pri-
mitive of ontology are concepts, relations, functions, axioms and instances, which can 
be express as O={C, R, F, A, I}. Ontology contains semantic information, which can 
be shared and reuse. 
 

 

Fig. 3. The ontology tree of PSEM 

We can clarify the ontology scope and gain the information by a variety of ways, 
such as books and domain experts. Ontology can express the semantic information of 
knowledge, and it’s useful to knowledge management and knowledge retrieving. 
There are two main ways to construct the ontology: reuse the existing ontology or 
build new ontology.  

Protégé 2000 is an open source tool to build ontology, which can edit basic classes, 
subclass, attributes and instances. It supports extension, and all conceptual models can 
be stored in the database. As shown in the Fig.3, the main elements of PSEM include 
population, environment, event, statistics data and emergency material. And the core 
concepts in the process of information dissemination are listed as follows. 
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• Individual: the basic unit of the artificial society, which can interact with each 
other and adapt to the environment. 

• Organization: it’s a social group made up of individuals, which usually have the 
same faith, benefit and opinion. 

• Social network: it defines the relationship between individuals, which may be in 
multi-layer social networks. 

• Behaviors: it defines the action sequence of population in artificial society, includ-
ing daily activities and interacting with each other. 

• Environment: it includes physical environment and non-physical environment. The 
former includes buildings, roads and workplaces. The latter includes the culture 
environment and communication network. 

• Event: it defines a group of actions and rules which can affect the behavior of indi-
viduals and operation state of artificial society. 

• Information: it contain information content and information attitude, which can be 
changed according to the predefined attitude of individual.  

Ontology integrates the distributed knowledge and provides us a knowledge map 
of EM, which shields the complex internal logic. It should expand the semantic in-
formation and provide the access interface to other applications. Then we can estab-
lish the meta-models or models, which can support the simulation execution or  
problem resolving. 

5 Meta-modeling Oriented to PSEM 

5.1 Establish the Meta-models of PSEM 

Generic Modeling Environment (GME) provides us the integrated environment of 
building domain special modeling language. GME is based on graphic symbol and 
OCL constrain language [10], which makes use of the computer technology such as 
finite state machines (FSM), signal flow (SF) and logic circuits. We can build meta-
models on the platform to integrate domain knowledge. Meta-model is the basic unit 
of DSML, which can be combined, reused and shared easily. Based on the ontology 
tree of PSEM, we can establish meta-models. The meta-models of PSEM are com-
posed of four parts: environment, population, emergency and intervention. Population 
includes individual and organization, and environment includes physical environment 
and nonphysical environment.  

Taking the population view as an example, models, atoms and connections of the 
system are listed in the Fig.4. Every individual has the basic attributes and methods. 
The basic attributes of individual include population type, gender, age, ethnic, educa-
tion background and so on. Psychological attributes include attitude, emotion and 
character. The activities of agent include offline activities and online activities. Men-
tal activities contain affective sensation, affective computing and decision making. 
Organization also has the similar information and behavior, which can represent the 
whole characters of group individuals. Additionally, the relationship between individ-
uals and organizations are also described in the figure. 
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Fig. 4. Meta-models of the population view 

Meta-models extract the essence of model entities, which can help us come to an 
agreement or understanding about some phenomenon. Domain knowledge and se-
mantic information can be reused in the forms of meta-models. We can build DSML 
based on meta-models and accelerate the development of simulation models. 

5.2 Construct the Artificial Scenario Based on Meta-models 

Domain specific modeling (DSM) is a system modeling method oriented to special 
domain, which try to represent the modeling elements in the manner of graphic or 
texture. DSM supports abstract language and needs less work to describe the details. 
The core concepts of DSM can describe the domain problems and support problem 
resolving. Meta-models can be combined and reused in DSM, so we can make use of 
meta-models to construct the artificial scenario of PSEM.  

As shown in the Fig.5, the artificial scenario depicts the evolvement of the religion 
collide event. All elements are described by meta-models, which includes evil 
strength (terrorist, terror organization and rumor maker) and justice strength (govern-
ment, policeman, official and so on). Rumor maker takes the important role in the 
process of event development, and internet is the main channel of rumor diffusion. 
Social cultures and network opinions are also the main factor which can impact the 
development of the emergency event. In the process, we should release timely infor-
mation on the internet, and all social forces should take part in the EM conducted by 
the government. Although some details cannot be display on the scenario, meta-
models can describe the inter mechanism of artificial society and main strength in the 
EM process. 
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Fig. 5. Initial scene of artificial society oriented to PSEM 

5.3 Model Transformation 

We can transform the meta-models into simulation models by domain modeling and 
model transformation. Modeling transformation is based on the fact that different 
formalized models are just the different view of same phenomenon. The semantic 
information may lose in the process of transformation, so we must ensure that meta-
models must contain enough modeling structure and details.  
 

 
Fig. 6. Two ways of model transformation 

As shown in the Fig.6, there are two kinds of model transformation, namely model 
to model transformation (M2M) and model to text transformation (M2T). In one 
hand, we can transform the meta-models to formalized models with typical modeling 
pattern by GReAT package, which can be driven by simulation engine. In the other 
hand, we can transform the meta-model to target code or dynamic library, which can 
be used by other application programs. 
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Code models contain the attributes, methods and model interfaces, which can sup-
port simulation execution. We can use meta-models to build instance models de-
scribed in graphic manner, and generate target code automatically based on the graph-
ic model. We can study the rumor spreading and agent behavior based on code model, 
and gain new knowledge about EM by data mining and analyzing. 

6 Conclusion 

This paper studies the construction of artificial society oriented to EM and proposes a 
knowledge-based modeling method. The contribution of our work is that we provide 
an approach to convert EM knowledge to simulation models. Combined with the 
technology of ontology modeling and meta-modeling, we establish the model archi-
tecture of artificial society oriented to EM. We can get the simulation models by code 
generation and model transformation. However, there are some details need to be 
improved in the future work, such as the mapping between ontology and meta-
models. Additionally, the semantic loss in the process of model transformation also 
needs to be considered.  
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Abstract. Radiotherapy is a comprehensive method, in which the main factor 
that determines success in clinical radiotherapy is radiation dose. It is necessary 
to make the most of mathematical theories to investigate the complicated me-
chanisms how P53-dependent regulation pathways govern cell survival and 
apoptosis at molecular level. In this work, we develop an integrated method for 
modeling Tumor Radiotherapy System (TRS) based on Kinetic Theory of Ac-
tive Particle (KTAP) and Gene-Environment Network (GEN), and then explore 
the dynamics of integrated TRS through correlated subsystems, and inner me-
chanism of cell fate decision under radiotherapy. The inner mechanisms of ra-
diotherapy are investigated at both molecular and systematic levels, including 
the stochastic kinetics of DNA damage generation and repair, switch-like Atax-
ia Telangiectasia Mutated (ATM) activation, oscillation of P53-Mouse Mouble 
Minute 2 homolog (MDM2) negative feedback loop, and outcome of tumor cell 
degradation and genome stability under radiotherapy.   

Keywords: Radiotherapy, Ion Radiation (IR), P53, Kinetic Theory of Active 
Particle (KTAP), Gene-Environment Network (GEN), Modeling. 

1 Introduction 

Cancer, like many other diseases, results from a complex interplay of genetic and 
environmental risk factors [1]. It is important to study the potential genetic and envi-
ronmental risk factors together in order to understand the mechanisms of underlying 
aetiology [2]. Radiotherapy is a comprehensive method, which plays a major role in 
cancer treatment. The main factor determining success in clinical radiotherapy is 
radiation dose. Low doses are ineffective, whereas if it is possible to give a very large 
total radiation dose then, in principle, any tumor can be (locally) controlled, but it will 
bring unavoidable damage to the normal cells adjacent to the tumor [2]. Upon acute 
radiotherapy, recent experiments have shown that the tumor suppressor P53 and its 
cofactors play a crucial role in determining the outcome of tumor cell degradation [3,4]. 
Therefore, it is necessary to make the most of mathematical theories to investigate the 
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complicated mechanisms that P53-dependent regulation pathways govern cell survival 
and apoptosis, and outcome of tumor radiotherapy at molecular level as well.    

Recently, Gene-Environment Network (GEN) model has been widely investigated 
by using the KTAP methods [5-15]. GEN can describe not only the stochastic interac-
tions between genes and environmental cofactors at molecular level, but also the  
systematic dynamics of integrated system in response to external environment pertur-
bations [7,14]. Therefore, GEN model is widely used in different research areas, e.g., 
cellular repair mechanisms under acute IR perturbations [14], Lung Cancer Etiology  
with selected gene/region in measures of environmental exposure [12,15], as well as 
cellular fate decision by gene cofactors in [3,14,16-18]. As a novel mathematical 
framework, KTAP can model the overall bio-system by evolution equations corres-
ponding to the dynamics of all elements [19,20]. Based on KTAP approach, the bio-
logical activities are regarded as dynamics of mutual interactions among molecule 
particles within different subsystems. Then, the evolution of overall system is 
represented by distribution function over discrete states of all their elements in the 
integrated system [19-21]. Currently, KTAP has been applied into some areas in so-
cial and life sciences, e.g. modeling vehicular traffic flow [8], social behaviors of 
interacting individuals [11], as well as multi-cellular systems and tumor-immune 
system competition [10,13].  

Here, based on KTAP method and GEN model, we develop a kinetic framework of 
integrated TRS with three subsystems and explore a complicated mechanism of cell 
cycle arrest and apoptosis under radiotherapy. By numerical simulations, we investi-
gate the dynamics of correlated subsystems in TRS framework. It includes the sto-
chastic process of DNA damage generation and repair, damage detection of ATM 
switch activation, pulses of P53-MDM2 oscillator, cell cycle arrest and apoptosis 
mechanisms induced by alternative activation of P21 and Bax signal pathways, as 
well as outcome of tumor cell degradation and genome stability during the first and 
second phase of radiotherapy. Especially, we analyze the simulation results obtained 
from our TRS framework, and thus find an optimal outcome of radiotherapy from 
different therapy strategies.  

2 Method 

2.1 Overview of TRS Framework  

Radiotherapy, is one of the main tumor therapy, acts via the induction of DSBs to 
DNA, and triggers the cellular self-defense mechanism to induce apoptosis of cancer-
ous cells via programmed cell death [1]. Under radiotherapy, DSBs induced by acute 
IR can trigger the binding of the sensor protein kinase ATM into the nascent DNA 
ends, subsequently increase the kinase activity of ATM [16]. As a nuclear transcrip-
tion factor, P53 can be activated by ATM activation, and then regulate downstream 
genes and their signal pathways. The active P53 indirectly induces cell cycle arrest to 
repair DNA damage, and then cell apoptosis eliminates abnormal cells with genome 
damage or deregulated proliferation. Especially, these properties may modulate the 
activity of certain anticancer agents [15].  
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Fig. 1. The scheme of the integrated TRS framework. It is composed of three correlated subsys-
tems: DNA damage generation & repair and ATM activation, P53 network activation and 
regulation, as well as cell cycle arrest & apoptosis. Each subsystem includes active molecular 
particles of several populations with different discrete states. 

We propose an integrated framework of TRS to explore sophisticated mechanisms 
of cell fate decision under tumor radiotherapy (see Fig.1). The framework is com-
posed of three subsystems: DNA damage generation, repair and ATM activation sub-
system, P53 network activation and regulation subsystem, and tumor cell cycle arrest 
and apoptosis subsystem. By means of KTAP method and GEN model, the mutual 
interactions between molecular particles and environmental co-factors may modify 
either the state or the number of molecular in each subpopulation by prolifera-
tion/destruction phenomena [20]. Especially, the dynamic kinetics of integrated TRS 
is dealt as the results of mutual interactions among correlated molecular particles in 
different subsystems. Because the intrinsic mechanisms of radiotherapy are compli-
cated, the limited vital genes and mutual interactions with environmental cofactors are 
involved into our integrated TRS framework.  

2.2 DSB Generation, Repair and ATM Activation 

The first module in the TRS framework tries to represent the stochastic kinetics of 
DNA repair and ATM activation in response to acute IR from outsides (see Fig.2). 
Upon acute IR perturbation, DSBs, the typical form of DNA damage, occur stochasti-
cally. Fortunately, self-repair mechanism in a normal cell can fix this genome dam-
age. RP, a repair enzyme, can be quickly recruited to bind into the nascent DNA ends, 
form the DSB-protein Complexes (DSBCs). DSBs are specifically detected by the 
Ataxia-Telangiectasia-Mutated (ATM) kinase. As a main signal source of DNA dam-
age, DSBCs can trigger the switch-like kinetics of ATM activation through intermo-
lecular phosphorylation [22].  

Generally, most of the resulting DSB can be fixed by self-repair mechanism in a 
normal cell.  During the DNA repair process, repair mRNA transcription and repair 
protein (RP) generation are prompted under mutual interaction of DSB with repair 
gene and repair mRNA, respectively. As RP is available, they are quickly recruited to 
break sites, and synthesize DSBC after RP combining into DSB. The rDSBCs is dealt 
as main signal to stimulate ATM activation, whereas, mDSBCs and remained DSBs 
are dealt as toxins in a cell, which can seriously weaken genome stability and cellular 
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viability, even lead to abnormal and cancerous eventually [14,22]. Meantime, ATM, a 
detector of DNA damage, is activated by DSBC signal transferred from DNA repair 
kinetics [22]. ATM converts from inactive ATMd to ATMm , and further to transform 
into ATM* under positive interaction with rDSBC particles. In fact, ATM activation 
is a reversible kinetics, i.e., ATMm can convert into ATMd, and ATM* can transform 
into ATMm reversibly. The total concentration of ATM including ATMd, ATMm and 
ATM* is assumed constant because it mainly undergoes posttranslational modifica-
tions after DNA damage. The dimerization rate of ATM is much larger than its undi-
merization rate, so that ATM dimers are predominant in unstressed cells [3,14].  

 

         

Fig. 2. The schematic diagram of DSB generation, repair, and ATM activation subsystem. It is 
composed of three subpopulations: DNA, DNA repair enzyme, and ATM. (Arrow-headed solid 
lines refer to state transition, and arrow-headed dotted lines stand for promotion of state transi-
tion, respectively. Bombing icons indicate the mutual interactions between two kinds of mole-
cular particles.) 

2.3 P53 Network Subsystem 

As an important tumor suppressor, active P53 is very low in unstressed cell. Upon 
DNA damage, the dynamic equilibrium of P53-MDM2 feedback loop is impaired by 
ATM-dependent phosphorylation of P53 and MDM2, and then P53 is activated [22]. 

  

        

Fig. 3. The scheme of P53 network subsystems. It mainly includes P53-MDM2 negative feed-
back loop.  
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To eliminate lethal genome damage or deregulated proliferation, the level of active 
P53 can increase quickly in some minutes, while the first cellular apoptotic event 
occurs in a few hours in some cell types [18]. In the P53 network subsystem, we 
mainly consider the P53-MDM2 negative feedback loop (see Fig.3). Under conti-
nuous effect of damage signal from ATM activation module, the phosphorylation of 
P53 is prompted by positive interaction between P53 and ATM* molecular [22] . 
Meanwhile, the degradation of MDM2 is also accelerated by negative interaction 
between MDM2 and ATM* particle. In addition, the expression of MDM2 is trig-
gered by positive interaction of MDM2 with P53* molecular. In order to avoid the 
over-expression of P53, the concentration of P53* can be depressed by MDM2, a 
P53-specific ligase and antagonist of P53. Thereafter, the expected oscillation dynam-
ics will occur in the P53-MDM2 negative feedback loop [22].  

2.4 Tumor Therapy Subsystem 

The cofactors of P53 are vital in the choice of cell fate between survival and apoptosis 
[3,18]. In this work, tumor therapy subsystem mainly considers the P21-dependent 
cell cycle arrest and Bax-dependent apoptosis signal pathways (see Fig.4). In terms of 
the extent of DNA damage, the P53-dependent regulation pathways can make a relia-
ble decision between survival and death [3,4,18]. Specifically, the active P53 sustains 
a moderate level for repairable damage in the first phase of radiotherapy, and thus cell 
cycle arrest pathway is triggered indirectly by the low level of P53*. On the other 
aspect, as for irreparable damage in the second phase of radiotherapy, a high level of 
P53 evokes Bax-dependent apoptosis pathway [1,3,18]. 

 

            

Fig. 4. The scheme of tumor therapy subsystem. It is composed of the kinetics of cell cycle 
arrest and apoptosis initiated by P21 and Bax signal pathways, respectively.  

In the first phase of radiotherapy, we assume that the mechanism of cell cycle ar-
rest is initiated directly by P53-dependent P21 signal pathway, then blocks tumor cell 
proliferations and promotes DNA damage repair directly. Under repairable DNA 
damage, P21 is activated by positive interaction with the low level of P53*. Then, the 
damaged cell undergoes transient cell cycle arrest period. Thus, the process of DNA 
repair is accelerated indirectly by prompting RP generation and the growth of tumor 

Cell cycle 
 arrest pathway

Cell apoptosis 
pathway 

Bax 

BaxR 

P21 

P21R 

P53* 



 A Kinetic Modeling for Radiotherapy Mechanisms 293 

cell mass is suspended until DNA damage is fixed [1,3,17,18]. On the other hand, we 
assume that the apoptosis mechanism is triggered directly by P53-dependent Bax 
regulation pathway, and fulfils tumor cell degradation directly. As for irreparable 
DNA damage in the second phase of radiotherapy, the Bax-dependent regulation 
pathway is activated by positive interaction with the high level of P53* molecular. 
Thus, tumor cell is degraded directly by Bax-oriented apoptosis mechanism without 
intermediate steps between CytoC release and Casp3 activation [3,17,18]. In addition, 
we deal that the number of toxins remained in a tumor cell can decrease the genome 
stability directly. Thus, the indicators such as, the number of RP available, toxins, 
tumor cell mass, and genome stability, etc, can analyze the outcomes of tumor radio-
therapy under different therapy strategies further. 

3 Results and Discussion 

By using the platform of Matlab.7, the dynamic kinetics of TRS are investigated, 
including stochastic kinetics of DNA repair, switch-like ATM activation, oscillations 
of P53 network activation, and alternative mechanism between cell cycle arrest and 
apoptosis during the first and second phase of radiotherapy, and then, the outcome of 
radiotherapy is analyzed roughly under 5Gy IR circumstance. In the following parts, 

xf  refers to the concentration of molecular particle type x in a cell. 

3.1 DSB-Protein Complexes (DSBCs) Synthesis and ATM Activation 

Under continuous 5Gy IR, the resulting DSBs occur stochastically under external 
interactions with constant IR cofactor (Fig.5, a). Due to the limitation of cellular self-
repair capability, the number of toxins, including intact DSB and disrepair part of 
DSBCs (mDSBC), increases quickly after the concentration of remaining DSB, 

RDSBf , overtaking threshold TRDSB at about 600 time-scales (Fig.5, b). 

As an indicator of DSB repair process, the numbers of Repair Protein (RP) availa-
ble and correct repair part of DSBCs (rDSBC) syntheses begin to decrease quickly 
after about 600 time-scales, i.e.,  the capability of cellular self-repair mechanism 
keeps decreasing (Fig.5, c). Meanwhile, ATM is very sensitive and reliable to damage 
signal from DSBC synthesis module. After mutual interaction with rDSBC molecular, 
ATM is activated from inactive ATM monomer (ATMm), and phosphorylated ATM 
monomer (ATM*) rapidly rises to a high plateau after about 30 time-scales, and keeps 
dynamic equilibrium until the damage is efficiently repaired (Fig.5, d, and e). The 
simulations above indicate that rDSBCs turn on the switch-like ATM activation after 
RP combining into damage sites, and RPf  is vital factor to decide the capability of 

cellular self-repair. On the other hand, toxins remaining in a cell, a by-product of 
radiotherapy, can negatively affect a series of cellular activities, and thus decrease 
genome stability further.  
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Fig. 5. The kinetics of DSBC synthesis and ATM activation under IR=5Gy. (a) Stochastic trace 
of DSB generation. (b) Toxins remaining, including both intact DSB and mDSBC. (c) RP 
available around damage sites. (d) rDSBC synthesis after RP binding into DSB. (e) ATMm 
decreasing during and after ATM activated from ATMm. (f) Switch-like ATM activation from 
ATMm after positive interaction with rDSBC.  

3.2 Oscillations of P53 Network Activation  

P53 network is very complicated and helpful for exploring the dynamics of key mole-
cular particles in TRS framework. The oscillations of P53-MDM2 negative feedback 
loop are important clues to investigate inner mechanism of cellular response to DNA 
damage [16,22]. Upon positive interaction with ATM* molecular, P53-MDM2 oscil-
lator is initiated by the activated ATM to generate periodic pulses between P53 and 
MDM2. The number of these pulses is determined by the duration of ATM in the 
saturation state.  

In response to ATM activation, the saturation trace of P53 mRNA transcription 
provides continuous signal resource to P53-MDM2 oscillator (Fig.6, a). During 
and after positive interaction with ATM* and negative interaction with MDM2, 

53Pf and *53Pf  increase quickly and keep high level with similar periodic pulses 

(Fig.6, b and c). Meanwhile, upon the positive interaction with activated P53 
(P53*) and negative interaction with ATM* molecular, MDM2 is activated from 
MDM2 mRNA with similar periodic pulses (Fig.6, d and e). These oscillations 
between P53 and MDM2 have similar periods of about 400 time-scales with dif-
ferent phases and swings, and the first pulse is slightly higher than the second one, 
and then tends to dynamic equilibrium (Fig.6, f). These simulations above plausi-
bly suggest that cellular self-defensive mechanisms are initiated by damage signal 
transferring from outer environment. 
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Fig. 6. The oscillations of P53 network activation under IR=5Gy. (a) Switch-like trace of P53 
mRNA available upon damage signal from ATM*. (b) Pulses of inactive P53 protein available 
during and after P53 activated, and (c) P53* activated under positive interaction with ATM*, 
and negative interaction with MDM2. (d) Pulses of MDM2 mRNA available, and (e) MDM2 
activated under positive interaction with P53*, and negative interaction with ATM*. (f) Oscilla-
tions of P53-MDM2 negative feedback loop. 

3.3 Outcomes of Tumor therapy 

During the first phase of radiotherapy, the activated P53 keep low level in response to 
repairable DNA damage, and thus P21 is activated from P21 mRNA after positive 
interaction with P53* molecular, and 21Pf  reaches climax at about 600 time-scales 

(Fig.7, a and b). Meantime, tumor cell mass keeps relatively low level before 600 
time-scales, because of the mechanism of cell cycle arrest induced by P21-oriented 
signal pathway. However, during the second phase of IR=5Gy radiotherapy, 21Pf  

decreases sharply and tends to zero after about 600 time-scales, because RDSBf   over-

takes the threshold TRDSB that a cell can repair maximally (Fig.7, b).  
Although Bax can be activated from Bax mRNA under the positive interaction 

with low level of P53* (Fig.7, c and d), Baxf  cannot take over the threshold TBax that 

the mechanism of apoptosis can be initiated. Therefore, tumor cell cannot be de-
graded, and thus the concentration of tumor cell mass, TMassf , keeps increasing dra-

matically (Fig.7, e). As a result, the genome stability keeps decreasing and tends to 
zero, due to toxins increasing within tumor cell (Fig.7, f). The results above indicate 
that the outcomes of radiotherapy under 5Gy strategy are not encouraged, because 
P53-dependent Bax signal pathways cannot initiate the expected mechanisms of apop-
tosis for degrading tumor cell.  
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Fig. 7. The outcomes of tumor radiotherapy under IR=5Gy strategy. (a) P21 mRNA available 
during and after P21 protein translated from P21 mRNA. (b) P21 protein generation under 
positive interaction with P53*.  (c) Bax mRNA available during and after Bax protein trans-
formed from Bax mRNA. (d) Bax protein generation after positive interaction with P53*. (e) 
Dynamics of tumor cell mess growth, and (f) decreasing genome stability against continuous 
therapy time. 

4 Conclusions 

Our work presents the whole process of radiotherapy from DSB generation to tumor cell 
degradation upon acute IR at both molecular and systematic levels. By using KTAP 
method and GEN model, the integrated TRS framework with three subsystems are pro-
posed to investigate the complicated mechanisms of tumor radiotherapy. The TRS 
framework exhibits a series of dynamics from molecular to systematic levels: stochastic 
process of DSB generation and repair, damage detection of ATM switch, dynamic pulses 
of P53-MDM2 oscillator, alternative mechanisms of cell cycle arrest and apoptosis trig-
gered by P21 and Bax signal pathways. The outcomes of TRS framework show that 
tumor cell cannot be efficiently degraded and genome stability cannot be maintained 
effectively if IR is too low. It is because the mechanism of cell cycle arrest and apoptosis 
cannot be initiated in the first and second phase of radiotherapy. Especially, our TRS 
framework can be used to further explore inner mechanisms of tumor radiotherapy from 
molecular to systematic level, and provide some hints and clues to design more efficient 
strategies for tumor radiotherapy. 
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Abstract. A novel identification algorithm for neuro-fuzzy based MIMO 
Hammerstein system with noises is presented in this paper. A special test signal 
that contains independent separable signals and uniformly random multi-step 
signal is adopted to identify the MIMO Hammerstein system. As a result, it can 
circumvent the problem of initialization and convergence of the model parame-
ters discussed in the existing iterative algorithms used for identification of  
MIMO Hammerstein model. Moreover, least square method based parameter 
identification algorithms of dynamic linear part and static nonlinear part are 
proposed to avoid the influence of noise. Example is used to illustrate the effec-
tiveness of the proposed method.  

Keywords: Correlation analysis method, neuro-fuzzy system, MIMO Ham-
merstein process, separable signals, process noises. 

1 Introduction 

The Hammerstein model is a block-oriented nonlinear model consisting of the cas-
cade structure of a static nonlinear element followed by a dynamic linear element. It 
has been shown that such a model can efficiently represent and approximate many 
industrial processes. For example, pH neutralization processes [1], heat exchangers 
[2], [3], distillation columns [4], [5], dryer process [6], polypropylene grade transition 
[7], and continuous stirred tank reactor (CSTR) [8] have been modeled with Ham-
merstein model. Various system identification methods have been extended to identi-
fy the Hammerstein model. Considering immeasurable intermediate variables in the 
Hammerstein model, the synchronous method and the separate step method are two 
different ways to identify the static nonlinear element and the dynamic linear element 
of the Hammerstein model [9]. The synchronous method identifies the parameters of 
the Hammerstein model by directly constructing a hybrid model of the static  
nonlinear element and the dynamic linear element, such as over-parameterization 
method [10], [11], subspace method [12], modulation function method [13] and direct 
identification method [14]. The separate step method decouples the identification 
problems of the dynamic linear element and the static nonlinear element by estimating 
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the immeasurable intermediate variables, such as iterative method [15], separable 
least squares method [16], stochastic method [17], blind identification method [18], 
frequency domain method [19] and multi-signal based method [20].  

Few papers addressed the MIMO Hammerstein model. Motivated by the previous 
works, a novel identification method for neuro-fuzzy based MIMO Hammerstein 
model with process noises by using the correlation analysis method is presented in 
this paper. We employ the extended version of Bussgang’s theorem [21] for MIMO 
Hammerstein system. The property of the separable signal of MIMO system is ana-
lyzed further. Moreover, the conditions how Bussgang’s theorem can be used for the 
identification of the generalized MIMO Hammerstein model are given. In this work, a 
special test signal is adopted to identify the Hammerstein process with process noises, 
resulting in the identification problem of the linear model separated from that of non-
linear part. The signal satisfies the following conditions: 1) it contains independent 
separable signals, such as binary signal, sine signal and Gaussian signal; and 2) it 
contains a uniformly random multi-step signal. As a result, the identifications of the 
linear model and the static nonlinear function are carried out independently by using 
the separable input signals. And the effects of the process noises can be avoided. 

The rest of this paper is organized as follows. The MIMO Hammerstein process 
identification problem and neuro-fuzzy based MIMO Hammerstein model with 
process noises are given in Section 2. A correlation analysis and neuro-fuzzy based 
identification method is presented in Section 3. Simulation examples are given in 
Section4, followed by the concluding remarks given in Section 5. 

2 Neuro-fuzzy Based MIMO Hammerstein Model with Process 
Noises 

The MIMO Hammerstein process can be formulated by the following equations:  

( ) ( )( )
( ) ( ) ( )

( ) ( ) ( )( )

( )

k k

k k k

z
k k k

z

=

= +

= +

v f u

w v η
B

y w e
A

                      (1) 

where ( ) mk ∈u  and ( ) nk ∈y   denote the process input and output at the k-th sam-

pling instant, respectively, ( ) mk ∈v  and ( ) mk ∈w   represent the corresponding 

noise-free and disturbed internal variables, ( ) mk ∈η   and ( ) nk ∈e   are white noises 

independent of ( )ku , 
1

( )
An

i
i

i

z z−

=

= +A I A  and 
1

( )
Bn

j
j

j

z z−

=

=B B  are the n n×  and 

n m×  matrix polynomials, respectively, with 1z−  being the backward-shift operator 

( ) ( )1 1z k k− = −y y , An  and Bn  are integers related to the model order, I  always 
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denotes the identity matrix of compatible dimension. The static nonlinearity of the Ham-

merstein process is [ ]1, ,
T

mf f= …f , where : , 1, ,m
rf r m→ = …  .  

In this paper, the MIMO Hammerstein process is identified by a neuro-fuzzy based 
MIMO Hammerstein model, in which the nonlinearity of the process is represented by 
a neuro-fuzzy based MIMO model and the linear dynamics by a MIMO ARX model. 

The static nonlinearity is approximated by a four layer neuro-fuzzy system which 
integrates the Takagi-Sugeno fuzzy system and the radial basis function (RBF) based 
feed forward network into a connection structure. The neuro-fuzzy system consists of 
four layers. The first layer is input layer. Nodes in this layer just transmit the input 
variables to the next layer directly. The second layer is the membership function layer 
that receives the signals from the input layer and calculates the membership of the 
input variable. Gaussian membership function is used in this layer. The third layer is 
the rule layer. The number of the nodes in this layer represents the number of fuzzy 
rules. The last layer is the output layer. All consequence weights are fully connected 
to the output node in which defuzzification is performed. The r-th output of the neuro-
fuzzy system is then given by: 

( ) ( )( ) ( )( ) ,
1

ˆˆ
L

r r l r l
l

v k f k k d
=

= = Φu u                      (2) 

where 

( )( ) ( )( )
( )( )

1

l

l L

l
l

k
k

k

μ

μ
=

Φ =


u
u

u
 

where ( )( ) ( )( )2

,

2
1

exp
m

r r l

l
r l

u k c
kμ

σ=

 − = −
 
 
u is the Gaussian membership function, 

,r lc  and lσ  are respectively the center and width of the membership function, ,r ld  is 

the corresponding weight of the neuro-fuzzy system, L  is the total fuzzy rules. 

3 Identification of Neuro-fuzzy Based MIMO Hammerstein 
Model 

A special test signal is adopted to identify the Hammerstein process, resulting in the 
identification problem of the linear model separated from that of nonlinear part. The 
signal satisfies the following conditions: 1) it contains independent separable signals, 
such as binary signal, sine signal and Gaussian signal; and 2) it contains a uniformly 
random multi-step signal. As such, the identifications of the liner model and the static 
nonlinear function are carried out independently by using the separable input signals. 
This section presents the identification procedure for the proposed neuro-fuzzy based 
MIMO Hammerstein model in detail. For simplicity, all signals are assumed to  
have zero mean. It should be noted that the assumption is reasonable. Owing to the 
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deviation variables employed in constructing the MIMO Hammerstein model, the 

static nonlinearities satisfy ( ) 0, 1, ,rw k r m= = … . It means that the nonlinear map-

ping of a given steady state vector of process input, su , gives the corresponding 

steady state vector of sw .  
Theorem 1: For a m n×  Hammerstein process with noises described in Eq. 1, if 

the input signals are independent separable, there exists a matrix 0B such that the fol-
lowing equation holds. 

( ) ( )0 ,R Rτ τ τ= ∀ ∈wu uB                           (3) 

where 

( )
( ) ( )( ) ( ) ( )( )

( ) ( )( ) ( ) ( )( )
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A. Identification of the dynamic linear part 

As discussed above, the identification of the linear dynamic part can be completely 
separated from that of nonlinear static part by using the independent separable signals. 
In this paper, the correlation analysis algorithm is adopted to estimate the parameters 
of the linear model.  

As described in Section 2, the linear dynamics of a MIMO Hammerstein process 
can be rewritten as follow 

( ) ( ) ( ) ( ) ( )
1 1 1

A B An n n

i j i
i j i

k k i k j k i k
= = =

= − − + − + − +  y A y B w A e e      (4) 

Multiply both sides of above equation by ( )k τ−u  and then compute the mathe-

matical expectations, we have 

( ) ( ) ( ) ( ) ( )
1 1 1

A B An n n

i j i
i j i

R R i R j R i Rτ τ τ τ τ
= = =

= − − + − + − +  yu yu wu eu euA B A    (5) 
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As the process noise ( )ke  is independent of process input ( )ku , we get 

( ) n mR τ ×=eu 0 , and then  

( ) ( ) ( )
1 1

A Bn n

i j
i j

R R i R jτ τ τ
= =

= − − + − yu yu wuA B                (6) 

Thus, we can use the correlation analysis method [22] to estimate the parameters of 

the dynamic linear part. Here set ( )1,2, , a bP P n nτ = ≥ + . And we can get 

( ) 1T T −
=θ RΨ ΨΨ                            (7) 

where ( )
1 2 1 2
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a b
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× × + × = ∈ θ A A A B B B   is the estimated model pa-
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B. Identification of the static nonlinear part  

Based on the entire training data, the process of identifying the neuro-fuzzy based 
model is to estimate the parameters of ,r lc , lσ  and ,r ld , which is a nonlinear optimi-

zation problem. In this paper, the antecedent parameters, ,r lc and lσ are estimated by 

a clustering algorithm [23], [24]. The main results are concerned with the estimation 
of the consequent, ,r ld  by least square algorithm. As a result, the proposed method 

can avoid the problems of initialization and convergence of the model parameters, 
which are usually resorted to trial and error procedure in the existing iterative algo-
rithms used for the neural network or fuzzy system based identification of Hammers-
tein model. 

After the parameters ˆ
iA , ˆ

jB , ,r lc and lσ  have been identified, we proceed with the 

estimation of the consequent parameter ,r ld . We get  



 Identification of MIMO Neuro-fuzzy Hammerstein Model with Noises 303 

( ) ( ) ( ) ( )
1 1
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Thus, we can get the estimation of W  by using the least square algorithm  

( ) ( ) ( ) ( )
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= =
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We can obtain 
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As ( )kξ  is a linear combination of white noises with zero means, we have 
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That is to say, LSW  is the unbiased estimation of W . 
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4 Example 

Consider the following SISO Hammerstein process, [25]: 

( ) ( ) ( )( ) ( )

( ) ( ) ( )

[ ] [ ]

-1

-1

1

2 tanh 2exp 0.1 2

1

, 0.8,0.6
T T

w k u k u k k

bz
y k w k e k

az

a b

η= − + +

= +
+

= = −θ

          (35) 

where ( )e k  and ( )kη are white noises with zero means and independent of the 

process input ( )u k . 

Define the noise-to-signal ratios as
( )

( ) ( )1

var
: 100%

var
ns

k

w k k

η
δ

η
  = ×

−  
 

and
( )

( ) ( )2

var
: 100%

var
ns

e k
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The binary input signals with ( ) 0u k =  or ( ) 3u k =  are chosen as separable input 

signals to identify the linear element while random multi-step signals with uniform 
distribution between [0, 3] to identify the nonlinear element. The simulation results 
showed that the proposed identification method can give a better approximation of the 
dynamic linear element. The static nonlinear element is estimated by using the ran-
dom multi-step signals as process inputs. The static nonlinear function and that of the 
neuro-fuzzy based model are compared in Fig. 1. It is clear that the neuro-fuzzy based 
model has very accurate approximation of the actual nonlinearity. 
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Fig. 1. Static nonlinear function: (a) actual (red solid line) and estimated (black dotted line) 
process of ( )f u ; (b) prediction error of ( )f u  
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5 Conclusion 

We employ the extended version of Bussgang’s theorem for MIMO Hammerstein 
system, and a novel identification method for neuro-fuzzy based MIMO Hammerstein 
model with noises by using the correlation analysis method is presented in this paper. 
A special test signal is adopted to identify the Hammerstein process, resulting in the 
identification problem of the linear model separated from that of nonlinear part. Ex-
ample shows the effectiveness of the proposed method. 
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Abstract. Driver training systemfor disable and elderly people to use electric 
wheelchairs has an important role for their independent mobility. In this paper a 
simulator platform of smart wheelchairs is presented for driver training and 
evaluation. Based on the smart wheelchair, integrated with kinematics, 
dynamics, sensors, and the 3D model of real wheelchairs and environment, it is 
implemented in Gazebo and ROS. The sensors inlcude an encoder, a laser range 
finder and a set of Kinect. Without nursing staff’s company, the user could 
complete driver training and assessment procedures by himself. Experiments 
verify that this platform can be used as a valid tool for driver training and 
evaluation. 

Keywords: Simulation platform, smart wheelchair, electric wheelchair, driver 
training, driving skill evaluation. 

1 Introduction 

Many people, especially, for the disable and elderly people which are hard to operate a 
manual wheelchair, have to rely on electric wheelchairs to complete their daily 
navigation tasks. Electric wheelchairs are conceived to increase the mobility of 
individuals with mobile dysfunction and enable them to live more independently 
[1].The enhancement of independent mobility by electric wheelchairs can also help 
with rebuilding people’s confidence of social skills. However, enough driving skills are 
required to ensure them operating wheelchairs safely and smoothly. 

Similar to vehicle driving training, the traditional driving training for electric 
wheelchairs should be guided and accompanied by nursing staff for safety reasons. It 
will cost large manpower and material resources. In addition, how to evaluate the 
driving effect of electric wheelchair is also the focus of many rehabilitation experts’ 
research. Paper[2] and [3] proposed a detailed test and evaluation standard for driver 
training and evaluation. However, these assessments are evaluated by subjective indexs 
with manual class statistics, without automatic evaluation system. Virtual system based 
on the real smart wheelchair could provide driver training safely without nursing staff’s 
company. Due to the sensors embedded, it could also evaluate the driving effect 
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automatically. On the other hand, smart wheelchairs have been developed in a number 
of research labs over the past decades [4][5][6][7].Thedevelopment and simulation 
platform for smart wheelchairs can meet the demands for shortening the development 
cycle of a new algorithm and reducing the costs of experiments. 

A virtual reality based 3Dsimulator for wheelchairs was presented in paper [8]. 
However, the simulator only works in 2D world, without dynamics and 3D sensor 
models. An interactive wheelchair rehabilitation training system was developed in 
paper[9]. It adjusted the relative position of wheelchair on the screen according to the 
rotation speeds of wheelchairs’ wheels. Nevertheless, the system only takes kinematics 
into consideration, which is very rough in nature. In paper [10] and [11], a simulation 
engine and a 2D/3D viewer was described. It was able to test and validate control 
algorithms for intelligent wheelchairs. It created a mixed reality environment which 
achieved an interaction between the real and virtual worlds. However, for this simulator 
was not integrated with the physical engine and there were only be modeled 2 types of 
subjects: walls and robots, its collision checking was limited be these two types and the 
collision scene could not be simulated. Another limitation is that it only includes 
proximity sensors and excludes encoders which are widely used in speed and position 
calculations. 

Integrating kinematics, dynamics, sensors, and the 3D models of wheelchair and 
world, a comprehensive platform for both driver training and evaluation of electric 
wheelchairs is presented in this paper. It realistically mimics the characteristics of smart 
wheelchairs which have been developed before. Integrated with various sensors, it 
could record the process data during training and give the evaluation results finally. 
Based on the simulation platform, the training and evaluation standards and procedures 
for electric wheelchair divers are also proposed in this paper. Compared with the real 
electric wheelchair, experiments show that the simulation platform for driving training 
and evaluation has similar functions and consistent results. 

2 System Structure 

2.1 Presentation of the Structure 

The smart wheelchair is mostly refitted from the traditional electric wheelchair. Based 
on the commercial electric wheelchair, it is equipped with encoder, laser range finder 
(LRF), Kinect, smart motion controller and on-board computer. As a two-wheel 
differential-drive mobile platform, it is driven by motor, and simultaneously effected 
by the external force action such as friction and gravity. Encoder is used to calculate the 
speed and position of wheelchair in smart motion controller. LRF could obtain the 2D 
information of environments. Kinect could obtain the image and cloud information. 
The data from both LRF and Kinect are proceeded in on-board computer.  

Fig.1 provides an overview of simulation platform architecture compared with smart 
wheelchairs which has been developed before[12]. The environment, wheelchair body, 
sensors, actors and joystick as the interface between users and wheelchair, are included 
in Hardware Layer. Based on these hardware devices, the models are built in Model 
Layer. Joystick as the main interface between user and wheelchair is not modeled in 
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Fig. 1. Hardware Structure of Jiaolong Smart Wheelchair 

Model Layer, the Human in the Loop method would be used in this platform. That is to 
say, users could operate the joystick of the real electric wheelchair to control the virtual 
platform. In order to simulate different effects of different environments and users, 
based on the models of encoder and wheelchair body, the Kinematics and Dynamics 
models are established in Abstract Layer. In Interface Layer, control command and 
sensor data from Kinect, LRF and Odometry are open for algorithm design of smart 
wheelchairs. In order to achieve good psychological sense of immersion, GUI displays 
the simulation scene intuitively. Users could set parameter configuration quickly by 
modifying the XML file. Fig.2 shows the data structure for the main interface. 
 

 

Fig. 2. Data Structure for the Main Interface 

Fig.3 shows the driver training structure and GUI of simulation platform. This 
platform combines a real joystick and a projector. The real-time signal from joystick 
which is manipulated by users, is gathered and proceeded by simulation platform. 
According to the response calculation in Abstract Layer, the scene will be displayed to 
users by projector in first-person view. In order to simulate the actual driving situation, 
the driving data such as manipulation, movement trajectory and collision times is 
recorded to analyze the user’s driving habits and proficiency and to evaluate the user’s 
driving skills. 

The implementation of this platform makes use of Gazebo [13][14] and ROS[15]:the 
calculations of dynamics and sensors are vastly based on the physical engine ODE and 
rendering engine OGRE in Gazebo; and the automatic evaluation system is 
implemented in ROS. The modules excluding GUI are dynamically loaded, and can be 
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Fig. 3. Driver Training Structure, GUI of Simulation Platform  

modified or replaced conveniently according to the specified simulated wheelchair 
(especially sensors).Since the smart wheelchairs are ever-changing, a platform whose 
code is not available may not works in such situations. Following the open source 
principles established by Gazebo and ROS, this platform is completely open, and 
maintains a simple API for developers and a friendly GUI for end users. 

2.2 Models 

2.2.1   Models of Wheelchair and Environments 
Cycle time for all processes including rendering and dynamics is 1 ms. In order to 
simulate the actual scene, both static and dynamic characteristics of the real world are 
modeled. The static characteristics refer to stationary objects such as furniture, doors 
and walls. Described in the COLLADA format [16], these objects are composed of 
complex shapes and materials with transparency and texture. Some popular 3D 
modeling software including Google Sketch Up and 3D Studio Max are used to 
synthesize them in a same scene.  
 

 

Fig. 4. Model of Wheelchair and Environment 

As the dynamic characteristics, random pedestrians are modeled in the scene, and 
their behavior is roaming with obstacle avoidance. As is shown in Fig.5, the controller 
generates a polar distribution of obstacles, and after normalization of the distribution , it 
is regarded as the distribution of the pedestrian moving direction. When the distance to 
an obstacle is less than a certain value, the pedestrian controller changes the pedestrian 
moving direction based on this distribution. 



A Virtual Simulation and Driver Evaluation Platform for Smart Wheelchairs 311 

 

 

 (a) Scene of a pedestrian   (b) Polar distribution of obstacles   (c) Distribution of moving 
direction 

Fig. 5. Operating Principle of the Controller for Pedestrian 

2.2.2    Models of Sensors 
The real wheelchair mainly contains three sensors which are encoder, LRF, Kinect. In 
order to simulate the sensors' actual working situation, it's necessary to analyze the 
principle of sensors and build the error model of the sensors.   

Encoder is typically used to in robot speed and position calculations, using the 
LPP(Lines Per Period) method, which takes the number of pulses per unit time as the 
speed. Generally speaking, if the assembly error was ignored, the mathematical 
measuring model is as the following: 

2
ˆ

defn n

Np T C T

πω = =
Δ Δ

        (1) 

Where, TΔ is the measurement cycle, n is the number of pulses in the TΔ , ρ is the 
transmission ratio between the wheel and encoder, N is encoder line number. Further is: 

( ) ( )( )1

1
ˆ floor floork k kC C

C T
ω θ θ −= −

Δ
              (2) 

Where, ω  is the angular speed of the wheel, θ  the angle of wheel, floor the 
rounded down function. 

Last formula reflects the measuring principle of the encoder, and the error source 
caused by discretization. 

LRF is similar to sonar sensors and its ranging principle is TOF (Time of Fly), 
namely by calculate the flight time to measure the distance from the transducer to the 
obstacles. Since the speed of light is too fast, resulting in large direct measurement error 
by calculating the flight time, so the current general approach is based on the phase 
difference to calculate the flight time indirectly.  

 

Fig. 6. Principle Diagram of LRF 
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According to the above analysis, LRF can be simplified to that it emits the  

rays in the direction ϕ to measure the distance r  to the nearest obstacle, which  
is shown in Fig.6. Starting angle, end angle and angular resolution of LRF are 

respectively stood for minϕ
, maxϕ and ϕΔ , then the measuring model 

( ) { }min max, , ,i i ir nϕ ϕ ϕ ϕ ϕ ϕ ϕ ϕ∈ = Δ + ≤
 would satisfy the following :  

( )
r r r

r f

δ
ϕ δϕ

= +
 = +



                           

 (3) 

Where, ( )f x is the accurate measuring value of the nearest obstacle in the 

direction x  , which is implemented by the ray algorithm in the simulation platform. 

δϕ  is white noise whose mean is zero and variance is ϕμ . rδ is the ranging error, 

divided into two parts of glint error and white noise, then we have： 

( ) ( ) ( ) ( ), 0,

r x v

Tx t x t t N ε

δ
ε ε μ

= +
 + =  

              

(4) 

Where, x  is glint error that satisfies the Gauss-Markov model, v  is white noise 

whose mean is zero and variance is vμ . 

Kinect measuring principle of depth is depicted in the Fig.7, with its mathematical 
representation described as： 

0

0

,

k
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k k

k
k k

Z fb
Z

fb Z d

Z
X x

f

Z
Y y

f

 = +


= −



= −


 (5) 

Where, (X ,Y , Z )k y k is the coordinates of the measured point k , 0z is the depth 

of the reference plane, f the focal length of the infrared camera, b the base length, 

d the observed disparity in image space, and (x , y )k y is the origin coordinates of 

point k in the image plane. 
By the geometric relationships: 
 

 (6) 
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Fig. 7. Principle Diagram of Kinect 

To facilitate the analysis, assuming that kx and ky both satisfy the normal 

distribution with the mean zero and they are independent of each other. Then the error 
propagation model of Kinect is depicted as: 

( )
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0 0
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 (7) 

Where, kxδ and kyδ  are the error of kx and ky respectively. 

3 Training, Assessment and Evaluation 

3.1 Driving Training 

For users who do not have relevant experience, they need specific training before 
driving the electric wheelchair. The designed training should meet requirement in real 
situation, which includes following basic operations of electric wheelchair: 

1) Driving electric wheelchair for 10m distance in the corridor of 1.5m wide; 
2) Driving electric wheelchair backward for 2m, docking at specific position, ensure its 

posture difference with target is less than 0.3m and angle difference is less than 20°. 
3) Complete 90° right-angled turn while driving electric wheelchair forward. 
The three training tasks above cover electric wheelchair operations like start-up, 

docking, back off, make turns and .etc. The training could be sequential one by one or 
repeat any tasks which have been completed before. Certification is given once all 
training tasks completed, with consumed time recorded. 

The training could be conducted on simulation platform or real electric wheelchair 
(e.g. Fig.8). Theoretically, there should be no difference between the two approaches, 
as long as the training aids on simulation platform ensures same driving experience as 
real electric wheelchair. In addition, training on simulation platform is lower cost, safer 
and even could be conducted without professional support. 
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Fig. 8. Three Training Tasks on simulation platform or real electric wheelchair 

3.2 Assessment 

The assessment objective is to verify how about the user’s skill of driving a wheelchair. 
There are no standards for wheelchair driving skills evaluation, therefore we have 
designed a standard by: 

1) Consulting 6 wheelchair researchers (with 2yr+ relevant experience) for 
assessment direction; 

2) Referring to others relevant research; 
3) Survey to wheelchair users for common tasks and challenges in their usage of 

wheelchairs. 
The designed assessment standards include two parts: Task Description and 

Indicators. The Task Description defines assessment scenario and tasks in details, 
and the Indicators quantitatively analyze how well each task is completed. 

A. Assessment Tasks 

The assessment standards include three tasks, as shown in Table 1. 

Table 1. Assessment Tasks of Wheelchair Driving 

No. Tasks Description 
1 Driving in corridor 

(without obstacle) 
Along with a corridor which is 100m long and 2.5m wide, 
testee drives wheelchair from starting point to destination 
(should strictly follow designated route). 

2 Passing through 
narrow door 

Testee drives wheelchair from the posture parallel with a 
door which is 1m wide and without obstacles in 2m around 
it, and pass through it. 

3 Driving in narrow 
space 

In a narrow space with furniture (average in 1.5m width), 
testee drives wheelchair from designated starting point to 
destination. 

 
Fig.9 shows the examples of three assessment tasks, which are all frequent tasks in 

testees' daily life, also challenges of wheelchair control. For instance, the users often 
need to precisely control the wheelchair’s position and posture, such as docking to lift 
button or furniture. This is exactly the first task - Docking. 
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Fig. 9. Three Assessment Tasks 

Similar to training, the driving assessment could be conducted on either simulation 
platform or real wheelchairs. Fig.10 illustrates assessments scenario on simulation 
platform and real wheelchair under the same indoor environment. 

 

 

Task 1             Task 3 

Fig. 10. Examples of Assessment Tasks 

4 Experiments and Analysis 

4.1 Procedure 

21 testees(17 males and 4 females) without electric wheelchair driving experience 
joined this experiment, age at 20.25±2.14 years old. All testees have good eye-sight  
and nimble hands, one of them has vehicle driving experience. The testees were  
equally divided into three groups (A, B, C), for driving training on simulation  
platform or real electric wheelchair or none. There are three testees having two-year 
electric wheelchair driving experience, who were named D group as comparison  
for A, B, C: 
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1) Group A: 7testees conducted driving training on simulation platform; 
2) Group B: 7testees conducted driving training on real wheelchair; 
3) Group C: 7 testees did not conduct training; 
4) Group D: 3testees already with two-year electric wheelchair driving experience 

did not conduct training. 
After training completed, all groups were assessed on simulation platform, for tasks 

listed in chapter 4.2, and all indicators were calculated. 

4.2 Driving Assessment Experiments on Simulation Platform 

To quantitatively evaluate user's driving process, this paper proposed indicators as 
Time Cost (t), Count of Collision (nc), Smoothness (s)[5], Fluency ( f )[5] and Driving 
Trajectory Precision, etc. The driving assessment results on simulation 
platform is shown in Fig.11. Driving efficiency of trained group A and B is 
significantly higher than untrained group C, while no significant difference proven 
between group A and B. In fact, there is no significant difference among the four 
groups statistically (lowest p=0.85*).  

 

Fig. 11. Driving Assessment Results on Simulation Platform 

5 Conclusion 

This paper presented a simulator platform of smart wheelchairs for driver training and 
evaluation, which is integrated with sensors, and3D models of the wheelchair and 
world. The software structure is proposed with the analysis of the hardware of smart 
wheelchairs, followed by a detail modeling for sensors and word. The platform is 
implemented in Gazebo and ROS. Besides, the driver training and evaluation 
standards, procedures and experiments of electric wheelchair are proposed in this 
paper. So in the simulator platform, the user could complete driver training and  
assessment procedures by himself without nursing staff’s company. Experiments show 
the effectiveness of the proposed simulator platform, and it can be used for driver 
training and evaluation. 
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Abstract. Lamb wave damage imaging is one of the hot spots for structural 
health monitoring (SHM), as for the structural damage location like plate, this 
paper proposes an ellipse positioning method based on signal magnitude. By 
this method for the intersection of more groups of elliptical trajectories through 
defects, the intersection point is the defect; and defect signal amplitude is 
larger, the higher the image pixels. Through the arrangement of sensor network 
on Al plate, excite and receive Lamb wave. And the difference between the 
damage signal and reference signal is damage-scattered signal. Then to solve 
the envelope of signal with Hilbert transforms which can be used to locate the 
damage. Experimental results show that, error of the defects positioning 
algorithm in aluminum plate is small, imaging result is intuitive and clear. And 
the experimental data verified the effectiveness of the algorithm. 

Keywords: Structural health monitoring, Lamb wave, Ellipse positioning, 
Signal amplitude imaging. 

1 Introduction 

Structural health monitoring (SHM) technology is a process for engineering structure 
damage detection and health characteristics analysis[1,2]. Lamb wave used to detect 
the health of structure is one of the most methods used in the SHM technology[3]. Its 
principle is: When the Lamb wave propagation in structures, if there are any structural 
damage or defects such as cracks, holes which will affect the spread of the Lamb 
wave; and cause the phase change of direction[4]. Using health signals when structure 
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is nondestructive as the reference signal, then compare the signal when the plate is 
defective with reference signal, so you can highlight the defect signal; and then use a 
variety of engineering algorithm to locate and identify defect or damage[5]. At 
present there are many kinds of structural damage detection methods, four kinds of 
damage location methods commonly used: four arc positioning method[6], ellipse 
positioning method[7], hyperbolic positioning method[8] and signal amplitude 
method[9]. The signal amplitude method is an imaging technology based on the 
amplitude of signal. When collected signal containing defect information, the greater 
the amplitude difference between the collected signals and the original signal, the 
more obvious defect features[9]. But when the guided wave spread in the whole plate, 
the aliasing of the echo of the boundary causes the defect signal is submerged, so it is 
easy to produce misjudgment[10]. Ellipse positioning method is simple and practical, 
it can determine the possible defect area only according to the change of signal 
amplitude, then probably deduced defect imaging area. 

This study combines the advantages of the signal amplitude method and ellipse 
positioning method, proposed an ellipse localization algorithm based on signal 
amplitude imaging. Using the sensor array to test the aluminum sheet, the algorithm 
displays the defects in the plate in form of image intuitively. Besides, the positioning 
error of the algorithm is smaller. 

2 Principle of Positioning Algorithm 

2.1 Analysis of Signal Propagation 

Detection model diagram is shown in Figure 1. The circular area in figure represents 
piezoelectric sensor, which not only can be used as load excitation signal drives, but 
also can be used as sensors which accept guided wave signals, and irregular area in 
figure represents damage or defects. Choose one of the piezoelectric elements as 
drive, then exerted an excitation signal. The diagnostic wave occurs on the surface of 
the structure through the drive, that is guided wave begin to spread. There are many 
different acoustic wave propagation paths in the structure [11]. Guided wave 
propagation will produce the change of direction and phase, etc. Real lines shown in 
the figure are signal paths without damage, the wave packet contains no damage  
 

information; dotted lines shown in the figure are signal paths which arrive sensor after 
damage reflection. For the damaged signal, the differential signal of before and after  
 

 
Fig. 1. Path of signal propagation 
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the damage can highlight the characteristics of them, so as to remove extraneous 
signals; then through the analysis of the corresponding signal processing, estimates 
about injury come out by using the relationship among damage reflection echo signal, 
speed and time. Therefore, damage propagation path can be defined as the processes 
that drive generate elastic waves which spread in the plate, and arrive at the sensor 
after damage reflects directly. 

2.2 Ellipse Positioning Technology 

When detect the plate structure use Lamb waves, the received signals are composed 
of a plurality of echo. As shown in Fig.1, Actuator is actuator while Sensor1 is sensor. 
Assuming that the echo is caused by defects, Damage in Fig.1, and the path of signal 
propagation, L which is

1DSAD + , can be expressed as: 

11 SDAgDSAD tcLLL −−×=+=  (1) 

Where gc is the group velocity of Lamb wave, 
1SDAt −−  is the time that diagnostic 

wave from the actuator to damage, and then to the sensor, the time determine the 
value of L in Eq.1. The group velocity of Lamb wave in aluminum plate can be 
obtained by solving the Lamb wave equation[12]. After the value of L is determined, 
all conditions meet the definition of an ellipse. If the position of actuator and sensor 
located are used as the two foci of the ellipse respectively, the coordinate of damage 
is on this elliptical track. However, there is no way to determine the coordinate of 
damage with only one ellipse. So add at least one set of sensors, and draw another 
ellipse based on the relationship of the signal, then the intersection of this two ellipses 
is the coordinate of damage. But two ellipses have multiple intersections through 
geometric analysis, so it can’t locate the coordinate of damage precisely. 

As shown in Fig.2, four group sensor signals of experiment were used in this 
paper, and four elliptical tracks which via the coordinate of damage were drawn. It 
can be seen from the diagram that region where damaged can be located after the 
number of the ellipse via the damage increased. And the more group of sensors, the 
higher positioning accuracy. 

2.3 Imaging of Signal Magnitude 

Assume that the signals captured via an actuator-sensor pair before and after the 

presence of damage in a structure are )(0 tf  and )(tf , respectively, so the 

damaged scattered wave can be expressed as in Fq.2. 

)()()( 0 tftftr −=  (2) 

 
Assuming that an active sensor network which consisted with N piezoelectric 

elements, the group velocity of the Lamb wave for identification is gc , the coordinate  
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Fig. 2. Network of sensors 

of the center of damage is ( )yx, , then the time, t , for the diagnostic wave to travel 

form the thi  actuator ),( ii yx  to the damage ( )yx, , and then to the thj sensor ),( jj yx  

can be expressed as in Fq.3: 

g

jjii

c

yyxxyyxx
t

2222 )()()()( −+−+−+−
=  (3) 

where ),,,2,1,( jiNji ≠=  . 

In the imaging method with signal magnitude, the value at pixel ( )yx,  is 

calibrated by )(tr . That is to say, this value is a function about the x, y and t, as 

shown is Fq.3. Geometrically, pixel defined by Fq.3 fall on the ellipse whose two foci 
are the actuator and sensor. All pixels which produce the same arrival time will locate 
on one ellipse. There are many elliptical trajectories like this which is calibrated by 

)(tr , and the area with the highest value is possible damage location.  

For the sensor network of N piezoelectric elements, there are )1( −= NNNP
 

actuator-sensor paths totally. Then the value, ),( yxI , at each pixel ( )yx,  of the 

image can be defined as: 


=

=
PN

k
k

P

yxtr
N

yxI
1

),,(
1

),(  (4) 

where ),,2,1( PNk = ; ),,,2,1,( jiNji ≠=  , ),,( yxtrk  represents the 

damage-scattered wave signal acquired by the thk  actuator-sensor path. Eq.4 
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indicate the polymerization of images created by all the available actuator-sensor 
paths, which is one kind of image fusion algorithms for obtaining a resulting image. 
Through changing ( )yx,  in Eq.4, the values of all pixels within the inspection area 

can be set up. The value will become obvious when damage exists at a specific pixel. 
The location of damage will be highlighted by the pixels with maximum values in the 
image after image fusion. 

3 Experiment Study 

3.1 Equipment and Subject of Experiment 

Equipment is shown in Fig.3. First, to generate the excitation signal by the function 
generator, the signal is amplified, filtered by the RF power amplifier before it is 
exerted on transmission sensor, actuator. And actuator will produce Lamb wave 
which received by the receiving sensor after a certain distance spread in the plate, 
then the wave will be processed by a computer via the Digital Phosphor Oscilloscope. 
The dimension of Experimental aluminum plate is mmmmmm 3500700 ×× . The 
location of actuator-sensor and damage is shown in Fig.4, the damage is the hole of 
10mm. Their coordinates are (200,130), (470,120), (480,380), (210,390) and 
(370,250), the unit of coordinates are mm while the coordinate origin is lower left  
corner of aluminum plate. Based on the forward and inverse piezoelectric effect of 
piezoelectric, a series of actuator-sensor PZT array were arranged in the detection 
region of aluminum plate, and then to extract a damage-scattered signal from a 
plurality of angles in the manner of scanning which to select a piezoelectric as 
actuator one by one and others are selected as sensors. 

RF Power 
Amplifier

Function 
Generator

Digital Phosphor 
Oscilloscope

Charge 
Amplifier

 

Fig. 3. Equipment of experiment 
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Fig. 4. Subject of experiment 

3.2 Excitation Signal 

Considering the analysis of Lamb wave propagation is complex, and also need to 
determine the arrival time of the wave packet, so the excitation signal applied to the 
actuator is a sine wave signal modulated by hanning window, as shown in Fq.5:  

)2sin()
2

cos(
2

1

2

1
)( tft

n

f
Atu c

c ππ




 −=  (5) 

where A  is the magnitude of signal, cf  is the center frequency of signal, and  

n  is the number of wave peaks. The selected A  of the signal is 10V, cf  is 

160 kHz , and n is 5. The excitation waveform in time and frequency domain is  
shown in Fig.5. 
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(a) in time domain                   (b) in frequency domain 

Fig. 5. The excitation waveform with five peaks and 160kHz central frequency: (a) in time 
domain and (b) in frequency domain 
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3.3 Analysis of Experimental Results 

As shown in Table 1, six groups of signals were collected in the experiment. When 
PZT1 is used as actuator, PZT2, PZT3 and PZT4 are used as sensors; when PZT2 is 
used as actuator, PZT3 and PZT4 are used as sensors; and when PZT3 is used as 
actuator, PZT4 is used as sensors. Seen the distribution of sensors from Fig.2, when 
PZT1 is used as actuator, PZT3 is used as sensor, and PZT2 is used as actuator, PZT3 
is used as sensor, the hole is near to the connection of them. In this situation, the 
accuracy of damage localization will be lower, so the hole must keep away from the 
connection of them. Through the above analysis, Pair 1-4 of six groups is useful in 
this experiment. 

Table 1. Groups of the PZT array 

Pair Actuators Sensors 

Pair1 PZT1 PZT2 
Pair2 PZT1 PZT4 
Pair3 PZT2 PZT3 
Pair4 PZT3 PZT4 
Pair5 PZT1 PZT3 
Pair6 PZT2 PZT4 

 
The excitation signal, as shown in Fig.5(a) is applied on the actuator continuously, 

a typical guided wave signal is received on the sensor environment, as shown in Fig.6. 
The signal received by sensor have too much noise in Fig.6, so first of all, the signal 
must be processed using mathematical methods, such as to filter signal with wavelet 
transform, signal normalization, to solve the envelope of signal with Hilbert 
transforms and so on. According to the principle of Fig.2, four group signals were 
extracted by PZT 1-4 in experiment. 

As discussed in Eq.2, damage-scattered signal was equal to the difference between 
the after the signal which is processed and the reference signal. Seen from Fig.7, they 
are the four damage-scattered signals. As shown in Fig.6, the whole response can be 
divided into two parts clearly: waves with damage and the boundary reflected echo. The 
boundary reflected echo is the interference wave, so it must be filtered out. As shown in 
Fig.8, after filtering out the interface wave, the remains are waves with damage. 

After scattered wave is extracted from Lamb wave, to solve the envelope of signal 
with Hilbert transforms, as shown in Fig.8. As discussed in Eq.4, the result of imaging 
with the envelope of damage-scattered wave can show the damage in aluminum plate. 
The imaging result of each actuator-sensor are shown in Fig.9, the damage is on the 
elliptical arc with highest pixel. Seen from Fig.9, the ellipse of each pair drawn in this 
experiment via the location of the hole; because the excitation signal have five peaks in 
time domain, the final image result will be interfered. In order to improve the accuracy 
of damage localization, the method in this experiment is using four ellipses which via 
damage with groups of actuator-sensor signal. The fusion of four imaging results is 
the final damage imaging of aluminum plate, as shown in Fig.10. 
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Fig. 6. Typical signal collected by PZT 
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Fig. 7. Scattered waves sensed by PZT pair 1-4 
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Fig. 8. Separated scattered waves by PZT pair 1-4 
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Fig. 9. The damage imaging results for each PZT pair 
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Fig. 10. Damage imaging result of sensor network 

4 Conclusion 

This paper proposed an ellipse positioning algorithm based on the amplitude of signal, 
realize the reconstruction of plate damage imaging, which is the expansion and 
improvement of signal amplitude imaging and ellipse localization algorithm. 
Experimental results show that, compared with the traditional Ellipse positioning 
algorithm and amplitude imaging, this method not only maintain the accuracy and fast 
characteristic of the geometric positioning method, but also can characterize the 
region and the extent of damage clearly and accurately. It is conducive to promoting     
ellipse positioning method for study of large-size damage and the combination of 
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geometric method and image method. Besides, it is easy to implement, not need 
additional equipment and resources, and less demanding on equipment for data 
computing and processing. At the same time, it lays a foundation for further analysis 
of the use of Lamb wave to detect more complex damage in plate. 
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Abstract. In order to reduce the power consumption of the DES algorithm 
circuit, this paper designs an asynchronous pipeline based on the four-phase 
handshake protocol, and realizes the pipeline in the round to satisfy the several 
rounds operations. The design has been implemented by free Balsa or non-free 
Tangram language and fabricated with 0.18 um CMOS process. Both the 
asynchronous design and its synchronous are embedded into the contactless 
smart card chip. Compared with the synchronous circuit, the result shows that 
the power consumption is reduced by 40%, and the average current 
consumption of DES asynchronous circuits is cut down from 2.9 mA to 0.5mA. 

Keywords: symmetric algorithm, synchronous circuit, asynchronous circuit, 
power. 

1 Introduction 

Symmetric ciphers are sometimes called traditional cryptographic algorithms, the 
encryption key can be derived from the decryption key, and vice versa. In most 
symmetric algorithms, such as DES (Data Encryption Standard) algorithm, the 
encryption and decryption keys are the same. The hardware implementation of the 
DES algorithm is usually used the synchronous circuit, which is based on global clock 
synchronization. All the sub-circuits communicate normally with the circuit modules 
by the sync pulse. Currently more than 90% of the circuits are synchronous, and a 
variety of commercial electronic design automation software basically supports 
synchronous circuits. But Asynchronous circuit does not have clock synchronization, 
and its basic principle is to "request", "response" signal for handshake mechanism to 
establish normal communication between the circuit blocks. 

First of all, the principle of DES symmetric algorithm is explained, and then the 
protocols of asynchronous circuits are described in detail. Pros and cons of 
synchronous and asynchronous circuits are also compared. Finally, this paper uses 
four-phase asynchronous circuits in bundled data protocol to achieve DES algorithm. 
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After achieving these typical symmetric DES algorithms, it is clear that asynchronous 
circuits have self-evident advantages in term of power consumption and operational 
speed upon synchronous circuits. 

2 DES Algorithm 

DES algorithm was developed by IBM in 1975, two years later, it was adopted as a 
standard. To achieve the objective of the encryption algorithm, the following four 
points must be taken into consideration: 
1) High quality data leakage is protected. 
2) Due to its high complexity, cracking cost is large. 
3) The security of DES algorithm only depends on encryption key. 
4) To achieve economical benefits and operate efficient, DES algorithm is suitable 

for a variety of different applications. 
At present in China, DES algorithm is widely used in the fields of POS, ATM, 

magnetic smart cards (IC card), gas stations, highway toll stations, etc., In order to 
achieve confidentiality between smart card and the reader, DES algorithm is chosen. 

The approach to DES algorithm has three parameters: Key, Data and Mode. Key is 
64bits, it is the work key of DES algorithm. Encrypted and Decrypted Data is also 
64bits, Mode is the work way of DES algorithm, either encryption or decryption. 

The plaintext block M is replaced by m0 through an initial permutation IP, and 
m0=(L0,R0), L0 and R0 both are 32bits.As shown in Fig.1 the whole process is 
completed after 16 rounds, and the middle process is mix and mash process.  

In each round, key is shifted to 1 bit, and then selects 48bits from 56bits. 
Replacement will be extended by an extension of the right half of the data into 48bits 
and restoration by an XOR operation into a new 32-bit data at the time of its 
 

 

Fig. 1. DES algorithm principle 
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replacement. This four-step operation constitutes a function f. Then, through another 
XOR operation, the output data of function f with the remaining data yield a new 
result, and also original right half is shifted to left part. This operation is repeated 16 
times to realize DES algorithm. 

DES Encryption and decryption are applied by the same algorithm. The only 
difference is the order of the key. In DES encryption order key used is K1, K2, K3 .... 
K16. While in DES decryption, the key order is K16, K15, K14 ... K1. 

3 Design Principle of Asynchronous Circuit 

Asynchronous circuits can be traced back from mid 1950s[2], in late 1990s, 
educational institutions have research on it, and industry launched a chip using 
asynchronous circuit design for various real world applications, such as mentioned in 
[3], in 1998, the company of Philips successfully developed a series of 80C51 
microcontroller-based commercial baseband chip debut. 
 

 

Fig. 2. (a)synchronous circuit; (b)asynchronous circuit 

As shown in Fig.2, handshake signals (Req and Ack) between adjacent register are 
used to replace the clock of synchronization circuit, which must be complied with 
certain handshake protocol. In order to better understand the mechanism of 
asynchronous circuits, the way of original architecture design is abandoned, and the 
applications and operation of asynchronous circuits are considered. 

In asynchronous circuits design, it must grasp the hand signals and data signals as a 
whole, treated as a channel or a link. The data stored in the register as a token, and the 
value of the data is treated as a tag of this token. In the Fig.2, exchanging of data will 
be regarded as the token stored in the register is passed into a combinational logic 
circuit. Combinational logic is transparent to the handshake signal, and has no effect 
on the handshake signal. It is only the input channel used for token processing, after 
processing it, and then the token is sent to the output channel. 

3.1 The Basic Unit of Asynchronous Circuits 

In synchronous circuits, the clock signal used to indicate a certain point in time is 
stable and correct. Signal can be stable between synchronous clocks, has the same 
changes with the corresponding circuit signal, and does not affect the performance of 
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the synchronous circuit. Unlike the synchronous circuit, asynchronous circuits do not 
have the clock synchronization. In many cases, request value of the signal is 
maintained, and the conflict between the signals is avoided. 

All of the circuits are nearly composed of different basic gates or units (including 
the feedback loop). If the output of one gate unit is changed, the output of the other 
gate units will be changed accordingly. But in the actual circuit design, due to lack of 
synchronous clock, asynchronous circuit should keep the original values as much as 
possible. Under the certain conditions, the base cell gate of asynchronous circuit with 
value hold function is required, thus the control signal of asynchronous circuits can be 
transmitted accurately. 

Comparison of AND-OR gates in synchronous circuit shows: if the output of OR 
gate is 0, only both the inputs are changed from 1 to 0. If the output of OR gate is 1, it 
is difficult to assume either single input is converted from 0 to 1 or both inputs are 
converted from 0 to 1. From the output, the input can be determined. OR gate 
responds when all inputs are 0, while AND gate responds when all inputs are 1. 

 

 

Fig. 3. Muller C-element: its symbol and circuit 

Unit circuit in asynchronous circuit responds all inputs into 0 or 1 at the same time. 
Fig. 3 is a Muller C-element, a good state maintaining unit. It can be seen from Table 
1, when the Muller C-element inputs are 0, the output is also 0; When the inputs are 1, 
its output is also 1, output is unchanged when different input combinations are 
applied. This means that when Muller C element output in asynchronous circuit is 
changed from 1 to 0, its inputs are 0. When output is changed from 0 to 1, its inputs 
are also 1. Extending the feature to all the asynchronous circuit relies on the 
handshake mechanism, it’s clear that whenever output is changed from one state to 
the other, its inputs are also changed, without un-certainty states in the middle, and 
the important role of Muller C-elemen in asynchronous circuits is shown in Table 1. 

Table 1. Muller C-element truth table 

a  b y 
0  0 0 
0  1 Cost reserved 
1  0 Cost reserved 
1  1 1 
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3.2 Agreement of Asynchronous Circuits 

Asynchronous circuit protocols can be divided into two protocols, bundled-data 
protocol and dual protocol [4]. If handshake signal is introduced in it, no matter it’s 
rising or falling edge, then protocol is divided into four-phase and two-phase 
handshake protocol. Since these handshake protocols determine the realization of 
asynchronous circuits, in DES asynchronous circuits, only four-phase bundled data 
protocol is used. So only four-phase bundled data protocol is described. 

In Fig.4 (a), the black dot represents that the data sender is the active part, Active 
part is the master, and decides to communicate. Bundled data refer to the data signal 
using normal Boolean algebra, and are independent from the response and request 
signals. 

 

 

Fig. 4. (a) bundled-data channel; (b) four-phase bundled-data protocol; (c) two-phase bundled-
data protocol; 

In Fig.4 (b), the request and response signals also use Boolean algebra to encode 
the control signal. Four-phase refers to the number of data transceiver actions in the 
process of communication: 
1) The sender sends data when the request signal is set high 
2) The receiver accepts the data, and sets the response signal high;  
3) The sender will request to set signal low (The transmitted data cannot be 

guaranteed to be correct at this time). 
4) The receiver will answer signal is set low (At this point the sender can initiate a 

data transfer). 
Four-phase bundled data protocol is equivalent to a handshake agreement, it has 

too much zero transition state to cause unnecessary processing time, and consumes 
extra power. In Fig.4(c), the two-phase protocol can overcome the shortcomings of 
four phase protocol. In the two-phase protocol, the request and response signal 
indicate the edge of the transfer, unlike the four phase protocol which does not 
distinguish between from 1 to 0 and from 0 to 1, as long as there is a jump behavior, it 
means there are events (request and response). Under the ideal conditions, the two-
phase protocol circuit is faster than the four-phase protocol circuit, but the control 
circuit is more complex, and it is difficult to make absolute judgment which one is 
more efficient. The four-phase and two-phase protocols have been established in the 
data sender that the data transfer is initiated by the sender, which is called as push 
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channel. Similarly, if the data transmission is initiated by the data terminal (send 
request signal), it will be called as pull channel, then the correct transmission of data 
is confirmed by the response signal of the sender to the receiver. Then the push-
channel and four-phase bundled data protocol are used in this paper. 

3.3 Comparison of Synchronous and Asynchronous Circuits 

1) Avoid the clock skew.  
Due to the different transmission paths of clock tree, the clock phase difference is 
faced in the synchronous circuit. The phase difference of clock needs to be 
processed by static timing analysis tool and automatic layout tool, while it is not 
necessary in asynchronous circuits.  

2) Low power consumption.  
Since the synchronous clock is used in synchronous circuit, even the clock is not 
required in the module, which is also flipped, and consumes extra power. While 
the load of clock tree in synchronous circuit is very large, so a great drive 
capability of the clock tree is needed, and extra energy consumption will be 
caused. These problems are easily avoided in the asynchronous circuits. 

3) Better electromagnetic compatibility.  
Though the edge of the clock is to synchronize the circuit, at the clock edge, the 
transistor will be turned on at the same time. The high harmonics electromagnetic 
radiations in this clock frequency are caused. Since the synchronization of 
asynchronous circuits, the spectrum distribution of asynchronous circuit is an 
average, and is helpful for application of asynchronous circuits in the wireless 
radio frequency communication. 

4) Module reuse is better.  
After designing a module in synchronous circuit, the module must be run at a 
given frequency of circuit system. When this module is applied to other higher 
frequency of circuit system, there are two behaviors, one is to use multiple clock 
domains in the new circuit system; other is to design the modules to fit the higher 
rate. The asynchronous circuit does not have such situation. It only requires 
improvement in the performance of the most active part of the module. 
Modification of module interface is not required because the mechanism of 
asynchronous circuits determines that it is "on demand" operation. 

Asynchronous circuits also have some shortcomings. For example, the support for 
automation circuit design software is still very inadequate. Due to lack of global clock 
synchronization, when one of these channels is clogged, leads deadlock of entire 
circuit easily. Asynchronous circuit simulation and testing tools also needed to be 
improved. 

4 Implementation of Asynchronous Circuits in DES Algorithm 

Because of the lack of support for commercial circuit software in asynchronous 
circuits, the Manchester University UK developed integrated tools using Balsa 
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language to design DES asynchronous circuits. Based on Balsa language, 
asynchronous circuit description is compiled into protocol elements, and has the 
appropriate interface with the commercial circuit software. 

 

  

Fig. 5. The design flow for DES asynchronous circuit 

It can be seen from Fig.5, the Balsa language is used to describe the DES 
algorithm, and then balsa-c commands are used to generate an intermediate file 
namely Breeze. The asynchronous circuit handshake protocol is depicted in this file, 
which can be determined by the bundled data protocol with four-phase or other 
asynchronous circuits protocol. The balsa-netlist command is used to develop the 
netlist with verilog language and back-end design of synchronization circuit. For 
example, production of chip technology library and Design Compiler tools together, 
SMIC 0.18um library is used to synthesize the protocol, so gate-level netlist is 
generated. Finally layout is generated by using automatic placement and routing. 

IP transformation of DES algorithm principle is as under: 
-- IP procedure  
-- internal channel 
import [balsa.types.basic] 
type dword is 64bits 
type word is 32bits 
procedure IP (input data_in:dword; output data_l:word; output data_r:word) is 
variable x_in : dword 
variable x1, x2 : word 
variable b0,b1, ..., b62, b63 : bit 
channel chan1, chan2: dword 
begin 
loop 
   data_in -> x_in;   -- Input communication 
   b0:=(data_in as array 64 of bit)[58]; 
   b1:=(data_in as array 64 of bit)[50]; 
   ... 
   b62:=(data_in as array 64 of bit)[15]; 
   b63:=(data_in as array 64 of bit)[7]; 
   x:={b0,b1,...,b62,b63}; 
   x1:=(x as array 32 of bit)[0:31]; 
   x2:=(x as array 32 of bit)[32:64]; 
   data_l <- x1 || data_r <- x2 -- Output communication 
end 
end 
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In this Program, "-" indicates annotation, and "..." indicates omitted, as IP 
transformation of DES algorithm is converted according to a certain regularity, it 
needs to write 64 syntax lines at a 64-bits, program code is too long, so stopped here, 
but it is not omitted in the actual application. 

5 Analysis and Results Comparison 

Because the DES algorithm in synchronous and asynchronous circuit is implemented 
as two internal modules in entire non-contact smart card, it cannot measure the 
computing time of DES algorithm directly. So the non-contact communication 
interface (ISO/IEC 14443 TYPEA Protocol [6]) is measured to get the operation time. 
Then the speed of two arithmetic operations are compared, from sending DES 
algorithm configuration instructions until receiving the interval computation time of 
DES algorithm from the non-contact smart card. As shown in Fig.6 
 

 
During power consumption analysis, using the DES synchronous and 

asynchronous circuits netlist generated by Synopsys DB document for gate-level 
simulation, and generates a waveform file, the waveform files can be read by 
Synopsys PTXT tool, which compares the power consumption analysis. As seen from 
Table 2 of this paper using asynchronous circuits to achieve significantly low power 
consumption, the average consumption reduction is about 40%, the peak power 
consumption reduction is 65%, running time is faster up to 30%, but the chip area is 
almost increased 20%. 

Table 2. The comparison of DES synchronous circuit and DES asynchronous circuit 

DES Synchronous clock Asynchronous clock Philips Research[7] 

Design language Verilog Balsa Tangram 
Computing time 5.77ms(3.39MHz) 3.91ms N/A 

AVG power 
1.48mw 
(1.8V) 

0.897mw 
(1.8V) 

1.25µs and 12nJ
（3.3V） 

Peak power 
6.77mw 
(1.8V) 

2.15mw 
(1.8V) 

N/A 

Area(Gate) 5627 6777 3250 

 

Fig. 6. Calculation time comparison between asynchronous and synchronous DES design 



 DES Algorithm Realization in Asynchronous Circuit Using Four-Phase Bundled-Data 337 

EEPROM technology library of SMIC 0.18um with four metal layers and 
polycrystalline is used. Area in Table 2 represents results that comprehensive area is 
divided by standard cell area of two-input NAND gate which is also called equivalent 
cell Gates. In this paper, DES asynchronous circuits can be implemented by free 
Balsa or non-free Tangram language, while Philips Research[6] achieved only by free 
Balsa language (employing a five-metal 0.35μm process). The average current 
consumption of DES asynchronous circuits is cut down from 2.9 mA to 0.5mA, but 
the effective gate number nearly has been doubled. 

 

 
 

Non-contact smart card chip photographs are showed in Fig.7, including the 
binding antenna RF modules, 2k byte EEPROM, 8-bit MCU and digital portions of 
synchronous and asynchronous DES module with size 1.2mmX1.5mm. 

6 Conclusion 

In order to reduce the power consumption of the DES algorithm circuit, an 
asynchronous pipeline based on the four-phase handshake protocol is designed in the 
paper, and the pipeline in the round is realized to satisfy the several rounds 
operations. The design has an advantage in power and speed consumption (including 
peak power and average power), which are very advisable for requirements in chip 
designing. Although the IC area will be increased, power consumption is reduced by 
40%, and the average current consumption of DES asynchronous circuits is cut down 
from 2.9 mA to 0.5mA. Moreover, the area percentage of logic circuits in the entire 
chip including ROM, RAM and other analog circuits is not considerable large, so the 
increment in the logic circuit area has little effect on the entire chip area. 
 
Acknowledgments. This work was financially supported by the Shanghai Science 
and Technology Foundation (13510500400) and the Shanghai Educational 
Commission Foundation (12ZZ083). 

 

Fig. 7. The layout of the contactless smart card chip 
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Abstract. In this paper, an integrated neurofuzzy-JITL model is proposed for 
batch processes. The neurofuzzy is employed to build a global model with its 
excellent extrapolating ability while Just-in-Time Learning (JITL) is used to 
build the local ARX model due to its good local dynamic modeling ability. In 
addition, Simulated Annealing (SA) algorithm is adopted to obtain the optimal 
weights of two models. As a result, the integrated model has better global 
generalization ability and higher accuracy. Lastly, the effectiveness of the 
presented integrated neurofuzzy-JITL model is verified by example. 

Keywords: Batch process, neurofuzzy, JITL, integrated model, simulated 
annealing (SA) algorithm. 

1 Introduction 

Batch process is the main production mode in fine chemical engineering and bio-
pharmaceuticals. It means that in a batch of the process, limited materials was added 
into one or more batch process or semi-batch process units to get limited products[1]. 
Since batch process inherent complicated mechanism, a series of problems will be 
met in the modeling, such as: ①unequal process length; ②dynamic process variable 
characteristic; ③ slow time-varying characteristics; ④ multimodal production 
process; ⑤non-Gaussian and serious nonlinearity[2]. So the research on mechanism 
model is very hard. At the same time, the flexibility of batch process decides that the 
processed products may be changed at any time. So there is no time to do enough 
experiments for model identification [3].  

With the rapid development of information technology, the storing, detecting, 
collecting and processing of industrial data becomes more and more convenient. 
Every day, a large number of factories generate and store mass data of process and 
equipment, which imply the information of internal mechanism, process changes and 
equipment operation[4]. How to get effective usage of the data to serve production 
optimizing becomes a research hotspot in control field. As is known, the neural 
network has high mapping ability to approximate a nonlinear system in any precision 
and fuzzy system can built a model with expert knowledge to fix a complicated 
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system which is hard to describe conveniently. In order to make better use of these 
two technology for modeling, a neurofuzzy model which can both optimize rules and 
membership functions for the fuzzy component and enforce the self-control ability for 
the neural network component was proposed by [5].At the same time, a new data-
based method with self-adaptive ability for local modeling named JITL gains 
extensive attention and is applied in batch process modeling soon after it appears. 
JITL can build a local linear model with the most similar dataset selected from 
historical database to get an accurate prediction for process output[6][7]. But JITL 
also faces some problems such as high accurate modeling samples requirement and 
difficult model parameters selection. A strategy which can automatically update the 
database was applied to enhance the self-learning ability of JITL was proposed by [8]. 
And also CSF(cumulative similarity factor) and LOOCV(leave one out cross 
validation) algorithm were introduced to build an adaptive parameter selection 
strategy for system computation load reduction by[9].  

Considering that in the batch process, neurofuzzy cannot be applicable for each 
process modality as a global modeling method and JITL shows a poor extrapolating 
ability as a local linear modeling method when its historical database is 
insufficient[10]. How to make their respective advantages complementary to each 
other has very important practical significance. In this paper, an integrated 
Neurofuzzy-JITL model with weighted output is proposed to gain both good 
extrapolating ability and modal adaptive capacity. The model weight coefficient is 
optimized by SA algorithm and the effectiveness is verified by examples.  

2 Integrated Neurofuzzy-JITL Model 

In this paper, ( )1,2, ,k k K=   and ft  denote the k-th batch and end time of one 

batch, respectively. In the k-th batch, the input and output of the t-th time are 

represented by ( )ku t  and ( )ky t . For the convenience of research, suppose that one 

batch is divided intoT equal intervals, namely 1,2, ,t T=  . Thus, the input sequence 

of the -k th batch is [ (1), , ( )]T
k k kU u u T=  and the corresponding output sequence is 

[ (1), , ( )]T
k k kY y y T=  [11].  

Since these two models has their own advantages and disadvantages, this paper 
considers to build an integrated model for advantages complementation. In the 
proposed model, each output of each submodel was assigned a fixed weight to get a 
more accurate system output. The output of batch process can be predicted by: 

ˆ ˆ ˆ(1 )JITL NFMy y yλ λ= + −                         (1) 

where ˆJITLy denotes the output of JITL model, ˆNFMy denotes the output of 

Neurofuzzy model. ŷ  is the output of integrated model, (0,1)λ ∈ is the weighting 

coefficient. The integrated model structure can be showed by Fig. 1.  
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Fig. 1. The proposed integrated model 

2.1 JITL Model 

In the proposed integrated model, a JITL is used to build system’s local linear model. 
The concrete structure is showed in Fig. 2. 
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Fig. 2. The JITL structure 
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2
,( ) (1 ) cos( ) cos( ) 0q id x x

i i is e ifμ μ θ θ−= + − ≥，
           (4) 

where 1q q q
x x x −Δ = − ， 1i i i

x x x −Δ = − ， [0 ,1]μ ∈ is the weight coefficient, 

[0 ,1]is ∈ denotes the similarity between current input sample qx  and historical 

database sample ix .  

(1) If cos( ) 0
i

θ < , the angle between q
xΔ and

i
xΔ  is really huge, and it means 

that these two sample has low similarity and should be abandoned.  

(2) If cos( ) 0iθ ≥ , the angle between q
xΔ and

i
xΔ  is tiny, and it means that these 

two sample has high similarity and should use (4) to calculate the similarity 
index[12]. 

When the similarity index 0s and domain data sample number k are set, all the data 

sample in historical database which has the similarity index large than 0s  will be 

selected and sorted in descending order. The JITL will choose the first k  data to 
build a local ARX model: 

1 1 2 2, 1 , 1 , 1 , 1 ,ˆ ... ...
k i k i m k i m k i m k i mjitly u u y yα α β β− − − −= + + + + +      (5) 

where 3, 4, ...,i T= . Denote 
1 21 1[ ,..., , ,..., ]m mα α β βΘ = , formula (5) can be 

denoted as follow: 

 
, ,ˆ

k ijitl k iy x= Θ                             (6) 

As in different operation condition, the density of satisfied data will be completely 
different. So a fixed sample number k  cannot meet the modeling accuracy 
requirement. To get higher modeling accuracy, this paper set a domain for k and use 
LOOCV to choose the best k[13].  

2.2 Neurofuzzy Model 

In this paper, a Neurofuzzy is proposed to identify batch process as follows. 

( )( )ˆ ( 1)k NFM ky t f x t+ =                        (7) 

where ( ) ( ), ( 1), , ( 1), ( ), ( 1) , ( 1)
T

k k k k y k k k ux t y t y t y t n u t u t u t n = − − + − − +   ， 

ˆ ( 1)ky t +  is the predicted output of the t+1-th time of the -k th batch, and yn and un  

are integers related to the model order. Then the predicted output sequence of 
the -k th batch is 

ˆ ˆ ˆ[ (1), , ( )]T
k k kY y y T=                         (8) 
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The proposed Neurofuzzy model contains five layers. The first layer is the input 
layer, which contains y un n+  neurons. The second layer is fuzzy layer and has 

( )y un n N+ × neurons, in which N denotes the number of fuzzy IF-THEN rules and 

each neuron in this layer represents a membership function. The third layer is the rule 
layer and contains N  neurons. The fourth layer is the fuzzy decision layer with two 
neurons. Finally, the fifth layer is output layer. The output of the Neurofuzzy model is 
given by: 

( )( )

( )( )

( )( )

( )( )

2

2
1 1

1
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1 2
1 1

,
exp
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        (9) 

where ( )( )j kx tμ  denotes Gaussian radial basis function, and jθ  and jic  are width 

and centre, respectively. jw is the -j th  consequence of fuzzy rule which can be 

defined as follow: 

0
1

( )
M

j j
j i i

i

w x tα α
=

= +                      (10) 

where ( 0,1,2,..., , 1,2,..., )j
ia i M j N= =  denotes consequence parameters[14]. For the 

convenience of follow discussion, define the following variables: 

[ ]1 2, , Nϕ ϕ ϕΦ =                                (11) 

[ ]11, , ( ( ))j M j tx x x kϕ μ=                        (12) 

1

( ( ))
( ( ))

( ( ))

j t
j t N

j t
j

x k
x k

x k

μ
μ

μ
=

=
                                (13) 

Then the output of Neurofuzzy can be denoted as: 

( )ˆ 1ty k W+ = Φ                                    (14)  

A clustering algorithm in our previous work is employed to estimate the antecedent 
parameters of N , jic  and jθ . Then the task of this work is to identify the parameters 

of 1 2{ , ,........ }Nw w w w= . To get better  output performance, the auxiliary error is 
introduced in Neurofuzzy training. The structure of Auxiliary error is showed  
in Fig. 3. 
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Fig. 3. The auxiliary error structure 

 Auxiliary error model can be denoted as follow: 

1

( ) ( ) ( ) ( 1)
( )

1 ( ) ( )T

e k k W k y k
e k

k k

α + Φ − +=
+ Φ Φ                   (15) 

where α  is a constant.. 
The predicted output of Neurofuzzy can be described by following equations: 

( ) ( ) ( ) ( ) ( ) ( ) ( )
1

ˆ 1
T

t t t t t t t
y k e k k W k k k e kβ+ = + Φ − Φ Φ       (16) 

( )
1

( ) ( ) ( ) ( ) ( ) ( )
T

t t t t t t t
k k W k k k e k d kΔ = Φ − Φ Φ −            (17) 

where *ˆ( ) ( )
t t

W k W k W= − and β is a constant. 

Therefore, the auxiliary error model is given as follows: 

( ) ( )( 1)
t t t

e k e k kβ+ = + Δ                       (18) 

( ) ( ) ( )
1 t t t

e k e k kα= + Δ                        (19) 

And then the Neurofuzzy weight coefficient can be modified by[5]: 

1( ) ( ) ( )TW k k e kΔ = −Φ                          (20) 

ˆ ˆW(k 1) W(k) ( )W k+ = + Δ                        (21) 

So the output of integrated model is: 

 
X

ˆ ˆ ˆ(1 )JITL NFMy y y

W

λ λ
Θ +

= + −
= Φ

                    (22) 

2.3 Integrated Model Weighting Coefficient Training 

As weight coefficient is extremely important for the proposed integrated model, in 
this paper, simulated annealing algorithm is introduced to optimize the weight 
coefficient.  

Simulated annealing(SA) is a generic probabilistic heuristic algorithm for global 
optimization problem. It was independently presented by Kirkpatrick in 1983, and by 
Cerny in 1985. In the real physical annealing, solid is heated until it melts and then it 
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starts cooling with a proper annealing schedule until it reaches the least energy state. 
If the initial temperature is not high enough or cooling process is too fast, there can be 
a deformation in the solid at the end of cooling. SA possess an advantage over other 
heuristic algorithms for its easy implementation and excellent performance for 
optimization problems[15]. The flow chart of SA algorithm is showed in Fig. 4. 

 

 

Fig. 4. Flow chart of SA algorithm 

As is shown in Fig 4, the concrete operation steps of SA can be described as 
follows: 

Step 1. Set the initial temperature: initialT and generate the initial solution x . 

Step 2. Calculate the objective function value. 
Step 3. Refresh the temperature with cooling schedule. If the temperature reaches 
termination point, then stop iteration and output the optimization results.  
Step 4. Generate a new solution and calculate the corresponding objective function 
value. 



346 Z. Fu and L. Jia 

 

Step 5. Acceptance criterion: Store the new solution when it get a better 
performance or meet the fixed acception probability.  
Step 6. Go to step 3.  

3 Illustrative Example 

One typical continuous stirred tank reactor (CSTR) is considered to illustrate the 
proposed algorithm, in which a first-order irreversible exothermic reaction 

1 2k kA B C⎯⎯→ ⎯⎯→  takes place. This process can be described by the following 
dynamic equations 

2
1 1 1 1

2
2 1 1 1 2 2 2

exp( / )

exp( / ) exp( / )

x k E T x

x k E T x k E T x

= − −

= − − −




            (23) 

where 1x and 2x are respectively the reactant concentration, T denotes reactor 
temperature[17]. 

In this simulation, 1 4000k = , 5
2 6.2 10k = × , 1 2500E = , 2 5000E = . T is 

normalized by using ( ) ( )min max min/dT T T T T= − − , in which minT and maxT are 

respectively 298（K）and 398（K）. ( )1 0 1x = , ( )2 0 0x = . dT is the control variable 

and is bounded by 0 1dT≤ ≤ , and ( )2x t is the output variable.  

To identify the proposed integrated model, a nominal trajectory of the input are 
derived firstly, and then independent random signal with uniform distribution between 

[ ]0,1  are used to simulate 270 input-output data for training purpose. To illustrate the 

prediction capability of the proposed integrated model, another 20 batches are 
generated for validation purpose and mean square error(MSE) is introduce as an 
evaluation index: 

2

1

1
ˆ( )

N

i i
i

MSE y y
N =

= −                        (24) 

With experience and a certain numbers of testing, the iteration number is set as 
6000, clustering algorithm similarity is set as 0.88, similarity weight is set as 0.95, 

mink is set as 10, maxk is set as 40 and weighting coefficient 0.63λ = . Then the 
Neurofuzzy get a rule number of 8 and a output MSE of 52.3 10−× , the JITL has the 

MSE of 52.2 10−×  and the integrated model has the MSE of 51.2 10−× , the output 
error is also showed in Fig. 5 and Fig. 6.  

To simulate the inside disturbance, the parameters of batch process are varied at 
different instants of time. The inside disturbance can be added are as follow: 
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Where 
1EΔ and

2EΔ are 15% Gaussian white noise of 1E  and 8% Gaussian white 

noise of 2E  respectively. Result also shows that the integrated model can preserve a 
better predictive performance than both Neurofuzzy and JITL with inside noise.   

Table 1. MSE of different Gaussian white noise 

Method JITL Neurofuzzy Integrated Model 
MSE 41.18 10−× 59.50 10−× 58.39 10−×  

4 Conclusion 

In this paper, an integrated modeling method was proposed to build a model with 
Neurofuzzy and JITL. The new model can suit the modalities of batch process and 
keep a good extrapolating ability when facing data insufficient. SA algorithm is also 
introduced to optimize the weight coefficient for the proposed model. Examples 
illustrate the proposed method yields better predictive performance than its 
counterparts. 
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Abstract. Electronic Health Record system has been widely used in different 
occasions such as hospitals, health welfare institutions and education 
institutions. However, the data structures of health information are usually very 
complicated and unstructured. It is hardly to deal with the health data for the 
general relational databases. We build a Nosql-based EHR system named 
Shanghai University Electronic Health Record System (SHU-EHR) for health 
data management and analysis with MongoDB. The experiments demonstrate 
that the performance of SHU-EHR is far better than the SQL-based EHR 
system. 

Keywords: Electronic Health Record, Nosql, MongoDB. 

1 Introduction 

An electronic health record (EHR) is a systematic collection of electronic health 
information about an individual patient or population [1]. With the development of 
information technology, EHR system becomes more and more popular in hospitals, 
health welfare institutions and education institutions. Investigators contributed 
themselves to EHR system [2-4] and many EHR systems are developed by 
commercial companies such as Cerner [5], Mckensson [6], eChlinicalWorks [7], 
Allscripts altenahealth [8] etc. However, most of the EHR systems are built on SQL 
database which can hardly handle big data in short time.  

MongoDB [9-10], which is written in C++, is an open-source document database 
rather than a traditional relational database. It is the leading NoSQL database so far. 
Different with SQL databases, MongoDB provides weak consistency guarantees so 
that it has better performance in big data management and analysis than SQL 
database. Some people have used MongoDB in different areas [11-13].  

Shanghai University Electronic Health Record System (SHU-EHR) is a Nosql-
based EHR system that is built on MongoDB. It includes 13 different types of student 
health data such as physical examination records, medical records, and so on. This 
paper introduces the architecture, database component and data synchronization 
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method of SHU-EHR. Two experiments are conducted on SHU-EHR to compare the 
performance of SQL database and MongoDB database. 

2 Architecture 

The basic architecture of SHU-EHR is introduced. SHU-EHR adopts .NET MVC 
framework and Entity Framework so as to keep maintainability. Figure 1 shows the 
basic architecture. 
 

Security Model Data Model

Health Record Security Guard

Data Logic

Health Data View
Statistic Chart 

Engine
View

Controller

Model
 

Fig. 1. Architecture of SHU-EHR 

SHU-EHR is mainly consists of three parts. The model part includes two main parts 
which are the security model and the data model. The security model is one of the most 
important parts of SHU-EHR, because the health record of each person is very private. 
This model is in the kernel of SHU-HER, which is used to keep all the health data safe. 
The data model is built to maintain all the 13 different types of health records. This 
model can keep the data in a uniformed format so that the data can be easily shared. 

The middle part of SHU-EHR is controller. This part handles all the data logic and 
user requests. The health record security guard is the basic component of the 
controller. All the requests are protected by this component and the user access logs 
are recorded by the security core. The data logic part dispatches all the requests to 
different controller instances and process query, computational requests. 

On the top, it is the view part. Health data view displays all the data details of 13 
different kind of health records. Statistic chart engine is used to show computational 
results with various data charts such as line chart, bar chart, pie chart and polar chart. 
With the help of chart engine the system data managers and department leaders can 
easily understand the whole health conditions. 

3 Mixture Database 

SHU-EHR uses mixture database. Figure 2 shows the database architecture of SHU-
EHR. The security model and the data model in section 2 are mapped to different 
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databases. The security model is mapped to the SQL database because SHU-EHR 
implements the Microsoft AspNet Identity which is stable, reliable and security. The 
data model is mapped to the Nosql database that can make queries and calculations 
much faster. 
 

 

Fig. 2. Mixture Database of SHU-EHR. SHU-EHR uses two different kinds of databases. The 
SQL database is used for user roles identification and the Nosql database is used for data 
storage and data query. 

3.1 SQL Based Component 

The SQL database of SHU-EHR plays the key role for security reasons. This database 
includes the user authority information, system configuration, system logs and the 
original health data. The user authority module implies the Microsoft AspNet Identity 
model which includes profile support, OAuth integration and works with open web 
interface for .NET (OWIN) [14]. With the help of this module, SHU-EHR offers 
many useful data interfaces and web APIs for different occasions. 

The other security information is the system configuration and running logs. 
System configuration controls the whole system and the running logs traces user 
operations. Both of these information are all stored in the SQL database. Usually 
these information should not be accessed by the normal user. 

For some reason, the original data are firstly stored in the SQL database and then 
SHU-EHR transfers the data to Nosql database. Figure 3 shows the SQL database 
component of SHU-EHR. 

3.2 Nosql Based Component 

The Nosql database of SHU-EHR is showed in figure 4. This database stores two 
kinds of data, the users’ health data and the data statistic results. Because most of the 
query requests are about user data and the statistic results that are high-dimension and 
with complex relationships, it is difficult for SQL databases to response in a short 
time when it comes to big data. MangoDB can address this problem. 
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Fig. 3. SQL database component of SHU-HER 

 

Nosql Database

Data Model

Health Data Statistic Results

 

Fig. 4. Nosql database component of SHU-EHR 

3.3 Multi Databases Synchronization 

The health data in the Nosql database are imported from SQL database. SHU-EHR 
has two different interfaces for data synchronization. One is the synchronous 
interface, which is used to synchronize user health information as soon as new data is 
inserted into SQL database. If the synchronous interface load failed, the unloaded data 
will be handled by the asynchronous interface. When the system is free, the 
asynchronous interface reloads the unloaded health data. All the data are defined as 
SHU-HER health record object and then transferred in the uniform format between 
SQL and Nosql databases. At the same time, the user access log and data transfer logs 
are stored into Nosql database by synchronous interface. Figure 5 shows the two 
interfaces. 
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Fig. 5. Data synchronization of SHU-EHR 

4 Experiments 

In this section we conduct two experiments with the same health data to compare 
query performance and statistic performance of SQL database and Nosql database. 
The SQL database is Microsoft SQL Server v11.00.2100 and the Nosql database is 
MongoDB v2.4.9. Both of the experiments are conduct on the same computer with 
4GB memory, Intel core i3 3.4GHz dual-core processor and Windows 8.1 operating 
system. 

4.1 Query Performance 

Table 1. Data Query Performance between SQL and Nosql Databases 

Data Number SQL Time(ms) Nosql Time(ms) 

5K 179.3558 4.0036 
10K 306.2019 4.0027 
20K 633.4176 6.0043 
50K 1255.828 5.0045 

100K 3026.469 5.0036 
200K 6065.009 6.0046 
500K 20148.33 7.0043 

1000K N/A 8.0056 

 
Table 1 displays the query performance of these two different databases. We searched 
the top 10 records of the total data. As the number of total data increases from 5000 to 
1000000, SQL database query time increases by over 100 times (from 179ms to 
20148ms), while the MongoDB query time only increase by 2 times (from 4ms to 
7ms). Figure 6 shows the same results of the query performance comparison. Because 
the difference of the two query time is too large, and the query time of MongoDB is 
almost zero, the y-axis of this figure is converted by equation 1. 

y= 10Log (Query Time). (1) 
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Fig. 6. Query performance between SQL and Nosql Databases 

Table 2. Calculation Performance between SQL and Nosql Databases 

Data Number SQL (ms) Nosql (ms) 

5K 269 300.7302 
10K 341.0455 154.1017 
20K 805.5341 296.1966 
50K 1325.8772 490.3232 

100K 2570.7013 989.6535 
200K 8056.3307 1935.2803 
500K 15198.039 4342.87 

1000K N/A 7919.1565 

 

Fig. 7. Calculation performance between SQL and Nosql Databases 
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4.2 Statistic Performance 

Table 2 shows the calculation time of the two databases. In this experiment we 
compute the record number of 10 different groups. When the data is small, the two 
databases have the same performance. However, when the amount of the records 
increases, the computing time of SQL database increases much faster than Nosql 
database. Figure 7 displays the experiment result of the statistic performance of SQL 
and MangoDB. 

5 Conclusion 

Using MongoDB in SHU-EHR greatly improves both query and statistic performance 
of the system. Thanks to MongoDB, SHU-EHR offers many APIs for big data 
analysis with MongoDB data analysis methods. Investigators who are not familiar 
with system coding can easily use SHU-EHR for big health data analysis. 

Acknowledgements. This research is partially supported by the Specialized Research 
Fund for the Doctoral Program of Higher Education [SRFDP 20113108120022], the 
Key Project of Science and Technology Commission of Shanghai Municipality [No. 
11510500300], and the Major Research Plan of NSFC [No. 91330116]. 

References 

1. Gunter, T.D., Terry, N.P.: The emergence of national electronic health record architectures 
in the United States and Australia: models, costs, and questions. Journal of Medical 
Internet Research (2005) 

2. Lowry, S.Z., Quinn, M.T., Ramaiah, M., et al.: Technical evaluation, testing and validation 
of the usability of electronic health records. National Institute of Standards and 
Technology (2012) 

3. Baron, R.J., Fabens, E.L., Schiffman, M., et al.: Electronic health records: just around the 
corner? Or over the cliff? Annals of Internal Medicine (2005) 

4. Tang, P.C., Ash, J.S., Bates, D.W., et al.: Personal health records: definitions, benefits, and 
strategies for overcoming barriers to adoption. Journal of the American Medical 
Informatics Association (2006) 

5. Cerner, http://www.cerner.com/ 
6. McKesson, http://www.mckesson.com/ 
7. eClinicalWorks, http://www.eclinicalworks.com/ 
8. Allscripts altenahealth, 

https://www.allscripts.com/international1.html 
9. MongoDB, https://www.mongodb.org/ 

10. Truica, C.O., Boicea, A., Trifan, I.: CRUD Operations in MongoDB. Adv. Intel. Sys. Res., 
41 (2013) 

11. Cogean, D.I., Fotache, M., Greavu-Serban, V.: Nosql in Higher Education. A Case Study. 
In: Int. Conf. Inform. Econ. (2013) 



 MongoDB Improves Big Data Analysis Performance 357 

12. Yang, J.H., Ping, W.Y., Liu, L., Hu, Q.P.: Memcache and MongoDB based GIS Web 
Service. In: Second International Conference on Cloud and Green Computing / Second 
International Conference on Social Computing and its Applications, Cgc/Sca 2012 (2012) 

13. Dykstra, D.: Comparison of the Frontier Distributed Database Caching System to NoSQL 
Databases. In: International Conference on Computing in High Energy and Nuclear 
Physics 2012, Chep 2012 (2012) 

14. ASP.NET Identity, http://www.asp.net/identity 



 

S. Ma et al. (Eds.): LSMS/ICSEE 2014, Part I, CCIS 461, pp. 358–367, 2014. 
© Springer-Verlag Berlin Heidelberg 2014 

Survey of Multi-sensor Image Fusion 

Dingbing Wu1, Aolei Yang1, Lingling Zhu2, and Chi Zhang2 

1 Shanghai Key Laboratory of Power Station Automation Technology 
School of Mechatronic Engineering and Automation 

Shanghai University 
149 Yanchang Road, Shanghai, China 

2 Ningbo Institute of Materials Technology & Engineering, Chinese Academy of Sciences 
hanbing0821@126.com, aolei.yang@gmail.com,  
zhull_7627@163.com ,zhangchi@nimte.ac.cn 

Abstract. The paper presents multi-sensor image fusion and its relevant  
framework and technical characteristics. The image fusion is divided into three 
level fusions: pixel level, feature level and decision level. It mainly discusses the 
image fusion algorithm at all levels of fusion, and then makes the summary and 
comparison of these algorithms. Since the high-level algorithms are related to 
some relevant practical applications of the image fusion, it is in general difficult 
to be summarized. So this paper also presents some typical algorithms of the fea-
ture and decision levels from the perspective of the applications, to provide the 
necessary summary of the high level image fusion algorithm. Further, the three 
levels of implementation schemes are described, followed by the comparison and 
summary for the image evaluation criteria of the fusion method. Some problems 
and future directions about the multi-sensor image fusion are finally given. 

Keywords: Multi-sensor image fusion, image fusion classification, neural net-
work image fusion, decision level fusion, fusion evaluation criteria. 

1 Introduction 

Multi-sensor image fusion is to adopt specific algorithms for combining two or more 
source images into new image information, which is more suitable for human visual 
perception, or for computer subsequent processing to meet the requirement of applica-
tions, such as image segmentation, feature extraction, and target identification. 
Through the image fusion technology, we can effectively improve the reliability  
of the system and the utilization efficiency of image information. From the early 
1980s, the research of the multi-sensor image fusion has triggered widespread interest 
in the world, since it has a wide range of applications in automatic target recognition, 
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computer vision, remote sensing, robotics, medical image processing, military appli-
cations and other fields [1-5], for example, infrared image and visible light image 
fusion can better help the helicopter pilot for navigation, and computed tomography 
(CT) and magnetic resonance imaging (MRI) are implemented to investigate the anat-
omy and function of the body in both health and disease, which could provide reliable 
information for clinical diagnosis [3-6]. 

The multi-sensor image fusion is generally divided into three level fusions: the 
pixel level, the feature level and the decision level. Most of the image fusion algo-
rithms are based on the pixel level fusion which is the main fusion algorithm, and the 
fusion algorithm on the feature and decision levels are much less mentioned in the 
literature. However, for the high-level image fusion including the feature and decision 
levels, the corresponding problems of the image fusion are more complex, and the 
fusion methods of the system are more ambiguous. For example, the feature level 
image fusion method is in general associated with specific applications, which has 
rich meanings, and can be used in various applications of the image processing [4-6]. 

In this paper, the multi-sensor image fusion is divided into three levels depending 
on our thoughts. The algorithm of the pixel level was presented in detail, and some 
typical image fusion algorithms in the feature and decision levels are reviewed from 
the view of application to provide the necessary summary of the high level image 
fusion algorithm. Specifically, for the pixel algorithms, the classification and compar-
ison of the pixel level algorithm are in detail presented, followed by the summaries of 
the fusion algorithms on the feature level and decision level. 

This remainder of the paper is organized as follows. Section 2 outlines the prin-
ciples of image fusion technology and architecture, technical features and image fu-
sion classification methods, Section 3 presents a number of specific embodiments of 
the various methods and features, reviews some of the key issues of image fusion 
technology, and depicts some typical algorithms of the feature and the decision levels 
from the perspective of practical applications. Section 4 presents the image fusion 
evaluation criterion. The paper finally points out some problems and future directions 
about the multi-sensor image fusion. 

2 Theory and Characteristics of Image Fusion 

2.1 Image Fusion Classification 

The image fusion requires preliminary pretreatment, which includes several aspects: 
alignment, calibration, removing noise, etc. After completing the pretreatment, the 
image fusion can generally be divided into three levels: pixel level, feature level and 
decision level fusion, which is shown in Fig.1. 

A. Pixel level fusion 
The pixel level fusion belongs to the lower level of fusion which directly fuses the 

image pixels information. Currently, most researches focus on this level. It fuses on 
the layer of the original image data collected from the imaging sensors. It is the high-
est accuracy level data fusion in spite of its lowest level image fusion. It can provide 
the details are that the other levels do not have, but a large amount of information  
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Fig. 1. Three levels image fusion 

need be processed. The pixel level fusion called data level fusion is the basis of the 
high-level image fusion. 

B. Feature level fusion 
The feature level image fusion extracts feature information from each imaging sen-

sor, and comprehensively analyzes and processes this information. During the fusion, 
the purpose of application and the scene of the multi-sensor image fusion are closely 
related to specific form and the feature information. Through the feature level image 
fusion, the related information is extracted from the original image, and it increases 
the credibility of the feature information, eliminates the false features, and creates a 
new composite feature, etc. The feature level image fusion is middle level for the 
preparation of the decision level fusion. Its advantage is of achieving considerable 
information compression, and being convenient for real-time processing. Since the 
extracted feature is directly related to decision analysis, the fusion result can furthest 
support to decision analysis in the high level fusion. 

C. Decision level fusion 
The decision level fusion can be simply described as: (1) classify and identify the 

feature information of each image, (2) form the corresponding results, (3) make the 
further fusion process. It is a higher level of information fusion, and the fusion results 
will provide the basis for controls or decisions. Therefore, the decision level fusion 
must combine with specific application and demand characteristics. Because the fea-
ture directly affects the final result, we should selectively use the feature information 
to achieve the fusion purpose. The input information is all kinds of features, and the 
output results are about decision descriptions, so the decision level fusion is with the 
characteristics of the minimum data size and strong anti-jamming.  

Tab.1 shows the comparison of the different fusion levels performance characte-
ristics. From the table and the previous description, we can see that the pixel level 
fusion is the most important and most fundamental multi-sensor image fusion  
methods, which can obtain a large amount of information and the best fusion  
performance [4-8]. 
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Table 1.   Comparison of image fusion levels and performance 

Levels 
Features

Pixel level Feature level Decision level 

Information content maximum medium minimum 
Information loss minimum medium maximum 

Fault tolerance the worst medium the best 
Immunity the worst medium the best 

Dependence of the sensor maximum medium minimum 
Method difficulty hardest medium the easiest 

Pretreatment minimum medium maximum 
Classification performance the best medium the worst 

Open systems The worst medium the best 

2.2 Characteristics of Multi-sensor Image Fusion Technology  

The cost of the multi-sensor image fusion is less than that of single sensor, and it gets 
more or precise target information. The system has the following characteristics:  
(1) information redundancy: the confidence of the same scene target information may 
be different for the multi-sensor, but the image fusion will improve the overall target 
confidence. When a part of sensors are abnormal or damaged, it is also able to im-
prove the system robustness (trustworthiness); (2) information complementary:  
the information complementary is achieved from the multi-sensor fusion to make  
the system getting scenery features, which is not able to be achieved using the  
single sensor (enlarge the spatial overlapping); (3) enlarge time overlapping: in a long 
time, the single sensor and the multi-sensors are capable of getting multiple informa-
tion with a long time overlapping; (4) higher cost performance: as increasing of  
the number of sensors, the increasing cost of the system is less than its increasing 
information [1-8]. 

3 Image Fusion Methods 

3.1 Pixel Level Image Fusion 

Currently, the pixel level fusion methods have been more deeply studied. There are 
many kinds of image fusion algorithms, but the pixel level fusion can be broadly 
divided into two categories: (1) image fusion based on space domain and (2) image 
fusion based on transform domain. The significant differences between them are: 
the former directly fuses the pixels; the latter firstly transforms the image, and the 
object of fusion is then transformed coefficient instead of pixel values itself. The 
fusion coefficient may come from several or even all the original space pixel value 
which is obtained by the result of some transformation. The fusion process is shown 
in Fig.2.  
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Fig. 2. Pixel level image fusion flow 

3.1.1 Image fusion algorithm based on space domain 
1) Linear Weighting 
The linear weighting method is a simple image fusion method, which is to directly 

make the weighted stacking for corresponding pixels of the original images. If Ak (i, j) 
represents the grey value of the kth image at the corresponding position (i, j), the fu-
sion image Bk (i, j) can be then obtained by the following formula: 
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The advantages of the linear weighting method are that its concept is simple and it 
is suitable for real-time processing. The drawback is that the fusion image contains 
strong noise, especially, when the gray difference of the fusion image is significant, it 
may appear obvious splicing trace and poor visual effect. 

2) Component Substitution (CS) 
The component substitution algorithm is also called false color fusion algorithm. 

The most representative algorithm is the intensity-hue-saturation (IHS) transform, 
where “I” represents density or brightness information, “H” represents chrominance 
information, and “S” represents saturation information. Although the IHS transform is 
very important false color fusion algorithm, it is just suitable for three band color 
image transformation. However, the current imaging systems, i.e. satellite imaging 
system, could provide far more than three bands. The latest IHS research, the related 
improvement and discussion to the spectral distortion can refer to the recent literature 
[2-4].  

3) Probability Statistical Model Method 
There are many kinds of methods are based on probabilistic statistical model, such 

as Bayesian estimation theory, Markov random field theory [4-6], etc. The probability 
and statistics theory is needed to establish the corresponding optimization model, and 
the expectation maximization or simulated annealing algorithm can be used to solve 
the problem. 

3.1.2 Image fusion algorithm based on transform domain 
The transform domain image fusion algorithms include the Discrete Cosine Trans-

form (DCT) and the Fast Fourier Transform (FFT), etc. However, the most important 
one is based on multi-scale and multi-resolution, such as Wavelet Transform (WT), 
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Lifting Wavelet Transform (LWT), Discrete Wavelet Transform (DWT), Ridgelet 
Transform, Pyramid Decomposition, etc. Currently, this category obtains unprece-
dented success in all kinds of the image fusion practical applications. The most prom-
inent characteristics are that these algorithms have fast computing capabilities to satis-
fy a large number of practical systems. 3.1.3 Other image fusion algorithm 

In recent years, there are some other image fusion algorithms in this field, such as 
Gradient-based multi-resolution image fusion method, which is based on the system 
transfer function theory and is established on basis of fusion decomposition model. It 
is significantly different from the multi-scale decomposition fusion algorithm. While 
also image fusion algorithm is based on ICA [7]; PDE-based approach to three-
dimensional seismic image fusion algorithm [8]; total variation-based image fusion 
algorithm [9]; image fusion algorithm based on geometry [10]; and in recent years 
based on joint sparse representation theory and the theory of Compressive Sens-
ing(CS) image fusion algorithm [11], [12]. These algorithms are based on broader 
basis theories, and they expand the meaning of image fusion itself. 

3.2 Feature Level Image Fusion 

The feature level algorithm is divided into two steps: target extraction and target feature 
fusion. In complex conditions, it is difficult to effectively extract the image target fea-
ture, which is a hot research area in this field, so the feature level fusion is more depen-
dent on the target feature whether to correctly obtain. When getting the correct target 
feature, all classification algorithms, such as support vector clustering, fuzzy clustering, 
and neural network algorithm, can be directly used to fuse the image feature.  
 

1) Joint Statistical 
When multi-sensor information is used for classification and decision, we need 

some type of discrimination scale, and need compare the sensed environment with the 
known feature. The joint statistics can be used to quickly and efficiently classify the 
unknown sample probability density function. 

2) Constrained Gauss-Markov Estimate 
The covariance matrix is used to storage and to restrain relevant information, and 

can be used as the fundamental geometric reasoning database. 
3) Extended Kalman Filter 
The Extended Kalman filter can be effectively adopted to make the image registra-

tion and then implement the feature layer fusion. It also can reduce the uncertainty of 
the object location when appearing environment and sensor noise. 

4) Neural Network Image Fusion 
The characteristics of artificial neural network: inherent parallel structure and pa-

rallel processing, distribution storage knowledge, fault tolerance, self-adaptability, 
etc. Network knowledge representation and acquisition process will be completed at 
the same time, so the execution speed can be accelerated. Additionally, the image 
noise exists inevitably in the real world, and even some information may be missing. 
In this case, the neural network fusion method can also reason in a reasonable way. 
After the neural network is trained, each image pixel is divided into several classes 
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during image fusion, so that each image pixel has a membership function vector 
group. At present, most of the neural network is implemented by simulations, and 
digital signal processing chips and the relevant software are employed to simulate the 
parallel compute [13-17]. 

3.3 Decision Level Image Fusion 

The decision level fusion is a joint decision-making process and is more reliable than 
single sensor. Currently, the main problems of the decision level fusion: due to the 
time-varying characteristics of the environment and target, the prior knowledge is 
difficult to obtain. Simultaneously the enormous knowledge base and the design re-
quirement of the object-oriented system hinder the theory and technology develop-
ment of the decision level fusion. The main decision level image fusion methods are 
based on the cognitive model algorithm, which needs to use expert system and rela-
tional database to analyze fusion judgment. The fusion algorithms on this level are 
mainly based on Bayes inference, evidence reasoning, neural networks, support vector 
machines and fuzzy integral fusion algorithm [7-11], etc.  
 

1) Bayesian estimation 
The bayesian estimation provides method which assembles sensor information in 

probability theory rule. The bayesian estimation is based on Bayes’ rule basal tech-
nology. 

2) Fuzzy Logic 
The fuzzy logic is a class of multi-valued logic. The reasoning process uncertainty 

of the multi-sensor fusion can be directly represented by assigning real values for 
each proposition and operator from 0.0 to 1.0. The uncertainty model of the fusion 
process is then generated, as well as the subsequent consistency reasoning. 

3) Dempster-Shafer (D-S) 
The dempster-shafer (D-S) reasoning method: it is the bayesian approach 

extension, which uses probability interval and uncertainty interval to firm the 
likelihood function under the assumption of more evidence.The evidence theory can 
deal with uncertainty which is caused by unknown factors. Here, the belief function 
rather than probability is considered as a measure, bounding some event probability to 
establish trust function without explanation precise probability which is difficult to 
obtain. When constraints limit is strict probability, which becomes probabilistic 
theory. When evidence is relevant, we may consider using D-S theory promotion 
methods [18-21]. 

4 Performance Evaluation of Multi-sensor Image Fusion Method 

The performance evaluation of the image fusion effect is an important and meaningful 
research aspect, that is, how to evaluate the fusion effect or how to evaluate the image 
fusion quality. Although it is an important step in the image fusion, there still lack 
systematic evaluation methods. In the literature, the image fusion evaluation mainly 
consists of the two subjective and objective evaluation methods. 
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4.1 Subjective Evaluation of Image Quality Fusion 

If a person is an image observer, the meaning of the image quality mainly includes 
two aspects: one is the image fidelity, and another is the image intelligibility. Over 
many years, people always want to seek quantitative measurement method about the 
image fidelity and intelligibility to be a criterion of image quality and image design 
system. Since a human visual system is not fully understood and a quantitative de-
scription method about people's psychological factors is not generated, these issues 
should be resolved in the future. 

4.2 Objective Evaluation of Image Quality Fusion 

In order to overcome the human visual system, mental status, knowledge background 
and other uncertainty factors, we mostly use the objective evaluation criterion in the 
actual evaluation of the fusion effect. Objective evaluation determines and compares 
the pros and cons of various fusion methods through the calculation of fusion image 
statistical parameters [19-22].  

In order to quantitatively evaluate the effect and quality of the fusion image, as-
suming the two source images of participating into the fusion are A, B, its image size 
is M×N, and the fusion image F can be generated through the fusion treatment, sever-
al parameters are defined as follows: 

 

1) Entropy 
Image entropy is an important index of image information richness, and the entro-

py value shows how much the image average information is. The greater the entropy 
value of the fusion image is, the richer the information about the fusion image is, and 
the better the quality of the image fusion is. 

2) Average Gradient  
The average gradient can sensitively reflect the expression ability of image tiny de-

tails contrasts. It can be not only used to evaluate image clarity, but also reflects the 
image tiny detail contrasts and texture transform features. 

3) Standard Deviation (SD) 
The SD reflects the discrete case of the image gray level relative to the average 

gray level, and it can be used to compare the size of image. If the SD is large, the 
image grayscale distribution is dispersed, and the image contrasts is big, so more 
information can be achieved. If the standard deviation and the image contrasts are 
small and the hue is homogeneous, we do not see too much information. 

4) Cross Entropy 
The cross entropy called the relative entropy is generally adopted to represent the 

difference between the two images. The smaller the cross-entropy is, the smaller the 
image difference is. 

5) Correlation Coefficient  
The correlation coefficient called similarity measure reflects the relevance of two 

images. After image fusion, it can reflect the spectrum information of the multispec-
tral image to judge the retention capacity of the fused image spectrum. 
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4.3 Combination of Subjective and Objective Methods 

The combination of subjective and objective quality evaluation method is an impor-
tant index of the fusion image quality evaluation. It is the combination of artificial 
intelligence and expert systems fusion method to evaluate the effect [30]. This method 
does not require the ideal image, and does not take full account of the human visual 
characteristics. It can quantitatively evaluate the fusion image retaining much signifi-
cant information (such as variance, contrast and edge information, etc.). It is a prac-
tical, effective and versatile method of the image fusion quality evaluation. 

5 Conclusions 

In this paper, the multi-sensor image fusion is divided into three levels, which are 
made relatively systematic analyze and compare. This paper makes a systematic 
summary about the algorithms of the pixel, the feature and the decision levels from a 
large number of literatures. For lots of the pixel algorithms, the classification and 
comparison of the pixel level algorithm is presented in detail. Facing numerous the 
feature level and decision level algorithms, we list some typical algorithms for every-
one's reference.  

The involved image fusion technology is very extensive, and it is restricted by time 
and conditions, so there is a lot of intensive detail work need to be continued in  
the future: 

 

1) Although there are many kinds of the image fusion methods, researchers do not 
think there is recognized standard and mature theory to support particular type image 
fusion. For the specific type image fusion, we need to develop corresponding unified 
mathematical model and integration framework. 

2) In this paper, we study the objective evaluation methods are just some common-
ly evaluation methods, to avoid subjective evaluation of one-sidedness on some level. 
There are so many image fusion evaluation methods and standards, however, for the 
specific image fusion, the uniform evaluation criteria becomes an urgent problem to 
be studied. 

3) The rapid image fusion can be achieved by the optimization algorithm and re-
ducing the algorithm complexity. The improvement of the fusion effect often sacrific-
es the calculation speed and the algorithm complexity. The rapid and simple algo-
rithm is the foundation of practical applications, so it is necessary to optimize the 
algorithm and study the fast algorithm. 
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Abstract. Ring die granulator is a high energy consumption and complex 
system. Conventional method for improvement the quality of pellets is detected 
by human sense offline. Aimed to lowness of efficiency and bigness of error, a 
novel strategy is present for the intelligence quality classification. By means of 
machine vision, after extract the feature, the pellet edge images are captured 
based canny algorithm, and the quality classification can be accuracy got by 
FSVM. Real pellet images are conducted to prove the effect. Compared with 
other methods by the simulation, the present approach has apparent advantages. 
The result of the present work implied that, the present method can be applied 
to auto quality detection and the classification results can be used as the 
feedback signals in controller to update the parameters to control the ring die 
granulator well. 

Keywords: Ring die pellet, edge detection, canny algorithm, FSVM, quality 
classification. 

1 Introduction 

Ring die granulators are widely used in feed processing area and the installed capacity 
of hoop standard granulators can reach 100MW and see details in literature [1]. In 
such a situation, under the premise of ensuring the quality of granulation, how to 
improve reduce consumption must be considered. At present in our country, ring die 
granulators are used mostly by manual control with the low quality outcome. It is 
difficult to control well not only the granulator structure like a “black box”, which he 
measurements of the granulator are too limited but also the characteristics: coupling, 
nonlinear, large time delay. More details in literature [2]. To control the “black box” 
well and improve the quality, engineers detect and analyse the product offline, and 
with the analysis results, they has known how to adjust the parameters of input 
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temperature and motor current. But it comes to the low quality rate for the long time 
analysis. 

In this paper, a novel strategy by means of machine vision and machine learning 
is present for the intelligence quality classification. The machine vision is to extract 
the feature and capture the edge image based on canny algorithm. In addition, a 
FSVM method is used to classify the pellets. The computer simulation results are 
presented to verify the feasibility of the method. With the good performance of the 
result can be used as the feedback signals in controller to adjust the control 
parameters in future. 

This paper is organized as follows. In Section 2, we analysis the structure of ring die 
granulator. In Section 3 we investigate canny edge detection method for capture the 
image. In Section 4 we introduce FSVM for classification. In Section 5 we conduct 
experiments to compare two classification methods. Section 6 concludes this work. 

2 Analysis the Stricture of Ring Die Granulator 

Fig.1 presents the structure of ring die granulator and more details in literature [3]. 
The supplies of the hopper are sent to the conditioner by feeder which is controlled by 
inverter), the heat steam and water are as inputs, and the conditioner can make the 
supplies reach the right temperature and moisture. Condition is the pre-work of 
granulation which is closely related to the quality of the product. The key of the 
control is to balance the output temperature of the conditioner. 

Where 1-rack; 2-magnet; 3-blanking chute; 4- loop die; 5-press roll; 6-feed motor; 
7-feed reducer; 8-hopper; 9-blanking gate; 10-electric steam flow control valve; 11-
electric level flow control valve; 12- temperature sensor;13-feeder;14-conditioner;15- 
condition reducer ; 16-condition motor; 17-main gearbox; 18-main motor of 
granulation. 

 

Fig. 1. Schematic diagram of ring die granulator 
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3 Edge Detection and Feature Extraction 

3.1 Canny Edge Detection Algorithm 

Edge is one of the most important characteristics of machine vision, which present 
part areas significantly changes. The edges are chosen as the main features for 
detection can reduce over information and maintain the shape information. In an 
historical paper, Marr and Hildreth [4] introduced the theory of edge detection and 
described a method for determining the edges using the zero-crossings of the 
Laplacian of Gaussian of an image. Haralick [5] determined edges by fitting 
polynomial functions to local image intensities and finding the zero-crossings of the 
second directional derivative of the functions. and Shyu [6] in which edge contours 
were represented by parametric curves that fitted to high-gradient image pixels with 
weights proportional to the gradient magnitudes of the pixels. 

In image edge detection, traditional algorithms have mentioned cannot satisfy the 
performance of suppress noise and edge precise positioning. i.e., smooth filtering not 
only reduce the noise but also improve the uncertainty of edge precise positioning. 

Among the edge detection methods proposed so far, the Canny edge detector is the 
most rigorously defined operator and is widely used. The popularity of the Canny 
edge detector can be attributed to its optimality according to the three criteria of good 
detection, good localization, and single response to an edge. 

Canny pointed out following three rules to analysis the edge detection. 

1) signal-to-noise ratio (SNR) rule 

Edge error detection rate should be as low as possible, and the false edges. i.e., 
SNR should be as large as possible, because of the larger the output SNR the low 
the error rate. The SNR can be described in formula (1). 
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Where ( )f x  is the impulse response within [ ϖ− , ϖ+ ]. ( )G x  is the edge. 

0n  is the root mean square value of Gaussian noise. 

2) precision position rule 

to detect the real edge, in mathematics, Loc in filtering function should be as 
large as possible. The Loc can be described in formula (2) 
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Where '( )G x− 、

'( )f x is first derivative of ( )G x−  and ( )f x . 

3) single edge response rule 

To same edge the responses should be as low as possible, i.e., one response to 
each single edge. The average distance is max value of filter to edge response, 
and can be described in formula (3). 
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The implementation of the Canny edge detector [7,8] follows the steps below. 

1) Smooth the image with an appropriate Gaussian filter to reduce desired image 
details. Gaussian function is as following. 
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2) Determine gradient magnitude and gradient direction at each pixel. 
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3) If the gradient magnitude at a pixel is larger than those at its two neighbours in 
the gradient direction, mark the pixel as an edge. Otherwise, mark the pixel as 
the background. 

4) Remove the weak edges by hysteresis thresholding. 

(3) 

(4) 

(5) 

(6) 

(7) 
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3.2 Feature Extraction 

These images are firstly segmented by PCNN and labelled, and then morphologically 
processed to extract the approximate locations and contours. Patel [9] introduce an 
approach by twenty-nine features, including ten appearance features, twelve colour 
features and seven fitting features.in our work, we choose three appearance features 
for feature extraction, which are length, wide, area and gray level . Because of over 
and lower than average, the pellet is below standard.   Fig.2 is sum of the each 
feature extraction.  
 

 

 

 
(d)    Gray level 

Fig. 2. Four features of pellet 

4 FSVM Model 

Recently, fuzzy support vector machine (FSVM) has been a hot tool for data 
classification [10-12]. Its basic idea is to map data into a high dimensional space and 
find a separating hyper plane with the maximal margin. 

(a) Length 

(b)   Wide 

(c)   Area
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Given training data  R , 1 … .  in multiple classes, and a vector of labels ∈  such that ∈ 1,1 , SVM solves a quadratic optimization problem: 

                       min ∑ ξ                     (8) 

Subject to 1 ξ  ξ 0, 1, … . . ,  

Where C is the penalty parameter of the error term, ξ is the measure of error in the 
SVM and we usually call it slack variable. 

For classification prognostics problem, it is often that the training points and the 
measured point. So a fuzzy membership associated with each training point is used. 
For multivariate time series after phase space reconstruction, we make the vector if 
fuzzy membership is, , , … , , , , … , , … , , … , ,            (9) 1,2, … ,  1,2, … ,  

Where m is the embedding dimension and n is the number of parameters. We make 
the fuzzy membership  be a function of  ( , , , , . 

                      ( , , , ,                          (10) 

Where  the position of the point in the multivariate is input samples and  is lower 
bound of fuzzy memberships. For one of  parameters. We make the last point be 
the most important and choose its fuzzy membership is 1, and make the first point of 

 input points be the least important and its fuzzy membership is . By applying 
the boundary conditions, we can get the multivariate fuzzy membership function is, 

                  1                   (11) 

Then, we can reconstruct function (8) as 

                   min ∑ ξ                       (12) 

Here training vectors x mapped into a higher (maybe infinite) dimensional space by 
the function . FSVM finds a linear separating hyper plane with the maximal margin 
in this higher dimensional space. For any testing instance , the decision function is  

                                      (13) 

Furthermore, K (x , x ) ≡ϕ x Tϕ x  is called the kernel function. Literature [13] 
introduces some favourite kernels. 

 Linear:K x , x xTx  

 Polynomial: K x , x γxTx r , γ 0 

 RBF: K x , x exp γ x x | , γ 0 

 Sigmoid: K x , x tanh γxTx r  
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RBF kernel has better performance in self-study than other kernels, but the parameters 
of RBF kernel are very important. There are two parameters in RBF kernel: the 
penalty parameter C and the kernel parameterγ. The optimization (C, γ) will make the 
FSVM have the best performance.  

After model is trained by solving the above optimization problems, the 
classification of performance can be evaluated by cross validation. 

5 Experiment and Result 

We take three experiments to verify the performance of this intelligence quality 
classification. These experiments were carried out on an Intel dual-core 3.0GHz PC 
with 4 GB RAM. The first two of the computations were performed with Matlab 7.0, 
and the third experiment was performed with visual studio 2010. 

Our first experiment is to compare three edge detection algorithms: Canny 
algorithm, Sobel algorithm and Prewitt algorithm, so that only the better one is used 
for classification analysis. For this comparison, we take an original pellets picture 
Fig.3 (a) as the template. Fig.3 (b) is canny algorithm, Fig.3 (c) is sobel algorithm. 
Results show that canny algorithm is significantly more accuracy than others. A right 
threshold is important to detection. Fig. (4)  is an example of error result cause of the 
bad threshold . In Fig.4 (a) there are six pellets, while two of them are nearby and the 
other four are separated. In Fig.4 (b) with the wrong threshold, canny cannot detect 
the middle two and mix as a single. In Fig.4 (c) canny algorithm can clearly detect all 
of them with the right threshold. 

The second experiment is to testify the accuracy of classification. The samples are 
collected in this study with the help of a company in Shandong Province. Before 
doing experiments, data sets are scaled. With training, validation, and testing data 
together, we scale each feature to [0, 1]. 

Many methods can optimize operating parameters. Compare with these methods, 
genetic algorithm with a lot of advantages, such as spend less time in optimizing. 
Genetic algorithm is given to optimize operating parameters.. 

Encoding parameters and population initialization: the parameters of FSVM model 
are represented by a chromosome composed of float number code which can avoid 
decoding and coding repeatedly. 

The construction of fitness function: the fitness function is the unique information 
and plays a critical role to measure GA’s performance. 

Selection operation: based on the fitness function, compare the best chromosome A 
of the old generation and the best chromosome B of the new generation, the worst 
chromosome of the new generation is replaced by A if B is better than A, and B is 
replaced by A if A is better than B. the selection method can avoid the drawback of 
high fitness chromosome occupies population quickly in early stage. 

Offspring forms a new population in the next generation and replaces the old 
population. The evolutionary process proceed until stop conditions are satisfied and 
then the best chromosomes are presented as a solution. 

Given 100 samples to train and get the best parameters of SVM. Fig.5 is the result 
of searching best parameters.Fig.6 is the test result of classification.  



 An Novel Quality Classification for Ring Die Pellet 375 

    
(a)             (b)               (c)                          

Fig. 3. compare with three edge detection algorithms 

       
             (a)              (b)                (c)   

Fig. 4. Detail detection 

We can draw the conclusion from table.1 that FSVM has obvious advantages not 
only training time is competitive but also the classification accurate rated is proved.  

The third experiment combine canny algorithm and FSVM algorithm with visual 
C#. Fig.7 is the main interface with two parts. The left side is ActiveX interface. The 
right side is visual interface. The process of auto classification is as following. 

The first step is to load image. To obtain a high speed to deal with image, we read 

out only a part of the image sensor as large as 640 600×  pixels. The second step is to 
local the detection area. The third step is to analyze the image and list all the 
information including area, length, wide, and RGB. The fourth step is to set the 
qualified pellet parameters by expert experience. The fifth step is to screen the 
qualified pellet and label it. Fig.8 is the result of qualified pellet classification. In this 
picture, there are thirty three pellets and fifteen are classified to good. In manual 
vision inspection fourteen are good. Comparison with manual vision inspection, the 
result is satisfied. 

 

 

Fig. 5. Result of CV-accuracy based on genetic algorithm 
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Fig. 6. Test result of classification 

Table 1. Comparison among four classification algorithm 

algorithm 
188 samples 739 samples 

accuracy Train time accuracy Train time 
FSVM 96.816% 6.3 s 98.154% 12.2 s 

SVM 93.227% 7.6 s 95.483% 15.3 s 

ANN 91.348% 8.9 s 93.383% 17.9 s 
RIPPER 87.235% 11.3 s 91.492% 20.5 s 

 

Fig. 7. Interface of auto classification 

 

Fig. 8. Classification result 
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6 Conclusions and Future Work 

A new method base on canny edge algorithm and FSVM for classify the pellet quality 
is presented. The method employs canny edge algorithm to detect the edge of each 
pellet, and FSVM to classify the pellet into three parts. Experiments on real images 
show that the proposed method is the effectiveness in searching the defect of pellet. 
This method has more competed than other algorithm. However, our method is more 
sensitive to changes in light and training time is too long which cannot meet with 
online needs. The feature can extend to the colour, so that we can classify the wet and 
dry pellets.  In future, after perfection of these works, with these kinds of 
information the engineers can revise control parameters to adjust the input 
temperature valve and main motor current and control the granulator well. 
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Abstract. The stereo matching algorithm of binocular underwater images based 
on SURF (Speeded Up Robust Features) operator and epipolar restriction is 
presented. With complex underwater environment, epipolar restriction is intro-
duced to solve the impact of refraction. Fast hessian-matrix detector is used to 
detect the interest points and the SURF descriptor is used to describe the points’ 
features. Euclidean distance and epipolar restriction are used for features match-
ing to simplify the calculation. The method has better performance than tradi-
tional algorithm on computing efficiency and matching accuracy.  

Keywords: Stereo matching, Speeded Up Robust Features (SURF) operator, 
epipolar restriction, underwater image processing. 

1 Introduction 

Stereo matching is the most complex and the most difficult part in stereo vision. Its 
proposition is determined the corresponding relationship of pixels in different spatial 
image on the same scene to search corresponding points on the images. Stereo match-
ing algorithms in common use can be divided into two main categories, local and 
feature-based matching [1]. Local methods consider each pixel in isolation of others, 
and they take advantage of the relevance of gray information between local windows 
to get pixels matched. In rich details area, local methods can reach higher accuracy. 
With window-based techniques a trade-off has to be made with respect to the window 
size and in occlusion, distortion, and lack of texture area, local techniques may lead to 
false matching [2]. Local methods typical implemented by Kanade T [3] and Quan L 
[4], Quan L’s methods studies local growth stereo matching algorithm, the method is 
based on regional segmentation, although it can obtain dense disparity map, but the 
selective of seeds is more complex, some extent improve the performance of match-
ing, but still consuming much time.  

Feature-based matching techniques have significant applications in 3D reconstruc-
tion, target recognition and other domains. Feature-based matching techniques extract 
points, lines or edges features etc. on the image pairs to search corresponding points, 
feature-based matching techniques do not depend on the gray, insensitive to noise, 
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great robustness to light intensity, geometric distortion and high accuracy. David 
Lowe [5] proposed scale invariant feature transform (SIFT) in 1994, which has very 
excellent property on features extracting. SURF is the improvement of SIFT, com-
pared with SIFT, SURF consumes less time. Hence our method is based on SURF to 
satisfy the request of real time computing.  

This paper mainly studies how to extract and match features on the images ob-
tained by underwater vehicle. While underwater imaging itself poses many potential 
challenges, the harsh environment lends itself to turbidity, making it far more difficult 
to observe features in sufficient details [6]. Considering this, we utilize SURF algo-
rithm [7], one has to strike a balance between the speed and performance, reducing 
the descriptor’s dimension and complexity, while keeping it sufficiently distinctive. 
First, the image is preprocessed and ‘interest points’ are selected at distinctive loca-
tions in the image, such as corners, blobs, and T-junctions. Next, the neighborhood of 
every interest point is represented by a feature vector. Finally, the descriptor vectors 
are matched between different images with epipoalr curves. This restriction could 
reduce search area from the whole image to a curve, not only cut down the error prob-
ability, but also increase computing efficiency.  

The remaining part of this paper we first briefly introduce our method in the 
second section, on the basis of this, epipolar geometry and SURF algorithm are intro-
duced in the third section, then experiment is presented to compare the performance 
our method with traditional method, at last, we conclude our experiment. 

2 Images Obtain and Matching Algorithms 

Two cameras installed on underwater vehicle to obtain images. We assume cameras’ 
focus and other parameters are invariant. Our camera model is UWC-325/p/e of Out-
land Technology. Cameras were already Precalibrated [8]: Scale factors in the 

,x y coordinate directions, the pixel skew and pixel coordinates of the principal point. 

These parameters are the intrinsic parameters of the camera. Zhang's calibration me-
thod [9] is used to figure out camera’s other extrinsic parameters. Our remaining work 
includes: image calibration, ‘interest point’ detection and matching. Algorithm proce-
dure shows as follows (Fig 1):  

 

Fig. 1. Algorithm procedure 

Fig 2(a) and 2(b) show images obtained by underwater vehicle after preprocessing 
and calibration. Then have feature points matched with SURF algorithm based on 
epipoalr geometry. 
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Fig. 2. Images after preprocessing and calibration 

2.1 Epipolar Geometry 

Almost all stereo algorithms rely on epipolar geometry to reduce the search space 
when locating matching pixels. Under epipolar geometry, given a point x1 in one 
image and its corresponding point x2 in the other image, the fundamental matrix F 
imposes the epipolar restriction [10]: 

2 1 0Tx Fx =  (1) 

This equation restricts our correspondence search from two dimensions to just one 
dimension, we only need to search the corresponding point of one image on the epipo-
lar lines on the other image, which would reduce our computational complexity. 
When it comes to underwater images, we must take refraction into consideration. The 
amount of bending caused by traveling from one medium to another can be found 
using Snell’s Law [11]: 

1 2sin sinn nθ φ=  (2) 

where in  is the refraction index of medium i and ,θ φ are angle of incidence and 

angle of refraction. Our cameras are placed inside a waterproof container filled with 
air, so 1n =1, also we neglected the glass window between air and water for easy 

operation. As the model shows in Fig 3, cross section of a camera system centered at 
V and under the influence of a planar refractive interface. By reference the paper of 
Jason [2], with Snell’s Law, we can conclude that: 

2 2 2 2 2 2 2[ ( ) ]( ) 0n d u u x u u z+ − − − =  (3) 

where projx M M= −  and projz M d= − , 2 1/n n n= , u is the distance between 

point projection Q on the refraction interface and O, when projecting points into the 
camera, the only unknown is u. 
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Fig. 3. Planar refractive interface 

 

Fig. 4. A feature point and its corresponding epipolar curve 

Equation (3) has four roots in u , but only one root is meaningful, Once we 
have projected M onto the refraction interface to obtain Q, then we can find the 
actual image point for M, then we can get the new epipolar curve instead of a 
straight line in normal epipolar geometry. As figure shows in Fig 4, a feature in the 
left view and its corresponding epipolar curve in the right view. In traditional non-
refractive epipolar geometry this curve is actually a straight line. The nonlinear 
effect of refraction warps this line into a curve. In one image point p corresponding 
to the other image is on the curve L. Before apply epipolar geometry constraint 
matching feature points, we get the images calibrated to ensure they meet the  
epipolar constraint. This allows us to map rays and points to and from global  
space to each of the cameras’ local coordinate systems, which are prepared for 3D 
reconstruction. 

Next we would match features points on images with epipoalr restriction in SURF 
algorithm, which would cut down computational complexity, correspondingly im-
prove the efficiency and reduce computing time to ensure real time matching, now we 
simply discuss SURF algorithm. 
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2.2 SURF Algorithm 

The SURF detector is based on the determinant of the hessian matrix [7]. We can 
calculate the Hessian matrix H( , )x σ , as function of both space ( , )Tx x y=  and 

scaleσ :  

( , )  ( , )
H( , )

( , )  ( , )
xx xy

xy yy

L x L x
x

L x L x

σ σ
σ

σ σ
 

=  
  

 (4) 

Here ( , )xxL x σ  refers to the convolution of the second order Gaussian derivative 
2 2( ) /g xσ∂ ∂  with the image at point ( , )Tx x y= and similarly for yyL  and xyL . 

These derivatives are known as Laplacian of Gaussians. Gaussian second order partial 
derivatives in y -direction and xy -direction, and our approximations thereof using box 

filters show in Fig 5(a). Bay [7] proposes the following formula as an accurate ap-
proximation for the Hessian determinant using the approximated Gaussians: 

2det( ) (0.9 )approx xx yy xyH D D D= −  (5) 

 

Fig. 5. (a) Gaussian second order partial derivatives. (b) Area computation using integral im-
ages. 

At the same time the use of an intermediate image representation known as the 
‘Integral Image’ [12]. Given an input image I and a point ( , )Tx y  the integral im-

age I  is calculated by the sum of the values between the point and the origin. For-

mally this can be defined by the formula: 

0 0

( , ) ( , )
j yi x

i j

I x y I x y
≤≤


= =

=  (6) 

If we consider a rectangle bounded by vertices A, B, C and D as in Fig 5(b), the 
sum of pixel intensities is calculated by: 



 Stereo Matching for Binocular Underwater Images 383 

 

( )A D C B = + − +  (7) 

Since computation time is invariant to change in size this approach is particularly 
useful when large areas are required. SURF makes good use of this property to per-
form fast convolutions of varying size box filters at near constant time. 

The responses are weighted with a Gaussian centered at the interest point. In keep-
ing with the rest the Gaussian is dependent on the scale of the point and chosen to 
have standard deviation 2.5σ .The dominant orientation is selected by rotating a cir-
cle segment covering an angle of /3π  around the origin. At each position, the 
x and y responses within the segment are summed and used to form a new vector. 

The longest vector lends its orientation the interest point. The sketch map is illustrated 
in Fig 6(a). 

 

Fig. 6. (a) Determines of the dominant orientation. (b) Descriptor Components. 

[ , , , ]subregionv dx dy dx dy=      (8) 

The first step in extracting the SURF descriptor is to construct a square window 
around the interest point. The descriptor window is divided into 4 *4 regular sub re-
gions. Therefore each sub region contributes four values to the descriptor vector lead-
ing to an overall vector of length 4* 4 * 4 = 64. The descriptor components show in 
Fig 6(b), the green square bounds one of the 16 sub regions and blue circles represent 
the sample points at which we compute the wavelet responses. 

3 Experiment 

Now we have calibrated cameras and processed images show in Fig 2(a) and Fig 2(b). 
With epipolar restriction, we can narrow down searching area on a curve of each 
feature point. SURF describes the length and orientation of each point. We use multi-
dimensional vector space’s Euclidean distance as the matching criteria [13]. Specific 
processes are follows: 
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Step 1: take one feature point x1 as original the feature point shows in Fig 2(a), 
compute the Euclidean distance iD (i=1,2,3,…) between original feature point and the 

corresponding point on the epipoalr curve in the other image. We suppose the mini-
mum of distances iD  away from the original feature point is the corresponding fea-

ture point of x1, if the value less than the threshold, assume the point is the corres-
ponding points of x1, denote it as x2, then go to step 2, else get next feature point 
matched and exclude x1. 

Step 2: take x2 in Fig 2(b) as original feature point, repeat step 1, figure out the 
corresponding point x3 in Fig 2(a). 

Step 3: if x1=x3, consider that x1 and x2 successfully matched, else exclude it. 
Fig 7 shows the matching result without epipolar restriction, In Fig 7, notice that 

details in the magnified portion, many matching lines are cross together, a lot of fea-
tures are mismatched. In Fig 8, most of feature points are correctly matched with 
epipolar restriction, achieving better matching effects. 

 

 

Fig. 7. Matching without epipolar restriction 

 
Fig. 8. Matching with epipolar restriction 
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Fig. 9. Comparison of with/without epipoalr restriction 

Groups images collected in different environment and get those images matched, 
then analyze kinds of information compare to conventional SURF algorithm. Our 
algorithm has great performance than the conventional algorithm, the table 1 shows 
the performance in Table 1. 

Table 1. Comparison of matching information with epipolar restriction and without epipolar 
restriction 

matching information with epipolar restriction without epipolar restriction 

matching points 186 173 

correct matching points 157 104 

match time(ms) 324.57 405.76 

 

From experiments we can conclude that: SURF algorithm has great performance in 
the details, with epipolar restriction, more feature points get correctly matched, the 
percentage of correct matching points is over 84%, while without epipolar restriction 
the number is around 60%, and consuming less computing time, our method saves 
20% time more than the old technique, achieve the request of real time matching for 
3D reconstruction. 

4 Conclusion 

Stereo matching have very important effect in three-dimensional reconstruction and 
robot navigation, against to the drawback in existing algorithm, we make the use of 
epipolar restriction to improve computing efficiency and increase the accuracy of 
matching. The results show that our method can get feature points matched quick 
enough to satisfy the request of real time matching. 
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Abstract. Vision system is applied to automated transplanter to increase the 
productivity in greenhouse. How to separate the seedlings from complicated 
background and extract the features of them are the two key technologies. 
Traditional segmentation algorithms based on threshold (Otsu), edge (ES) and 
region growth (RG) were contrasted in this paper. These segmentation methods are 
seriously interfered by disturbances. In view of the disadvantages existed in the 
present algorithms for seedling image segmentation, an improved segmentation 
algorithm based G-channel region growth (GRG), which utilized G-channel pixel 
values only, is proposed. Morphological filter was applied to remove noises existed 
in the binary image segmentation. Then, four kinds of features of seedling leaves 
image were extracted through this algorithm. Error rates of Eggplant segmentation 
were 0.48, 0.52, 0.44 and 0.04 for Otsu, ES, RG and GRG respectively, which 
indicates that the GRG algorithm for seeding image segmentation is better than 
others. In addition, parameters of seedlings present a correlation and the consistency 
of average gray value (AGV) can be an indicator for subsequent recognition. The 
results show that the goals of optimizing operation time and separating leaves 
unbroken are achieved in this paper. 

Keywords: Vision system, seedling image segmentation, morphological filter, 
feature extraction. 

1 Introduction 

Machine vision is a rapid, nondestructive and real-time inspection technology. 
Automated transplanter based on machine vision have been realized in greenhouse to 
transplant healthy seedlings from high-density to low-density trays which reduce the 
labor costs and improve the production efficiency [1], [2]. Assessing the quality of 
seedlings through computer vision is a key technology in the system of automated 
transplanter. How to segment objects from the background precisely and extract 
features represented seedlings to sort plants correctly have been studied for many years 
and many algorithms concerned computer-based image-processing systems are 
proposed and improved by researchers. 

Tai, Ling, and Ting [3] developed a machine vision system which employed leaf 
area obtained from grey-level information to detect the absence of leaves and empty 
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cubes to improve the quality of transplanted seedling trays. The identification of empty 
cubes exhibited a 95% success rate. Urena, Rodriguez, and Berenguel [4] developed an 
automatic system which uses a color camera to capture image trays as well as an 
image-processing system to identify the seedlings and their leaf area for seed 
germination monitoring. By calculating the germination percentage (GP) associated 
with leaf area to estimate the degree of the seedlings. Chien and Lin [7] developed a 
non-destructive measurement method by incorporating two side-view images with a 
top-view image to extract and reconstruct the three-dimensional structure of selected 
vegetable seedlings, and thus to improve the accuracy of the leaf estimation. The 
average relative errors of total leaf estimation for cabbage and broccoli seedlings were 
reduced to 1.6% and 4.9%. Jun, Jiang and Huan [1] developed an image-processing 
method for the measurement of the leaf area of vegetable seedlings and to determine 
seedling quality for automated transplanting. A segmentation map was obtained by 
reducing the level of over segmentation and the identification accuracy greater than 
95%. However only setting the area threshold to distinguish the bad from the good 
plugs is a deficiency of the method, and the improved watershed segmentation 
algorithm proposed in this paper is time-consuming which influence the real-time of 
the vision system for automated transplanter. 

Although leaf area is an important parameter influencing productivity among many 
useful indicators of seedling, and leaf shape has been used extensively to identify 
various plants and agricultural products [8]. However, Zheng etc. [5] reviewed image 
feature extraction techniques and highlighted that assessing performance of food 
products can be improved by combining a larger number of features, such as color, size, 
shape and texture. Costa etc. [6] reviewed and emphasized the relevance of 
morphological features of agricultural products for several aspects of product quality 
evaluation. Muhammad [9] developed an algorithm which inspected the bending, 
nodes of leaves and stem diameter of seedlings from their images and then to grade and 
sort them as the initial task of the grafting robot. Extracting a large set of relevant 
features of seedlings can improve the performance of evaluating seedling quality. 

The goal of this work is to develop an improved algorithm that could optimize the 
real-time performance of the visual system and to extract other relevant characters of 
seedling besides leaf area to extend the capability for estimating seedling quality of 
computer-based image-processing system. This paper is organized as follows: several 
traditional algorithms for image segmentation and optimized method are described in 
the part of methodology; the extraction of features of seedling leaves is also described 
in this part. Then experimental data are presented in the third part to illustrate the 
advantage of the improved algorithm. And the purpose of this paper is proved to 
achieve at last. 

2 Segmentation and Extraction 

2.1 Image Analysis Process 

Among the components of the automatic transplanting system, machine vision is a key 
technology which consists of a CCD camera, a frame grabber board, and image 
processing software working on an industrial computer, etc. [10]. Computer vision 
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technology as a non-touch measuring method has changed the traditional detection 
methods which may damage the objects such as seedlings by contacting. It replaced the 
eyes of people to acquire amounts of information from image and liberated workers 
from the tedious and heavy works at the same time. Figure 1 shows the image 
processing of machine vision system. This system was used to detect seedling’s 
condition in the plug tray, identify empty cells and estimate whether suitable to 
transplant. The evaluating performance of machine vision distinctly influences the 
capability of transplanter. 

 

Fig. 1. The image processing of machine vision system 

Image segmentation is an important part of image analysis process and attracts many 
concerns of researchers. Its aim is to extract information, such as humans, cells, cars, 
etc., from a certain kind of images. The extraction has to be reliable and robust to be 
able to meet the demands of the application. Three traditional algorithms were 
contrasted and an optimized segmentation method was developed following. 

The characteristics of target, such as morphological characters, textural properties 
and color features, are calculated by the vision system to serve as inputs of next control 
system (such as PLC) to complete the operation of automated transplant. Seedlings 
quality has many evaluation indexes. The area, average color, perimeter and center 
coordinate of leaves detected through machine vision system were selected as the 
quality indicators in this paper. 

2.2 Image Acquisition and Pre-processing 

The shapes of tomato, cucumber, eggplant and pepper (generally holding two or three 
pieces of leaves) are similar in their seedling period, while the same vegetables seedling 
in different growth stages are unlike in shapes and colors. So eggplant (Fig2-a) and 
lettuce (Fig2-b), apparently unlike in shapes in different growth stages, were studied in 
this study. Figure 2 shows the top-view seedling images of eggplant and lettuce which 
were acquired under normal fluorescent lighting in greenhouse by camera. The 
seedling vegetables were raised automatically in trays fitted with soil for subsequent 
transplanting. The images with a resolution of 640×480 were captured in RGB (24 bit) 
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format, so every pixel in the image is represented by the combination of three values 
(corresponding to red, green and blue colors) between 0 and 255 (8-bit codification), 
and transferred to the industry computer to process by the image-processing program. 
The image-processing system worked on a Core i3 computer and was developed using 
Visual C++ under the Microsoft Windows operating system. The basic 
image-processing functions in the program, such as image acquisition and display, 
were supported by the OpenCv library. 

       
                           (a)                                      (b) 

Fig. 2. Eggplant (a) and lettuce (b) images analyzed in this paper 

The acquired image mainly comprised of two parts: objectives (seedling leaves) and 
background (root-growth medium and plug tray). To obtain the features of objectives, 
seedling leaves should be segmented from the background firstly. However, the images 
captured by camera usually hold some noises caused by light reflective or halation. To 
remove these effects, spatial filtering techniques were applied before image 
segmentation. Compared with smoothing filtering and median filtering, the latter is 
better in reducing noise and brings fewer distortions. 3×3 median filter was applied in 
the image-processing program to reduce effects of noises. Each pixel of the source 
image was replaced with the mid-value of its 3×3 adjacent-area pixels, so the filtered 
picture could be determined through the following formula: 

( , )
( , ) { ( , )}

xys t S
f x y median g s t

∈
= ,                          (1) 

Where ( , )g s t  represents an element of a 3×3 two-dimensional array, and 
xy

S  

represents the 3×3 adjacent-area of ( , )x y . 

2.3 Image Segmentation 

Following image acquisition and filtering, the seedling was then extracted from the 
background. There are now a wide variety of image segmentation algorithms, some 
considered general purpose and some designed for specific classes of images. These 
methods can be classified as: edge detection schemes, threshold segmentation schemes 
and region growing schemes.  
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2.3.1   Traditional Segmentation Algorithms 
Some representative segmentation algorithms, such as Otsu method (proposed by Otsu 
in 1979), schemes based on Canny edge detector (ES) and seeded region growing 
method (SRG), were applied to separate the leaves in figure 2 from the background. 
Otsu's method utilizes the shape information of the image histogram to select 
automatically a threshold value for image segmentation. The advantages of Otsu’s 
method are small amount of computations and time-saving. It also possesses apparent 
superiority in handling images whose gray level of object and background distribute 
obviously. However, because of light impact, the gray information of part background 
is similar to the object, these pixels are possibly classified as the foreground pixels.  

Segmentation can also be completed by detecting edges of various regions. 
Edge-based methods [17] assume that the pixel properties, such as intensity, color, and 
texture, should change abruptly between different regions. Canny operator [16] 
proposed by Canny in 1986 was used to detect edges in this paper. It possesses the 
capacity of immunizing noises and utilizes two thresholds to detect edges and connect 
cracked lines. However, segmentation results would be over-segmentation when the 
background was complex (was showed in Fig5-b).  

Seeded region growing (SRG) is one of the hybrid methods proposed by Adams and 
Bischof [18]. It starts with assigned seeds, and grow regions by merging a pixel into its 
nearest neighboring seed region. Although the similar objects (seedling leaves) could 
be separated into individual regions from background by SRG, the operation time of 
multi-dimensional space (RGB color space or YCbCr color space) was long and 
complicated. 

As shown in the figure 5 (a), acquired using Otsu segmentation method, plug tray 
was judged as seedling leaves. The result of segmentation will affect the accuracy of 
recognition. Figure 5 (b) shows the segmentation result using scheme based on canny 
edge detector and figure 5 (c) is obtained utilizing SRG. It’s obvious to see that image 
(b) was over-segmentation and the pixels around the image were easily recognized as 
seedling leaves. Although the region growth method improved the performance of 
segmentation (was showed in Fig5-c), there were also a few background pixels judged 
as objectives, and this method was time-consuming and could not meet the real-time 
performance of vision system. 

2.3.2   G-channel Region Growth (GRG) Segmentation 
To extract the seedling leaves from background accurately, an improved segmentation 
algorithm based on region growth was presented in this section in terms of the specific 
classes of seedling images. It’s the core concept of region growth method to select the 
pixels adjacent to and similar with seed points as the next growth points beginning to 
grow from a set of seed points, until developing a cluster of single linkage closed 
regions. Growing criteria and termination criteria are the keys for this algorithm. 
Supposing ( , )x y  represents a seed point, to determine whether the four pixels (the up, 

down, left, right side of seed point) adjacent to seed point are seed points can be 
described by the following formula: 

, ( , )

,

TRUE D x y T
Q

FALSE else

<
=




 ,                           (2) 
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Where ( , )D x y  represents the absolute difference between seed point and its 

adjacent domain pixels and T  represents a threshold of pixel value. And termination 
criterion can be defined as finding no more seed points.  

In the RGB 3-channels pictures, the pixels of G-channel contain the most 
information of seedling leaves. Several indices were studied and tested in the paper of 
Woebbecke [11], the 2g-r-b index was found to be successful in identifying weeds and 
the G-channel image was emphasized in the application for seedling segmentation. The 
histograms of the RGB image presented in figure 2 (a) were showed in figure 3, and the 
three curves with different colors are respectively the statistics of pixel number in each 
channel of the RGB image. Apparently, the difference of two peak values of the green 
curve representing the statistical properties of pixels in G-channel image was big, 
which was easy to segment.  

 

Fig. 3. The histograms of the RGB image presented in Fig.2 (a) (pixel value on the horizontal 
axis , number of pixel value on the vertical) 

Therefore, regardless of the red and blue color information of the RGB format 
image, the G-channel image was selected as the input image for this improved 
algorithm. The threshold T  in the expression (2) was automatically calculated based 
on the average gray value M  and the background gray value B , and the threshold of 
T is defined as: 

T a M B= ∗ − ,                                  (3) 

Where a  is a factor to meet the segmentation of seedlings in different growth stages.  
Then, the seeds start to grow. A binary image would be obtained when the growth 

end. Supposing ( , )G x y  represents the gradient of adjacent pixels, ( , )Dis x y  
represents the absolute difference between seed point and one of its adjacent domain 
pixels, and ( , )x y  represents the pixels coordinate of initial image. Scanning and 
segmenting the whole image, the picture will be divided into three major regions: S , A
, and E , which denote the area of seeds, objects and edge accordingly. The relationship 
is as follows:  

( , ) ( , ) , ( , )

( , ) ( , ) , ( , )

( , ) , ( , )

G x y T Dis x y T x y S

G x y T Dis x y T x y A

G x y T x y E

< < ⊂

< ≥ ⊂

≥ ⊂
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Equation 4 is the growing criterion of GRG. Two growing directions were applied to 
distinguish the background and object by contrasting ( , )Dis x y  with T . The algorithm 
consists of three steps: (1) calculating the threshold T , (2) searching for seed point, 
and (3) full image region growing, (4) judge whether complete growth. A flowchart of 
the algorithm is shown in figure 4. 

 

Fig. 4. Flowchart of GRG 

Figure 5 (d) shows the segmentation result of eggplant seedling image using GRG. 
Obviously, the seedling leaves of eggplant were isolated from the background 
accurately. Compared with other binary images, there is no plug tray judged as objects 
and noises around the picture caused by edge detection were also fixed.  

      

                               (a)                               (b) 

       
                              (c)                                (d) 

Fig. 5. Segmentation results using Otsu method (a), Canny edge detector (b), region growth (c) 
and GRG (d) 



394 X.Y. Lu et al. 

 

2.3.3   Morphological Operation 
A few noises still existed in the binary image after segmentation through GRG. And 
morphological filter was applied to remove the noises. As the area of noises in the 
image (Fig.6 a) is much smaller than the seedlings’, to eliminate noises without 
affecting seedling leaves, area of each connected region was counted firstly. Then the 

noises were removed with a certain area threshold. Supposing 
( , )x y

A  represents the area 

of connected region in which the coordinate ( , )x y  located and T  represents the 
value of the area threshold. The output binary image removed noises could be acquired 
by the following formula: 

( , )

( , )

0,
( , )

1,

x y

x y

A T
f x y

A T

<
=

≥





                             (5) 

( , )f x y  represents pixel values of output binary image. And the picture removed 
noises through morphological filter was showed in figure 6 (b). Then features such as 
calculation of the perimeter and the area of seedling leaves can be extracted based on 
the image for subsequent processing. 

       

                           (a)                                     (b) 

Fig. 6. (a) binary image before morphological operation, (b) binary image after morphological 
operation 

2.4 Features Extraction 

To evaluate the quality of seedlings efficiently, various features were extracted from 
the image. Characters such as area, perimeter, coordinate, etc. were used to assess 
seedlings in many papers. However, the average gray value of leaves in the G-channel 
image is also an important indicator. And experimental data of average gray value also 
showed a consistency in the paper. The methods of calculating these features were 
described in this section. 

2.4.1   Area Calculation 
The leaf area of seedlings in each cell was calculated after seedlings were segmented from 
the background. As the image is made up of pixels, pixel number of each connected region 
corresponding to seedling leaves was counted to denote the area in many published papers 
and was also selected as a characteristic parameter of seedling image in this paper. To 
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actually represent the area of seedling leaves a proportional constant ( w  in the equation 
6) was used to transform the pixel number getting close to reality. 

i i
A w N= ∗                                    (6) 

Equation 6 determined the leaf area of the seedlings. Where 1 i n≤ ≤  ( n  

represents the total number of connected regions), and 
i

N  represents the pixels 

number of connected region i . 

2.4.2   Perimeter 
Freeman chain code was applied to describe the edge of each region. Scan exhaustively 
the image and find out all the clusters firstly. Chain code for a region could be obtained 
by following steps: 
Step 1: located the first white point at the top-left corner of the region. 
Step 2: search for the next edge pixel in clockwise direction from the first point got in 
step 1, and the orientation from the previous point to the next one is coded with digit 0 
to 7 (represents eight directions). 
Step 3: stop searching when search out the first white pixel again and output the chain 
code. 

A connected seedling leave perimeter could be determined by the following 
formula:  

( )( )
1

2 1
1 1 1

2
i

n
e

i

L
=

 −= + − − 
 

                           (7) 

Where n  represents the number of edge pixels for a region and ie  (1 i n≤ ≤ ) 

represents the freeman chain code. 

2.4.3   Center Coordinate and Average Gray Value (AGV) 
The center of the component was obtained by calculating each boundary coordinate in 
the component region. ( , )x y  (the center coordinate of the region) could be determined 
by the following expression: 

1

1

1

1
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i
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i
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n

=

=

 =

 =





                                 (8) 

And the average gray value of the component was obtained by calculating each pixel 
value in the component region of G-channel image. Equation 9 shows the relationship 

between average color P  and pixel value 
j

g . n represents the pixel number of a 

connected region attained by segmenting. 

1

1 n

j
j

P g
n =

=                                     (9) 



396 X.Y. Lu et al. 

 

3 Experiments and Analysis 

An image-processing program was realized to verify algorithms mentioned in this 
article. Loading the image into this program and separating seedling leaves from the 
background by GRG, the marked image showed in figure 7 output from the software. 
As can be seen in figure 7, single seedlings labeled with red sign are detected precisely, 
while more than one seedlings grown in a tray and connected together or leaves grown 
out of their own cell, overlapping the borders of other leaves are regarded as one. The 
dense seedlings are not fit for subsequent growth and should be judged as ‘bad’ in the 
process of recognition. 

     

                            (a)                                    (b) 

Fig. 7. Marked binary images of eggplant (a) and lettuce (b) 

It is important to assess whether one algorithm produces more accurate 
segmentations than another [13]. To date, many evaluation methods that have been 
proposed in the literature [12], [14], such as subjective evaluation, supervised 
evaluation. In this paper, the superiority of GRG was illustrated from two perspectives 
of time-consuming and error rate. 

The error rate was calculated to indicate the performance of segmentation and was 
defined as:  

p

n N
E

N

−
=                                        

n  is the number of connected regions obtained through the image-processing 
program, and N  is the practical number acquired manually. The better of the 

performance of segmentation, the lower of 
p

E . Supposing that every plug trays holds 

one seedling ideally, and seedlings linked together in a hole are regarded as one 
seedling. Especially, seedlings separated distinctly in a hole are counted two or more. 
Based on that criterion, the number of seedling in image showed Fig.2 (a) is 50, and the 
other is 30 counted manually. Calculated the error rates of different algorithm for 
eggplant and lettuce and showed them in table 1. We can see that the error rate of 
optimized algorithm is apparently improved than others. Experimental data of GRG 
also indicate that seedling number obtained automatically is close to practical number. 
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Table 1. Error rate of different segmentation algorithms  

 Eggplant Lettuce 

Otsu 0.48 0.52 
ES 0.52 0.46 
RG 0.44 0.26 
GRG 0.04 0.02 

Less time-consuming is another advantage of GRG by contracting traditional region 
growth. Operation time of different algorithms for eggplant and lettuce was showed in 
table 2. 

Table 2. Operation time of different segmentation algorithms 

 Eggplant Lettuce 

Otsu 29ms 22ms 
ES 571ms 565ms 
RG 2609ms 2589ms 
GRG 1619ms 1690ms 

As we can see from table 2, computing time of GRG was shortened by about 1 
second comparing with RG and the execution time performance was significantly 
improved. Although the performance of Otsu and ES were better in terms of time, the 
segmentation results could not meet requirements for subsequent processing and they 
were susceptible to noises and not suitable for images with complex background.  

Table 3. Features achieved by GRG  

Region Number Coordinate Area Perimeter AGV

1 (39,31) 786 229.7 192 

2 (125,33) 701 207.7 195 

3 (203,46) 898 251.0 203 

4 (283,48) 478 146.4 210 

5 (360,46) 774 184.9 204 

6 (462,54) 929 223.9 203 

7 (503,23) 167 67.6 200 

8 (606,53) 1199 279.0 199 

9 (621,26) 372 87.8 187 

Characteristics of leaves are also extracted by the program and table 3 shows four 
kinds of features of seedling leaves located the first row in the image showed Fig.7 (a). 
The vertical coordinates of center points in each component are near while the 
horizontal coordinates range from 0 to 640. And the region with large area also holds a 
great perimeter. It's worth mentioning that the seedling leaves’ average gray values 
obtained by this program show a good consistency and can be a significant indicator for 
assessing the quality of seedlings and subsequent recognition. 
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4 Conclusion 

An image segmentation algorithm based on region growth was developed to separate 
seedling leaves from background for the vision system used in automated transplanter. 
Before segmentation, median filter was utilized to smooth the image. Then three 
traditional segmentation methods were tested for seedling leaves separation. The binary 
images obtained through those algorithms holds amounts of noises and were 
over-segmentation. Based on these disadvantages, an optimized segmentation 
algorithm was proposed to solve those problems and binary images acquired by GRG 
showed that there was no plug tray judged as objects and noises around the picture 
caused by edge detection were also fixed. However, this algorithm suits to certain kind 
of pictures, such as showing in the beginning (as showed Fig 2). So the future research 
will focus on the robustness performance of the method. Morphological filter was then 
applied to remove noises still existed in the image without affecting seedling leaves. 
Following segmentation and filtering, features such as areas, perimeters, coordinates 
and AGVs were extracted to represent seedlings’ quality. Besides leaf area which was 
used to evaluate seedling quality in many published papers, the perimeter of leaves also 
performed a correlation with leaf area and character of AGV showed a consistency 
according to experimental results. Testing two kinds of vegetable grown in different 
stages, AGV with a low error rate and little operation time shortened by about 1 second 
was proved to be better than other algorithms. 
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Abstract. This paper presents the state-of-the-art of the leading indoor position-
ing technologies and systems. The positioning technology is classified into the 
active positioning system and the passive positioning system, which are pre-
sented respectively in detail, including wireless local area network, radio fre-
quency identification, Bluetooth, inertial navigation, and magnetic field  
positioning. Additionally, the advantages and disadvantages of various indoor 
positioning technologies and systems are analyzed, as well as the positioning 
accuracy, applicability, and working principle. Particularly, in order to better 
understand them, the key performance parameters of the mentioned technolo-
gies and systems are finally compared using a table. 

Keywords: Indoor positioning, active positioning, passive positioning, inertial 
navigation system. 

1 Introduction 

With the rapid development of the mobile Internet, data and multimedia services are 
increased rapidly. The demand of positioning and navigation is increasing day by day 
[1]. Especially in complex indoor environments, the indoor position of the mobile 
terminal i.e. its owner, facilities and goods, is generally needed to be determined in 
real-time. These complex indoor environments include airport halls, exhibition halls, 
warehouses, supermarkets, libraries, underground car parks and other environments. 
The indoor positioning system is to locate and track an object within buildings or 
closed environment, and these systems are based on the principle of radio waves [2], 
optical tracking, magnetic field or ultrasonic technology etc. The technology of posi-
tioning and tracking the object is the basis for many applications on monitoring and 
activity recognition. For example, in the supermarket, through obtaining the relevant 
position information of the consumers and target commodities, the supermarket is 
able to provide the services of the route guidance and the intelligent shopping guide. 
                                                           
* This work was supported by the Science and Technology Commission of Shanghai Munici-

pality under “Yangfan Program” (14YF1408600), the Shanghai Municipal Commission of 
Economy and Informatization under Shanghai Industry-University-Research Collaboration 
Grant (CXY-2013-71).  

** Corresponding author. 
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The indoor positioning system can be specially employed for guiding the rescuers to 
search the building and rescue the trapped personnel quickly when a sudden disaster 
happens. In addition, the position technology can be used in hospital, i.e. the patient’s 
monitoring and the management of the medical equipment. So, it is necessary and 
important to apply the indoor positioning technology and system into people’s lives. 

It is well known that global positioning system (GPS) is the most widely used sa-
tellite-based positioning system and it provides location-based services, such as navi-
gation, tourism and so on [3]. However, GPS is not suitable in indoor positioning due 
to a variety of obstacles. For solving the indoor positioning problems, many solution 
technologies are proposed in literatures [4, 5]. In this paper some popular indoor posi-
tioning technologies and systems are presented, i.e. wireless local area network 
(WLAN) [6], radio frequency identification (RFID) [7, 8], Bluetooth technology, 
inertial navigation system (INS) [9], magnetic field positioning technology, etc. 

This paper classifies the indoor positioning systems into the active system and pas-
sive system, and reviews the state-of-the-art of the leading indoor positioning tech-
nologies. The passive system is that the position is estimated by measuring the re-
ceived signal or video process. Most solutions of passive system based on the triangu-
lation and multiple points positioning technology, and they use light, ultrasonic or 
radio signal, which can represent the position information of the object. These tech-
nologies include WLAN/WIFI, RFID, Bluetooth technology. The active system 
means that the tracked target carries electronic devices or tags, which can transmit its 
signal to a management station calculates the position by using a certain positioning 
algorithm. They include INS, magnetic field positioning technology, etc.  

Further, some basic measuring principles are also presented in this paper, such  
as time of arrival (TOA)[10, 11], time difference of arrival (TDOA)[12], angle of 
arrival (AOA)[13, 14], received signal strength indication (RSSI)[15, 16]. It provides 
a qualitative overview for these positioning technologies and offer quantitative com-
parison for these systems or solutions, as well as analysis and comparison for their 
performances. 

The remainder of the paper is organized as follows. Section 2 shows four kinds of 
basic measuring principles. In Section 3, the passive indoor positioning systems are 
presented. In section 4, the active indoor positioning systems are presented. The paper 
finally compares the various positioning systems and technologies. 

2 Basic Measuring Principle  

Geometric positioning technology is used for calculating target’s position through 
measuring the geometry relationship between the target and beacon nodes, the typical 
technologies are TOA, TDOA, AOA, RSSI and the integration of above.  

2.1 Time of Arrival (TOA)  

The principle of TOA is to measure the arrival time between the mobile target and  
the at least three known beacon nodes, and multiplies the signal speed to calculate  
the distances between the target and beacon nodes. Then taking the beacon nodes as 
the centers of circles, the distances between target and beacon nodes as the radius of 
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circles, the intersection of circles is the coordinate of the mobile target. As shown  
in Fig.1.  

 

Fig. 1. Positioning based on TOA measurements 

A simple method uses geometrical to calculate the intersection of the circles of 
TOA. The position of the target can also be calculated by minimizing the sum of 
squares of nonlinear cost function, i.e., least-squares algorithm [17, 18]. It assumes 
that mobile terminal at ),( 00 yx , transmits a signal at time 0t , N base stations are lo-

cated at )(),...,,(),( ,221,1 NN yxyxyx , and receives signal at time Nttt ,...,, 21 . As a perfor-

mance indicator, the cost function can be represented by 

2 2

1

( ) ( )
N

i i
i

F x f xα
=

=                               (1) 

Where iα is chosen to reflect the reliability of the signal, which received at the 

measuring unit i , and )(xfi  is given by 

22 )()()()( yyxxttcxf iiii −+−−−=                      (2) 

In equation (2), c is the speed of light, and Ttyxx ),,(= .This function form for 

each measurement unit ,,...,1 Ni = choosing the proper x , y and t can make the )(xfi ze-

ro. So the position estimation is determined by minimizing the function )(xF . 

2.2 Time Difference of Arrival (TDOA) 

The TDOA is to determine the relative position of the mobile target by computing 
time difference of the signal arrival at many measurement units. TDOA positioning 
method does not require strict time synchronization between the mobile target and 
beacon nodes. 

The TDOA positioning algorithm is usually achieved by the target simultaneously 
transmits the radio signal to two beacon nodes. Due to the different distances between 
target and two beacon nodes, which can be obtained through the known signal propa-
gation speed multiplies the received signal’ TDOA, the position of the target can be 
determined by Hyperbola, which the two beacon nodes as focal points, the difference 
of the distances is v t⋅Δ . In addition, measuring the location of the mobile target need 
at least three beacon nodes, as shown in Fig.2. 
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Fig. 2. Positioning based on TDOA measurements 

TDOA measurement can be constituted by a set of hyperbolic equations. So the 
position estimation of the mobile target can be obtained by these hyperbolic equa-
tions.  

2 2 2 2
2 0 2 0 1 0 1 0 21

2 2 2 2
3 0 3 0 1 0 1 0 31

(x ) (y y ) (x ) (y y )

(x ) (y y ) (x ) (y y )

x x v t

x x v t

 − + − − − + − = ⋅ Δ


− + − − − + − = ⋅ Δ

              (3) 

The formula (3) is the TDOA from target to each beacon node. The optimal solution 
of the equations is the coordinate of the target. Due to the equations are nonlinear, the 
corresponding algorithms are required for solving the nonlinear equations [19].  

2.3 Angle of Arrival (AOA) 

In AOA, mobile target transmits wireless signal to the beacon nodes. The signal’ 
AOA is measured by antennas on the beacon nodes, and the coordinate of mobile 
target is calculated by the principle of geometry. In two-dimensional space, at least 
two signal’ AOA of the beacon nodes are needed for calculating the position of the 
mobile target. Based on the line direction of the signal arrival angle 1θ , 2θ respectively, 

the target position is the intersection of them. But in this technology the positioning 
accuracy is not high, thus the improved method used antenna arrays is proposed in 
[20].AOA technology may use at least two known reference points (M, N) and two 

measured angles 1 2,θ θ to calculate the 2-D location of the target P , as shown in Fig.3. 

 

Fig. 3. Positioning based on AOA measurement 

2.4 Received Signal Strength Indication (RSSI) 

Principle of RSSI positioning method is that the signal receiver measures the received 
power

rP , the distance between nodes is calculated by using a transmission loss for-

mula (4). The coordinate of the mobile target is calculated by using triangular method, 
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which depends on measuring the distances between target and at least three beacon 
nodes.  

Assuming that the signal is from free space to the receiver and the distance be-
tween them is expressed by d . There are no obstacles between transmitter and receiv-
er, and the signal transmits along a straight line. The relationship between received 

power rP  and transmitted power tp  is given by (4), 

2

2(4 )
t l

r

PG
P

d

λ
π

=                                    (4) 

where tp  is the power of the transmitting signal, 
lG is the product of the gain of 

transmitting antennas and receiving antennas, λ is the signal wavelength, d  is the 
distance, 

rP  is given as RSSI values in the wireless receiving chip. The distance d  

can be calculated by measuring the RSSI values and combined with the known 

tP,
lG , λ . In addition, theoretical and empirical patterns are used to calculate the dif-

ference of the signal strength between the transmitter and the receivers for positioning 
estimation, as shown in Fig. 4. 

 

Fig. 4. Positioning based on RSSI, where LS1, LS2, and LS3 denote the measured path loss 

Due to the appearance of severe multipath fading and shadow in indoor environ-
ment, path loss model is not always suitable. The parameters in these models thus 
need field measurement. A novel tracking system based on the development of RSSI 
is proposed in [21], this system is designed for wireless sensor network (WSN) sys-
tem, and it can transmit data with a high transmission rate. 

3 Passive Indoor Positioning 

The vast majority of indoor positioning estimation systems track the mobile target by 
measuring the signal from transmitter to the receivers. The systems use the geometric 
positioning technology to calculate the position of the mobile target. This section focuses 
on some main passive positioning systems such as WLAN/WIFI, RFID, Bluetooth. 

3.1 WLAN/WIFI 

WLAN (Wireless Local Area Network, IEEE 802.11 standard, is a radio frequency 
technology for data transmission system; WIFI aims to improve the interoperability 



 Survey of Indoor Positioning Technologies and Systems 405 

 

between products of wireless network based on IEEE 802.11 standard. WIFI is held 
by the Wi-Fi Alliance. In simple terms WIFI is a kind of wireless network technolo-
gy, in the past connected through a computer network, and now through radio net-
work) can be used to estimate the location of mobile device within this network. In-
door positioning system based on WLAN consists of three main parts: wireless net-
work terminal, WLAN hotspots in fixed-location and position platform. For the sys-
tem facilities, WLAN system is divided into two stages: offline database and  
real-time position. 

In offline database stage, the main work is to determine the sampling points ac-
cording to certain distance in the WLAN signal coverage area, and forming a network 
with evenly distribution sample points. At each sampling point measures all visible 
hotspots’ signal strength values, MAC address and the coordinates of sampling points, 
these information as a record is saved in a database. The database information corres-
ponding to these sampling points is called the location fingerprint. 

In real-time positioning stage, the wireless network terminal is used to measure the 
signal strength of the visible WLAN hotspots, which is compared with the recorded 
data location in the fingerprint database, to consider the sampling points with maxi-
mum similarity as the positioning result. From a machine learning perspective, loca-
tion fingerprinting can be viewed as training the computer to learn the rule between 
signal strength and location, and then carry out the reasoning and judgment. 

WLAN indoor positioning has attracted more and more research on cost effective-
ness and reasonable positioning accuracy [22]. Existent positioning methods all fo-
cused on establishing more accurate relationship between the received signal strength 
(RSS) and the physical locations, however, the deployment of the access points (APs) 
are ignored. Thus an optimized method of APs is presented in [23], to improve 
WLAN positioning accuracy. The sparse nature of location finding makes the theory 
of compressive sensing (CS) desirable for the accuracy of indoor positioning base on 
RSS from WLAN Aps. An accurate indoor positioning system based on RSS is pro-
posed in [24], this system used compressive sensing for solving the minimization 
problem and making the sparse signal recovery from a small number of noisy mea-
surements. 

3.2 RFID 

RFID technology uses radio frequency communication to exchange data and subse-
quently make the identification and positioning. The location of the positioning tags is 
calculated by the signal strength between known tags and readers. The system is 
composed by three main parts: RFID tags, readers and miniature antennas between 
the tags and the readers. When tags obtain energy and power-on reset within the range 
of the electromagnetic field, the readers emit electromagnetic field with fixed-
frequency. By this time the dormant tags are activated, and the identification code 
information is modulated into the carrier, which is emitted by the antennas to support 
the readers’ identification. 

An overview of RFID-based localization and tracking technology is presented in 
[25], this technology include tag-based (e.g., LANDMARC) technology, reader-based 
(e.g., reverse RFID) technology, transceiver-free technology, and hybrid approaches. 
These technologies mainly use the readily available resource of radio signal strength 
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information or RSS change information to locate the mobile target. An enhanced 
method is proposed in [26], this method estimated the indoor position accurately by 
an RFID reader antenna based on passive RFID tags. 

3.3 Bluetooth 

Bluetooth positioning technology locates object by measuring the signal strength. It is 
a short-distance wireless transmission technology with low power consumption. Blu-
etooth technology is mainly used in small area positioning with a single floor or 
warehouse. Bluetooth indoor positioning technology has advantages, such as small 
volume, easy to integrate in PDA, PC and mobile phone, so it is easy to spread. Theo-
retically, users hold the integrated Bluetooth mobile terminal devices, as long as the 
Bluetooth of device turned on, the position of the object can be tracked by Bluetooth 
positioning system. Using Bluetooth positioning technology as short distance posi-
tioning, which easier to detect the devices and the signal transmission and not affected 
by the LOS. The problem lies in the Bluetooth devices are expensive, but for a com-
plex spatial environment, stability of the Bluetooth system poorly, and easy influ-
enced by noise signal.  

An indoor positioning module is comprised of a Bluetooth beacon deployment and 
Bluetooth devices, which integrated in the mobile phone used to track the position. It 
is possible to view the employees’ locations on a graphical interface in [27], which 
also provided room-level accuracy for applications of worker protection and automat-
ic alarm dispatch. 

4 Active Indoor Positioning 

Some applications could be developed use active positioning systems, such as INS is 
a self-contained navigation technology. Based on the measurements of INS which are 
provided by accelerometers and gyroscopes, the INS could track the position and 
orientation of the mobile target. In addition, magnetic field positioning is also an 
active positioning technology, it uses the magnetic field disturbance for indoor posi-
tioning and not require deploy the infrastructure in advance. 

4.1 Inertial Navigation System   

Inertial navigation system is an autonomous system that provides position information 
based on the measurement of inertial sensors and dead reckoning (DR) principle, 
using INS to calculate the attitude and angular velocity. The current position of the 
target is obtained by knowledge of its previous position. Under the initial conditions 
given, the first integration of acceleration provides velocity and the second integration 
gives position. However, performing the integrations caused drift with time, which 
can lead to accumulation error without bound. So INS is unsuitable for accurate posi-
tioning with a period of time. 

INS is a kind of electronic device provides the estimation of position, velocity and 
orientation from an inertial measurement unit (IMU). If the initial position and orienta-
tion are known, then the position, orientation and velocity of the mobile platform are 
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continually updated by DR without external reference positions. The advantages of INS 
are that it has short term accuracy, low cost and allows high sampling rates. 

Due to the accurate navigation in minimally invasive surgery, many methods have 
been used to track the position and orientation of instruments in the operating room. A 
sub-problem of using integrated inertial and magnetic sensing for tracking the attitude 
(orientation) of surgical instruments is considered in [28]. A navigation method based 
on the traditional INS technology is presented in [29]. 

4.2 Magnetic Field Positioning 

The principle of geomagnetic fluctuations could be used to estimate the position of 
the mobile target. Engineers in Finland designed a Smartphone application and named 
it IndoorAtlas [30]. According to different specific fluctuations emitted by indoor 
concrete and steel structure, the orientation of earth's magnetic field can be detected. 
Due to non-uniform magnetic field environments lead to different observed values of 
the magnetic field. So the different observed values rely on the different path. Indoo-
rAtlas use this fact to determine the position of mobile target. Engineers obtained 
inspiration from the homing pigeons, and it used the Earth's magnetic field for posi-
tioning. The engineers used digital signal processing technology to develop new in-
door navigation solution. Users only need to upload the indoor layout to IndoorAtlas, 
and then used application to record target’s geomagnetic field in different directions 
for navigation. These geomagnetic data will be recorded and uploaded to IndoorAtlas. 
Other people can use recorded geomagnetic to calculate the indoor positioning, its 
accuracy can reach 0.1 m to 2 m. This smartphone application is a software-only 
positioning system, which does not require additional wireless access points and other 
external hardware base. 

5 Conclusions  

According to the study based on the current mainstream indoor positioning technolo-
gies and systems, the advantages and disadvantages are analyzed for each indoor 
positioning technology and system. Table 1 lists the comparison of performances on 
various indoor positioning. 

Table 1. Overview of comparison between various indoor positioning systems 

Technologies Accuracy Coverage Cost NLOS performance 

WLAN m 20m-50m Medium Good 
RFID dm-m 1m-50m Low Good 
Bluetooth m 10m-15m Medium Good 
INS 1% 10m-100m Medium Good 
Magnetic 0.1m-2m 1m-20m Low Good 
 
From the table we can see all kinds of indoor positioning technologies have the dif-

ference in accuracy, applicable scope and cost. Thus depending on the performance 
requirement for design and selection, the different applications of indoor positioning 
technologies are needed by different occasions. At the same time, the research on 
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indoor positioning technologies gradually to multiple complementary directions,  
these technologies learn from each other by different theories, policies and network 
topologies to achieve the optimal solution. In a word, the indoor positioning technol-
ogy with the characteristics of low cost, low complexity, high accuracy is needed for 
further study. 
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Abstract. For a class of discrete-time system with both measurement data and 
control data missing, a decentralized state feedback H ∞ controller design is 

studied in this paper. The packet dropouts are modeled as a Bernoulli random 
binary switching sequence with an unknown conditional probability distribution 
that is assumed to be in an interval. An observer-based controller is proposed to 
make the closed-loop system exponentially stable in the sense of mean square 
and achieve the prescribed H ∞  performance. Sufficient conditions are derived 

for the existence of controller. A numerical example is also provided to demon-
strate the validity of the proposed design scheme. 

Keywords: Packet dropouts, unknown conditional probability, linear matrix 
inequalities, H ∞  control. 

1 Introduction 

With the advances in network technology, more and more control systems have ap-
peared whose feedback control loop is based on a network. These kinds of control 
systems are called networked control systems (NCS) [1]. Owing to the data commu-
nication errors in network and the temporarily disabled sensor, packet dropouts and 
transmission time delay usually occur, which can degrade the system performance and 
even make the system unstable. There have been significant research efforts on the 
design of controllers and filters for system with packet dropouts. There are two main 
approaches to handle packet dropouts. One approach is to replace the packet dropouts 
with an estimated value[2], and the other approach is to view packet dropouts as “ze-
ro”[3], such as Markov chains[4], Bernoulli binary switching sequence[5], [7], and so 
on. Random packet dropouts have been the focus of several research studies in the last 
few years. In some of these studies, only sensor data dropouts are studied [4], [8], while 
others consider the state-feedback and combine sensor and control delay and dropouts 
together [6]. In [4], a robust fault detection method is proposed for NCS with uncertain 
missing measurements probabilities. The robust H∞ control problem is investigated 

for stochastic uncertain discrete time-delay systems with missing measurements in [5]. 
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In [8], an observer-based H∞ controller is designed for NCS with missing measure-

ments, where the missing measurements are assumed to obey the Bernoulli random 
binary distribution. 

The most existing research treats the packet dropouts’ probability as a known 
constant, however due to the environmental factors, the packet dropouts proba-
bility usually keeps varying and can not be measured exactly. In [3] the robust 
control problem of the discrete-time system with measurement data loss is studied, 
where the packet dropouts are modeled as a Bernoulli random binary switching 
sequence and an interval is used to describe the measurement data loss probability. 

In this paper, robust H∞  
control for discrete-time systems with uncertain packet 

dropouts probabilities, where an interval is used to describe the packet dropouts 
probability which satisfies the Bernoulli random binary switch sequence. There exist 
both measurement loss and control data loss in the systems considered in this paper. 
The sufficient conditions for the existence of the controller based on state observer are 
given through the method of linear matrix inequality (LMI). The proposed controller 
can make the closed-loop systems mean square exponential stable and satisfy pre-
scribed H∞  performance. 

2 Problem Formulation 

The network can be modeled as a switch that opens and closes in a random manner as 
shown in Fig 1. When a switch is open, its output is held at the previous value and the 
data packet is lost. 

Fig. 1. NCS schematic with packet dropouts. ( ), ( )k kα β are Bernoulli random variables, y is the 

measured data which received by the controller, u is the control data which received by the 
actuator. 

Consider the following system controlled through a network 

Plant 

Controller 
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z  w

y  
u

y

( )kα ( )kβ
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1

2

( 1) ( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

x k Ax k Bu k E k

y k C x k F k

z k C x k D k

ω
ω
ω

+ = + +
 = +
 = +

                    (1) 

where ( ) nx k R∈ is state vector, ( ) mu k R∈ is the control signals received by actuator, 

( ) lk Rω ∈ is the external disturbance which meets 2L -norm bounded, ( ) py k R∈ is the 

output vector, ( ) qz k R∈ is controlled output vector respectively, 

and 1 2, , , , , ,A B C C D E F  are known and real matrix with proper dimension. 
Design the controller based on observer as follows 

1

ˆ ˆ ˆ( 1) ( ) ( ) ( ( ) ( ))

ˆ ˆ( ) ( )

ˆ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

x k Ax k Bu k L y k y k

y k C x k

u k Kx k

u k k u k

y k k y k

β
α

+ = + + −
 = =
 =

=

                   (2) 

where ˆ( ) nx k R∈ is state estimation vector, ˆ( ) py k R∈ is observer output vector, 

( ) py k R∈ is measurement output, ( ) mu k R∈ is controller output sig-

nal, ,n p m nL R K R× ×∈ ∈ are observer gain and controller gain respective-

ly, ( ), ( )k kα β are Bernoulli random variables with uncertain probabilities 

{ ( ) 1} { ( )} , { ( ) 1} { ( )}Prob k E k Prob k E kα α α β β β= = = = = =         (3) 

where , 0α β >  are unknown and denote the occurrence probability of the packet 

dropouts. Without loss of generality, we assume 

[ , ], [ , ], 0 , , 1min max min max min min max maxα α α β β β α β α β∈ ∈ < ≤ ≤        (4) 

where ,min minα β  are the lower limits and ,max maxα β  are the upper limits of the prob-

abilities respectively. Choose  

0 1 0 1, , ,
2 2 2 2

min max max min min max max minα α α α β β β βα α β β+ − + −
= = = =        (5) 

we can obtain another expressions about ,α β as follows 

0 1 0 1,
1 1

α α α α β β β β
α β

= + • Δ = + • Δ 
 Δ ≤ Δ ≤  

                       (6) 

Throughout this paper, following assumption is introduced for (2). 
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Assumption 1: Random variables ( ), ( )k kα β were independent of each other. 

Define ˆ( ) ( ) ( )e k x k x k= − , and from (1) and (2) we can get the closed-loop system 

as follows 

1 1

2

( 1) ( ) ( ) (1 ( )) ( ) (k) ( ) (k)

( 1) ( ( ) ) ( ) ( ) ( ) ( )

( ) ( ) ( )

e k A LC e k k LC x k E k LF

x k A k BK x k k BKe k E k

z k C x k D k

α ω α ω
β β ω

ω

+ = − + − + −
 + = + − +
 = +

       (7) 

The objective of this paper is to design the controller (2) for the system (1), such that 
the closed-loop system (7) satisfies following requirements: 

1. When ( ) 0kω = , the closed-loop system (7) is exponentially mean-square stable. 

2. Under zero initial conditions, the controlled output ( )z k of the closed-loop system 

(7) can satisfy the following H∞  performance metrics as follows 

{ } { }2 22

0 0

( ) ( )
k k

E z k E kγ ω
∞ ∞

= =

<                         (8) 

where 0γ > is a given scalar. 

Remark 1: The packet dropouts probability usually keeps varying and can not be 
measured exactly. However it can be estimated by a value region shown as (5) which is 
much more practical. In (5), 1 1,max maxα β= = mean that no packet dropouts, and 

0 0,max maxα β= = mean that packets are lost completely. 

3 Main Results 

Lemma 1. For any parameter 0ξ > , matrices , ,G F E with appropriate dimensions, if 
TEE I≤ , then 

1T T T T TGEF F E G GG F Fξ ξ −+ ≤ +                      (9) 

Lemma 2. Let ( ( ))V x k be a Lyapunov functional. If there exist real scalars 

0, 0, 0λ μ ν≥ > >  and 0 1ψ< < such that 

2 2 2
( ) ( ( )) ( ) , { ( ( 1) / ( ))} ( ( )) ( )x k V x k x k E V x k x k V x k V x kμ ν λ ψ≤ ≤ + − ≤ −   (10) 

 
then the sequence ( )x k satisfies 
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2 2{ ( ) } (0) (1 )kE x k x
u u

ν λψ
ψ

≤ − +                      (11) 

At first, for the case of system (1) without disturbance, i.e., ( ) 0kω = , we have the 

following theorem. 

Theorem 1 The closed-loop system (7) with ( ) 0kω =  is exponentially mean-square 

stable if there exist positive definite symmetric matrices 1 2,n n n nP R P R× ×∈ ∈ and gain 

matrix ,L K  satisfying 
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 (12) 

where ( ) ( )2 2
0 0 0 01 , 1m nα α β β− = − = , and 1 20, 0ξ ξ> > are arbitrary given constants. 

Proof. Consider following Lyapunov functional 

1 2( ) ( ) ( ) ( ) ( )T TV k e k Pe k x k P x k= +                    (13) 

where 1 2,n n n nP R P R× ×∈ ∈ are the positive definite symmetric matrices. when 

( ) 0kω = , we have 
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Substitute (6) into (14), we get 
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where ( ) ( )2 2
0 0 0 01 , 1m nα α β β− = − = . And by virtue of Lemma 1, we have  
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where 1 20, 0ξ ξ> > are arbitrary given constants, and According to the Schur com-

plement lemma, (12) implies 1 0Λ < , and we obtain 
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≤ − −Λ < −
               (17) 

where ( ){ }min 1 max 1 20 min , ( , )P Pα λ λ< < −Λ . Definite max 1 2( , )P Pσ λ= , we get 

{ ( ( 1)) | ( ( ))} ( ( )) ( ) ( ) ( ( )) ( ( ))TE V x k V x k V x k x k x k V x k V x k
αα ψ
σ

+ − ≤ − ≤ − −   (18) 

where (0,1)
αψ
σ

= ∈ . 
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By Lemma 2, the closed-loop system (7) is exponentially mean-square stable. This 
completed the proof. 

For the case of system (7) with disturbance, i.e., ( ) 0kω ≠ , we have the following 

theorems. 

Theorem 2. The closed-loop system (7) is exponentially mean-square stable and 
achieves the prescribed H∞ performance if there exist positive definite symmetric 

matrices 1 2,n n n nP R P R× ×∈ ∈ and gain matrices ,L K  satisfying 

2

1
2

1
0 1 1 0 1

1 1 1 11
1 1 1 1 1

1
0 0 2

1
2 1 2 1 2

1 1 1
2 2 2

* * * * * * * * * * *

0 * * * * * * * * * *

0 0 * * * * * * * * *

(1 ) * * * * * * * *

( ) ( ) 0 * * * * * * *
2 2

0 0 * * * * * *

0 0 0 0 * * * * *

( ) 0 0 0 0
2 2

P

P

I

LC A LC E LF P

LC LF
A LC E P

A BK BK E P

BK BK P

BK BK
A E

γ
α α

ξ ξ ξ

β β
ξ β ξ β

ξ ξ ξ

−

− − − −

−

−

− − −

−
−

−
− − − −

− − −

+ − −
− −

+ − − 1
2

1
2

1
1 1 1 1 1 1

1
1 1

2

0

* * * *

0 0 0 0 0 0 * * *

0 0 0 0 0 0 0 * *

0 0 0 0 0 0 0 0 *

0 0 0 0 0 0 0 0 0

P

nBK nBK P

LC LF P

mLC mLF P

C D I

ξα ξα

−

−

−

−

 
 
 
 
 
 
 
 
 
 

< 
 
 
 
 
 − −
 − 
 −
 

−  

 (19) 

where 0γ >  is a given parameter and 1 20, 0ξ ξ> > are arbitrary given constants. 

Proof When ( ) 0kω = , inequality (19) is equivalent to (12). From Theorem 1 the 

closed-loop system (7) is exponentially mean-square stable. 
When ( ) 0kω ≠ , choose the Lyapunov functional as 

1 2( ) ( ) ( ) ( ) ( )T TV k e k Pe k x k P x k= +                      (20) 

Through the method of theorem 1, we can also get 

{ } { } { }2
2 2 2( 1) / ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )T T TE V k V k V k E z k z k E k k k kγ ω ω η η+ − + − ≤ Λ     (21) 

Based on the Schur complement, inequality (22) implies 2 0Λ < , then we get 

{ } { } { }2( 1) / ( ) ( ) ( ) ( ) ( ) ( ) 0T TE V k V k V k E z k z k E k kγ ω ω+ − + − <         (22) 

Now summing (22) from 0  to ∞  with respect to k  yields 

{ } { }2

0 0

( ) ( ) ( ) ( ) { (0)} { ( )}T T

k k

E z k z k E k k E V E Vγ ω ω
∞ ∞

= =
< + − ∞          (23) 
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Since the system (7) is exponentially mean-square stable, under the zero-initial condi-
tion it is straightforward to see that 

{ } { }2

0 0

( ) ( ) ( ) ( )T T

k k

E z k z k E k kγ ω ω
∞ ∞

= =

<                    (24) 

This completed the proof. 
It should be noted that matrix inequality (19) is not a linear matrix inequality and 

difficult to be solved. For this, we have following Theorem 3.  

Theorem 3. The closed-loop system (7) is exponentially mean-square stable and 
achieves the prescribed H∞  performance if there exist positive definite symmetric 

matrices 1 2,n n n nP R P R× ×∈ ∈ and gain matrices ,M N  satisfying the following LMI 

2

1
2

0 1 1 1 1 0 1

1 1 11
1 1 1 1 1 1 1

2 0 0 2 2

2 1 2 1 2

1 1 1
2 2 2 2

* * * * * * * * * * *

0 * * * * * * * * * *

0 0 * * * * * * * * *

(1 ) * * * * * * * *

( ) ( ) 0 * * * * * * *
2 2

0 0 * * * * * *

0 0 0 0 * * * * *

( )
2 2

P

P

I

MC PA MC PE MF P

MC MF
PA MC PE P

PA BN BN PE P

BN BN P

BN BN
PA

γ
α α

ξ ξ ξ

β β
ξ β ξ β

ξ ξ ξ

− − −

− − −

−
−

−
− − − −

− − −

+ − −
− −

+ − 2 2

2

1 1 1 1 1 1

1 1

2

0

0 0 0 0 * * * *

0 0 0 0 0 0 * * *

0 0 0 0 0 0 0 * *

0 0 0 0 0 0 0 0 *
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PE P

nBN nBN P

MC MF P

mMC mMF P

C D I

ξα ξα
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− 
 
 − −
 − 
 −
 

−  

  (25) 

where 0γ >  is a given parameter and 1 20, 0ξ ξ> > are arbitrary given constants, 

2 1, ,P B BP M PL N PK= = =                             (26) 

Proof. Through left-and-right multiplying (19) by 

1 1 2 2 2 2 1 1{ , , , , , , , , , , , }diag I I I P P P P P P P P I                      (27) 

Define 2 1, ,P B BP M PL N PK= = = , then the matrix inequality (25) is equivalent to (19). 

From Theorem 2, we can conclude that the closed-loop system (7) is exponentially 
mean-square stable and achieve the prescribed H∞ performance. This completed the 

proof. 
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4 Simulation Example 

Consider the system parameters are as follows 

1 2

0.29 0.35 0.32 0.41 0.17 0.23 0.10 0.45

0.43 0.25 0.33 0.26 0.33 0.22 0.20 0.33

0.26 0.14 0.23 0.32 0.20 0.50

0.42 0.42 0.43 0.31 0.30 0.43

A B C C

D E F

− − − −       
= = = =       − − −       

− − −     
= = =     
     

 

Assume [0.4,1], [0.5,1]α β∈ ∈ , we can get 0 1 0 00.7, 0.3, 0.75, 0.25α α β β= = = = . 

Choose 1 2 2ξ ξ= = and 0.3γ = , we can obtain the gain matrices as follows  

0.0201 1.3005 0.1809 0.0200
,

0.1624 0.2099 0.7107 0.5670
K L

− −   
= =   −   

 

Choose the disturbance input
( )
( )

sin
( ) 0.01

sin

k
k

k
ω

 
=  

 
. The initial state val-

ues ( ) 1
0

1
x

− 
=  
 

and ( ) 0
ˆ 0

1
x

 
=  
 

, the system state variables is shown in Fig.2. It can be 

verified that
2 22

0 0

E{ ( ) } { ( ) }
k k

z k w kγ
∞ ∞

= =

<  . 

 
Fig. 2. The state response of the closed-loop system. x is the state of system, k is the discrete 
time. 
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5 Conclusions 

In this paper, the robust H∞ controller has been designed for a class of discrete-time 

system with uncertain packet dropouts probabilities. The random packet dropouts are 
modeled as a stochastic variable satisfying a Bernoulli distributed with uncertain 
probabilities. Sufficient conditions for the existence of a observer-based controller is 
presented via LMI, and the designed controller enables the closed-loop system to be 
exponentially mean-square stable and achieve the prescribed H∞  performance. 
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Abstract. In this paper, we are concerned with effect of environmental
parameters on the Rosenzweig-MacArthur model with the Holling type
II functional response. We introduce attenuated functions of the carrying
capacity and hunting parameters, respectively, and investigate how the
population densities behave when environmental quantities change. The
Hopf bifurcation diagrams are obtained by numerical simulation.

1 Introduction

The Rosenzweig-MacArthur model in the form of

⎧⎪⎨
⎪⎩

dp

dt
= r

(
1− p

K

)
p− f(p)z,

dz

dt
= k1f(p)z − d1z

(1)

is usually used to describe the behavior of prey-predator system, where p and
z denote the population densities of the prey and the predator, respectively. r
denotes the intrinsic growth rate, and K denotes the carrying capacity of the
prey. k1 and d1 denote the increasing rate and the mortality rate of the predator,
respectively. The function f(p) represents the Holling type II functional response
defined by

f(p) =
bp

c+ p
, (2)

where b and c denote the maximum foraging rate and the half saturation
constant, respectively.
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When we choose the carrying capacityK as the parameter, it is known that as
K increases, the population dynamics of (1) is destabilized. That is, a coexisting
equilibrium of (1) becomes unstable and a stable periodic orbit (prey-predator
limit cycle) appears through the Hopf bifurcation.

The ecosystem around us is always changing due to activities of human be-
ings enforced to natural environment like destructive actions. These activities
sometimes makes other animals could not live as before so that it is necessary to
investigate how the population densities behave when environmental quantities
change.

2 Time-Dependent Carrying Capacity Effect

By introducing an attenuated function of the carrying capacity k(t), we consider
the prey-predator system of the following form⎧⎪⎪⎨

⎪⎪⎩
dp

dt
= r

(
1− p

k(t)

)
p− f(p)z,

dz

dt
= k1f(p)z − d1z,

(3)

in which we consider the following two kinds of positive decreasing functions

k(t) = (k0 − β)e−λt + β (4)

and

k(t) = −k0 − β

2
tanh

(
t− η

λ

)
+

k0 + β

2
. (5)

(4) shows that the environment is destructed gradually while (5) implies that
the environment is destructed rapidly. We note that k0 is the initial carrying
capacity before attenuation, β is the minimal carrying capacity at the final stage
of attenuation, λ is a constant denoting the sharpness of attenuation and η is
the level of switching effect denoting the period of attenuation.

The numerical simulations of (3) for which (4) is used show that at the begin-
ning stage of attenuation, the solutions p and z continue oscillations. But when
k(t) goes near KH , the amplitudes of the solutions p and z become smaller and
smaller so that the solutions behave like stable coexistent states for a long time.
But at eventually the predator decades to the state near extinction.

The behavior of (3) by using (5) is also simulated, which is the case when
a natural disaster with large scale takes place. The solutions p and z oscillate
usually before the time when the carrying capacity decreases rapidly at one
moment and then go to extinction.
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3 Hunting Effect

There are many complex factors affecting the carrying capacity together with
other quantities such as the intrinsic growth rate. Here we introduce hunting
effect to the Rosenzweig-MacArthur model (1) and investigate how the behavior
of the solutions change.⎧⎪⎨

⎪⎩
dp

dt
= r

(
1− p

K

)
p− f(p)z − ω1

K

KH
p,

dz

dt
= k1f(p)z − d1z − ω2

K

KH
z,

(6)

where the hunting parameters ω1 ≥ 0 and ω2 ≥ 0 are constants denoting the
hunting effect of the prey and the predator, respectively.

The system (6) can be considered as one in which the intrinsic growth rate
and the carrying capacity for the prey are reduced, while the death rate for the
predator is raised, since the system can be reformed as⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

dp

dt
=

(
r − ω1

K

KH

)(
1− rp(

r − ω1
K
KH

)
K

)
p− f(p)z,

dz

dt
= k1f(p)z −

(
d1 + ω2

K

KH

)
z.

Numerical results show that when K > KH , although the system (1) has
prey-predator limit cycle with large amplitude, the limit cycle of the system (6)
gets smaller amplitude as the hunting parameters appear (refer to Fig. 1). And
when the hunting parameters get large, the solutions of the system (6) converge
to equilibria. This implies that the hunting parameters have stabilized effect for
the prey-predator systems. But the Hopf bifurcation point is not always getting
large as the hunting parameters get large.

Fig. 1. Hopf bifurcation diagram of (6) with the green surface. The part of K axes is
where there are period solutions, and the opposite part is where there are equilibria.
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