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Preface

The 2014 International Conference on Life System Modeling and Simulation
(LSMS 2014) and 2014 International Conference on Intelligent Computing for
Sustainable Energy and Environment (ICSEE 2014), which were held during
September 20-23, in Shanghai, China, aimed to bring together international re-
searchers and practitioners in the field of life system modeling and simulation
as well as intelligent computing theory and methodology with applications to
sustainable energy and environment. These events built on the success of previ-
ous LSMS conferences held in Shanghai and Wuxi in 2004, 2007, and 2010, and
ICSEE conferences held in Wuxi and Shanghai in 2010 and 2012, and are based
on large-scale RCUK/NSFC jointly funded UK—China collaboration projects on
energy.

At LSMS 2014 and ICSEE 2014, technical exchanges within the research
community take the form of keynote speeches, panel discussions, as well as oral
and poster presentations. In particular, two workshops, namely, the Workshop
on Integration of Electric Vehicles with Smart Grid and the Workshop on Com-
munication and Control for Distributed Networked Systems, were held in parallel
with LSMS 2014 and ICSEE 2014, focusing on the two recent hot topics on smart
grid and electric vehicles and distributed networked systems for the Internet of
Things.

The LSMS 2014 and ICSEE 2014 conferences received over 572 submissions
from 13 countries and regions. All papers went through a rigorous peer review
procedure and each paper received at least three review reports. Based on the
review reports, the Program Committee finally selected 159 high-quality papers
for presentation at LSMS 2014 and ICSEE 2014. These papers cover 24 topics,
and are included into three volumes of CCIS proceedings published by Springer.
This volume of CCIS includes 60 papers covering 5 relevant topics.

Shanghai is one of the most populous, vibrant, and dynamic cities in the
world, and has contributed significantly toward progress in technology, educa-
tion, finance, commerce, fashion, and culture. Participants were treated to a
series of social functions, receptions, and networking sessions, which served to
build new connections, foster friendships, and forge collaborations.

The organizers of LSMS 2014 and ICSEE 2014 would like to acknowledge
the enormous contributions made by the following: the Advisory Committee for
their guidance and advice, the Program Committee and the numerous referees
for their efforts in reviewing and soliciting the papers, and the Publication Com-
mittee for their editorial work. We would also like to thank the editorial team
from Springer for their support and guidance. Particular thanks are of course
due to all the authors, as without their high-quality submissions and presenta-
tions the conferences would not have been successful.
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Research of Metro Illumination Control
Based on BP Neural Network PID Algorithm

Yong Shao, Fengbo Wang, Yuting Zhang, and Peng Zan"

School of Mechatronics Engineering & Automation, Shanghai University
Shanghai, 200072, P.R. China
zanpeng@shu.edu.cn

Abstract. This paper presents the metro constant illumination controller, which
is designed to solve the current problem that the interior illumination in a moving
metro fluctuates drastically with the changes of exterior environment. By
detecting the real-time interior illumination values and adjusting the lights in a
metro with PID controller based on BP neural network, the controller can keep
the metro interior illumination values around the preset value. Simulations and
actual test results show that the PID controller based on BP neural network has
strong adaptability and robustness in a nonlinear system. It can both save energy
and solve the problem of drastically fluctuating illumination in a moving metro,
which cannot be achieved in conventional PID controllers.

Keywords: PID Control, BP Neural Network, constant illumination,
back-propagation-algorithm.

1 Introduction

In recent years, with the acceleration of industrialization and the development of urban
civilization, the metro has been rapidly developed as an effective means of
transportation to ease traffic pressure on many large and medium-sized cities in the
world. Traditional metro illumination adopts fluorescent lamp, which is continuously
flickering, energy-consuming, not adjustable, and often causes discomfort in
passengers. To solve this problem, we designed the metro constant illumination
controller that can tune the luminance of LED lights real-timely, so that the metro
interior illumination is maintained at a relatively appropriate level.

Currently, LED illumination control [1] mainly use linear dimming method and
PWM dimming method. PWM dimming method is a good means, but linear dimming
method is simpler, and no interference. Of course linear dimming is less flexible, and
has low efficiency. In this paper, we take linear dimming to adjust a LED illumination,
and improve its performance by using the BP neural network PID algorithm.

PID control is one of the earliest developed control strategies, and it is widely used in
industrial process control for its simple algorithm, good robustness, and high reliability.

* Corresponding author.

M. Fei et al. (Eds.): LSMS/ICSEE 2014, Part II, CCIS 462, pp. 1-8, 2014.
© Springer-Verlag Berlin Heidelberg 2014



2 Y. Shao et al.

Conventional PID control is a linear control algorithm, and does not work well for a
nonlinear system [2]. Thus many improved PID controllers are developed [3] [4] [5],
including the PID controller based on BP neural network [6].

BP neural network (BP-NN), also known as the error back-propagation-algorithm
[7], is one of the most widely and successfully applied neural networks. It is a forward
neural network composed of non-linear transformation units [8]. With adequate hidden
layers and neurons, the neural network has the ability of arbitrary non-linear expression
[9]. By combining BP-NN and conventional PID controller in this paper, the
deficiencies that exist in traditional PID controls are offset, making the controller
achieve constant illumination control effectively.

2 Fundamentals of PID Controller Based on BP-NN

One of the design goals of the PID controller based on BP-NN is to apply PID
controller to nonlinear systems. The controller is composed of two parts, a classic PID
controller (shown in Fig. 1) and a BP neural network. The classic PID controller has
direct closed-loop control over its objects, and the three optimal control parameters of
the controller can be tuned through self-learning of the neural network and adjusting of
the weighting coefficient.

Plant

Fig. 1. Block diagram of the classic PID controller Fig. 2. A three-layer BP network structure

In general application, the system employs a sampling-based incremental digital
PID to control. Its output expression is as following:

u(k)=u(k—-1)+Au(k)

Au(k) =k (e(k)=e(k=1))+ke(k)+k (1)

g e(k)=2e(k=1)+e(k-2)) -

Where k,, k;, k, are respectively the proportional coefficient, the integral

coefficient and the differential coefficient. Once they are identified, the control
increment can be evaluated according to the deviation of the values in three successive
measures. In a nonlinear system, to achieve better control effect, it is necessary for a
PID controller to be able to adjust and balance the proportional, integral and derivative
control, and find the optimal nonlinear PID parameters from the infinite combinations.
Therefore, the non-linear characteristics of BP-NN are used to tune the parameters of
PID controller online.
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Fig. 2 is the structure of a three-layer (4-5-3) BP neural network [10].The three
inputs of the input layer are respectively the sample value y , the desired value Aim

and the error e = Aim—y . The three outputs of output layer are &, k,, k, .

The basic principle of online tuning of PID parameters by BP neural network is that
the sample signal y, the desired signal Aim, and the error signal e are inputted

from the input layer, processed by hidden layer, and then transmitted to the output
layer, the three outputs of the output layer are currently taken as the parameters of the
PID controller. And then modify the connective weights of neurons in each layer
according to BP-NN algorithm. In this process, the state of neurons in each layer only
influences that of neurons in the next layer. Thus, the network can tune the new PID
parameters based on the next sampling.

3 PID Control Algorithm Based on BP-NN

For the three-layer BP neural network whose structure is 4-5-3, the algorithm is
explained as following [11] [12] [13].
The input of the input layer is as following:

0 — N =

0; =x(j)(j=12,...,4) . )
The output of the hidden layer (the middle layer) is as following:

(2) s 2,0

o0 (k)=f| ¥ w.’0% |(i=12,..,5) . 3)
i . ij
Jj=1

Where wl(jz) is the weighting coefficient for the hidden layer; superscripts (1), (2),

(3) represent respectively the input layer, the hidden layer and the output layer. The
activation function of neurons in the hidden layer is Sigmoid function:

f0)=5— @)
e +e
The output of the output layer is as following:
5
01(3) (k)=g| X w(3)0(2) (k) |(i=1,2,3)
j =1 v ! (5)

(09 (k) =k, 0,9 (k)=ks 01 (k)=k,)

The output nodes of the output layer (k,, k;, k, ) are three adjustable parameters of

the PID controller. And the activation function of neurons in the output layer is
non-negative Sigmoid function:
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X

g('x) = ex +e—x : (6)

The performance index function is as following:
|
E(k)=(Aim(k)=y (k)" - @

The weighting coefficients of output layer corrected using gradient descent
algorithm are searched and adjusted as per the negative gradient direction of E (k)

against the weighting coefficient and an add-on minimal inertia item to make the
search quickly converge the situation as a whole:

—+aA (k1) | 8)

Where 77 isthe learning rate and « is the inertia factor.

From the formulas above, the following formulas can be obtained.

dAu (k) B Colh1): dAu (k) _,
20" (k) =e(k)—e(k 1)’8053)(]{) (k)
dAu (k) ©)

207 B =e(k)—2e(k—1)+e(k-2)

The learning algorithm of the output layer weighting coefficient is as following:

AY) (k)=o) (k-1)+15 0 (k)

31 B dy(k) | oAu(k)
5 _e(k)sgn{aAu(k)}'aO (k)

The learning algorithm of the hidden layer weighting coefficient is as following:

(10)

g (nel )(k)) .

A% (k)= oAl

wij

) (k=1)+n3”0" (k)

wij

: 11
s¥ =5 (ne, )25 wl) (k) (i =1,2,...,5) ()

Where

¢ ()=g(x)(1-2(x). 7 ()=(1-£2(x)) /2 . (12)
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4 The Algorithm Flow

Above is the algorithm of PID controller based on BP-NN. Its control system structure
is shown in Fig. 3, where Aim represents the desired value and y represents the

sampled value [14].

The main design steps of BP neural network PID controller based on this algorithm is
as following:

(1) Give the initial weights of each layer, and select the learning rate 77 and the
inertia coefficient « .

(2) Obtain Aim(k) and y(k) by sampling, and calculate the time error

e(k)=Aim(k)-y(k).

Update the
weights

Calculate error|
gradient
T

<0 8Min? =

Initialization
(2 ¥(1)
Plant+——

A~
v>3dim?

v_{ Calculate

[Find The output of
leach unit of the

Output

Sample y
u(k)

e=Aimy

Fig. 3. Principle of PID controller based on BP-NN Fig. 4. Program chart

(3) Calculate the input and output of neurons in each layer in the neural network, and
take the outputs of the output layer k , k,, k, as the three parameters of the PID

r’
controller.
(4) Calculate the PID controller output u (k) according to the formula (1).

(5) Learn the neural network, adjust the weighting coefficient online, and achieve the
adaptive adjustment of PID controller parameters.
(6) k=k+1, return to step (1).

When the ambient illumination is less than set 0.8Min (minimum), indicating the
metro enters underground tunnel, the light output is the maximum. When the ambient
illumination is greater than 3Aim (desired value), indicating the metro is out of the
tunnel, the light output luminance is zero. The program chart is shown in Fig. 4.

5 MATLAB Simulation Results

In this simulation, since the controlled object belongs to a nonlinear discrete system,
we take the approximate mathematical model [15]:

y(k)— (Z(k)y(k—l)

_ k-1) .
Iy (k—1) +u(k=1) (13)
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0 005 01 015 02 025 03 035 04 0 0.02 0.04 0.06 0.08 01
(@)time(s) (b)time(s)

Fig. 5. Simulation results

a(k)=12(1-0.8¢")

In the formula, . The inputted target signal Aim(k)=1.0,

is outputted as y through the BP neural network PID system, and outputted as yl

through the incremental PID system. The BP neural network learning rate is 0.25. The
inertia factor is 0.05. The neural network structure is 4-5-3. The initial value of the
weighting coefficient is taken as a random number in interval [-1,1]. The initial values
of the remaining variables are taken as 0. The parameters of the incremental PID are
taken as k, =0.2, k, =0.2, k, =0.1. The simulation results are shown in Fig. 5. Fig.

5(b) is a magnification of Fig. 5(a). Aim represents the inputted desired signal. yl
represents the output signal of the incremental PID control. y represents output signal

of the PID control with a BP neural network. The figures show that the outputs of the
incremental PID control and the PID control with a BP neural network both can
converge in 0.1 second. However, the overshot of the former is 4%, while that of the
latter is almost zero.

6 The Hardware Test and Analysis

The structure diagram of the metro constant illumination controller we developed is
shown in Fig. 6. “BH1750” is an illumination sensor and its highest precision is 0.12
LUX. “HS0038” is an infrared receiving head. “POWER” represents the power
module which provides a voltage of 5V for CPU and other parts of the controller.
“TLC5615” is a 12-bit D/A converter. “LED LAMP” represents the controlled light.
The real product of the controller is shown in Fig. 7. Via a illumination sensor, the
controller first samples interior illumination intensity, which is then processed by the
BP-NN PID control algorithm in MCU PIC18F2620, and at last the digital-analog
converter (D/A) module outputs a corresponding voltage to control the output of
LEDs to tune the internal illumination in metro.
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HS0038

PICISF
LN -
BHI7S0=0 " 500 (5

1|

TLC5615 )

POWER

LED
LAMP

Fig. 6. Structure

20 a0 20 30
(@timels ()timels

Fig. 8. Hardware test results

We have conducted three contrast tests on the controller with the incremental PID
control algorithm (k, = 0.8, k, =0.8, k, =0.2) and the BP neural network PID control

algorithm (three PID parameters got by calculating the output of BP neural network
real-timely; oz = 0.05,77 = 0.25 ). The desired illumination values in the three tests are

set as 377LUX, 237LUX and126LUX. In the beginning of the tests, the controllers are
put in total darkness. For more precise test results, the controller’s function of tuning
brightness promptly in darkness is shielded. Fig. 8 is a collection of 100 results
(collected every 0.5 seconds). Fig. 8(a) shows the output of PID controller with BP-NN
and Fig. 8(b) shows the output of incremental PID controller. The figures show that the
outputs of both controllers are close to a stable state at the 10th second. But the output
of the latter experienced an overshot of SLUX and an oscillatory of 20LUX before
convergence. The main reason of the difference is that PID control based on BP-NN
can tune the PID controller parameters real-timely while the parameters of
conventional PID controller are fixed and cannot work well for nonlinear systems.

7 Conclusion

This paper presents the design of the metro constant illumination controller. In this
controller, comfortable illumination can be set by infrared remote control. The
controller adopts a new algorithm which combines traditional PID control and a BP
neural network, and can tunes real-timely the three PID parameters. It overcomes the
shortcomings of conventional nonlinear PID controller and achieve effective constant
illumination control in a moving metro. This paper also presents the simulation and test
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results of PID control based on BP-NN and the contrasts between it and the
conventional PID control. Both of them show that the metro constant illumination
controller designed on the PID control algorithm based on BP-NN has good
adaptability and strong robustness. Of course, the controller is also have some
shortcomings, for example, the calculation of neural networks need to take more CPU
time. More work need to be done in future.

Acknowledgments. This work is supported by National Nature Science Foundation of
China (No0.31100708, 31370998).
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Abstract. In a hydraulic support system of heavy equipment, the oil pressure is
required to be a constant value. Due to the disturbances come from the external
environment and the running process, the hydraulic support system would not
be stable; therefore, we here present a closed-loop feedback system, which has
an adaptive neuronal network control system to make the oil pressure stable by
controlling the rotate speed of the hydraulic pump motor. In this hydraulic
system, the response and stability are the key factors to judge the control
method is good or not. In our simulation, it shows that this adaptive neural
network control system can meet the design requirements. It has good response
and stability characteristics.

Keywords: Neural Network, Steepest-descent Method.

1 Introduction

Adaptive control system works by measuring the input value and output value from
the actual conditions. Due to the dynamic characteristic of adaptive control system,
the error of the output value can be reduced; so the control characteristics can
maintain at optimum performance and the output value can meet the anticipated result
[1]. Neural network is a non-linear system which may be relatively limited for an
individual neuron, but many functions can be realized if a large number of neurons
compose a network [2].

Adaptive control system has a relatively strong robustness and neural network is
good at self-learning function; so adaptive neural network control has a great
advantage due to the integration of both. Adaptive neural network control system can
enhance fault tolerance, real-time control and robustness. Adaptive neural network
control system can make uncertain and complex nonlinear control achieved more
effectively [3].

This paper is in the research and design of the hydraulic support system of heavy
equipment which needs enough supported oil for working effectively. So it requires
us to ensure that the oil pressure can be maintained at a stable value. In actual
practice, however, the hydraulic oil pressure control system would not be stable due
to the presence of interference; therefore keeping the stability in the process of
adjusting is very important for this control system. As we have already analyzed the
advantages of adaptive neural network control system, we design such an adaptive

M. Fei et al. (Eds.): LSMS/ICSEE 2014, Part II, CCIS 462, pp. 9-17, 2014.
© Springer-Verlag Berlin Heidelberg 2014
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neural network control system to make the oil pressure stable by controlling the rotate
speed of the hydraulic pump motor. In our simulation, it shows that this adaptive
neural network control system can competent on the design requirements. It has good
response and stability characteristics[8,9,11,12].

2 Adaptive Neural Network Control System

2.1 Introduction of Hydraulic Support System

The structure of this hydraulic support system of heavy equipment is shown in Fig.1.
The motor makes oil up through the pipeline to become oil film layer. The thickness
of oil film layer can reflect the size of oil pressure value. Supporting a stable oil film
layer is a necessary condition for equipment work normally [4].

\ equipment |

hydraulic
pressure sensor

point of support

motor

controller

Fig. 1. Structure of this hydraulic support system

The adaptive neural network control system designed in this paper is based on
DSP. DSP has powerful digital signal processing capability and excellent embedded
control function, so it is widely used in industrial control situations and it also
provides support of the hardware in this system. As Fig.1 shows, the control system
contains three parts: control unit, actuator, and oil pressure signal acquisition unit.
Because of the system requires real-time acquisition and oil pressure signals
processing, we choose DSP as the controller[14,15].

2.2 Design of Adaptive Neural Network

For the large hydraulic control system, the key is the oil pressure should be stable by
the controlling the rotate speed of the hydraulic pump motor. As the oil pressure is not
easy to be collected directly, the oil pressure value can be converted to a
corresponding voltage value. According to the corresponding relationship between oil
pressure value X(Kg) and voltage value Y(V), we got 22 groups of sampling data.
They are shown in the following table 1.
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Table 1. Data of oil pressure values and voltage values

pressure value X

voltage value Y
XY 15.01,2.98 14.932.84 14.83,2.7 14.74,2.58 14.63,2.43
XY 1454229 1446,2.17 14.37,2.03 14.28,1.89 14.18,1.75
XY 14.07,1.58 13.97,1.45 13.88,1.18 13.69,1.03 13.59,0.9
XY 13.51,0.77 13.41,0.62 13.31,048 13.23,0.36 13.15,0.25
XY 13.07,0.14

By Matlab simulation with the least squares method, we find the curve of oil
pressure values and voltage values is a first-order system. Fig.2 is the graph of this
first-order system[13,18,19].

“ I
1%00 1350 1400 1450 1500 1550
oil pressure

Fig. 2. Curve of oil pressure values and voltage values

We need oil pressure value be stable at 14(Kg); so according to Fig.2, the voltage
value should be 1.5V. Through the adaptive neural network control system, oil
pressure can reach a stable value. In this paper, the design of this control system has
two neural networks: NN1 and NN2. As Fig.3 shows, NN1 is a controller and NN2 is
an identifier. The design of this system is shown in Fig.3.

Correct NN2 parameters

ny,

Correct NN1 parameters

Fig. 3. Design of adaptive neural network system

Neural networks NN1 and NN2 have different functions in this system. According
to the simulation result of this system, we choose the hidden layer neurons number is
5 which can effectively guarantee the accuracy and stability. The internal structures of
NNI1 and NN2 are showed in Fig.4.
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ny,

Fig. 4. Internal structures of NN1 and NN2

In Fig.4, E is the current error; E; is the first sampling error; E, is the second
sampling error. Each learning time will have 100 samples, and we can change this
number. By changing the frequency value ny,;(Hz), we can collect a corresponding
voltage value y(V), and 22 groups of sampling data are shown in table 2.

Table 2. Sampling data of the frequency values and voltage values

frequency value ny;

voltage value Y
ny;Y 48,2.98 47,2.84 46,2.7 45,2.58 44,2.43
ny;Y 43,2.29 42,2.17 41,2.03 40,1.89 39,1.75
ny;Y 38,1.58 37,1.45 36,1.32 35,1.18 34,1.03
ny;Y 33,09 32,0.77 31,0.62 30,0.48 29,0.36
ny;Y 28,0.25 27,0.14

We find the curve of voltage values and frequency values is a first-order system in
simulation with the least squares method. Fig.5 is the graph of this system.

frequency

Fig. 5. Curve of frequency values and voltage values

The formula for this curve is shown below:

y=0.1377ny, —3.6283 (1)

Due to we need oil pressure value be stable at 14Kg, the voltage value should be
1.5V; so the initial value of R should be set to 1.5V. As Fig.5 shows, when the
voltage value is required to achieve 1.5V, the frequency should be stable at 37Hz.
Due to there are a lot of interferences from external environment, frequency may be
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unstable. But the neural network control system has a good generalization ability, and
it can effectively solve this problem[16,17].

2.3  Learning Process of Adaptive Neural Network System

Adaptive neural network learning is a supervised learning process, so we need some
target input and output samples for training. We can use random values as initial
weights values at the beginning of the training; the target input samples are used as
input values to get the output values of the network. The actual output value is
compared with the target output value to calculate the error; then this system modifies
the weights with the steepest descent method to reduce the error. Finally, the error
almost has no decline in the network training [5]. Fig.6 is a block diagram of the
adaptive neural network learning process.

i

Initialization of connection weights, Adjust the parameters of the neural
thresholds, and other relevant parameters network NN2
I |
Provide all the parameters to the neural Adjust the par?$EtEr§NTf the neural
network NNI and NN2 networ

]

Calculate each unit output of the middle layer

L

‘Calculate each unit output of the output layer

‘ Update input parameters

of output layer

I

Error correction is calculated for each unit
of the intermediate layer

‘ Error correction is calculated for each unit ‘ ‘ Update the number of learning times

No

End of the study

Fig. 6. Learning process of the adaptive neural network system

The basis function of this neural network system is (e*-e™)/(e*+e™). K¢ is sampling
frequency and KG is the number of learning times; both of the two numbers are 500.
These numbers can be adjusted according to simulation result. The inter-node input of
neural network NN2 is:

y=0.1377ny, —3.6283 )

Through the calculation of basis function, the inter-node output is:
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1yz2(i, KK) = (exp(nyzi (i, KK)) —exp(—nyzi (i, KK)))/ (explryai2(i, KK)) +exp-ya2(, KK) - (3)
The output value of NN2 through the intermediate node is:
ny,(KK) = ny,(KK)+nyz2(i, KK )w,, (i); 4)

W, is the weight from input layer of NN2; W5, is the weight from output layer of
NN2; q, is the function threshold of NN2; k; and k; are learning coefficients of NN1
and NN2. Due to the derivative for the output value of NN2 will be used to NN1, k,
should be larger than k;.

The squared error formula for NN2 is:

I =2 T (v-m’ ®)

The derivatives of this formula are:

oJ ony, ©6)
= — — — — — 2
S D (y—ny,X asz) D (y—ny,)(—nyz2)
o _ _ _ony, B _ Ony, Onyz2 onyzi2 (7
9q, Z(y X qu) Z(y X onyz2 onyzi2 dq,
oJ _ _dny, . _ a _ Ony, dnyz2 dnyzi2 (8)
BWZI—Z(y ny,)( aWzl)—Z(y ny,)( Sye2 omyei2 v

Through the steepest descent method for neural network NN2, we can get the
parameters corrections shown below:

Wy, (i) = Wy, (i) =k, (Y(KK) — ny, (KK ))(—nyz2(i, KK)) ©
0 (D)=, () —k, (WKK) —ny, (KK)Y—wy, (i) / (exp(nyzi2(i, KK))+exp(—nyzi2(i, KK))?  (10)

Wy, ()=, ()~ (KK —1y, (KK)X w3, )y, (KK) / (xplryzi20i, KK))+expl—myzi2(G, KK)Y - (11)

Thus, the parameters of NN2 are corrected constantly. The process of NN1 is similar
with NN2, and the inter-node input of neural network NNI1 is:

nyzil(i, KK) =w, 1,D)E+w, (2,))E +w,,(3,)E, + q,(i) (12)
Through the calculation of basis function, the inter-node output of NN is:
nyzl (i, KK) = (exp(nyzil(i, KK)) —exp(=nyzil(i, KK))) / (exp(ryzili, KK)) +exp(—yzil(, KK)) - (13)

The output value of NN1 through intermediate node is:
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ny,(KK) = ny,(KK)+ nyz1(i, KK )w,, (i) (14)

The squared error formula for NN1 is:

G=3 T (R (15)
The derivatives of this formula are:
9G dy ony, ony, dny, (16)
S > (y=RX awlz) > (y=RX awlz) > (y=RX . awlz)
oG dy ony, ony, ony, onyzl dnyzil (17
N -RE) =Y -R(-Z22) =N (y-R)(-
9q, Z(y X aql) Z(y X 9q, ) Z(y X ony, onyzl onyzil dq,
oG dy ony, ony, dny, dnyzl dnyzil (18)
=Y (-R=2) =Y (y-R)(-Z22) = ¥ (y— Ry~ 222 T T
ow,, Z(y s aw“) Z(y X ow,, ) Z(y X ony, onyzl onyzil ow,,

Through the steepest descent method for neural network NNI1, we can get the
parameters corrections shown below:

wy, (i) = wy, (i) =k, (y(KK ) — R)YY (nyz1(i, KK )) (19)
4,(i) = q,()—k,(Y(KK) — R)YYw,, (i) / (exp(nyzil(i, KK )) + exp(~nyzil(i, KK )))*  (20)
i (L) = w, (1Li) = k, (y(KK) = R)YYEw,, i)/ (exp(nyzil(i, KK)) + exp(~nyzil(i, KK))®  (21)

Wi (2,0) = w, (2,) =k (y(KK) = R)Eywi, (DYY / (exp(nyzil(i, KK)) +exp(-nyzil (i, KK))'  (22)

w,,(3,1) = w,,(3,0) — k,(Y(KK ) — R)E,w,, (i)YY / (exp(nyzil(i, KK)) + exp(—nyzil(i, KK)))*  (23)

In the adaptive neural network system, the data propagate backward step by step
through the input layer, the hidden layer, and the output layer. Network weights can
be modified along the direction of reducing the error. The error could be smaller
during the learning procedure. Finally, the error almost has no decline in the network
training [6,7,10].

2.4  Simulation Verification

According to the above method, Fig.7 is the error curve of system output values in the
MATLAB simulation environment. The horizontal axis represents the number of
learning times; the vertical axis represents the error values. Finally, E value is almost
stable at 0. The simulation result shows that the adaptive neural network system can
achieve the stability requirements of this hydraulic support system.
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Fig. 7. Internal structures of NN1 and NN2

3 Conclusions

In this paper, an adaptive neural network control system based on DSP is designed for
the hydraulic support system. This paper discusses the working process of adaptive
neural network control system in detail by the steepest descent method. We have
made a comprehensive explanation to the adjustment steps of all the relevant
parameters. The design process of the system is described in detail. We have analysed
the rationality and advantages of the adaptive neural network control system, and
learned that it is suitable for the hydraulic support system.

Finally, the error is very small and can fully meet the requirements of this system.
The error simulation test shows that this adaptive neural network control system has
good fault-tolerance and robustness abilities.
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Abstract. In order to overcome the deficiency of fuzzy control algorithm, an
adaptive fuzzy logic controller is proposed. In this method, the differential
evolution algorithm (DE) was employed to optimize parameters of fuzzy
controller: quantitative factor and proportional factor , they were designed as
individuals of DE population, and evaluated using the fitness function provided
until the termination condition was fulfilled. Then the selected parameter values
were sent back to fuzzy logic controller. Simulation results concerning two-tank
system show that the DE optimized fuzzy controller has good adaptability, as
well as it's effectiveness, which provides a new approach to improve fuzzy
control system.

Keywords: Fuzzy Logic Control, Differential Evolution Algorithm,
Optimization.

1 Introduction

In1974, the British scholar E. H. Mamdani applied fuzzy logic control to boilers and
steam engines controls, which indicated the birth of fuzzy control theory. Now fuzzy
logic controllers have been widely applied to industrial process controls, and show to
be a more accurate and efficient method. Although both fuzzy control theory and
technology have been developed rapidly, there are still some shortcomings such as
how to choose control rules, as well as how to adjust quantitative factors and
proportional factor and so on. Some authors [1], [2] presented adaptive fuzzy
controllers, which can be adjusted automatically by changing certain parameters such
as shape and location of suitable membership functions. Pintu Chandra Shill et al [3]
used QGA to optimize fuzzy control rules and membership function. However, the
performance of the fuzzy controller mostly depends on human experience, and
requires tedious trial and error processes, and it can’t quickly converge to the optimal
values.

Differential Evolution (DE) was proposed by R. Storn and K. Price in 1995[4]. As
a new evolutionary computing technique, DE has some good properties, and it is
simple, robust yet efficient in solving the global optimization problem. J. Vesterstrom
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made a comparative study of differential evolution, evolutionary algorithms and
particle swarm optimization on numerical benchmark problems, the results show that,
DE outperforms PSO and other evolutionary algorithms[5].

In this paper, we proposed an optimized fuzzy logic controller based on differential
evolution algorithm, through the quantitative factor and proportional factor to enhance
the optimal design of fuzzy controller performance, and applied it to two-tank system.

2 Differential Evolution Algorithm

Differential Evolution (DE) is an evolutionary algorithm, which optimize problems by
cooperation among individuals within populations and competition to. To apply a DE
algorithm, we should generate a population, in which all individual initial values are
chosen at random within bounds set by the user. Each individual is real-coded-
dimensional vector depending on the problems. In the evolutional process, vectors in
every generation undergo evolution through natural selection. Every vector crossover
with a donor vector generated by mutating to form a trial vector, if cost function of
the trial vector is less than that of the old ones, the trial vector replace the old to form
next generation. The process will not end unless the termination condition is
satisfied[6].Usually, the performance of a DE algorithm depends on three variables:
the population size NP, the mutation scaling factor F, and the crossover rate CR. Fig.1
shows steps of the DE algorithm[7].

Set [E paraneters: NP, F, (R Srategy and
Maxi mum Nunber of | terations
CGeate initial population.

—

Eval uat e obj ect i ve function.

Qondi tion of termnation
nax nuber of iterations met?

Mai n Loop: Mit at i on, Orossover, Sel ecti on

Next generation

Fig. 1. Steps of the differential evolution algorithm
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3 Fuzzy Logic Control Based on Differential Evolution
Algorithm

3.1  The Design of Individual

Differential evolution is a parallel direct search method, it utilizes NP vectors, each of
dimension D, which is the number of decision variable in the optimization problem.
The DE vector x;; is:

x (i=12,..,NP;j=12,..D) (D
where i is the individual index, j is dimension index.

In this paper, we choose quantitative factors k.. k.. and proportional factor k, to
constitute the individual x [8]:

k, | k.| k

e ec u

Fig. 2. The structure of individual

where k. and k.. denote quantitative factor of inputs, k, denotes proportional factor
of output. All these are based on real-coded.

The initial population is selected randomly in the bounds defined for each variable
x. These bounds are specified by the user according to the optimization problem.
After initialization, DE performs several vector operations, in a process called
evolution[9].

3.2  Differential Evolution Operations

There are three DE operations: mutation, crossover, and selection. The initial value of
vector x is selected randomly. Mutation and crossover are used to generate new
vectors called trial vector, and selection then determines which of the vectors will
survive into the next generation[10].

(a) Mutation Operation
Mutation for each vector creates a mutant vector:

Vi,G+1 = Xi,G +F* (Xrl,G - sz,G) @3

where the indexes r; and r, represent the random and mutually different integers
generated within range [/, NP] and also different from index i. F is a real number
(F€[0,2]) which controls the amplification of the difference vector (x,; ¢- X,2.6)-

(b) Crossover Operation
Through crossover operation, the target vector is mixed with the mutated vector, to
yield the trial vector, following scheme:
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Uign = (uli,G+l’M2i,G+l"”’MD[,G-H) €)
Where
if (rand(j) < CR)
Vji,GH or( = mb ))
_ j=mbr(i)),
Ujion = if (rand(j)> CR)
in,G

or(j #* mbr(i))

for i=1,2,...,NP, j=1,2,...,D, rand(j) is selected uniformly randomly within [0,1],
mbr(i) represents a random integer within [/,D] , which is responsible for the trial
vector containing at least one parameter from the mutant vector. CRE[0,1], which is a
crossover parameter presenting the probability of creating parameters for trial vector
from a mutant vector.

(c) Selection Operation

The selection operation selects the vector which will survive to be a member of the
next generation. Which vector will be selected depending on the fitness value to
evaluate the performance of the controller, it is necessary to define a fitness function.
The target of our controller is to evaluate the dynamic and static characteristic of
control system, such as rapid response, short adjusting time, small overshoot and
small stable error etc., so the following fitness function is proposed:

o {u Flgn)< flrg) )
BGH XiG» f(ui,GH )2 f(xi,G)

for f{x) is the fitness function.

3.3 The Fitness Function

To evaluate the performance of the controller, it is necessary to define a fitness
function. The target of our controller is to evaluate the dynamic and static
characteristic of control system, such as rapid response, short adjusting time, small
overshoot and small stable error etc., so the following fitness function is proposed:

fo=at, +blo]+ Y (ce® +du?) (5)

for t; represents regulating time. ois the overshoot. e indicates the difference
between the desired value and the actual value. u indicates the output of fuzzy
controller, and a, b, ¢ and d are constant coefficients.

3.4  The Algorithmic Step

The proposed overall tuning process works in following ways[11][12]:
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Fig. 3. Flowchart of DE based fuzzy control system

4 Simulation Results and Comparative Analysis

In this section, we applied the proposed method to the two-tank system !, Fig. 4
gives the structure. The experimental device includes of two water tanks T, and T,,
reservoir, junction valve Vi, leak valves V,, V;and V,, as well as execution structures
and sensors. Water is draw from the reservoir by pump P;, and through V; into water
tank T,, then through V; into water tank T,, finally through V, go back to the
reservoir. The leak valve V,is usually closed. We take the tank T, liquid level h; as
the controlled variable.

Based on the mass conservation condition and Bernoulli law, the two-tank system
model is:

dh dh
Adi;:Q_le’Aditz:le_on ©)

for Q= u,Ssgn(h, —hz)(Zg‘h1 —hz‘)”2 is the water speed from T, to T,
0, = ﬂzS(Zghz)” %is the water speed from T, to the reservoir, sgn(z) is the sign

function of z, A is the cross sectional area of the tank, S for the pipe cross-sectional
area, g is the acceleration due to gravity, U, 1, e the flow coefficient, the values are

as follows: A = 6.3585x10°m’ ,§ ==6.3585x10"m’, 1, = 0.083, 1, =0.1133.

Vs

Fig. 4. The structure of two-tank system
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For double tank water level control system, the aim is making liquid level of tank
T2 reach the set value. Tank 1 and 2’s initial liquid level is set to 0. To design fuzzy
controller for double tank water level control system, we choose the error signal e(the
difference between desired and actual value of h,) and the error derivative signal de as
input variables, and the control signal u (water speed Q) as the output variable. Five
fuzzy sets were used for each input/output variable, like [NM NS ZE PS PM]. Then
DE is used to optimize k,, k.. and k,. In the optimal process, each vector is set as 3
dimensions and adopted the real-coded (look Fig. 2). DE population scale is NP=30,
and mutation probability is F=0.6, crossover probability is CR=0.5, the maximum
evolution generation is 30. The fitness function parameters are a=1, b=3, c=2, d=2.
The sampling period is ts=0.01s, and The setting value of Tank 2’s liquid level is :
hy)=200mm for t=0~500s, hy=350mm for t=501~1000s, hy;=160mm for
t=1001~1600s. Fig. 5 shows the performance comparison curves.

From the simulation results, we know that, fuzzy controller has better performance
than the PID controller. When the fuzzy controller is optimized by the DE algorithm,
the output of the system became much better than the fuzzy controller, both in overshoot
and in rapid respond time. So the method proposed in this paper is more effective.

To verify the anti-interference capability, we open the V, valve to add a
disturbance at t=40s when the system is stable, allowing water to flow from the leak
valve for some time, and then close the valve. It cost 30s for the system became
stable, as shown in Fig. 6. So, it has good performance to overcome disturbance. After
30 generation, the best fitness value is 0.54784, Fig. 7 shows the fitness curve. Table
1 gives the comparison of the parameter values before and after optimization.

300

250

200

150

100

fluit position(mm)

50

—— - Fuzzy control

0 -
Fuzzy control based on DE
— - - PID control
_50 | | | | | | |
0 200 400 600 800 1000 1200 1400 1600

time(s)

Fig. 5. Output response curves
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o 1(‘)0 2(‘)0 'm(j‘g(()s) 4[‘)0 5[‘)0 600
© 0 100 200 ”,:S?SJ 400 500 600
Fig. 6. The curves of output and control variable with disturbance
Fig. 7. Fitness function curve
Table 1. The parameter values before and after optimization
ke ke ky
before 30 1 1.2
after 32.106 0.69367 1.9472
5 Conclusions

In this paper, we propose insight into the design of simplified tuning a fuzzy logic
controller. The differential evolution (DE) algorithm is employed. The proposed
method is able to optimize input and output weights k, , k.. and k,. We applied the
DE-based fuzzy logic method to deal with two-tank system, experimental results
show that the proposed controller has better performance than existing fuzzy control

system.
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Abstract. In order to guarantee the control performance of the batch processes
when uncertainties and disturbances exist, a neuro-fuzzy model (NFM)
predictive controller based on batch-wise model modification is developed.
Model modification along batch-axis is used to improve the accuracy of neuro-
fuzzy model, and predictive control along time-axis can guarantee the optimal
control consequence, which lead to superior tracking performance and better
robustness compared with the conventional quadratic criterion based iterative
learning control (Q-ILC) approach. An illustrative example is presented to
verify the effectiveness of the investigated approach.

Keywords: batch processes, neuro-fuzzy system, model predictive control,
batch-to-batch model modification.

1 Introduction

For deriving the maximum benefit from batch processes, optimal control of batch
processes is very significant. The key of optimal control depends on obtaining an
accurate model of batch processes, which can provide accurate predictions. Usually,
developing first principle models of batch processes is time consuming and effort
demanding [1].To overcome the problems, process input—output data based models,
such as neural networks and fuzzy systems have been investigated to model nonlinear
processes owing to their ability to approximate a nonlinear function to any arbitrary
accuracy [2-6]. However, optimal control obtained from off-line process model is
often suboptimal when applied to the real process because of the plant-model
mismatches.

Exploiting the repetition of batch processes, run-to-run control uses results from
previous batches to iteratively compute the optimal operating conditions for each
batch and iterative learning control (ILC) has been widely used in the batch-to-batch
control of batch processes. Zafiriou and co-workers proposed an approach for
modifying the input sequence from batch-to-batch to deal with plant-model mismatch
[7]. Lee and co-workers presented the quadratic criterion based iterative learning
control (Q-ILC) approach for tracking control of batch processes based on a linear
time-varying tracking error transition model [8]. Xiong and Zhang presented a

M. Fei et al. (Eds.): LSMS/ICSEE 2014, Part II, CCIS 462, pp. 26-35, 2014.
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recurrent neural network based ILC scheme for batch processes where the filtered
recurrent neural network prediction errors from previous batches are added to the
model predictions for the current batch and optimization is performed based on the
updated predictions [9]. Based on NFM and Q-ILC, Jia et al. proposed an integrated
iterative learning control strategy with model identification and dynamic R-parameter
to improve tracking performance and robustness for batch processes [10].

Considering conventional Q-ILC is an open-loop optimal control approach, which
is difficult to against non-repetitive disturbances, and motivated by the previous
works, a neuro-fuzzy model predictive control strategy (called as NF-MPC) for batch
process is proposed. This strategy features the ability to obtain the optimal control
profile based on online one-step prediction and adjust the neuro-fuzzy model
parameters batch-to-batch. As a result, model uncertainties can be handled to improve
the control performance. Simulation results show that by updating the model from
batch to batch, the control profile demonstrates good tracking performance and
robustness.

2 Batch-Wise Updating NFM for Batch Processes

2.1 Neuro-Fuzzy Model

Via integrating the TS-type fuzzy logic system and RBF neural network into a
connection structure, the neuro-fuzzy system (NFS) is more suitable for online
nonlinear systems identification and control. Similar to paper [10], the multiple input
and single output (MISO) system is chosen:

R:IF X is A, THEN yisw,, j=12,-N, X=[x,x,x,]

where R’ denotes the j-th fuzzy rule, N is the total number of fuzzy IF-THEN
rules, X is the input variable of the system with M dimensions, y is the output
variable of the j-th fuzzy rule, A]. is the fuzzy set defined on the corresponding

universe and W f is the j-th consequence of fuzzy rule.

The following nonlinear function is used as the consequence of fuzzy rule

M M M
w,(k)=aj +Zai’xl. (k,)+22b{ipxp (k)x,(k,) . 1)
i=1

q=1 p=1

The NFS consists of four layers. The first layer is the input layer. The second layer
is the membership function layer that receives the signals from the input layer and
calculates the membership of the input variable. The third layer is the rule layer and
the last layer is the output layer. The output of the whole neuro-fuzzy system is then
given by:
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2wk, (X)

y=t——
2, (X)

— X)W . @

~.

2
g (xi_cii)
Where /,tj(X ) =exp —Z—z , C;and O are center and width,

respectively, ®@(X) =

[ﬂl(X)’ﬂz(X)9ﬂN(X)]
N
2 4,(X)
Jj=1

Define that k is the batch index and ¢ is the discrete batch time, the neuro-fuzzy

model is employed to build the nonlinear relationship between input variable and
product quality variable of batch processes as follow:

And W =[w,w,---w,]".

3. =®X, ()W,. 3)

where X, (1) =[U, (t=1),U, (t=2), y, (t=1), y, (t =21,
W, =[w,(),w, (2)---w,(N)] are model adjustable parameters, and
D (X, (1)) is a matrix decided by X, (7).

2.2 Model Modification

From literature [10], we define the object function as eq. (4), which should be
minimized by the new updated weight W, .

) — — 12 2 4
min J(W,) = |®@T,)W, ‘Ykal A NMAW “

where

AW, =W, - W _,

- (Uk winnum+12 Ui winnum+2 Uz )T
k = (YkT—winnumH’YkT winnum+2 YkT)T
Pl = pl ’ Imin{k,winmum}T
P2 = pZ ’ Irnin{k,wimmml}T

Where winnum denotes the size of sliding window.
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In this paper, p, = ok’ , P, and & are both positive real numbers.

Let

=0, then we get eq. (5).
k

W, =(Po" (T,)®T,)+P,) - (R®' (U )Y, +P,W,_) - ®)

Similar to paper [10], under the assumption that
®(U, ) and W, are both bounded, and from eq. (5), we can obtain

AW, =W, -W

=0 [ . <I>T(I‘Jk><1>(ﬁk)+1~J x®' (U )Y, —®(U,)W,_)

ok’ \ ak?
lim AW, =0
k—>o0

This is to say, model-plant mismatch can be eliminated by yielding the new
updated weight W, from batch to batch.

3 NF-MPC for Batch Process

Set u, and y, are, respectively, the input variable of the product qualities and product

quality variable of batch processes, U, is the input sequence at the k-th batch, )A)k (t)is

the predicted values of product quality variable at time ¢ of the k-th batch, NFM
model is employed to predict the values of product quality variable step by step
online. In every batch, this procedure is repeated to let the product qualities

asymptotically converge to the desired product qualities Y, (tf) at the batch end
time?, .

Owing to the model-plant mismatches, the offset between the measured output and
the model prediction is termed as model prediction error defined by

AGESAGEMAI (6)

For employing one-step prediction of NFM, meanwhile, minimizing model
prediction error to enhance control performance, the following objective function is
chosen for NF-MPC.

minJ (U +1) =y, t,) - ¥/ (erl)“f2 +e, @, +|AU, ¢+, )
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S.t.
yo+)=3 @+D+e. (1)
AU (t+D)=U, (t+1)=-U, (1)
u™ <u, (1) <u
S AR
where u'” and u” are the lower and upper bounds of the input
trajectory, ¥'”" and y“ are the lower and upper bounds of the final product

qualities, Q and R are defined as Q = ¢gXI and R =rXI where r and g are the

factors.
In summary, the following describes the steps to update the control sequences step
by step using the above-mentioned approach at k-th batch:

Step 1 Build NFM based on historical batch operation data. Initialize U, (1) and

parameters Q, R.
Step 2 Update the weight of NFM according to eq.(4), then get updated

U, (t) according to eq.(7), the corresponding output y, (#)is measured. set t=1

Step 3 Calculate y,(#) and ¥, (t+1) by eq.(3), next, compute the model
prediction error €, (f) by eq. (6).

Step 4 The objective function shown in eq. (7) is minimized and an updated input
sequences U, (¢ +1) is updated.

Step5 If t<t,set 1=r¢+1 and go to Step 2

4 Convergence Analysis

In this section, a rigorous theorem has been used to prove that the tracking error
e, (t)=y,(t;)—y,(t) ,under the NF-MPC law, can converge to a bound, as
r— l‘f .

Theorem 1. Let e, (t)be the tracking error sequece based on the NFM under the
NF-MPC law,if  there is no model prediction error, namely
¢,(t)=y,(t)=¥,(t)=0, and under the assumption that the terminal tracking
error is bounded, namely”ek (tf )H = Hyd (tf)— Vi (tf )H <&, €is small positive

constant, then
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lim|e, ()| < e
[—)[/
Proof As U, (t+1) is the optimal control trajectory of the optimization
problem, if U (t+1) # U, (¢ +1) then the following inequality is true:

JU, t+D) S TUE+1)) . (™)

Set U, (t+1)=U () ,from ineq. (7), we obtain

JU+)STU ) =]y, )~ (t)Hf2 +Hu -0, 0, =le. 0l ®

Next, under the assumption of no model prediction error, the following inequality
holds.

T @+D) =]y, )=y, ¢ +1)H; +|U, ¢ +)-U @), 2[e, ¢+ D], - )
From inequalities (8) and (9), we get

e+ D} < W, e +D) <|le, ), - (10)

Therefore, the limits of ”ek ( )” existas? —> 7, namely
limile, (¢ =He t HSS
imfe, 0] = e )
This completes the proof. Q.E.D
Remark 1. From ineq. (10), It is clear that e, (¢) is convergent along with time-axis, and

e, (t) decreases to zero ast — oo ;namely lime, (#) =0 . In fact, the time interval
f—rc0

within each batch is finite for batch process, hence f ¢ can not be infinite,
ande, () converges to a bounded region at the batch end. Furthermore, we can derive that

the bound of end tracking error e, ( 7 ) depends on batch run length t pat k-th batch.

5 Examples

This case study is a typical nonlinear batch reactor, in which a first-order irreversible

exothermic reaction A—2— B—2—C takes place ">\, This process can be
described as follow:
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%, =—4000exp(—2500/T)x;
%, =4000exp(—2500/T)x —6.2x10° exp(=5000/T)x,

where 7' denotes reactor temperature, X, and X, are, respectively, the reactant

concentration.
In this simulation, the reactor temperature 1is first normalized

wing?, =(T -7, )/ (T, —T

max min

(K) and 398 (K). Td is the control variable which is bounded

), in which 7 . and T, are respectively 298

byO0 <7, <landx,(t) is the output variable. The control objective is to manipulate
the reactor temperature 7, to control concentration of B at the end of the
batch x, (7).

The independent random signal with uniform distribution between [0, 1] are used
to simulate 30 input-output data for training purpose and another 20 input-output data
for testing purpose. And the robustness of the proposed method is evaluated by
introducing Gaussian white noise with 0.002” standard deviation to the output
variable of the process. In the simulation, the model of six fuzzy rules is chosen. The

following parameters in batch process are assumed: r =1, =10, U, (1)=0, and
¥4(t,;)=0.6100. Then 3% noisy is put into the quality output of the 5th batch, and

fig.1 to fig.5 show the strong stability of the control strategy in minimizing the effect
of the noisy. It can be observed from figd and fig5 that the investigated control
strategy have faster convergence rate along batch-axis and better tracking
performance against disturbances compared with conventional Q-ILC method.

0.55

— — — 1st batch
— ~ 3rd batch
05p 10th batch ||
[~ 20th batch
0.45+
0.4
=}
0.35+
0.3+
0.25F Q B
02 L L L L L L L L 1= —7— E|
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Time

Fig. 1. Control trajectory
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Fig. 5. The tracking error at the end of each batch between the quality and the desired quality

6 Conclusion

In this paper, a neuro-fuzzy model predictive control with batch-to-batch model
updating mechanism is proposed. The results on a simulated batch reactor show that
the superior tracking performance and better robustness have been obtained compared
to conventional Q-ILC method. In future works, we will investigate how to combine
time-wise NFMPC with batch-wise Q-ILC strategy, which can integrate time-wise
information and batch-wise information into one uniform frame, and will get perfect
control performance.

Acknowledgments. Supported by National Natural Science Foundation of China
(61374044), Shanghai Science Technology Commission (12510709400),
Shanghai Municipal Education Commission (14ZZ088), Shanghai talent
development plan.



Batch-Wise Updating Neuro-Fuzzy Model Based Predictive Control for Batch Processes 35

References

10.

11.

12.

. Zhang, J.: Batch-to-batch optimal control of a batch polymerisation process based on

stacked neural network models. Chemical Engineering Science 63, 1273-1281 (2008)
Cybenko, G.: Approximation by superposition of a sigmoidal function. Math. Control
Signal Systems 2, 303-314 (1989)

Girosi, F., Poggio, T.: Networks and the best approximation property. Biological
Cybernetics 63, 169-179 (1990)

Park, J., Sandberg, I.W.: Universal approximation using radial-basis-function networks.
Neural Comput. 3(2), 246-257 (1991)

Wang, L.X.: Fuzzy systems are universal approximators. In: Proc. IEEE Internat. Conf. on
Fuzzy Systems, pp. 1163-1170 (1992)

Tian, Y., Zhang, J., Morris, A.J.: Modeling and optimal control of a batch polymerization
reactor using a hybrid stacked recurrent neural network model. Ind. Eng. Chem. Res. 40,
4525-4535 (2001)

Zafiriou, E., Adomaitis, R.A., Gattu, G.: An approach to run-to-run control for rapid
thermal processing. In: Proceedings of the American Control Conference, pp. 1286-1288
(1995)

Lee, J.H., Lee, K.S., Kim, W.C.: Model-based iterative learning control with a quadratic
criterion for timevarying linear systems. Automatica 36(5), 641-657 (2000)

Xiong, Z., Zhang, J.: A batch-to-batch iterative optimal control strategy based on recurrent
neural network models. J. Process Contr. 15, 11-21, 19 (2005)

Jia, L., Yang, T., Qiu, M.: An integrated iterative learning control strategy with model
identification and dynamic R-parameter for batch processes. Journal of Process Control 23,
1332-1341 (2013)

Xiong, Z., Zhang, J., Wang, X., Xu, Y.: Run-to-run iterative optimization control of batch
processes based on recurrent neural network. In: Yin, F.-L., Wang, J., Guo, C. (eds.) ISNN
2004. LNCS, vol. 3174, pp. 97-103. Springer, Heidelberg (2004)

Ray, W.H.: Advanced Process Control. McGraw-Hill, New York (1981)



A Novel Learning Algorithm
for Pallet Grouping Technology

Weitian Lin!, Zhigang Lian', Bin Jiao!, Xingsheng Gu?, and Wei Xu?

! Shanghai DianJi University, 200240 Shanghai, China
2 Key Laboratory of Advanced Control and Optimization for Chemical Processes of Ministry of
Education, East China University of Science and Technology, 200237 Shanghai, China
3 Shanghai Electric Group Co., Ltd. Central Academe, 200070 Shanghai, China
linwt@sdju.edu.cn, {lllzg,binjiaocn}@l163.com, xsgu@ecust.edu.cn,
xuwei0729@gmail.com

Abstract. The Pallet Grouping Problem (PGP) is defined as minimizing the
number of pallets for placing all materials in a collection and distribution
center. A key to solving the PGP is to tackle the Pallet Loading Problem (PLP).
The Pallet Loading Problem aims to maximize the number of identical
rectangular boxes placed within a rectangular pallet. All boxes have identical
rectangular dimensions and, when placed, must be located completely within
the pallet. In this paper, a novel pallet grouping technology is proposed and a
new learning algorithm, namely Learning Only from Excellence, (LOE) is
presented for solving the pallet loading problem. Simulation results show that
compared with the conventional Genetic Algorithm (AG) for two pallet loading
problems with different scales, the new learning algorithm is proved to be more
efficiently.

Keywords: pallet grouping, collection and distribution, learning algorithm,
genetic algorithm.

1 Introduction

The Pallet Grouping Problem (PGP) has direct impact on the enterprise logistic
transportation speed, thus the production efficiency. If the pallet grouping size is too
big, i.e. all materials are contained in one pallet, then the workshop will not be
supplied with materials on time, unless some materials arrive too early, implying
storage at the shop floor, further, take up workshop site resources, affect production
and processing. If the pallet grouping size too small, i.e. one small portion of
materials on one pallet, which will then make the whole transportation so busy that
the transportation speed will be slowed down, the efficiency is reduced and big cost is
incurred.

The pallet grouping problem is a kind of scheduling problem. How to optimize the
number of pallets placing all given materials is the so called Pallet Loading Problem
(PLP). More specifically, the Pallet Loading Problem (PLP), as an optimization
problem, aims to place products into boxes on a rectangular pallet, in order to

M. Fei et al. (Eds.): LSMS/ICSEE 2014, Part II, CCIS 462, pp. 3645, 2014.
© Springer-Verlag Berlin Heidelberg 2014
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optimize its utilization without overlapping. Dyckhoff [1] shows that the problem can
be classified as 2/B/O/C (Two-dimensional, Selection of items, One object, Identical
items). So the problem extends to a special case of cut and packing problems.

The PLP widely exists in materials and goods distribution chain. An increase in the
number of boxes packed into the pallet will lead to a decrease in the logistics cost [2].
According to Hodgson [3], the pallet loading problem is generally classified into two
types including the Manufacturer’s Pallet Loading Problem (MPLP) and Distributor’s
Pallet Loading Problem (DPLP). The difference is that the MPLP considers boxes
with identical dimensions while the DPLP deals with boxes of different dimensions.
It’s noted that the boxes are packed in horizontal layers in both cases.

In this paper we consider the MPLP, where given a fixed pallet volume V, load-
bearing W, the problem is to arrange the maximum number of identical boxes {(vi,
w),(v2, wp) (v3, W3),..., (v, Wy)} into the pallet (V,W). In addition the loading
problem this paper researched also constrained in time, namely the loading on
the material must timely be sent to the destination. The paper consider Weight,
Volume and Time constraints for the pallets.

Some intelligent algorithms have been proposed to solve NP-hard
problems[4][5][6], especially the MPLP, For example, Lau et al. [7] presented a
hybrid approach based on heuristic and genetic algorithms (GA), for solving the
profit-based multi-pallet loading problem which was mathematically formulated as a
nonlinear integer programming problem. Kocjan and Holmstrom [8] described an
Integer Programming model for generating stable loading patterns for the Pallet
Loading Problem under several stability criteria. Within a tree-search structure [9,10],
new algorithms have been developed for the pallet loading problem. For some special
cases of the pallet loading problems with upper bounds, Martins and Dell [11],
Ribeiro and Lorena [12] and Pureza and Morabito [13] came up with several solution.
Martins and Dell [14] presented new bounds, heuristics, and an exact algorithm for
the Pallet Loading Problem. Yaman and Sen [15] studied the contents of a pre-
determined number of mixed pallets so as to minimize the total inventory holding and
backlogging costs of its customers over a finite horizon. The problem was formulated
as a mixed integer linear program, and valid inequalities were incorporated to
strengthen the formulation. Further, techniques based in identified structures shown as
G4 [16] and L [17,18] were also reported. Some meta-heuristic methods were also
reported, such as the Tabu Search Genetic Algorithms [19,20].

In this paper, a novel pallet grouping technology is proposed and a new learning
algorithm, which is defined as Learning Algorithm Only from Excellent~ Pbest,Gbest
and Gpbest, for short LAOE~PGpG is developed to solve the pallet loading problem.
The core of this novel algorithm is the learning methods including ML1 and ML2, which
represent point-learning and period-learning respectively. Further, the manufacturing
problem is shown to be a particular case of the linear programming 0-1 model.

2 Problem Model

For a better understanding of the problem, a general example is introduced as follows.
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In a shop-building factory, all materials needed for the production work are
collected, distributed and transported timely by the scheduling center. Details are
listed as follows (it is assumed that pallets used and transportation destinations are the
same.)

Let all kinds of materials placed on the i-th pallet be x,,x,,,--,x, and the number

in

of materials are n,,n,,,

materials in the i-th pallet is d;. The model for the proposed objective problem is

--,n. respectively. Time to collect and distributing the j-th

in

expressed as follows:

min z=1i

anjx W s
anjx Vi <

st dj2<Dj(j=1,2,...,l’l) (D
d,>d;(j=L2,...,n)

anjx <N,(j=12...n)

X,,X,,++, X, are nonnegative number

In the above equation (1), d;, <D, suggests that the time of collecting and

distributing is less than the due date. d, >d, means that the material »x,

collection complete time is greater than beginning time.

3 Algorithm Development

3.1 The Learning Algorithm

Suppose that the searching space is D-dimensional, and m particles form the colony.
The i-th particle represents a D-dimensional vector X, (i =1,2,---,m) . It means that
the i-th particle locates at X, = (x,,,x,,,-*-,x,,)(i =1,2,---,m) in the searching space.

We could calculate the fitness of the particles by putting its position into a designated
objective function Denote the best knowledge represented by Ibest of the i-th particle
as P, =(i,,i,,-,i;,) , the best knowledge represented by Gbest of the colony

as G, =(g,,8,,"~"»&,) and the best knowledge searched by the time of the k-th
running of the colony as G;7 (k) =(g,,,8,,,*»&,») Tespectively. If the particles

bes
G,,, and G/ (k) , the algorithm is defined as Learning Only from

best bes

learn from P,

best °
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Excellence (LOE), The algorithm could be performed according to the following
equations.

Xteacher (k) = Gbest (k) U E)est (k) U Gb/i’rst; (k) : (2)

X, (k+)=X,(k)®X,,,. (k). 3)

where k is the times of iteration; X
X, (k)learning from G, (k) and G,
coding in the algorithm, (x,(k),x,(k),---,x,,(k)) of X,(k) are signal or natural

(k) is the superior particle obtained via

teacher

(k) . Due to signal coding or natural number

est

number; @ represents learning; () represents choosing best particles in the next

generation. The ending condition is either the maximum iteration number is reached
or the pre-set value is achieved.

3.2  Encoding

While the algorithm is applied to optimize different problems, the encoding scheme
can be different. For the production scheduling problem, the integer encoding is used
as it is a combinatorial problem and the solution space is discrete. In this paper, for
the Pallet Grouping Problem (PGP), binary encoding scheme is adopted.

0-1 encoding: Making an instance with N kinds of materials, then a series of

sequence is generated as follows:
0-2

se(sequence) =11,0,---,0,1,0] . “4)
| S

N

In equation (4), it has different meanings. 1 and 0 indicate whether or not a
material is presented in a pallet.

A new model, namely LOE model, is introduced in details as follows, including the
encoding and learning method.

3.3 LOE Learning Method

For the LOE optimizing model, several learning methods are illustrated with charts
for twelve kinds of materials.

In ML1land ML 2 shown above, two learning points are chosen for an operation.
Some points in (D are chosen and copied to immature particle @), which form a
novel particle . Then some other effective learning points are chosen to match with
the novel particle . Then, new particles are formed for the next operation. The
operation process are illustrated in Fig. 1(a,b), in which the operated position is
marked with a line.
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ML1: 1# period of learning (a)

Senior: LP v ¥ Senior: v v

101100101010 @0 10110010110

Immature prentice I Prentice: L1 L1
2 # 2 2 001010 2 2 010100101010

ML2: 2™ period learning (b)

Senior: LP v # v ¥ Senior: v ¥ ¥ ¥ vy v

101100101010 o101 10010110

Immature [ prentice I Prentice: Il Il
## 1 1 # 2 =2 010 # 2 011110001010

Fig. 1. The LOE learning method for PGP

ML3 is like as ML1 and ML 2 shown above, three learning points are chosen for
an operation. Some points in (D are chosen and copied to immature particle @,
which form a novel particle @). Then some other effective learning points are chosen
to match with the novel particle @. Then, new particles are formed for the next
operation. The operation process is no cumbersome.

3.4  Mutation Operation in GA

Details on the mutation scheme in GA can be found in a number of literatures.

For the mutation M1 shown above in one section, one insert point is chosen for
moving and inserting operation, and one section in (D is chosen and moving to insert
after insert point, which forms a novel particle @. The operation process is illustrated
in Fig. 2(a), in which the operated position is marked with a line.

MI1: Mutation in one section (a)

Senior: insert, point Prentice: ¥

1 01100101010 @1 0011 1001010
M2: Mutation in two sections (b)

Senior: ¥ Senior: v -

¥
101 100101010 @1 10001011010

Fig. 2. Mutation method for GA optimizing PGP

For the mutation M2 shown above in two sections, two insert points are chosen for
moving and inserting operation, and two sections in (D are chosen and moving to
insert after insert point respectively, which form a novel particle 2. The operation
process is illustrated in Fig. 2(b), in which the operated positions are marked with two
line.
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4 Experiment

To illustrate the effectiveness and performance of LOE for the pallet loading problem
(PLP), two representative instances taken from Internet based on practical data have
been used. The comparisons are made between LOE and the standard GA.

Test 1: Suppose that ten kinds of materials are provided for production work, for
which the needed material delivery is named as XQWLT, and the list of due date
XQWLT =[2,4,6,8,10,12,14,16,18,20]; quantity of demand items is name as
XQWLN, and the needed number of materials’ XQWLN, =[12,16,9,19,47,63,51,
52,87,32]; collected material procurement/finish dates are named as WLT and the due
date of completing the materials collection WLT =[1,2,4,6,9,10,13,15,16,18]. 10 item
weight and volume are named as WLW and WLV respectively, weight and volume of
ten materials are listed as WLW =[57,64,8,21,46,17,97,32,72,99] and WLV
=[11,4,30,13,35,21,36,28,15,25]. The upping values of the pallet’s weight W and
volume V are 1000 and 2000.

Test 2: Suppose that twenty kinds of materials are provided for production work,for
which the due date is set as XQWLT =[2,3,4,7,9,10,11,12,13,14,16,17,18,19,20,23,
25,26,29,30], demand number of materials is XQWLN =[12,16,9,19,7,13,21,18.,8,
20,10,4,30,25,20,19,5,10,26,18] and the due date of completing materials collection is
WLT =[1,3,4,5,6,7,9,11,12,13,15,16,17,18,20,23,24,25,28,29]. In details, weight and
volume of ten materials are listed as WLW =[83,120,139,51,140,70,84,120,77,
67,166,62,88,156,75,79,190,80,161,89] and WLV =[132,69,148,70,161,81,177,69,
156,65,146,143,77,90,181,60,136,82,184,64]. Also, the upping values of the pallet’s
weight W and volume V are 1000 and 2000.

Remark: Min, Average and Max stand for minimum, Average and maximum fitness
value. EGN is the maximum generation number. Size is the size of population for GA
and LOE. Run defines the number of running circles. Goods represent number of
materials. P: Gp:G Percent represents the ratio of present individual historic best,
historic global best from previous several generations to present generation and
present global best, namely the ratio of X (k). L1,L2,L3 give three different

learning methods. Also, for the GA algorithm, m is the mutation rate, M1,M2 are the
mutation methods and C1,C2,C3 are the three different crossing operations can been
seen in paper [21], which are like L1,1.2,1.3 learning methods respectively. There is
no the same parameter in two different algorithms, so in this paper their best or
average solution is used to compare their performance.

The experimental result is shown in Table 1.

teacher
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Table 1. The comparisons of LOE and GA for test 1 and test 2

algorithm Min/Average/Max
Learning method
; roble P: Gp:G Percent L1 L2 L3
LOE
EGN=1000 Testl: 50:25:25 32/32.8/33/0 31/32.6/34/1 31/32.5/34/1
Size=120 Goods:
Run=10 10 25:50:25 32/32.8/34/0 31/32.6/34/1 31/32.5/33/1
Test2: 50:25:25 49/50.6/52/0 49/50.2/51/0 49/51.7/52/0
Goods:
20 25:50:25 48/49.6/51/1 48/50.7/52/1 49/50.5/52/0
Proble Mutation Percell?l Crossover
m Pm mutatt ci o) c3
on
GA Testl: 0.1 Mi1 33/34/35/0 33/33.9/35/0 32/33.5/34/0
EGN Goods: 00
=1000 10 8 . M2 33/33.9/35/0 33/33.7/35/0 33/33.6/34/0
Size=120
Run=10
Test2: 0.1 Ml 50/51.1/52/0 49/51.4/53/0 50/51.2/53/0
Goods:
20 0.0
M2 49/50.8/52/0 50/51.1/53/0 50/51.2/52/0

8

From Table 1, we can conclude that the LOE outperforms the GA for the pallet
loading problem. Firstly, comparing the results between LOE and GA, we find that
the best fitness values are obtained by LOE in both tests 1 and test 2, which are
marked with bold letters. Secondly, for LOE the better fitness value can be obtained
when Learning method L3 is chosen and the P: Gp:G Percent is equaled to 25:50:25
in test 1, and in test 2, the better solution is obtained when L1 is chosen and P: Gp:G
Percent is 25:50:25. Comparing the results using the GA, we can find the better
fitness value can be obtained when C3 is used for Crossover and for M1, Pm =0.1 in
Test 1. For Test 2, the better solution is obtained when C1 and M2 are used, where
Pm=0.08.

From Fig.3, it is obvious that the convergence rate of LOE is faster than the GA.
LOE finally gives the better fitness value than GA algorithm in both test 1 and test 2.
Also, the average fitness value found by LOE are better than GA for optimizing both
test 1 and test 2. Finally, LOE is better than GA according to average value.

In summary, LOE has shown to be an effective and stable algorithm for PLP.
Compared with the GA algorithm, the novel algorithm is more efficient and effective.

Associated with the example of Table 2, from table 2 part, the solutions have been
described below: First batch is two palettes. Pallet 1: 1 unit of material 1 and
6 units of material 2. Pallet 2: 11 units of material 1; Second batch is one palette.
Pallet 3: 10 units of material 2.

Pallet Grouping and Dispatching Problem of issues discussed in this article are not
just the loading problem, which is related to delivery to the destination on time
constraints limit. Loads much be distributed better onto pallets by time as much as
possible, no delay is needed and of course it is better not to advance dispatching.
Maybe advanced delivery to destination is not needed, and there is no place to pile up.
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Thisis not a simple discussion about howto load all materials into the
pallet using the least. Instead, our objective is to use minimum pallets and optimal
deliver material to the destination, no delay is needed and of course it is better not to
advance dispatching.

Finally, the convergence of the two algorithms for optimizing the PLP are shown in
Fig. 3.

60
fffff GA awerage
55| LA average ]
| — GA optimum LA
| . A
! LA optimum-PGpG o P
50 i T N g 8
I v ’ I,
o) “} : “ l ! : \W :\ \ \‘ ‘J: ww '"\‘NA‘W“»WWW
3 | “"'w’“wu“‘“ “‘““u“ﬂ(“vm“ Aty o e U e Ay oy
>
3 45 i, W “h‘ ‘J\‘wn ity gl ‘wlmw\ Iy H“ Y N i ‘,MU (Ul ) Py el s o
(0]
=
40 - R
35 L\:\_ 1
-
30 | | | |
0 200 400 600 800 1000
evolvement generation
80
***** GA average
75 I LA average 1
| .
il —— GA optimum " i
i JH“ ) | : [N
70| — LA optimum-PGpG |, ‘,""‘”“ VR T N
\‘L‘ wm T WW 7 Ty ! err‘ ”:\ ‘y v’uﬂ"\““‘ m \w ‘”““"h‘”"\‘ “‘M i
g 65 7““u”““‘*\“”}‘w'\”V\‘M‘M“ e “h" e, u\‘\‘\}U\Y‘g“”\}bﬂh‘h“q{“M}M‘J\V‘ [y H’Mmﬂ”‘hhm‘” M \\\*\4‘1“\‘&‘,}‘ i 'H“J‘ e Wi
T
>
(2]
3
2 60 i
E
I
55 R
50 H B
L]
45 :

0 500 1000 1500
evolvement generation
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In the actual production, if material distribution is science, it will greatly reduce
the number of pallet and times of back and forth transportation, reduce costs, and
improve efficiency. The problem this paper presented has a strong practical
background; it can be applied to logistics and transport industry. The novel learning
algorithm proposed in this paperis a kind of excellent performance optimization
tool, and it can be applied to complex engineering calculation, combinational
optimization problems.

This paper researched on the Pallet Grouping Problem from the actual production. In a
shop-building factory, all materials needed for the production work are collected,
distributed and transported timely by the scheduling center. The main contribution of this
paper is established the model of PGP. The problem presented in this paper has a
strong practical background. The novel learning algorithm proposed in this paper for
PGP is practical and effective, and it is a kind of excellent performance optimization
tool, and it can be applied to logistics, transport industry, complex engineering
calculation and combinational optimization problems.

5 Conclusion

This paper has researched the Pallet Loading Problem (PLP), which maximizes the
number of identical rectangular boxes placed within a rectangular pallet. To solve this
problem, two issues are considered for the pallet grouping technology and
optimization algorithm. Firstly, MPLP is chosen to associate with the pallet grouping
problem. Secondly, Learning Only from Excellence is exploited to tackle the pallet
grouping problem. The core of this novel algorithm is the learning methods including
ML1 and ML2, which represent point-learning and period-learning respectively. Also,
the manufacturing problem can be shown as a particular case of the linear
programming 0-1 model. Finally, experiments to compare the LOE and GA algorithm
have been conducted.
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Abstract. As wireless sensor networks are widely used in industry, the wireless
monitoring system for sniffing data packets from wireless sensor networks has
been realized. Many novel methods has been utilized to efficiently store data
and provide reliable query and display functions in real-time listening, such as
adjustment of storage structure and introduction of memory module. This paper
designs and realizes a wireless monitoring and visualization system, which can
accurately collect data from the communication among a variety of wireless
terminal devices in real-time through changing original data storage structure,
improving data query algorithms and optimizing data display algorithms.

Keywords: Wireless sensor networks, sniff, query, display, algorithm.

1 Introduction

Currently, wireless sensor networks (WSN) has been widely used in a number of
areas because of its low cost, low power consumption and so on. Militarily, the US
Science Application International Corporation adopted WSN to build an electronic
perimeter defense system. In precision agriculture, Intel establishes the world's first
wireless vineyard in Oregon. In addition, the Institute of Computing Technology,
Chinese Academy of Science, makes a safety monitoring system using WSN for the
National Palace Museum, which contributes WSN technology in the field of civil
security [1].

The current development of WSN shows the following characteristics: First, the
number of data and the size of wireless communication surge; Second is the
instability of communication links which is caused by the complexity of WSN
deployment environment and the resource-constrained sensor nodes; Thirdly, more
and more users are not satisfied with just a simple record of the original data and
repeated display.

WSN-based wireless monitoring system can monitor wireless communication and
effectively store, manage and use these real-time data. For a wireless monitoring
system, there are several major difficulties, namely how to accurately receive wireless
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data, the second is how to efficiently store and manage data, the third is how to
efficiently query and display data. In this paper, a wireless sensor network monitoring
and visualization system (WSNMVS) has been designed and implemented. This
system can achieve data communications between wireless devices for real-time
monitoring, and supports for a variety of monitoring equipment. It also can receive
information simultaneously from multiple devices, which means several different
channels can be monitored simultaneously; Meanwhile, WSNMVS has two modes:
online and offline mode. The former supports for the database. On this basis, the
paper changes the original data storage structure, improves data query algorithms and
optimizes the data display algorithm, thus greatly improving the efficiency of data
storage, query and display.

In the remaining chapters, the second part will show some relevant research; the
third part describes the design and implementation of WSNMVS, including the
optimization of data storage structure and data query and display algorithms; some
practical results of real-work will show in Part 4; the last part is a brief conclusion for
this paper.

2 Related Works

There are several similar wireless monitoring and visualization systems for WSN, for
example CoMaDal2], SpyGlass[3], M-DAD[4], SNAMP[5], NSSN[6], CROWDI[7],
Mote-VIEW([8], Z-Monitor[9], etc. Brief description will be presented for some
representative systems.

CoMaDa is an adaptive framework with graphical support for configuration,
management, and data handling tasks for WSN, which can provide supports for
management tasks of different types of hardware and the data visualization. CoMaDa
consists in a modular fashion, making it easy for users to expand according to their
own needs.

SNAMP is a multi-sniffer and multi-view visualization platform for WSN. It uses a
variety of listening node for wireless data collection, avoiding data bottlenecks. And
SNAMP has a variety of visual module: topology analysis module, sensor data
module, packet analysis module, and network management module.

NSSN is a network monitoring and packet sniffing tool for WSN. It can
automatically search the channel of the target WSN, parsing and displaying ZigBee,
6LoWPAN and other protocols. And NSSN provides functions like network
troubleshooting and performance energy analyzing. In addition, NSSN also supports
remote data monitoring.

These systems mentioned above have their own advantages and characteristics, and
also drawbacks. Some only support specific hardware, some support only one
wireless listening devices, some are not good at storing and managing large amounts
of data, and others’ efficiency of query and display is not high. All these are achieved
or improved in WSNMVS.
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3 System Design and Implementation of WSNMYVS

3.1 Architecture of WSNMYVS

The overall architecture of WSNMVS is shown in Fig.1, consisting of four main
parts: the target WSN, wireless monitoring terminal, PC client and the database
server.

The target WSN is a running wireless sensor networks in industry field, which
should support the IEEE 802.15.4 protocol in physical layer and MAC layer and
Zigbee protocol in network layer support. Then the target WSN will become a
monitoring goal for WSNMVS.

Wireless terminals contain a variety of wireless listening devices, mainly including
wireless gateways, wireless handheld devices, etc. These wireless terminals can
receive wireless data from the whole 16 channels in 2.4G band (2400 ~ 2483.5MHz),
then they send those data to the PC client through a wired (including serial, USB,
Ethernet, etc.) or wireless (Wi-Fi) way.

4 ™

Monitor client | ,L—> Internet '_ DataBase

Maonitor network (.

Sniffer gatewag.-r

Ii

;j Sniffer scanner \;

\ % \ Remote monitor cliey

The target W3N The target WSN

Fig. 1. The architecture of WSNMVS

The PC clients can be divided into local clients and remote clients, which receive
data from the wireless terminal monitor and store it to a data storage (including
database or local temporary files, etc.). The data in storage will be queried, analyzed
and finally visualized to users.

The database server is responsible for data manage and user permissions, providing
online query and analysis capabilities.
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3.2  Software Design of WSNMYVS

The software design of WSNMVS is divided into two parts: the embedded wireless
terminal and PC clients. The design and implementation of the PC clients program
will be discussed in detail.

The entire PC clients consist the following four modules: graphical user interface
(GUI) module, controller module, sniffer module and storage module, Fig.2 shows the
interaction between the four modules.

Gate- | Scan- (Temp Data-
way ner File || base

Fig. 2. Architecture of monitor client

The flexibility of software is improved by using the MVC pattern on structure,
separating visual interface, control strategies and data model.

The GUI module actually contains two modules: one is the interface module, the
other is the graphics module. The former responds to user input, the latter displays
data controlled by the controller module. The visualization is also charged by this
module.

The control module receives all kinds of messages from sniffer module, GUI
modules and storage module, and makes the final decision to notify the appropriate
modules to respond. The control module also contains a dozen strategy modules, each
responsible for their own decision-making functions. Here is the major strategy
module: sniffer selection module, channel selection module, node selection module,
protocol configuration module, display configuration module, display filtering
module, data detailing module, monitor operating module.

The sniffer module is in charge of unifying interface to use a variety of monitoring
equipment or temporary replacement of monitoring equipment without affecting the
other modules. Each sub-module under the unified interface is responsible for one
listening device.

The wireless monitoring data is saved and managed by the storage module, the
interface of which also need to be unified to use a variety of storage devices.
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3.3  Optimization for the Query and Display Algorithm of WSNMVS

To achieve the goal of capturing real-time data from WSN, the reliable monitoring
equipment, good data storage structure, efficient query and display algorithms are
necessary. The WSNMVS has the most functions which is essential to the traditional
monitoring systems, such as topology structure and data display, and also it supports a
variety of listening devices for sniffing at the same time. WSNMVS improves the
query and display efficiency because of the improved storage structure, the optimized
query and display algorithms and a memory module introduced between the display
module and the storage module.

3.3.1 Modify Storage Structure

Due to the number of packets captured by WSNMVS is huge, a simple and reliable
architecture of storage is expected to realize several fast storage and complex logic
queries. In the conventional monitoring systems, the joint of node ID and TimeStamp
is the prime key for data distinguish. However, in the database, this kind of prime key
is not quite efficient, even increasing the complexity of the storage structure.
Therefore the auto increment ID is adopted as a unique primary key, namely that each
time a data received the Datald added automatically. Table 1 shows the storage
structure of the raw data in database (table structure). The data in storage first ordered
by Deviceld, then according to TimeStamp.

Table 1. Data storage structure in database

Field Type Null Key Default Extra

Datald int(10) unsigned NO PRI NULL Auto_increment
Deviceld varchar(25) NO NULL

TimeStamp bigint(25) NO NULL

Datallength  tinyint(3) unsigned NO NULL

RawData varbinary(255) NO NULL

3.3.2 Introduction of the Memory Module

Whatever data storage pattern (memory, temporary files or databases) it is, it takes
much time to extract data through query command from storage. Especially when
much query command is executed frequently in a short time, the extraction operation
will be repeated, however, in fact a large part of which is duplicated. Because usually
it is the index range of query changed rather than the query itself.

In order to eliminate the factor that affects the efficiency, a memory module has
been introduced between the display module and the display filter module. The
capability of the memory module is that when a query command inputted by a user,
whether to extract data from the storage module relies on the memory module. Three
judging criteria are as followed: first, query commands with or without changes;
second, whether the new data comes; last, the range of data display is or not beyond
the scope of the data storage buffer.
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Fig. 3. Flow chart of data query and display

As long as there is one of the three criteria is met, the query command in the
memory module will be updated. Meanwhile the table of index data will be built, by
which the data will be extracted from the buffer to the storage module. Otherwise,
instead of executing the real query operation, the scope of the table of index data, will
be changed and then the data will be got directly from the buffer. Fig.3 shows the
entire flow of the data query and display.

3.3.3 Improve the Algorithm of Query and Display

In order to ensure fluency of data display, you need the appropriate algorithms of
query and display. Firstly, a query structure according to the storage structure should
be defined, as shown in Table 2.
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Table 2. Data structure of query parameter

Parameter Name

Meaning

DataLimit Maximum number of data to be displayed
DeviceLimit Maximum number of device to be displayed
Datalndex Index of first data

Devicelndex Index of first device

BeginTime First time to receive data

EndTime Last time to receive data
Datal_engthDownLimit Lower limit of data length
DataLengthUpLimit Upper limit of data length

SelectedIndex Index of data to be selected
SelectedDevicelndex Index of device to be selected

DevicelD Table of device ID

DeviceldIndex Device ID to be queried

SpecificIndex Specific index of data to be queried
QueryBeginTime First time of data to be queried
QueryEndTime Last time of data to be queried

Secondly, the maximum number of data to be displayed (Datalimit), namely the
maximum number of data seen by user each time, can be calculated according to the size
of screen. And the data from query should be numbered (Datalndex) for easily obtained
by query again. Then the index value of the first term of data among current display area
will be got every time the display zone is updated (where id, t, 1, is respectively
representatively for the current device ID, the length and timestamp of the received data):

id € DevicelD
BeginTime <=t <= EndTime 1)
DatalLengthDownLimit <=1 <= DatalLengthUpLimit

It will be found and marked in the storage. Finally, according to the mark the next

data will be got fast, and the number of data equals to DataLimit. Figure 4 shows the
comparison of the performance between old and new query and display algorithms.

01
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w 0.06 B
&
E
= 004 4
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0 20 40 60 80 100 120 140 160 180

Times of display update

Fig. 4. Compare of performance between old and new query display algorithm
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Figure 4 shows the time required for query and display in each time. It prettily
proves the query efficiency has been significantly improved and more stable after the
query and display algorithm optimized. This means that every query command needs
less than 40 milliseconds for response, which makes the instantaneity of the system
better.

3.4 Eal-Time Running Effect

After the sniffer has been selected, WSNMVS will automatically connect to the
monitoring equipment, and prepare for everything. When sniffing starts, those
listening device will transfer the wireless data to the PC client, which will be stored in
the corresponding storage. The function of real-time monitoring in multiple different
channels is supported by WSNMVS. Fig.5 shows the real-time raw data packets
captured from target WSN by WSNMVS.
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Fig. 5. Real-time network monitoring

Besides the raw data display showed above, WSNMVS also supports the timeline
display. Unlike grouping data by the device ID in main interface, the timeline module
orders data by time, which shows the sequence between multiple devices, but also
can, identify the communication error clearly. As shown in Fig.6.
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Fig. 6. Time line module for communication diagnosis

4 Conclusion

Since WSN are usually deployed in complex environments and wireless nodes are
limited to their own computing and storage capacity, it is necessary to monitor the
real-time status of communications and the interactive information to guarantee the
proper functioning of the entire WSN. In this paper, a wireless sensor network
monitoring and visualization system (WSNMVS) is designed and implemented,
which supports real-time monitoring of the target WSN and functions like data
storage, analysis and visualization, communication error diagnose and so on. On the
basis of changing original data storage structure, optimizing data query and display
algorithms, the efficiency of data query and display has been improved.
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Abstract. This paper presents a novel Simple Human Learning Optimization
(SHLO) algorithm, which is inspired by human learning mechanisms. Three
learning operators are developed to generate new solutions and search for the
optima by mimicking the learning behaviors of human. The 0-1 knapsack
problems are adopted as benchmark problems to validate the performance of
SHLO, and the results are compared with those of binary particle swarm
optimization (BPSO), modified binary differential evolution (MBDE), binary
fruit fly optimization algorithm (bFOA) and adaptive binary harmony search
algorithm (ABHS). The experimental results demonstrate that SHLO
significantly outperforms BPSO, MBDE, bFOA and ABHS. Considering the
ease of implementation and the excellence of global search ability, SHLO is a
promising optimization tool.

Keywords: human learning optimization, meta-heuristic, global optimization,
learning operators, optimization algorithm.

1 Introduction

The computational drawbacks of existing derivative-based numerical methods such as
complex derivatives, sensitivity to initial values, and the large amount of enumeration
memory required have forced researchers to rely on meta-heuristic algorithms to solve
complicated optimization problems, such as Genetic Algorithms [1], Ant Colony
Optimization [2], Particle Swarm Optimization [3], Harmony Search [4], and Fruit
Fly Optimization Algorithms [5]. To effectively and efficiently solve hard
optimization problems, new powerful meta-heuristics inspired by nature, especially
by biological systems, must be explored, which is a hot topic in evolutionary
computation community now [6].

Many human learning activities are similar to the search process of meta-heuristics.
For instance, when a person learns how to play Sudoku, he or she repeatedly studies
and practices to master and improve new skills and evaluate his or her performance
for guiding the following study while meta-heuristics iteratively generate new
solutions and calculate the corresponding fitness values for adjusting the following
search. In most activities human can solve problems by random learning, individual
learning, and social learning. For the example of learning Sudoku again, a person may
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randomly learn due to lack of prior knowledge or exploring new strategies (random
learning), learn from his or her previous experience (individual learning) and learn
from his or her friends and related books (social learning). Inspired by this simple
learning model, a simple human learning optimization algorithm is proposed.

The rest of the paper is organized as follows. Section 2 introduces the idea,
operators and implementation of SHLO in detail. Then, the presented SHLO is
applied to tackle a set of 0-1 knapsack problems to evaluate its performance in
Section 3. Finally, Section 4 concludes the paper.

2 Simple Human Learning Optimization Algorithm

2.1 [Initialization

The binary-coding framework is adopted in SHLO, and consequently an individual in
SHLO is represented by a binary string as Eq. (1),

=[x, x, o ox 0 x|y e{01)ISiSNIS <M (1)
where x; denotes the i-th individual, N is the size of the population, and M is the
dimension of solutions. Each bit of a binary string is initialized as “0” or “1”

randomly, which stands for a basic element of the knowledge or skill that people want
to learn and master.

2.2 Learning Operators

2.2.1 Random Learning Operator

At the beginning of learning, people usually learn at random as there is no prior
knowledge of problems. In the following studying, due to forgetting, only knowing
partial knowledge of problems and other factors, individuals cannot fully replicate
previous experience and therefore they still learn with a certain randomness. To
emulate these phenomena of randomness in human learning, a simplified random
learning operator is developed for SHLO as Eq. (2).

0, 0<rand()£0.5

= Rand(0,1) =
i and (0,1) {1, else )

where rand() is a stochastic number between 0 and 1.

2.2.2 Individual Learning Operator

Individual learning is defined as the ability to build knowledge through individual
reflection about external stimuli and sources [7]. It is very common that people use
their own experience and knowledge to avoid mistakes and improve their
performance during the process of study. To mimic individual learning of human in
SHLO, an individual knowledge database (IKD) is used to store personal best
experience as Eq. (3-4)
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[ ikd, |
ikd,
IKD = : JOA<i<N
ikd, )
_ikd v
_ikdil 1 —ikm ik;y, ik{lj ik 1
ikd,;, ikiZl iki22 ikiZj ikiZM
ikd,=| =l . 1< p<L 4)
ikd,, ik, ik, e ik, ik,
_ikdiL_ _ikiLl ikiLZ ikiLj ikiLM i

where ikd; denotes the IKD of person i, L is the pre-defined number of solutions saved
in the IKD, and ikd,, stands for the p-th best experience of person i.

When SHLO conducts individual learning, it generates new solutions based on the
knowledge in the IKD, which is operated as Eq.(5)

X = ikd;, (5

2.2.3 Social Learning Operator

Although a person could learn and solve problems on his or her own experience, i.e.
through individual learning, the learning process may be very slow and inefficient if
problems are complicated. In the social environment, people can learn from a
collective experience through social learning to further develop their ability [8, 9]. In
this context, people directly or indirectly transfer knowledge and skills, and hence the
efficiency and effectiveness of learning will be improved from experience share [10,
11]. For emulating this efficient learning strategy, the social knowledge data (SKD) is
used to reserve the knowledge of the population as Eq. (6)

[ skd, | [ sk, sk, - sk, sk,
skd, sky  sky o sky, e sky,
skp=| |=| T : N yeoen
skd,, sk, sk, - sk, sk, ) (6)
| skd,, | sk sk, e sk sky, |
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where H is the size of the SKD and skd,, is the g-th solution in SKD.
Based on the knowledge in the SKD, SHLO can perform social learning as Eq. (7)
to generate better solutions in the search process.

x,. = sk, 7

y q

In summary, SHLO uses the random learning operator, individual learning operator
and social learning operator to yield new solutions and search for the optima based on
the knowledge stored in the IKD and SKD just like human learning and improving
skills by these three learning forms, which can be integrated and operated as Eq. (8)

Rand(0,1), 0<rand() < pr

x; =91k, pr<rand() < pi 8)

sk o else
where pr is the probability of random learning, and the values of (pi-pr) and (1-pi)
represents the probabilities of performing individual learning and social learning,
respectively.

2.3  Updating Operation

After all individuals generate new candidate solutions, the fitness of each individual is
evaluated according to the pre-defined fitness function which is used to update IKD
and SKD for the following search, just like people evaluate their performance of new
practices to summarize and update their experience for leaning better in the following
steps. For the updating of the IKD, the new generated solution will be stored in the
IKD if its fitness value is better than the worst one in the IKD or the current number
of solutions in the IKD is less than the pre-defined value. For the updating of SKD,
the best solution of the current generation will be saved in the SKD if its fitness value
is superior to that of the worst one in the SKD or the current number of solutions in
the SKD is less than the pre-defined number. Note that the SKD updates no more than
one solution at each iterative step, which can keep a better diversity of the algorithm
to avoid the premature.

SHLO runs the learning operators and updates the IKD and SKD repeatedly till it
finds the optima of problems or the termination criterions are met. The procedure of
SHLO can be illustrated as Fig. 1.

3 Experimental Results and Discussions

To evaluate the performance of the algorithm, SHLO, as well as other four binary-
coding optimization algorithms, i.e. binary PSO (BPSO) [12], modified binary
differential evolution (MBDE) [13], binary fruit fly optimization algorithm (bFOA)
[14] and adaptive binary harmony search algorithm (ABHS) [15], was applied to
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solve 0-1 knapsack problems (0-1 KPs). For a fair comparison, the recommended
parameters of BPSO, MBDE, bFOA and ABHS were used to tackle these problems.
As there is no adaptive strategy in the original bFOA and MBDE which significantly
spoils their performance on high-dimensional problems, the adaptive strategy is
introduced into these two algorithms and the parameters are set based on a parameter
study. The parameters of all the algorithms are listed in Table 1. As the benchmark
problems are the “single-objective” problems, the sizes of the IKD and SKD are both
set to 1 based on trails and error to enhance search efficiency and reduce the cost of
computation.

Randomly initialize the
population X, IKD and
SKD

v

Calculate the fitness of
each individual

Terminate the iteration?

Output results

’ Generate the new
:Jﬁ/ generation according to

Calculate the fitness of
new individuals

A 4

Update the IKD and
SKD

Fig. 1. The flowchart of SHLO

3.1 0-1 Knapsack Problems

Knapsack problems have been studied intensively in the last few decades, attracting
both theorists and practitioners. From a practical point of view, knapsack problems
can model many application problems such as capital budgeting, cargo loading and
cutting stock [16].
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Table 1. Parameters settings of SHLO, BPSO, MBDE, bFOA and ABHS

Algorithm Parameters
5 2
SHLO pr—ﬁ, pi —0.85+M
BPSO [12] =15, c;=1.5,Wyin=0.1, w0, =0.9, Vinux=4, Vinin=-4
MBDE [13] F;=0.5, F,=0.005, CR,x=0.8, CR;;,=0.2
bFOA [14] S=3,L=3, by =30, by=06
ABHS [15] C =15; PAR =0.2; HMS = 30; NGC = 20;

* M is the dimensionality of the solution.

Given a set of n items and each item j having an integer profit p, as well as an
integer weight w;, the 0-1 knapsack problem (0-1 KP) is defined to choose a subset

of items such that their overall profit is maximized while the overall weight does not
exceed a given capacity, which can be formulated as Eq. (9)

Max f (x) = Zp/‘xj
=

N

ZWI.ijC 9
S.t.q j=1

x/.=00r1,j=1,2 ..... N

where the binary decision variable x; is used to indicate whether item j is included

in the knapsack or not. Without loss of generality, 0-1 KPs assume that all profits and
weights are positive and all weights are smaller than the capacity C.

Note that 0-1 KPs are constrained problems, and thus the penalty function as Eq.
(10) is adopted to deal with infeasible solutions of which the total weight exceeds the
limit C. No heuristic strategy of KPs is introduced in this paper to avoid the influence
on the real performance of the algorithm,

MaxF(x) = f(x)— Axmax(0,c)
cziw/xj—c (10)
j=1

where A, called the penalty coefficient, is a big constant which guarantees that the
fitness of the best infeasible solution is poorer than that of the worst feasible solution.
A set of 0-1 knapsack problems were devised to validate SHLO as well as BPSO,
MBDE, bFOA and ABHS. The numbers of items were set to 100, 200, 400, 600, 800,
1000, 1200, and 1500, and two instances of each scale were generated to test the
performance of the algorithms more exactly. The weight w, and the profit p, were

generated according to [16], i.e. from 5 to 20 and from 50 to 100, respectively. The
weight capability C was set to 1000, 2400, 4000, 6000, 8000, 10000, 14000, and
16000, respectively. The population size and maximum generation of all the
algorithms were set to 100, 10000 and 200, 40000 for the instances less and no less
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than 1000 items, respectively. The experimental results are presented in Table 2 and
Table 3.

Table 2. The results of SHLO, BPSO, MBDE, bFOA and ABHS on low-dimensional 0-1
knapsack problems

Algorithm Best Mean Worst Std
SHLO 6526 6526.0 6526 0.000
bFOA 6526 6525.9 6524 0.889
Kp100.1 ABHS 6526 6526.0 6526 0.000
MBDE 6526 6524.2 6523 1.962
BPSO 6526 6525.6 6522 1.265
SHLO 6824 6824.0 6824 0.000
bFOA 6824 6823.8 6823 0.731
Kp100.2 ABHS 6824 6824.0 6824 0.000
MBDE 6824 6823.2 6822 0.872
BPSO 6824 6822.9 6822 1.039
SHLO 14999 14999.0 14999 0.000
bFOA 14999 14998.0 14993 1.944
Kp200.1 ABHS 14999 14998.6 14997 0.843
MBDE 14999 14999.0 14999 0.000
BPSO 14999 14998.8 14997 0.632
SHLO 14791 14791.0 14791 0.000
bFOA 14791 14786.4 14780 4.879
Kp200.2 ABHS 14791 14787.7 14784 3.613
MBDE 14791 14791.0 14791 0.000
BPSO 14791 14791.0 14791 0.000
SHLO 27100 27099.1 27095 1.524
bFOA 27100 27094.9 27091 3.381
Kp400.1 ABHS 27097 27096.0 27086 4.879
MBDE 27099 27095.4 27092 2.119
BPSO 27100 27097.5 27092 3.126
SHLO 27099 26448.7 26209 7.969
bFOA 26657 26454.2 26253 1.643
Kp400.2 ABHS 26859 26425.5 26237 8.679
MBDE 27099 26453.3 26092 2.119
BPSO 27099 26461.8 26250 3.512
SHLO 40216 40216.0 40216 0.000
bFOA 40216 40212.4 40202 4.648
Kp600.1 ABHS 40216 40210.3 40204 8.644
MBDE 40216 40212.7 40204 4.596
BPSO 40216 40216.0 40216 0.000
SHLO 39602 39601.2 39594 17.769
bFOA 39602 39601.0 39597 12.236
Kp600.2 ABHS 39602 39599.5 39531 23.282
MBDE 39602 39600.8 39583 11.155

BPSO 39602 39600.3 39587 12.284
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Table 3. The results of SHLO, BPSO, MBDE, bFOA and ABHS on high-dimensional 0-1

knapsack problems

Algorithm Best Mean Worst Std
SHLO 53855 53851.8 53837 5473
bFOA 53855 53845.8 53832 7.451
Kp800.1 ABHS 53850 53844.1 53822 4.838
MBDE 53850 53841.9 53829 6.045
BPSO 53855 53851.9 53843 3.510
SHLO 52705 52701.5 52692 8.697
bFOA 52703 52683.8 52667 13.312
Kp800.2 ABHS 52695 52691.3 52690 6.883
MBDE 52692 52690.7 52689 1.528
BPSO 52705 52698.3 52688 7.329
SHLO 66882 66857.4 66844 13.082
bFOA 66867 66837.7 66829 14.930
Kp1000.1 ABHS 66855 66840.2 66814 18.520
MBDE 66860 66849.4 66828 9.009
BPSO 66853 66830.8 66801 15.803
SHLO 66905 66899.2 66898 23.122
bFOA 66891 66867.4 66849 17.097
Kp1000.2 ABHS 66900 66887.1 66830 33.084
MBDE 66905 66895.3 66893 16.429
BPSO 66853 66841.6 66823 11.393
SHLO 86823 86820.7 86805 5.559
bFOA 86805 86796.8 86776 10.497
Kp1200.1 ABHS 86811 86710.5 86703 42.393
MBDE 86812 86796.9 86776 10.775
BPSO 86823 86810.2 86798 9.578
SHLO 86715 86702.8 86698 8.927
bFOA 86701 86700.2 86694 1.304
Kp1200.2 ABHS 86705 86698.8 86677 4.083
MBDE 86701 86694.7 86686 6.506
BPSO 86715 86702.2 86698 7.430
SHLO 102657 102622.4 102551 28.982
bFOA 102608 102598.0 102586 29.541
Kp1500.1 ABHS 102619 102575.9 102534 27.843
MBDE 102603 102583.2 102563 12.674
BPSO 102602 102523.1 102473 41.089
SHLO 104860 104851.8 104748 30.506
bFOA 104860 104833.2 104742 36.573
Kp1500.2 ABHS 104840 104820.8 104761 29.835
MBDE 104831 104816.3 104754 19.655
BPSO 104824 104801.6 104770 23.384

As can be seen in Table 2 and Table 3, SHLO finds the best numerical results on
14 out 16 instances and is only inferior to BPSO on Kp400.2 and Kp800.1, bFOA on
Kp400.2, and MBDE on Kp400.2, respectively. For the instances in which the items
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are less than 200, all the algorithms can find the best-known solutions and achieve
satisfactory results. When items increase to 1500, BPSO, ABHS and MBDE cannot
reach the best-known values any more. Based on the ranking results given in Table 4,
it is clear that SHLO outperforms BPSO, MBDE, bFOA and ABHS on the 0-1
knapsack problems.

Table 4. The ranks of SHLO, BPSO, MBDE, bFOA and ABHS on 0-1 knapsack problems

SHLO bFOA ABHS MBDE BPSO
Kp100.1 1 3 1 5 4
Kp100.2 1 3 1 4 5
Kp200.1 1 5 4 1 3
Kp200.2 1 5 4 1 1
Kp400.1 1 5 3 4 2
Kp400.2 4 2 5 3 1
Kp600.1 1 4 5 3 1
Kp600.2 1 2 5 3 4
Kp800.1 2 3 4 5 1
Kp800.2 1 5 3 4 2
Kp1000.1 1 4 3 2 5
Kp1000.2 1 4 3 2 5
Kp1200.1 1 4 5 3 2
Kp1200.2 1 3 4 5 2
Kp1500.1 1 2 4 3 5
Kp1500.2 1 2 3 4 5
Average 1.25 3.50 3.56 3.25 3.00

4 Conclusion

Inspired by the mechanisms of human learning, this paper presents a novel meta-
heuristic algorithm, named simple human learning optimization (SHLO), in which
three learning operators, i.e. the random learning operator, individual learning
operator, and social learning operator are developed by mimicking human learning
behaviors to generate new solutions and search for the optimal solution of problems.
To evaluate the performance of the proposed algorithm, low-dimensional and high-
dimensional 0-1 KP benchmarks are adopted as benchmark problems to test SHLO.
For a fair comparison, other four binary-coding optimization algorithms, i.e. BPSO,
MBDE, bFOA, and ABHS, are also used to solve the benchmark problems with the
recommended parameters. The experimental results demonstrate that SHLO
outperforms BPSO, MBDE, bFOA and ABHS.
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Abstract. An improved non-dominated sorting genetic algorithm (INSGA) is
introduced for multi-objective optimization. In order to keep the diversity of the
population, a modified elite preservation strategy is adopted and the evaluation
of solutions’ crowding degree is integrated in crossover operations during the
evolution. The INSGA is compared with the NSGA-II and other algorithms by
applications to five classical test functions and an environmental/economic
dispatch (EED) problem in power systems. It is shown that the Pareto solution
obtained by INSGA has a good convergence and diversity.

Keywords: genetic algorithm, crowding distance, elite preservation, multi-
objective optimization.

1 Introduction

Multi-objective optimization is an integral part of optimization activities and has a
tremendous practical importance, since almost all real-world optimization problems
are ideally suited to be modeled using multiple conflicting objectives [1]. As such,
how to optimize these objectives simultaneously becomes a very important issue.

Over the past decades, a number of multi-objective evolutionary algorithms
(MOEAs) have been developed and practically applied [2-4]. Among these
algorithms, the genetic algorithm (GA) is one of the most commonly applied
evolutionary optimization approaches. Especially, the non-dominated sorting genetic
algorithm (NSGA) and its later improved version (NSGA-II) proposed in [5] are
widely applied in real-life multi-objective optimization problems. In NSGA-II, a fast
non-dominated sorting approach and elite preservation strategy is introduced to
improve the efficiency of the algorithm, and crowding distance comparison between
solutions maintains diversity of the population. However, the NSGA-II does not
assure non-elite solutions be part of the population, which will suppress the
population diversity and global convergence of the algorithm.

In this paper, we use a modified elite preservation strategy. It assures non-elite
solutions be part of the population. In addition, the evaluation of solutions’ crowding

M. Fei et al. (Eds.): LSMS/ICSEE 2014, Part II, CCIS 462, pp. 66-76, 2014.
© Springer-Verlag Berlin Heidelberg 2014
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degree is integrated in crossover operations during the evolution. By comparing the
crowding distance of parent solutions in crossover operation, offspring solution is
mainly formed by parents with better diversity. From the simulation results, we
illustrate that the Pareto solutions obtained by the proposed algorithm are more
uniformly distributed and the algorithm have a good global convergence.

2 Multi-objective Optimization Problem (MOP)

Assume that a multi-objective optimization problem is consisted of n decision
variables, m optimization objectives, p inequality constraints and ¢ equality
constraints. A typical MOP can be formulated as follows:

min F(0) =[£,00, (0, £, ()]
st. g,(x)<0, i=12,--p
h(x)=0, j=12,q (D
x=(x,x%,,-x,)eD
A <k < xM™,i=1,2,000,0
Here, D 1is the decision region defined by decision variables’ lower

boundary x™" and upper boundary x™ . To aid descriptions, we introduce the

following definitions regarding multi-objective optimization.

Definition 1. Solution X = {Xx,,---, X, } is said to dominate solution y ={y,,---, ¥, }.
denoted as x > y , if and only if

Vie {1,2,--,m}, f,(x) < fi(y),

2
and 3je{1,2,---,m}, f,(x) < f;(y). *

Reciprocally, solution y is said to be dominated by solution x, denoted as y < x.

Definition 2. Solution X is said to be a Pareto optimum only if there is no such a

solution x€ D existed that makes x> X , where x ={x,X,,"--,Xx,} and

xX= {xl,x2,~--,xn}. All Pareto optima constitute a Pareto optimal set, denoted as

s

X .
Definition 3. Pareto-optimal front is defined as PF ={F (x)‘ xeX'}, ie., the

mapping of Pareto-optimal set in the objective space.
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3 Improved Non-dominated Sorting Genetic Algorithm
(INSGA)

3.1  Crowding Distance

Crowding distance is used to estimate the density of solutions surrounding a particular
solution in the population. The solution with a relatively large crowding distance in
the same Pareto front indicates that it has a relatively low density of solutions
surrounded and a better diversity. Contrarily, less crowding distance indicates worse
diversity of the solution. As shown in figure 1, the crowding distance calculation
requires sorting the population according to the value of each objective function in
ascending order. Then, for each objective function, the boundary solutions (solutions
with the smallest and largest objective values) are assigned an infinite distance value.
All other intermediate solutions are assigned a distance value equal to the absolute
normalized difference in the function values of two adjacent solutions. The overall
crowding distance value is calculated as the sum of individual distance values
corresponding to each objective. Each objective function is normalized before
calculating the crowding distance.

.

(&
O

F1

Fig. 1. Calculation of crowding distance

The calculation of solution i’s crowding distance is as follows:
n LAY

d@) = 24 . 3)

1

J= fjmax - Jjmin

where Afi ; is the absolute normalized difference in j™ objective function values of

solution i’s two adjacent solutions, m is the number of optimization

objectives, f is the maximum and minimum value of /" objective function

jmax °* f j min
in the same Pareto front, respectively.
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3.2  Elite Preservation Strategy

Elite preservation strategy is commonly adopted in evolutionary algorithm to ensure
the elite solutions in the population can be selected in the next generation, and it is a
common practice to copy the elite solutions to next generation directly, just as
presented in NSGA-II. By observing the NSGA-II algorithm experimental test, we
found that the population becomes all non-dominated solutions composed after about
30 iterations, which means there are no other solutions but elite ones are involved and
participate in evolution operations. This may restrain the diversity of the population
and lead the algorithm more likely to converge to local optimum. As such, we adopt a
modified elite preservation strategy. First, the solutions of the population are clustered
according to their non-domination ranks and form a number of sub-populations. By
pre-assigning a series of ratios corresponding to these sub-populations, a regular
number of solutions in each sub-population will be selected to form the new
population. It makes non-elite solutions be part of the population and improves the
diversity of the population. The ratio assignment equation is as follows [8]:

N(@) =L-r)ksinr . @)
1-sinr

where N(i) is the maximum number of solutions that can be selected in sub-
population with non-domination rank equal to i. P is the size of the population, k
represents the number of non-domination rank that exists in the combined population
with size of 2P, r(O<r<1) is a user define parameter. For P=100, k=8, r=0.65, the
distribution diagram of N(i) is shown in figure 2.

25

20

N()

Fig. 2. Distribution curve of N(i)

As we can see from figure 2, this method makes non-elite solutions be part of the
population and maintains the diversity of the population. Some modifications should
be noted.

1) We can determine the number of solutions that can be selected in each sub-
population with non-domination rank equal to i by Equation (4). When the size of
distributed population (the sum of N(7)) is less than P, we fill the deficit with solutions
with higher non-domination rank.
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2) If N(i) exceeds the number of solutions in non-domination rank i, we make that
extra portion redistribute to the solutions with lower non-domination rank.

We can deduce from Equation (4) that the number of non-dominated solutions in
the population must be less than P. In order to search for more elite solution, we
define a parameter NI to denote the number of iterations of using this new elite
preservation strategy. The algorithm adopts the modified strategy from the beginning
to iteration NI, after that the original elite preservation strategy presented in [7] is
adopted.

33 Crossover

The algorithm use a nxL matrix as solution expression by binary encoding where 7 is
the number of variables and L is the encoding length. The window crossover operator
as mentioned in [6] is used for the binary crossover. It works by randomly selecting
two parents from the mating pool and then randomly selecting a window size. The
entries within the window portion are exchanged between the two parents to generate
offspring. To compare the fitness of two parent solutions, it is very common by taking
the solutions’ non-domination rank or function value as the measurement. However, it
ignores the distribution property of solutions and decreases the diversity of the
algorithm to some extent. Therefore, we compare the non-domination rank of
solutions during the comparison in the first place, the one with higher rank gets more
portion be presented in the offspring. If the two parent solutions have the same non-
domination rank, we compare their crowding distance.

Because of the distribution of population is irregular during the iteration, it cannot
reflect the solution’s distribution density accurately by using Equation (4). To get an
estimate of the density of solutions surrounding a particular solution i in the
population in a better way, we calculate the Euclidean distance between solution i to
others. By given a set value R, we calculate the number of solutions whose distance to
solution i is less than R, and take the result as the crowding distance of solution i.
Each objective function is normalized before calculating the crowding distance. Note
that lower values of the crowding distance indicate worse diversity of population.

3.4 Update of External Archive

The non-dominated solutions are stored in external archive and crowding distance is
used to maintain diversity. Initially, this archive is empty. As the evolution moves,
good solutions enter the archive. When there is a new solution obtained by evolution
in an iteration of the algorithm, the following operations will be applied to update the
external archive: 1) If the new solution is dominated by any solution in the external
archive, it will be discarded; 2) If there are solutions in the external archive dominated
by the new solution, remove them from the archive while the new solution will be
added into the archive; 3) If the new solution is non-dominated with all the solutions
in the external archive, it will be added into the archive. Finally, when the external
archive reaches its maximum allowed capacity, the one with the lowest crowding
distance is removed from the archive and add the new solution into the archive.
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3.5  Main Process of the INSGA

Step 1: Initialization. A random parent population is created. The iteration count of
gencnt is set to 0 and the maximum iteration number is maxgen.

Step 2: gencnt=gencnt+1. If gencnt>maxgen, the iteration stops, otherwise, calculate
the objective function value of each solution.

Step 3: Sorting the population based on the non-domination. Each solution is assigned
a fitness value equal to its non-domination rank.

Step 4: Crossover; Mutation.

Step 5: Update the external archive. If gencnt=1, then generate the archive within the
current population.

Step 6: Selection. If gencnt<NI, the modified elite preservation strategy is adopted,
otherwise, use the original one. Jump to step 2.

4 Experiments and Discussions

4.1 Metrics

There are some metrics that can be used to quantify the quality of the Pareto front
obtained by the algorithms. The following metrics will be used in this paper: Spacing
and Maximum spread.

4.1.1 Spacing
The goal is to measure the spread (distribution) of non-dominated solutions
throughout the Pareto front. It can be evaluated by Equation (5):

ns-14

sp= |1 Y(d-d)y . )
i=1

f,f—fk-"‘) i,j=1,2,3,ns,i# j. Eledl. , ns is the

n i

m
where d, = mjnj(z
k=1

number of solutions in the Pareto front, d; is the total distance between solution i to its
adjacent solutions on every objective dimension and m is the number of objectives. A
lower value of SP indicates that the algorithm is able to maintain a better spread of
solutions.

4.1.2 Maximum Spread

This metric is to evaluate maximum extension covered by the non-dominated
solutions in the Pareto front. In a two-objective problem, the maximum spread
corresponds to the Euclidean distance between the two farther solutions.
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\/i(\max,l 7 (x)-min”, k(X)‘) , (6)

One should note that higher values of MS indicate better performance.

4.2  Comparative Numerical Study

4.2.1 Test Functions

In order to test the performance of algorithm, we used 5 classical test functions
described in Table 1 as benchmark functions. The algorithm is compared with NSGA-
II, both binary coded. We have used 10 bits to code each decision variable. The
population size of popsize=100, maximum iteration number of maxgen=500. The
crossover probability of P.=0.9 and a mutation probability of P,=0.1. The size of
external archive is 200, N/=200. The test runs 20 times on each case.

Table 1. Test problems used in the study

Problem Objective functions Variable bounds
L) =x
ZDT1 fz(X)=g(X)9[1— X /8(x)] [0,1]
gx)=1+——)> x, n=30
n—1 i=2
L) =x
ZDT2 fHrl0)= g(x)[l (x /8(x)’] [0,17"
g(x)= 1+—2x n=30
ho)=x
7DT3 LHL(x)= g(x)[l— x,/ g(x)—x,sin(107x,)/ g(x)] [0,171"
9 n=30
gx)=1+——)> x
_1 i=2
f[i(x)=x, 0<x <1
7ZDT4 fr(0)=gl—yx/ g(x )] l_2§ g’ SSn
g(x)=1+10(n- l)+2[xl. ~10cos(47x;,)] n=10

i=2
n—1

fi(x) = Z[ 10exp(=0.2y/x7 +7,)] [-5.51"

KUR s
fo(x)= Z(|x;>~8|+5sm ) -
i=1
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Fig. 3. Pareto front obtained by INSGA

We can see that the Pareto fronts all converge to global optimum on ZDT1, ZDT?2,
7ZDT3 and KUR from Fig. 3. ZDT4 is very difficult to optimize because of its local
optimums, both algorithms didn’t converge to the global optimum. But we can see
that the front obtained by INSGA is better than NSGA-II from Fig. 3 (e).

Table 2 shows that INSGA performs better than NSGA-II in all test problems.
INSGA also has a better robustness than NSGA-II. From Table 3 we can see that the
numerical difference of mean values of MS is very small, but INSGA performs more
stable with lower standard deviation.

We also compared INSGA with several other evolutionary algorithms (MOPSO,
m-DNPSO, MOPSO-CDLS, CSS-MOPSO, MOPSO-CDR) mentioned in literature
[7]. On most test problem, INSGA performs better in diversity metric SP than other
algorithms, only CSS-MOPSO in ZDT1 and m-DNPSO, MOPSO-CDR in ZDT4 are
better than INSGA.
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Table 2. Mean (first rows) and standard deviation (second rows) of SP

Test Functions ZDT1 ZDT2 ZDT3 ZDT4 KUR

INSGA 0.0030 0.0031 0.0032 0.0051 0.0643
2.7246e-04 2.3501e-04 1.0173e-03 7.0686e-04 1.5103e-03

NSGA.IT 0.0044 0.0047 0.0055 0.0055 0.0659

1.5600e-04 2.4387e-04 9.1802e-03 9.7126e-04 1.6117e-03

Table 3. Mean (first rows) and standard deviation (second rows) of MS

Test Functions ZDT1 ZDT2 ZDT3 ZDT4 KUR
INSGA 1.4100 1.4112 1.9658 2.2048 12.9023
5.6785e-03  2.9165e-03 3.5873e-03 2.0236e-01 6.4018e-03
NSGA.IT 1.4171 1.4146 1.9451 2.2064 12.8966

9.4946e-03  8.7616e-03  9.1377e-02  3.1652e-01  7.1529e-03

4.2.2 Environmental/Economic Dispatch (EED) Problem

With an increasing concern over the environmental pollution caused by thermal
power plants, environmental/economic dispatch (EED) problem in power systems has
drawn much more attention [9]. A reasonable dispatch scheme would not only result
in great economic benefit, but also reduce the pollutants emission. The simplified bi-
objective EED model can be described as follows:

18

min F,,, = Z(al.Pl.2 +b.P +c,).
i=1

ng
min F‘emis.vian = Z (0{,1::2 + ﬁlPl + %) (7)
i=1

Where ng is the number of committed generation units; @, ,b, and c,are the fuel
cost coefficients of i™ unit; o, :B, and ¥, are coefficients of the i™ unit’s emission

characteristics; P; is the output of i™ unit; Ppis the total load demand; P;,,;, and P;,,,,1s
the minimum and maximum output limit(MW) of i unit, respectively.

To validate the feasibility of the proposed INSGA algorithm for the EED problems,
we apply it to a 6-unit test system. The study period is 1 hour. The fuel cost, emission
coefficients and output limits of the units are given in Table 4.

Both algorithms are binary coded. We have used 30 bits to code each decision
variable which is the generation output of units. Solutions in the population are
repaired using priority list (PL) [10] based on either fuel cost or emission coefficients
(with equal probability) to satisfy the load demand equality constraint. The population
size of popsize=100, maxgen=200, P.=0.9 and P,=0.1. The size of external archive is
100, NI=100. The test runs 20 times for each algorithm.
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As we can see from Table 5, INSGA performs better than NSGA-II with more
uniformly distributed and better spread Pareto solutions. INSGA is also more stable
than NSGA-IIL.

Table 4. Test results of SP and MS obtained by INSGA and NSGA-II

Algorithm SP MS

Max Min Ave Std Max Min Ave Std
INSGA 1.429 0.684 0.997 0.161 203.80 193.05 200.62 3.00
NSGA-II 1.790 0931 1.102 0.181 21199 15141 198.27 11.63

Table 5. Fuel cost, emission coefficients and output limits of units

G, G, G; Gy Gs Ge
Fuel Cost  q; 0.15247 0.10587 0.02803 0.03546  0.02111  0.01799
b 38.53973  46.15916  40.39655 38.30553 36.32782 38.27041
Ci 756.7989  451.3251 1049.3251 1243.5311 1658.5696 1356.6592
Emission & 0.00419 0.00419 0.00683 0.00683  0.00461  0.00461
B 0.32767 0.32767 -0.54551  -0.54551 -0.51116 -0.51116
Vi 13.8593 13.8593 40.2669 40.2669  42.8953  42.8953
Output  Pipin 10 10 40 35 130 125
limits  Pipnax 125 150 250 210 325 315

5 Conclusion

We have proposed an improved non-dominated genetic algorithm based on crowding
distance. By adopting a modified elite preservation strategy, it improves the diversity
of the population and global search ability of the algorithm. We introduce the
crowding distance comparison into crossover operation to maintain solutions’
dispersed distribution. According to the numerical test results, we believe that the
INSGA is able to converge to the true Pareto front efficiently with a better
distribution of solutions.
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Abstract. Inspired by the collective intelligence of natural mixed flocking, the
paper develops a mixed swarm cooperative search model for particle swarm
optimization(MCPSO). Firstly, makes some analysis about the hinting
principles and search mechanism behind the natural mixed flocking, and
proposes the construction of mixed swarm for optimization. Secondly,
introduces the mixed swarm into PSO and researches the main search behaviors
of MCPSO, including coarse search and fine search, cooperative search and
learning. Finally, the proposed MCPSO was applied to some well-known
benchmarks. The experimental results and relative analysis show mixed swarm
cooperative search mechanism can greatly benefit the global optimization
performance of PSO.

Keywords: swarm intelligence, particle swarm optimization, mixed swarm,
cooperative search.

1 Introduction

Swarm intelligence is a new fruit inspired by the social behavior lying in certain
biologic systems in nature, for example: bird flocking, fish schooling or ant
colonizing etc... Generally, the individual in those biologic systems is of low
intelligence and is small or weak in nature, but a swarm of them as a whole will
emerge high collective intelligence and is robust or rival with startling complex
behavior. Particle swarm optimization(PSO) is a notable optimization algorithm based
on swarm intelligence. Since the original version of PSO is introduced in 1995 by
Kennedy and Eberhart[1], it has attracted lots of researchers from different
background around the world, and has been applied successfully in many areas
recently [2-6]. However, like general evolutionary algorithms, PSO also suffers from
the premature convergence problem, especially for the large scale and complex
problems.
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Many techniques have been proposed to improve the original PSO. Shi and
Eberhart introduced a parameter of inertia weight to control the search of PSO[7];
Ratnaweera developed PSO with time-varying acceleration coefficients to balance the
local and the global search ability[8]. Cui improved PSO using fitness landscape [9].
Jie proposed a knowledge-based cooperative particle swarm optimization to keep the
balance of the exploration and the exploitation of the algorithm[10]; Van den
Bergh[11] also used multiple swarms to optimize different components of the solution
vector cooperatively. Besides that, many researches have been done to analyze the
behavior and the convergent ability of PSO. Clerc[2] made an analysis of the stability
properties of the algorithm based on a simplification of the original PSO, and
proposed a set of coefficients to control the system’s convergent tendencies. Later,
Kadirkamanathan[12] carried out a stability analysis of the particle dynamic based on
the passive theorem and Lyapunov stability, and concluded that the PSO system is
controllable and observable. He further pointed out the primary aim of PSO is
optimization, not only maintaining its system stability.

In order to develop new valid model of PSO, we try to go back and seek help from
some natural biological flocking here. In nature, it’s not uncommon to find that birds
of several species flocking come together to be a mixed-species flocking. The reason
may be that such flocking can make different species defend predators or detect
forages better. Inspired and attracted by its existing mode and collective intelligence
in nature, we try to develop an initial and simple idea about the cooperative PSO in
[13]. Here, we go on improving the idea about the mixed swarm cooperative search
model, and make some comprehensive analysis about its hinting principles, the search
mechanism and the optimization performance.

The remaining of the paper is organized as the follows. Section 2 presents some
inspiration from mixed swarm in nature. Section 3 describes the construction of the
mixed swarm for optimization. Section 4 introduces the details of MCPSO, including
the computation model, the coarse search and the fine search, the cooperative search
and learning. Some experimental results and some comparison analysis about the
proposed models are provided in section 5. Finally, Section 6 concludes with some
remarks

2 Inspiration from Mixed Swarm in Nature

Mixed flocking is often observed in tropical forests, especially in the non-breeding
season or migration dates. No doubt, the phenomena are the result of nature selection.
The main reason may be that the mixed flocking can increases the number of eyes and
ears available to detect predators, defend attackers or find food sources. Obviously,
such mixed flocking can make full use of different ability of each species and enhance
the existence ability of those species as a whole. For example: nearsighted gleaning
birds such as Red-eyed Vireos can be permitted by farsighted sallies like Yellow-
margined Flycatchers to move in their groups on the tropical wintering grounds;
Downy Woodpeckers generally can admit chickadees and titmice in their foraging.
Apparently, farsighted sallies or Downy Woodpeckers are superior to nearsighted
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gleaning birds or titmice in the viability in such mixed species. The former seem to
lose some prey to the latter, but the lost can be compensated by the improving safety
due to the latter's early detection of approaching dangers.

The hinting principles behind the mixed-species flocking firstly is cooperation or
social symbiosis that leads every species to benefit from acting as a whole, whether in
detecting food or dangers, and then is competition for sources each other. As far as
the optimization is concerned, the mixed-species flocking not only provides a proper
mode to construct the searching swarm, but also can help us develop a global
optimization model based on its social behavior principles.

3 Mixed Swarm for Optimization Search

Inspired from mixed flocking in nature, we construct a mixed swarm for optimization
search. Here, the optimization problem is one kind of non-linear programming
problem that can be described as the following:

min f(X) XeQcR”;Q=[ab]". (D

Where, f{X) is a multi-modal function while X represents any one solution matching
to the function; Qis the solution space.

Considering the optimization search, the mixed swarm is constructed by two kinds
species which are referred to as exploration species (S;) and exploitation species(S,)
here. Each species consists of a group of individuals, each individual is provided with
a position to represent a solution to the optimization problems.

In order to describe the dynamic relationship between the two species of the mixed
swarm we introduce the following definitions first.

Definition 1. Supposed the best and the worst positions of S; are X,’ (1), X (1)

respectively in the rth iteration, its activity territory can be defined as:

Xy () =[X2 @0, X0 0. @)
Here,
X2 O={x @0 d=01---D-1} and x, ,(r)=min(min{x” ()}, min{x, @)}
X2 0= @01 d=01---D-1) and x_,(#)=max(max{x’ (6} max{x ()}

SJ
Obviously, X2 indicates the max super-space overcastted by the exploration
species Si(t) .

Definition 2. Supposed the activity territory of S; is XTSf (1), its activity radius can be
computed by the following:

S/ —_ 1 S/ S/
Iy (t) _E(Xmax (t)_Xmin (t)) . (3)
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In the mixed swarm, the two species take on different tasks with different ability. S,
(Exploration species) acts on the role of the farsighted sallies in nature and is
designated to go on the coarse exploration in the solution space, which generally can
find out the potential territory of a better solution; while S, (the exploitation species)
mainly undertakes the fine exploitation in the local territory which has been located
by the exploration species S, just as the nearsighted gleaning birds, who generally
follow the farsighted sallies to food. With the same aim to find out the global
optimum, the two species are cooperative and learn from each other during the search,
which can greatly benefit the tradeoff of global search and local search in the
optimization.

4 Mixed Swarm Cooperative Search Model for PSO

Here, we introduce the mixed swarm search mechanism into SPSO and try to develop
a valid MCPSO. Its main search behaviors can be discussed in this section.

4.1 Computation Model of MCPSO

In SPSO, a swarm of particles have been defined to represent the potential solutions
of an optimization problem. In order to search an optimum, each particle begins with
an initial position randomly and flies through the D-dimensional search space. The
flying behavior of each particle can be described by its velocity and position, so the
update equations about the velocity and position of the individual in mixed swarm can
be formulated as the follows:

v (t+D) =wy) () +ci(py) (=X () +6,1(py (- (1)) “)

X+ =X (1) +v) (1 +1) (5)

Where, S; (j=1,2) just stands for the species S; or S,.

4.2  Adaptive Coarse Search and Fine Search

Though the update equation of velocity is the same for the particles in the deferent
species, the search behaviors of the particles in the two species are basically different
from each other. The main difference essentially lies in the length of the search step
and the search area of the particles in the two species.

As we know, the velocity of each particle generally should be limited to avoid
flying out the solution space. A bigger boundary value means the particle can choose
a bigger step to search, while a smaller value indicates the particle only search with a
smaller step. So we manipulate the two species to go on the coarse search and the fine
search through adopting different velocity limitation to their particles.
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Since the exploration species S, is expected to make the coarse search in a broader
area, the velocity of its particles is designated in the limitation of [- VS (), VS (t)]D s

max max

and V® (%) is set as the dynamic partition of the search boundary during the search:

max

Vni‘]x 0= Max[temtioln—t. (b—a). (6)

Obviously, the velocity limitationV * (¢) can adaptively permit the particles of S;

max

to search with a relative bigger step over time, and make a coarse search in a broader
area.

As a helper of exploration species, the exploitation species S, mainly undertakes
the fine exploitation in the territory of S;. So, the search step of its particles just
depends on the territory diameter of S; in the rth iteration, which is limited in
[V 1),V (1)]°, V2 (t)can be computed as the following:

max max

VR () =R(XS ()-X5 (7). (7

max max min

Observing the equation above, it’s easy to know V* (r) can be modified adaptively

with the change of the territory of S, and its value is always more smaller than the
value of V% (r), which just ensure the exploitation species can make a good fine

search among the territory of §;.
Here, we denote the update operators of the mixed swarm, the exploration species
and the exploitation species as O,” , 0% and O?: respectively.

4.3  Cooperative Search and Learning

After the initialization, the two species of the mixed swarm go on their search for
some times in parallel. The exploration species act on the coarse search and try to
discover new potential area with a bigger step, while the exploitation species keep the
fine search in the current best area found by the exploration species with a smaller
step. During their search, the two species exchange information each other. If one
species discovers the other side detecting new better position, its particles will modify
their search direction at a special time. In this means, the two species in the mixed
swarm not only are cooperative, but also compete to each other during the search.

In order to ensure the exploitation species to make enough fine searches, we
introduce a parameter to control the cooperation between the two species, which is
denoted as cooperation gap7,. Once each cooperation gap 7, is reached (that means

t=kT,, k=1,2,...K), the cooperation will begin, and the two species will obtain the
useful information from each other to decide where to go on their following search.
Denoting P’(and P (1) as the best positions found by the exploration species and

the exploitation species respectively in the current iteration, F(P'()and F(P* (1) are
the fitness value of the two positions. If F(P (1) <F(P* (), it indicates S, has captured
one better position omitted by S, so all the particles of S; should modify their search
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direction and go back to learn from S,. The learn operation can be implemented by the
following:

V()= (=D +6r(pi (=D (=D)+e5 (Pl t—D—x) ¢-D) - )

If F(P? (1)) > F(P” (1)), it indicates S, fails to find out a new better position around

the history territory of S;, so S, should give up its history search area and fly to the
new territory of §;. At this moment, we can choose its best position X} (1), the worst

position X*

worst

(t) and the center position X% () as three guide information to generate

center

S,. Around the three positions above, three parts of particles will be generated by
normal distribution respectively to form the exploitation species S,, and the standard
deviation is decided by the territory radius of S, in the current iteration:

o (t)=r"(1). 9

Denote the above learning operation of S; as O3, the reproducing operator of S,
as O3, and the cooperation operation of the mixed swarm Sy, as O3 . After that, the

two species will go on the search of other Ty iterations to make coarse search and fine
search independently each other until a satisfied position is found or a termination
criterion is matched.

4.4  Stagnation Avoiding Operation

Based on the above analysis, it’s easy to know that MCPSO can keep the tradeoff of
the exploration and the exploitation validly through the coarse search and the fine
search of mixed swarm. However, one phenomenon should be pointed out and
deserved to pay more attentions, which is the stagnation of the particles. With the
search going on, all of particles tend to converge to the best position found by the
mixed swarm in a sense, and the velocity of each particle is about to reduce slowly
until the particle stagnates around the best position in the end. The most unfortunate
thing is that the best position where most particles stagnate is a local optimum, but the
particles have no any energy to make another potential search, what just means a fail
search happens. In order to avoid the stagnation phenomenon of the particles and a
fail search, the simplest method is to observe the dynamic velocity of the best particle
in the mixed swarm. If the velocity of the best particle in Sy is smaller than the
designated value g(a small positive value), the best particle can be regards as being
stagnated and its velocity will be reinitialized with a proportion to the interzone [-
Vs VmaX]D. After that, the best particle will get new energy and guide others particles
to search into another area, which will contribute to the global optimization of
MCPSO greatly. Here, the operation is referred to as the stagnation avoiding
operation and is denoted as O §¥ .
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4.5 Pseudocode of MCPSO
MCPSO main
{ t=0; Initialize Sy through O =0 +0%:
While (not (termination criteria)) do
{Update S, through O =0% +0% ;
If (t %T, ==0)
{Carry out O on Sy;
{If F(PS () < F(P (1))
Let P’ (1)« P> (1) anddoOgy =0O; +07 ;
Else reproduce S, and do O =0} +03 ;}
If (v (r)<e) { carryout O3y
t++;

}

5 Experimental Studies

83

In this section, we choose four multimodal function optimization problems to
demonstrate the validity of MCPSO. The optimization problems are listed in the

following table.

Table 1. Test Functions F;-F

Func. Name Equations

F,  Rosenbrock F(x) = ”zll (100(x* - x,,,)* +(x, 1))
F,  Ruuigrin F,(x)= ﬁl( x* ~10cos( 277x,)+10)
o i B00= gt - fleosGp

F, Ackley Function F,(x)=20+¢—20exp(-0.2 /%Z{’:l x) - exp(% 2, cos27x;)

A series of experiments have been done to make some performance analysis about
MCPSO. In all cases, the parameters of MCPSO have been set as the following: the
swarm size N=60 and each sub-swarm size M is 30. Inertia weight w is decreased
linearly from 0.9 to 0.4 over time, the two learning factors c;=c,=1.49, the
cooperation interval 7T;=10. All the statistic results are achieved by 25 runs

independently.
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5.1  Search Ability Analysis of MCPSO

In order to observe the performance of MCPSO in different hyperspaces, we use the
algorithm to solve F;-F, with 10-D, 20-D, 30-D, 100-D, 500-D and 1000-D
respectively, and get the following box-plots of the statistics results in 25 runs .
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Fig. 1. Box-plots of the statistics results in 25 runs when optimizing F; (a), F,(b), F3(c) and
Fyd)

In Fig.1, the column numbers from 1 to 6 indicate the 10-D, 30-D, 50-D, 100-D,
500-D and 1000-D respectively, and the figure in each column describes the
distribution of the 25 statistic results in each hyperspace. Observing the Fig.(a)-(d), it’
easy to know the best results come from the optimization of the Ackley function F,.
Though MCPSO has one or two distinct outlier in several columns denoted by the red
“+”, the values of the outliers all are near to the optimum(0). The worst case happens
on the Rosenbrock function(F;). According to Fig.1.(a), it’s obvious that the box in
each column is more and more higher with the dimension increasing, that means
MCPSO has more and more troubles in optimizing the function F; with the dimension
increasing.Seen Fig.1.(b), MCPSO is very robust and almost reach to the optimum (0)
in 25 runs for Rastrigin function (F,) in the 10-D hyperspace. With the dimensions
increasing, one or two outliers appear in each column, and the value of the outliers is
more and more far from the global optimum, especially for 500-D and 1000-D, which
means MCPSO encounters the premature convergence in large scale hyperspace.
Fig.1.(c) show us MCPSO performs very well for F; with 30-D, 50-D, 100-D, 500-D
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and 1000-D. In each cases, MCPSO always can capture the global optimum with a
high precision in 25 runs. As we known, Griewank function is more difficult to
optimize in lower dimension hyperspace than in higher dimension hyperspace, so we
find that the performance of MCPSO isn’t robust for F;in 10-D. observing the box-
plots in the first column of Fig.1.(c), three red “+” indicate MCPSO falls into the local
optimum for 3 times in the search, but the other values all fall into a relative
compact extent [0, 0.05]. Moreover, the medial value in 25 runs(denoted by the red “~
” in the box-plots) is superposed to the bottom of the box-plots, that indicates half of
the 25 values are converge to the global optimum “0” of the function. All above show
MCPSO also is a rival technique for complex optimization.

5.2  Performance Comparison of MCPSO with MSPSO

In this section, we design the following experiment to make a comparison analysis
between MCPSO and the standard PSO based on multiple sub-swarms (MSPSO). Here,
MSPSO adopts two sub-swarms to cooperative search just as MCPSO, but the two sub-
swarms obey the same search operation and the same update mode as the standard PSO.
Except for the above points, the other components all are the same for the two
algorithms. The two algorithms are used to solve F;- F, with 100 dimensions one by one.
Table 2 lists the statistics results got by MCPSO and MSPSO in 25 runs, including
the best values, the worst values, the mean values and the standard errors(Std).
Comparing each item of the two algorithms, it’s easy to know that MCPSO
outperforms MSPSO greatly. Different from MSPSO, MCPSO take advantage of
exploitation species as a helper of exploration species to conduct the fine search.
During the fine search, the velocity of each particle can be modified adaptively
according to the current territory radius of the exploration species. Through the coarse
search of the exploration species and the fine search of the exploitation species, and
their cooperative search, MCPSO can keep the balance of the global search and the
local search truly, so it can present an outstanding global performance than MSPSO.

Table 2. Comparisons of MCPSO with MSPSO

Algorithm Items F; F, F; F,
Best 4.291e+001 3.087e+001 1.316e-004 2.425e+000
worst  2.645e+003 7.768e+001 5.755e-002 7.649e+000

MSPSO Mean  2.979¢4002  5.565+001 11206002 5.591e+000
Std 507464002 1.028¢+001  1.389e-002  1.261e+000
Best  4.043¢019  4392¢013  0.000e+000  5.887¢-016
worst  4.752e+001 5.945e+001 8.537e-005 6.994¢e-006
MCPSO

Mean  2.758e+001 8.654e+000 7.016e-006 3.666e-007
Std 2.278e+001 2.425e+001 1.944e-005 1.375e-006
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6 Concluding Remarks

The paper develops a cooperative search model for PSO based on mixed swarm, and
makes comprehensive analysis about its hinting principles, the search mechanism and
the optimization performance. The proposed MCPSO was applied to some well-known
benchmarks. Some comparison analyses have been made. According to the relative
statistics results, MCPSO is superior to the compared algorithm in most of the functions.
All the results show MCPSO is a robust global optimization technique for the complex
optimization problems. However, some failures also appear when MCPSO is used to
optimize the large scale functions in the hyperspace with higher dimension. The future
work should focus on how to improve the convergent speed of MCPSO in the final
search and achieve higher accurate solutions for the large scale optimizations.
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Abstract. International trade is the exchange of capital, goods, and ser-
vices across different countries. Trading has been explored by economists
to be an important mechanism for maintaining development. In an im-
perialistic country, trading makes imperialists capture resources from
colonies, meanwhile providing technologies or cultures for colonies to
develop themselves. Inspired by this economic phenomenon, this paper
transplants the trading mechanism to imperialist competitive algorithm
(ICA) and proposes an improved ICA with import and export mecha-
nisms (IICA). IICA is designed to alleviate the problem of slow conver-
gence without significantly impairing the parallel competitive feature of
ICA. It is characterized by allowing the imperialist to capture useful as-
pects of colonies to enhance itself, and meanwhile making colonies learn
advanced components from their imperialist. In this way, the trading
mechanism enables imperialists and colonies to strengthen interactions
during them. The performance of IICA is validated on 23 benchmark
functions. Its high performance is confirmed by comparing with other
ICA variants.

1 Introduction

In recent years, swarm intelligence has received increasing interests and regarded
as powerful methods for the difficult optimization problems. Among them, impe-
rialist competitive algorithm (ICA) [1] is inspired by the behavior of imperialists
which attempt to control and possess colonies. It starts with a randomly gener-
ated population of countries composed of imperialists and colonies. ICA divides
its population into some sub-populations (empires) and searches for the optimal
solution through two processes: assimilation and competition. Imperialists are
the best candidate solutions, while colonies are divided among those imperial-
ists according to their objective function values. Assimilation operation moves
colonies towards their imperialists and competition operation removes a colony
from the weakest empire and adds it to another empire. These operations lead to

M. Fei et al. (Eds.): LSMS/ICSEE 2014, Part II, CCIS 462, pp. 87-98, 2014.
(© Springer-Verlag Berlin Heidelberg 2014
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the search for better solutions in ICA. Eventually, the population converges to
certain areas of the search space. Until now, ICA has been successfully applied
on various complex problems, such as pattern classification [2, 3], scheduling
problems [4-7] and machinery design problems [8,9].

The distinct advantage of ICA is its inherent parallel evolutionary mechanism
which allows all empires to interact via competition with each other. To improve
the search performance of ICA, the scholars have put forward various improved
algorithms. For instances, Bahrami [10] utilized chaotic mapping to decide the
moving direction of the colony in assimilation operator. Zhang [11] randomly
selected a part of colonies to update their position after moving. Lin [12] pro-
posed the perturbed ICA and used artificial imperialists to replace the weaker
ones in order to enhance the information interaction between the empires. To a
certain extent, the above improved ICA variants increased the local optimization
ability of the algorithm. In original ICA, the imperialist improves its power only
used exchanging position with its colony, and the convergence speed is therefore
becoming slow. Inspired by this phenomenon, we tried to develop ICA by en-
hancing the information interaction between the imperialist and their colonies,
through considering the trading mechanism between two countries. Compared
with other variants of ICA, the proposed algorithm (IICA) can utilize the effec-
tive information from their colonies to speed up the imperialist moving towards
the optimal solution. Meanwhile, the colonies by trading with their imperialist
accelerate the speed of approaching imperialist. Thus, the trading mechanism
enables imperialists and colonies to strengthen interactions during them, accel-
erating the convergence speed of the algorithm.

2 Imperialist Competition Algorithm with Trading
Mechanism

International trade is exchanging activities of goods and services between differ-
ent countries and regions. International trade is bound to stimulate innovation
mechanism of the enterprize, promote the technical progress and the develop-
ment of a country’s economy. Inspired by such social phenomenon, colonies which
trade with economically powerful imperialist are expected to speed up their own
economic developments. On the other hand, although the power of colony is
weaker than its imperialist, there must exist advanced products or resources in
colonies. Therefore, within the process of trading, imperialist can also promote
the development of its economy. The algorithmic flowchart of IICA is shown in
Fig. 1 which is described in details in the following.

Initialize Empire: The goal of optimization is to find the optimal solution of the
problem. An appropriate format for representing a solution must be determined.
For the D dimensional optimization problem, a country can be represented as:
country = [p1,p2,...,pp], The cost of a country is used the cost function f to
estimate: Cost = f(country) = f(p1,p2,...,PD)-

The initial population size is Npop. Nimp most powerful countries are selected
as imperialists and the rest Neoi(Neot = Npop — Nimp) of the countries are as-
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Initialize the Empires

| Generate the Imperialist and Colony |

[

H Move the colonies toward the imperialist|

1

‘ International trade between the colonies and its imperialist ‘

| Compare the cost between imperialist and its conloies |

If Cost colony in an empire < COSt imperialist

No

I Exchange the position of this imperialist and its conlony
{
| Compute the total cost of all empires
I
Choose the lowest cost colony from the weakest imperialist and give i
to the imperialist that has the most likelihood to possess it

Stop condition is satisfied

Yes

Fig. 1. Flowchart of the proposed algorithm

signed to these empires according to the power of imperialists as their colonies.
To assign the colonies among imperialists proportionally, normalized cost of m-th
imperialist is defined by:

Cry = ¢ —maz{c;i},i € 1,2, ..., Nimp (1)

where (), is the normalized cost of m-th imperialist and ¢, denotes the cost of
m-th imperialist. The normalized power for this imperialist is defined by

Cm
Nim
Zi:1 e

The normalized power of an imperialist reveals the approximate number of
colonies that should be possessed by this imperialist. Thus the initial number
of colonies of m-th empire will be NCpyeor = round{pm - Neoi }, where NCh,col
is the initial number of colonies of m-th empire and N, is the total number of
colonies. To generate each empire, we randomly choose N C,,¢0; colonies and give
them to each imperialist. Fig. 2(a) shows the initial population of each empire

(2)

Pm =
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Fig. 2. (a) Generating the initial empires; (b) Moving colonies toward their relevant
imperialist in a randomly distance and deviated direction
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Fig. 3. (a) Trading between imperialist and its colonies; (b) Exchanging the positions
of the imperialist and a colony

including imperialist and colonies labeled with the same color. It is obvious that
bigger imperialists have greater number of colonies and vice verse.

Colonies Assimilation: Each imperialist has their own colonies and attempts
to develop their colonies. This process is called assimilation and is shown in
Fig. 2(b), in which the colony moves toward the imperialist by « units. The new
position of colony is shown in a darker color and bigger icon. During this process,
colonies of an empire move toward the imperialist.  ~ U(0,5 x d), > 1is a
random variable with uniform distribution.

The original direction of movement is the vector from colony to imperialist.
To search wider area around the imperialist, a random amount of deviation to
the direction of movement is added. Fig. 2(b) illustrates the new direction and
0 ~ U(—~,7) angle is a random number with uniform distribution, where v is a
parameter that adjust the deviation from the original direction.

Trading Mechanism: Each empire takes possession of many colonies and the
colonies are weaker than their imperialist. Nevertheless both colony and impe-
rialist are countries which are composed of many factors, for example, natural
resources, commodities and cultures, etc. Not all factors of colonies are weaker
than those of their imperialist. Thus the imperialists trade with its colony to
make them become more powerful. Inspired by this thought, an improved impe-
rialist competition algorithm is proposed as shown in Fig. 3(a). In this figure, the
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Fig. 4. (a)Imperialistic competition; (b)Empire convergence

rectangle represents a factor in a country and small blue and red rectangle stands
for a part of this factor which trades between imperialist and colony. In the orig-
inal variants of ICA, the colonies of an empire are assimilated by its imperialist
and the imperialist is developed only based on exchanging position. However, in
the proposed algorithm, the imperialist also develops itself by trading with its
colonies.

Exchanging Positions of the Imperialist and a Colony: While colonies
moving toward the imperialist, one of them may reach to a position with lower
cost than that of imperialist. In this case, the imperialist and the colony switch
their position. Then the algorithm will continue by the new imperialist and
colonies start moving toward position of new imperialist. Fig. 3(b) shows the
position exchange between the imperialist and the best colony which is shown
in a yellow color and has lower cost than its imperialist.

Total Cost of Empire: The power of the entire empire is mainly determined
by its imperialist. The total cost of m-th empire is defined as:

TC,, = Cost(imperialisty,) + & - mean{Cost(colonies of empire,)}  (3)

where T'C), is total cost of m-th empire and £ is a positive number between 0 and
1. Different values show the corresponding weights that the cost of imperialist
is in the total cost. The small value for £ causes the cost of the entire empire
to mainly depend on the cost of imperialist. As the value of £ increases, the
influence of the colony over the cost will be increased. In the experiments, the
value of € is set to be 0.1.

Imperialist Competition: In ICA, all the empires are trying to occupy colonies
from other empires and control them. Empire competition will lead to weakest
empire lose their colonies which will be allocated to other empires. In the pro-
cess of competition, each empire is likely to have the colonies. However, the more
powerful empire will have more opportunities to occupy the colonies and will be
getting stronger. As the competition, the weakest empire will lose all of the
colonies and be collapsed finally. Fig. 4(a) shows the process of the imperialist
competition. The population is composed of Nj;,;, empires. Possession probabil-
ity of each empire is computed based on its total power. Normalized total cost
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of m-th empire obtained by
NTCy, =TCy, —maz{TC;},i=1,2, ..., Nimp (4)

where T'C,, and NTC,, are total cost of mth empire and normalized total cost
respectively. Then the possession probability of each empire is

NTC,,

= 5
s re ?

Pm

It is obvious that p; +p2+...+pn,,,, = 1. The colonies are divided among empires
based on their possession probability. Based on the computation speed, a new
method is used in algorithm that has less computational effort than Roulette
Wheel selection. At the beginning, we form vector P as P = [p1,p2, ..., DN, |-
Then a vector is created with the same size as P and its elements must be
uniformly distributed random numbers between 0 and 1.

R=1[r1,72, s "Nipp s "1: 725 ooy TNy ~ U(0,1) (6)
Then vector D is obtained by

D=P-R= [Dl,DQ, ""DNi'm.p} = [7"1,7’2, ...,T’Nimp}

= [pl —T1,P2 —=7T2,P3 =73, PNypyp — rNi'm,p] (7)

Based on vector D, we will give the weakest colony in weakest empire to an
empire with maximum index in D.

Eliminating the Powerless Empires and Convergence: In imperialist com-
petition, weaker empires will collapse and their colonies will be divided among
others. Many criteria are made to eliminate the powerless empires. In this arti-
cle, an empire collapsed when it loses all of its colonies. When all empires have
collapsed except the most powerful one, the imperialist competition will be ter-
minated and all colonies will be under control of the existed empire. In such
case, the algorithm stops and finds the optimal solution. Fig. 4(b) shows this
procedure.

3 The Pseudocode of Trading Mechanism

The pseudocode of implementing the trading mechanism between imperialist
and colony is shown in Algorithm 1.

Algorithm 1- Implementation of the trading mechanism
Begin-learning: Input a imperialist Old;;,, and one of its colonies Old.;;

set B8 = rand(); Newimp = Oldimp, Neweop = Oldeor;

For i=1:n

set k is the randomly chosen dimension;

Oldcost.imp = cost(Oldimp);

Oldcost‘col = COSt(Oldcol);
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Newimp(k) = B Oldimp(k) + (1 — beta) * (Oldco1(k));

Neweor(k) = % Oldeoi (k) + (1 — beta) * (Oldmp(k));

Newcost.imp = cost(Newimp);

Neweost.col = COSt(Newcol);

if Newcost‘imp < Oldcost.imp; Oldzmp = Newimp; end-if;

if Newcost‘col < Oldcost‘col; Oldcol = Newcol; end'if;

end-For;

End-learning: Output improved imperialist New;,, and colony Newco;

4 Experimental Studies

4.1 Experiment Settings

In this section, a set of 23 benchmark functions, adopted from Yao and Liu [13],
is tested in this experiment to evaluate the relative strength and weakness of
IICA. The lower bound and upper bound of variant, the number of dimension
and the optimal value of each function are also listed in function table. Functions
f1 ~ f7 are unimodal and fg ~ f13 are multimodal functions with many minima,
f14 ~ fo3 are multimodal functions with less minima.

In this experiment, IICA compares with original ICA [1] with the same initial
parameters and operating steps except the proposed trading mechanism. For the
two ICA methods, the number of countries and the number of imperialists are
set to 88 and 8 respectively. In the process of trading, the number of exchanging
goods is very important and decides the performance of the algorithm. In opti-
mal algorithm, the goods in trading mechanism map to dimensions in function.
Fig. 5 shows convergence plot of unimodal function f; and multimodal function
fo (30 dimensions) with different number of exchanging dimensions. From f, it
is clear that the bigger number of exchanging dimensions for unimodal function
is more excellent convergent result. The balance of execution efficiency and the
optimization results of the algorithm should be considered. So the number of
exchanging dimensions is set to 5 for unimodal functions. For multimodal func-
tion fy, different numbers of exchanging dimensions lead to a greater difference
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Fig. 5. Convergence plot of unimodal function fi; and multimodal function fo
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Fig. 6. Convergence plot of benchmark functions (f1 ~ fi4)

between the results. But the number of exchanging dimensions from 3 to 9 (re-
moving 6) has the approximate results. So the number of exchanging dimensions

for multimodal functions with 30 dimensions is set to 3 and with less minima is
set to 1.
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Fig. 7. Convergence plot of benchmark functions (fi5 ~ fa3)

4.2 Performance Comparison

For validation of the proposed IICA, experiments have been performed on simi-
lar functions belonging to different categories. Table 1 lists the statistical results
obtained by IICA and ICA algorithms for 23 benchmark functions. It is obvi-
ous observed that IICA with trading mechanism can prompt the algorithm to
reach the optimal solution speedily and get better results than ICA. For each
test function, 30 runs are performed and the average outcome is plotted in the
figure for 2000 generations with 30 dimensions and for 100 generations with less
dimensions.

From Table 1, for the unimodal functions f; ~ f7, 3 out of 7 functions has been
found out the optimal values. The results of the remaining unimodal functions are
also superior to ICA. The progress of mean best solution with the number of gen-
erations is shown in Fig. 6. From the figure, it can be easily visualized that IICA
performs much better than ICA in terms of convergence speed and quality of solu-
tion. Multimodal functions have been used to check the performance of algorithm
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Table 1. The statistical results obtained by IICA and ICA algorithms for all bench-
mark functions

Func. IICA ICA

Mean + Std Min Max Mean =+ Std Min Max
f1 0+0 0 0 5.74E-02+1.13E-01 3.40E-03 5.59E-01
f2 3.21E-195+0 1.09E-196 1.54E-194 5.20E401+1.40E+401 3.00E+01 7.00E4-01
f3 0+0 0 0 1.68E-014+4.30E-01 7.00E-03 1.39E-00
fa 2.26E-15+4.77E-15 3.82E-19 1.51E-14 8.94E-00+1.56E-00 7.19E-00 1.25E401
fs 1.97E-31+1.10E-31 7.40E-32 2.96E-31 1.08E+06+2.54E405 5.40E4-05 1.55E+06
fe 0+0 0 0 9.67E-014+1.88E+00 0 9
f7 3.37E-02+1.25E-02 1.36E-02 4.81E-02 4.25E4+01+1.32E+4-01 2.30E+01 6.81E401
fs -1.10E+04+2.59E+02 -1.15E+04 -1.08E+04 -7.91E+4+03+6.71E403 -8.87TE+03 -6.96E+03
fo 1.14E-13+5.48E-14 0 2.27E-13 8.60E4+01+2.59E401 2.89E+01 1.40E4-02
fio 4.62E-14+7.29E-15 3.91E-14 6.75E-14 6.03E4+00+8.14E+00 1.34E-02 2.00E+01
fi11 8.55E-02+3.81E-02 0 1.12E-01 1.16E-01£1.17E-01 1.93E-02 5.78E-01
fi12 1.59E-32+9.43E-34 1.57E-32 2.08E-32 1.99E+408+7.81E407 6.30E+07 3.76E+08
f13 1.35E-32+5.57E-48 1.35E-32 1.35E-32 2.32E-02+2.42E-02 1.30E-03 9.53E-02
f14 0.9980+3.43E-16 0.9980 0.9980 0.9980+2.58E-12 0.9980 0.9980
fi5 4.30E-03%9.31E-07 4.30E-03 4.30E-03 1.47E-024+9.90E-03 5.00E-03 2.86E-02
fi6 -1.0316+1.11E-15 -1.0316 -1.0316 -1.0316+4.24E-07 -1.0316 -1.0316
fi7 0.3979+0 0.3979 0.3979 0.3979+5.59E-07 0.3979 0.3979
fis 8.0000+2.05E-15 3.0000 3.0000 3.0000+4.15E-06 3.0000 3.0000
fi9 -3.8628+2.39E-15 -3.8628 -3.8628 -3.8625+1.40E-03 -3.8628 -3.8549
f20 -3.3220+3.02E-14 -3.3220 -3.3220 -3.2556+7.07E-02 -3.3201 -3.1298
f21 -10.1532+2.80E-13 -10.1532 -10.1532 -8.6936+2.16E+00 -10.1517 -4.6715
f22 -10.4029+5.32E-13 -10.4029 -10.4029 -9.21444+1.90E+00 -10.4013 -3.7028
f23 -10.5364+6.50E-12 -10.5364 -10.5364 -9.0160+2.36E+00 -10.5289 -2.8685

Table 2. Average and standard deviation of the best objective values over 30 runs
after 1000 generations

Func. IICA Perturbed ICA ICAAI ICACI
Mean + Std Mean =+ Std Mean + Std Mean + Std
f1  3.76E-145 £ 7.29E-145 8.31E-06 £ 1.30E-05 3.76E-10 + 2.00E-09 2.10E-07 £ 9.70E-07
fa 2.93E-79 + 3.90E-79 3.56E-04 + 7.48E-04 1.10E-07 £ 2.38E-07 5.08E-05 £ 2.10E-04
f3 2.50E-144 + 4.04E-144 2.69E-04 + 4.50E-04 1.53E-10 £+ 6.40E-10 2.84E-06 + 7.00E-06
fa 1.09E-05 + 2.29E-05 6.61E-00+ 2.20E-00 1.99E-01 £ 2.00E-01 8.13E-00 £ 3.10E-00
fs 2.79E-31 + 1.27E-31 2.30E402 + 2.96E+4+02 1.00E+402 + 1.31E+02 1.27E+02 + 1.45E402
fe o+to 1.96E-01 £+ 3.77TE+01 3.00E-01 + 7.90E-01 4.62E401 + 1.46E402
fg -1.12E404 £ 2.88E+402 -1.140E+404 + 2.80E+402 -1.142E404+ 2.56E+02 -1.143E+04 0+ 3.04E+02
fo 1.99E-01 + 4.20E-02 5.95E-00 + 3.03E-00 5.17E-00 + 2.94E-00 6.00E-00 + 2.89E-00
f1o 3.94E-144+ 7.76E-14 1.20E-03 + 1.30E-03 4.14E-06 + 8.60E-06 1.06E-03 + 2.00E-03
f11 2.91E-02 + 3.33E-02 2.28E-02 + 3.00E-02 1.23E-02 £+ 1.70E-02 3.81E-02 + 3.70E-02
f12 1.57E-32 + 2.89E-48 6.91E-03 £ 2.60E-02 1.04E-02 £ 3.20E-02 6.91E-03 + 2.60E-02
fi3 1.35E-32 + 2.89E-48 1.81E-03 £ 4.04E-03 1.83E-03 + 4.16E-03 1.83E-03 + 4.16E-03

from locating global optima and local optima. The main reason for introducing
these functions is to test the characteristics of the algorithm in continuous and
multimodal search space. The whole multimodal functions are divided into two
classes based on their functional behavior. The multimodal functions fg ~ fi3
are the combinations of multimodal and unimodal functions. The proposed al-
gorithm IICA compared with ICA for these functions is also shown in Fig. 6. It
is obvious that IICA performs much better than ICA due to advance searching
strategy that effectively exploits and explores the search space without depend-
ing on the silhouette of the functions. Function fi4 ~ fo3 with few local minima
appear to be simple and similar to that of the unimodal functions. But the major
difference is their convergence trend. From Fig. 7, It is not difficult to find that
the convergence graph consists of standstill point in comparison to the unimodal
functions. All functions except f15 find the optimal solution. ICA get stacked for
longer number of generations, whereas IICA appear to converge speedily.

Table 2 lists average and standard deviation of the best objective values over
30 runs after 1000 generations. For unimodal functions f; ~ fg, the mean values
within limited generations obtained from IICA is much better than PICA, ICAAI
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and ICACI [14]. It accounts for trading mechanism used in ICA can accelerate
the speed of convergence. For multimodal funcitons fg ~ fi3, the result of fg
obtained from ITCA is inferior to PICA, ICAAI and ICACI and there is no
significant difference between the four methods for f11, the rest of the multimodal
functions with IICA are superior to other three variants. It draws a conclusion
that trading mechanism can avoid falling into local optimum.

5 Conclusions

A new ICA variant called IICA has been developed. The IICA is characterized
by allowing the imperialist to capture useful aspects from colonies to enhance
itself, and meanwhile making colonies learn advanced components from the im-
perialist. In this way, the trading mechanism enables imperialists and colonies
to strengthen interactions during them. The significance of IICA mainly lies
on two aspects. First, in terms of algorithmic design, trading is a noteworthy
phenomenon. By now, as the idea that trading is closely related to crossover
evolution and learning has been accepted by more and more economists, it is
worthwhile verifying if the trading mechanism is helpful to swarm intelligence
techniques. In this research, such attempt is demonstrated by applying trad-
ing on ICA. Second, in terms of performance, the proposed IICA manages to
alleviate slow convergence and keep the parallel competitive feature of ICA as
well.
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Abstract. An improved Artificial Fish Swarm Algorithm (AFSA) based on
Hooke-Jeeves (HJ) algorithm is proposed and improved AFSA is applied to
design lamps of changeable color temperature and high luminous efficacy in this
paper. The disadvantage of AFSA stochastic moving without a definite purpose
is improved by HJ algorithm, owing to HJ’s great ability of local searching.
Accuracy of solution is improved by the adaptive weight. The improved AFSA is
verified through an example of how to search for the most luminous efficacy of
LED mixing color. The white, red, green and blue LEDs are chosen to design
LED lamp samples. LED proportions of 5000K color temperature among those
LEDs are optimized by AFSA and new AFSA in the Matlab. The obtained results
indicate that improved AFSA is faster and higher accuracy. After LED lamps are
tested by integrating sphere, the results show that the difference between the
actual value and simulation calculation value is tiny, the new AFSA is effective.
The improved AFSA provides a new efficient calculation method of LED
proportions. Compared with the traditional manual calculation LED proportions,
new method not only saves a significant amount of time, but also achieves higher
luminous efficacy for lamps. All this shows that the new method is effective and
has high practical value.

Keywords: LED, AFSA, HJ, color mixing, optimization.

1 Introduction

Because the Light Emitting Diode (LED) has advantages of long lifetime, energy
saving, high efficiency and environment protection, LED lamps are widely used on
various occasions. With the rapid development of the LED lighting industry, the color
temperature issue attracts attention of many researchers. Color temperature has effect
on the nocturnal change in core temperature and melatonin in human body [1]. Lighting
source color temperature has influence on visual performance in tunnel and road area
[2]. Color temperature affects user‘s emotional feelings as well [3]. The right color
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** Corresponding author.

M. Fei et al. (Eds.): LSMS/ICSEE 2014, Part II, CCIS 462, pp. 99-110, 2014.
© Springer-Verlag Berlin Heidelberg 2014



100 X. Luan et al.

temperature relaxes consumer and makes them feel comfortable; the inappropriate
color temperature may reduce consumer’s ability of distinguishing things. To solve this
problem, a flexible color temperature light source is need. Compared to the traditional
light source, LED light source has advantages in changing the color temperature by
mixing different proportion brightness of different color LEDs. The mixing color
method of theoretical calculation has been shown in some papers [4-8]. The white,
amber and blue LEDs are selected to mix color in the paper [7], the luminous efficacy
are almost 80lm/w. The red, green and blue LEDs are selected in the paper [8] and the
luminous efficiency are about 24.131m/W. Using both solutions in paper [7] and paper
[8] can achieve the same color temperature at the same power consumption level, but
the former luminous efficiency is higher than the latter; the former is brighter than the
latter. Therefore, there are lots of methods to implement the same color temperature and
luminous efficiency may be different. It is a very worthwhile study to find out higher
luminous efficacy mixing color method.

AFSA [9] is a swarm intelligence optimization algorithm, which is inspired by the
behavior of fish. Through the simulation of fish’s behavior, such as preying, swarm,
random and following, the optimal solution is found in the target space. AFSA uses
target function as algorithm evaluation function and finds out the appropriate solution
quickly. Therefore, AFSA can quickly search for the optimal LED brightness
proportion at a certain color temperature. However, AFSA has its shortcomings: the
solution accuracy is not high and the convergence rate at the later stage of calculation is
slow.

On the other hand, Hooke-Jeeves (HJ) algorithm [10] as the traditional algorithm has
strong local search ability, but the global convergence ability is poor. HJ algorithm
alternates searching n-dimensions coordinate directions, and changes one of the
coordinates every time, then finds a new start point.

How to improve AFSA by HIJ algorithm and how to optimize LED brightness
proportion by AFSA and improved AFSA will be discussed in this article.

2 Mixing Color Method

The Fig.1 is a CIE 1932 chromaticity diagram. The diagram shows the all possible
hues and their relationship to the green, red and blue indicated by the vertices of the
triangle. In CIE xyY color space, x and y are the chromaticity coordinates, and Y is
lumen value, which we can often see in the LED datasheet.

A special color can be mixed by XYZ (that corresponds to RGB) is known as the
CIE XYZ color space. X, Y and Z are tristimulus values, which come from CIE
standard observer functions [6].
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Fig. 1. The CIE 1931 color space chromaticity diagram

The relation between CIE xyY color space and CIE XYZ color space can be
described as the formula (1) [11].Here i means LED kind. If LED kinds are n (n>2),
mixing color formula can be written as formula (2) shown.Chromaticity value
(x,.0),:) and tristimulus value Y, are given as the target value , than formula (3) can
be derived from formula (1) and formula (2).

Normally, LED kinds selection finished, the LED kinds’ number is constant, and
the LED combinations’ chromaticity values (x, y,) are also constant. Then, formula
(3) is transformed into a kind of linear equations of higher degree, and tristimulus
values Y,can be solved from the equations. If Y, is variable, obviously, Y;may have
many kinds of solutions. Y, is bigger, the luminous efficacy is higher. It converts the

mix

problem about Y, solutions to the problem about maximum for Y.

— Xi Y
X +Y+Z, X,=7’x,~
v : (1
yi= l=)/i
X +Y +Z, Y
Ziz(l'xi'yi) Zi=_i(1_‘xi_yi)
Vi
Xmix:ZXi
i=1
2)

Y mix = i Yt
i=1

Zmix = i Zi
i=1




102 X. Luan et al.

Z" xiYi

Xmix = —
> xi¥: | D Yi+ ) E(1 - Xi- yi)
= yi | =1 Yi 3)
i: Yi
Ymix = =

PN S S %(I—x,— vi)
i=1 i=1 !

=1 Vi

n
Ymix = Z Yi
i=1

3 LED Down Light Lamp Design

Considering the high color rendering index of lamp, red, green and blue LED are
selected in the lamp [8]. Normally, white LED luminous efficacy is higher than red,
green and blue LED’s luminous efficacy. In order to improve the luminous efficacy of
lamp, white LED is added. In other words, WRGB mode replaces the RGB mode. A
down light lamp is designed which includes 10pcs white, 6pcs red, Spcs green and
4pcs blue Osram LED , the parameters of four different color LED are shown in
Tablel. In Tablel, x and y are the chromaticity coordinates; Lumen/c means
lumen/current.

5000K is set as target color temperature. So, the formula (3) is transformed into Eq.
4.7Y,7Y, Y, and Y, are white, red, green and blue LED lumen value. Those are linear
equations with 4 variables. Through the Eq. (4), the relationship among ¥, ¥ and ¥,
is shown in Fig. 2. The best ¥, is found out by traditional manual calculation firstly,
and values are 2448.01.This value will be used as setting target to test optimization

algorithm. The Eq. (4) is just an optimal problem with restrictions.

Table 1. LED group chromatic coordinate and luminous

LED Lumen/c X y X/y (1-x-y)/y
White 156/350mA 0.37 0.42 0.8810 0.5000
Red  60/400mA 0.7006 0.2993  2.3408 0.0003
Green 93/350mA  0.1547 0.8059 0.1920 0.0489
Blue 28/350mA  0.1208 0.0705 1.7135 11.4709
Mix Y 0.3451 0.316 0.9815 0.8629
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Fig. 2. Relationship among Y,,, Y, and Y,,,;,

4 Improved AFSA

4.1  AFSA Analysis

Artificial Fishes (AFs) are randomly generated in the AFSA. The maximum value is
found out by AFs’ preying, swarm and following behavior[9]. Preying behavior can be
described as formula (5).The part (X;-X;)/ [IX;-X;l| indicates AFs moving direction.
The constant Step and random variable decide the moving distance. The Xj,.., is
updated by random variable also in some status, this help AFSA escape from the local
optimal solution. Swarm and following behavior can be described as formula (6) and
formula (7).They help AFSA locate the optimal solution. The prey () function just is
Preying behavior. From the formula (5) - (7) analysis we can see that the updated step
of AFSA has effect on the accuracy of the optimal solution and convergent rate.
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Xi-X: .
Xi+ Random (Step )7—— if (Yi<Y;)
Xi | next = ||)(j - Xt" ! (5)
Xi+ Random (Step)  else
X c- i K,’
X:+ Random (Step )—————— if(—>0Y))
Xi | next = ||X c- X 1" ny (6)
prey()  else
X max = X! . melX

Xil next = X Random (Step ) "X max - X z” lf( ny >5Y’) (7)

prey()  else

Here, X, is current fish position. Y, is the fitness function value at X; position. X; is
next fish position. Y, is the fitness function value at X, position. Yc is the fitness
function value at current neighborhood center. Y,  is the maximum fitness function

value at current neighborhood. The & is crowd level in the current neighborhood. The
nfis AF number in the current neighborhood.

4.2 Improvement of AFSA

The AFSA has slow convergent rate at last iteration stage. Its local search ability needs
to be enhanced . Coincidentally ,HJ algorithm has excellent local search ability.

HIJ algorithm is described as follows.

Step1. Defining the initial base point x (1), the initial step length d, the j" coordinate
direction e, the calculation accuracy r and the acceleration factor a. Coordinate system
is n-dimensional coordinate. Let y (1) =x (1), k=j=1.

Step2. If  fiy"+de)<f(y"), the direction is correct; let y""=y"+de,, and go to
Step3. If  f(y"+de)>f(y""), the direction is not correct. In this case, if f(y"-de)<f(y"),
let y"""=y"-de, and go to Step3. If f(y"-de)>f(y"), let y""=y".

Step3. If j<n, let j =j + 1, repeat Step2. If j=n, and f(y"")> fx"), go to
StepS;otherwise, if f(y"™")< Ax“), go to Step4.

Step4. Let x""=y"", and let y"'=x*"+ a(x"*"-x"
Step2.

StepS. If d < r, the computation is end, x~x". Otherwise, let d = d/2, y"'=x",
x*Y=x", k=k+1, j=1, and repeat Step2.

A new variable (1- 0.5%(gen/GEN)’-0) is applied to AFSA to improve the accuracy
of AFSA. The gen is iteration generation. The GEN is the setting maximum iteration
generation. The o is the adjustment coefficient, o € (0 1]. At the last iteration stage,
the updated step value becomes smaller, and the accuracy of solution is higher. Thus,
formula (6) and formula (7) are replaced by formula (8) and formula (9).

). Let k =k + 1. Reset j=1, and go to
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X +(1- 05><( )o)*Random(Srep)—X" if(£>§Yi)

ilnet — X, —X I n, (8)
prey() else
X, +(1-0.5%( ge”) -0)* Random(Step)—ms —Xi i Y | 5y
et = GEN X, —X I n, ©)
prey() else

wix e 18 defined as actual best solution; Y, is defined as best solution of
optimization algorithm. The ¢ is defined as accuracy sign, and it is one of ending

conditions.
1Y - l<=¢ (10)

mix target mu

4.3 New AFSA Flow

New AFSA process is described as below:

Stepl. Initialization: N pieces of AF are generated randomly, x; ={x; x5 ...,
x,/.Initializing N as 100, ¢ as10™ . vision field as 20, moving step as 4. crowd
level as 0.618, maximum trying number as 100 and maximum iterations as 60.

Step2. Fitness function value of every AF is calculated and compared with each other .
Maximum fitness function value is got and written in the bulletin board.

Step3. AF implements swarm, following and preying behavior. Fitness function value
of every AF is calculated and compared with the value in the bulletin board.

Step4. Updating the bulletin board. If the fitness function value is better than the value
in the bulletin board, the latter is replaced by the former. Otherwise, the value of the
bulletin boards remains the same.

StepS. Determining whether to update AF. If the updated condition (iteration number is
even) is satisfied, every previous AF is updated by new one based on HJ algorithm,
x={x;, x2, ..., x,}. HJ algorithm start point is just old point(AF),which uses pattern
search to find out a new point (AF)that fitness value is bigger than old point (AF ).

Step6. Judging whether it reaches the maximum number of iterations or satisfies other
ending conditions, if it satisfies one of ending conditions, it stops. Otherwise, it goes to
Step3, and enters next loop.

5 Results and Discussion

The AFSA and the new AFSA both are implemented 30 times in the MATLAB
R2010a, simulation results are shown in Table 2. Convergence is defined as:
algorithm reaches the setting accuracy. From Table 2, several conclusions can be
drawn. The convergence rate of the new AFSA is twice as high as the original AFSA;
the new AFSA’s average iterations of reaching the setting accuracy are less than half
of the original AFSA. The new AFSA can converge in 4 iterations, but the old
algorithm requires at least 10 iterations.
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Table 2. Simulation results

Algorithm AFSA New AFSA
The rate of convergence at 30 times 50% 100%
Average iterations at convergence 39 16
Minimum iterations at convergence 10 4

In the Fig. 3, blue points are original AFs; red triangles are new AFs which are
optimized by HJ algorithm once. Every New AF fitness value is bigger than original
one. This is advantageous to the convergence rate. Here Y,, Y and Y, mean green,
white LED and optimal solution lumen value correspondingly.

The new AFSA‘s fastest iteration results are shown in the Fig. 4. The new AFSA
reaches the accuracy at 4th iteration. Here, Gen means generation.

Optimization Solution Space of HJ

2000

Fig. 3. New AFSA optimal solution space

New AFSA Iteration Process
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Fig. 4. The changing of the new AFSA optimal solution

The original AFSA‘s fastest iteration results are shown in the Fig. 5, and the
original AFSA reaches the target at 10th iterations. In the Fig. 6, blue dots are optimal
values. The whole optimal process is represented by dots moving. After optimal
solution moves to the 4" position, it keeps the same value until end. This means new
AFSA gets optimal solution at 4" iteration.
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These results demonstrate that the improved methods are effective. New AFSA’s
performance is better than original AFSA’s.

AFSA Tteration Process

Gen: 10
Yw: 1560
L vimax: 2448 |||

2000

1500 ~
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1000 ~

500~

L S L/ 1560
/ L ,4," ayan 1550

1540
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Fig. 5. Original AFSA optimal solution iteration process

Optimal Solutions Scatter

1557
5 1556
Yw

15753k 1554 155
Fig. 6. The optimal solution of new AFSA moving process

From the optimal solution, the ratio between 4 kinds LED is calculated. Meanwhile

the LED proportions at 5000K color temperature are calculated by manual, and

lumens are 1200lm. These parameters will be stored in flash of microcontroller to

control LED drivers (see Table 3).

Table 3. Lumen ratio

LED Best solution Total Im Ratio

Y, 1560.00 1560 100.00%
Y. 312.67 360.00 86.85%
Y, 456.00 456.00 100%

Y, 110.34 112.00 98.52%
Y 2448.01 2497.00 98.04%
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Where, Y, Y, Y, Y, and ¥, are simulation calculation lumen value; Best solution
means the optimal solution of new AFSA; Ratio, Total lumen was divided by
simulation best solution lumen value (see Table 3).

Several LED down light lamps are made to verify these data. Both two kinds LED
proportions are programmed into microcontroller. One kind is that lumens are
calculated by new AFSA and lumens are 2448.011m .Another kind is that lumens are
calculated by manual and lumens are 1200lm .Table 4 is the test results of three lamps

by integrating sphere.

Table 4. Test results by integrating sphere

Target Target Actual SD Actual
NO. Ra X y Im/W
CT Im CT CM Im

2448.01 4947 0.8 987 03474 03608 211020 97.21

! S000K 1200.00 4938 1 99.3  0.3475 0.3593  1077.60  95.72
2448.01 4845 32 988 03511 0.368 2086.92  100.75

2 S000K 1200.00 4843 34 992 0.351 0.3662  1067.23  99.62
2448.01 4911 1.8 984 0.3491 0.3643  2138.78 100.19

3 S000K 1200.00 4908 26 99.1 0.3488 0.3666  1090.92  98.79
Ave.  S000K 2448.01 4901 1.9 986 0.3492 03644 211197  99.38

1200.00 4896 23 99.2  0.3491 0.3640  1078.58  98.04

Here, NO. is numerical order. Avg. is the average abbreviation. Target CT is target
color temperature. Target Im is target luminous flux. Actual CT is actual color
temperature. Color temperature unit is K. SDCM, means standard deviation of color
matching. Ra means color rendering index. The x and y mean color coordinate in CIE
xyY color space. The actual Im means actual lumen of lamp. Im/W is the luminous
efficacy unit (see Table 4).

The USA Standard ANSI C78.377-2008 requires SDCM is less than 7. The
maximum SDCM is 3.4 in the Table 4.Thus, these lamps meet this standard.

The diffuse board makes the light of lamp look more uniform and soft, but it
decreases luminous efficacy and lets color coordinate drift slightly also. At same time,
reflective sheeting color has effect on the color coordinate; Reflection efficiency of
reflective sheeting has effect on luminous efficacy. And the LED driver not only
drives LED but also consumes power. These are reasons that Actual average lumens
of lamps are only 86% of target lumens.

When the average lumens are 2111.97Im, the color temperature is 4901K. The
color temperature value is almost same as the value when the average lumens are
1078.58Im. But luminous efficacy of former is higher than the latter’s. In the group
which target lumens are calculated by new AFSA, the maximum luminous efficacy is
100.75lm/W. In another group witch target lumens are calculated by manual, the
maximum luminous efficacy is 99.62lm/W. New AFSA not only increases total
lumens, but also improves luminous efficacy.

2700K and 5000K color temperature actual effects are shown the Fig.7. The
diffuse board is in the front bezel and diffuses light. The white paper part is reflective
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sheeting in the lamp.99.38 Im/W lamp luminous efficacies are obtained. These
luminous efficacies are quite satisfactory, comparing with 24.13Im/W luminous
efficacies in paper [8].

Actually, to achieve the target color temperature, 4 kinds or more kinds of LEDs
can be selected to mix color based on this method. With LED kind’s increment, it’s
increasingly difficult to get maximum brightness by manual solving equations; time
complexity has increased dramatically. On the other hand, new AFSA is heuristic
search algorithm, decreases time complexity sharply. The advantage of new AFSA is
fairly obvious.

Fig. 7. The comparison of different color temperature

6 Conclusions

In this paper, some methods are adopted to improve AFSA, and improved AFSA is
applied to design lamps of changeable color temperature and high luminous efficacy.
The HJ algorithm and the adaptive weight are introduced into AFSA. The solution
space of AFSA is optimized by the HJ algorithm; accuracy of solution is improved by
the adaptive weight. Simulation results demonstrate that new AFSA is effective. Some
lamps are designed based on simulation results. After these lamps are tested by
integrating sphere, the results indicate that simulation results meet designed target.

Compared with original AFSA, improved AFSA gets faster convergence rate and
higher accuracy. The improved AFSA provides a new efficient calculation method of
LED proportions. Compared with the traditional manual calculation LED proportions,
new method not only saves a significant amount of time, but also achieves higher
luminous efficacy for lamps.

All this shows that the new method is effective and has high practical value.
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Abstract. This paper presents a novel deterministic quantum swarm
evolutionary (DQSE) algorithm based on the discovery of the drawback of the
standard quantum swarm evolutionary (QSE) algorithm, in which a
deterministic search strategy, inspired by the nature of qubit-based evolutionary
algorithms and the characteristics of qubits, is proposed to avoid the misleading
of search and strengthen the global search ability. The experimental results
show that the developed DQSE outperforms the quantum-inspired evolutionary
algorithm, the quantum-inspired evolutionary algorithm with NOT gate and
QSE in terms of the search accuracy and the convergence speed, which
demonstrates that DQSE is an effective and efficient optimization algorithm.

Keywords: quantum evolutionary algorithm, particle swarm optimization,
quantum swarm evolutionary algorithm, Q-bit, qubit.

1 Introduction

Inspired by the concept and principles of quantum computing, Han et al. proposed the
quantum evolutionary algorithms [1, 2] which provided links between quantum
computing and evolutionary algorithms. After that, quantum-inspired evolutionary
algorithms (QEAs) have been studied and applied to a variety of optimization
problems, such as multidimensional knapsack problems [3], fault diagnosis [4],
traveling salesman problems [5], clustering [6] and network design problems [7].
Recently hybrid QEAs have been a main research direction of QEAs for improving
the performance, and various hybrid QEAs are developed, such as the quantum ant
colony optimization algorithms [8, 9], genetic quantum evolutionary algorithm [10],
immune quantum evolutionary algorithms [11, 12] and quantum swarm evolutionary
algorithms [13-15]. Among these hybrid QEAs, quantum swarm evolutionary (QSE)
algorithms employ the search mechanism of particle swarm optimization (PSO) to

* Corresponding author.
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update the quantum angles automatically, and therefore the robustness and the search
ability of the algorithm are enhanced and it is easy to be implemented. The previous
works show that QSE outperforms the standard QEA on 0-1 knapsack problems,
traveling salesman problems and multiuser detection problems [13-15]. However, as
quantum observing is also used to generate binary solutions in QSE, which would
mislead the search direction, the performance of QSE on complicated problems may
be very poor. To make up for it, this paper presents a novel deterministic quantum
swarm evolutionary (DQSE) algorithm in which a deterministic search strategy is
proposed to improve the global search ability of QSE.

The rest part of the paper is organized as follows. The standard QEA is first
introduced in Section 2 for understanding DQSE better. Section 3 describes the
presented deterministic quantum swarm evolutionary algorithm in detailed. In Section
4, the simulation results and the comparisons with QEAs and QSE are given and
analyzed. Finally, Section 5 concludes the paper.

2 Quantum-inspired Evolutionary Algorithms

2.1 [Initialization

Unlike other evolutionary algorithms using the classical representation approaches
such as binary, numeric or symbolic coding, QEAs use Q-bits. One Q-bit is defined
with a pair of complex number [, ,B]T , which is characterized as |y)=|0)+ B|1),

where |0> and |1> are the quantum states. @ and [ are complex numbers that

specify the probability amplitudes of the corresponding states; & denotes the
probability that the Q-bit will be found in the “0” state and S° gives the probability

that the Q-bit will be found in the “1” state. For an M-dimensional individual q of
QEAs, it can be defined as Eq. (1)

Q.0 ..q, ,
=g BB M @

where M is the length of Q-bit chromosome, ¢; and yij . are the corresponding

probability amplitudes of the j-th Q-bit and satisfy the normalization condition

2 2
|0(j| +|ﬂ/| =1. All the Q-bits are set to L which means that each Q-bit

V2

chromosome is initialized with the linear superposition of all possible states with the
same probability.

2.2 Quantum Observing

To solve optimization problems, the corresponding solutions of Q-bit chromosomes
are needed. In QEAs, a conventional binary solution is constructed by observing Q-
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bits. For a bit p; of the binary individual p;, a random number r is generated. If

2 . PP . . 112 B2
|0(U| >r , then set p; with “0” ; otherwise set p;; with “17, i.e.

1 if r>|o. :
0 otherwise

Then the population P of binary solutions can be generated by observing the states
of the current Q-bit individuals.

2.3  Quantum Rotation Gate

By using the corresponding binary solutions, the fitness of quantum individuals can
be calculated and adopted to evaluate the performance. Then the quantum rotation
gate is used to update quantum individuals in the QEA and leads the algorithm close
to the best solution gradually, which is defined as follows:

[ﬂ: ::((Z)) ;j:((zj)) {Z{}:U(eﬁ){m - 3)

0, =06,-5(e;.B;) - @

where 6, is the quantum rotation angle, S (afl.j, B, ) is the sign of @, that determines

U

the direction, and A#; is the magnitude of the rotation angle which is determined
according to the lookup table [1]. With the updating of the quantum angle, |Ot,.|2 or

2 . . .
| ﬂ,| approaches to 1 or 0O, that is, the Q-bit chromosome converges to a single state,

and finally the optimal solution can be found. More details of QEAs can be found in
(1,2].

3 Deterministic Quantum Swarm Evolutionary

QEAs only use the information of the optimal individual to guide the search, and
therefore the algorithm is likely to be trapped in the local optimum when solving
complex problems. In addition, the rotation angle, as the main updating strategy,
determines the optimization performance in QEAs, which is given based on the
empirical values. Note that it is not balanced for QEAs to update the “1” state and “0”
state which may spoil the search ability of algorithms for some problems, and it is
very difficult to set new quantum angle rotation rules for QEAs in a new application.
To make up for it, QSE presents a simply but efficient approach for quantum angle
rotation, and as the local best information, as well as the global best information, is
used and therefore the search ability of QSE is enhanced. However, the search
direction of QSE may be misled due to the characteristic of quantum observing which
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will be discussed in the following section, thus a new deterministic updating approach
is developed and used in the proposed DQSE.

3.1 Initialization

For simplification, the quantum individual of DQSE uses the quantum angle as the
coding scheme, and the population Q of DQSE can be represented as Eq.(5)

8100 OB
921’922’923""’92M

. | 5

©716,.6,.0.6, ©

_HNI’HN2’6N3"“’HNM

1 . . .
where @fE[O,Eﬂ] is the rotation angle, cos6; —|a,.j| , sing, :|,B,-,~| , and

sin® @, +cos’ @, =1. Obviously, 6, can be used to replace |%~| and | ,5:]| )

3.2 Quantum Angle Updating

In the standard QSE, the search mechanism of PSO is introduced to search for the
optimal quantum angle to solve optimization problems, which can be represented as
Eq. (6-7):

v,.j=a)><v[.j+cl><rl><(t9p,.j—n9l.j)+cz><r2><(0gj—t9l.j) : (6)

6,=6,+v, - @

where @ is inertia factor; c¢; and c, are constants; r; and r, are random numbers

between 0 and 1; v, 01.1. ,and @ p; » are the velocity, the current quantum angle, and

the corresponding individual best quantum angle, respectively; 8g; is the global best

quantum angle value.

Compared with QEAs, QSE updates the quantum angle based on the evolution
strategy of PSO easily and efficiently. However, due to the characteristic of quantum
observing, the search direction of the quantum angle may be misled in QSE. For
instance, consider cos’ 6, =0.01, which indicates the corresponding binary value is

“0” with probability of 0.01 and “1” with probability of 0.99, respectively. If the
finally observed bit is “0” and the corresponding binary individual is the optimal
solution, the quantum angle of this dimension of the population will be attracted to
move to the current angle value, which means that more and more “1” will be
generated by QSE in the following quantum observing operation process while we
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actually need the algorithm to move to “0” state. This misleading may seriously spoil
the performance of QSE.

Note that in qubit-based evolutionary algorithms including QEAs and QSE, the
updating operation is used to rotate the quantum angle and thus each Q-bit converges
to a single state gradually, i.e. approaching either 1 or 0. In DQSE or QSE, the
quantum angle is used, and therefore the goal of updating operation is to lead
quantum angles to 0 or 7 /2, i.e. approaching O or 1. Inspired by this nature of qubit-
based evolutionary algorithms, a novel deterministic velocity updating strategy is
developed and used in DQSE to remedy the misleading and improve search efficiency
as Eq. (8-10)

V; = OXV; +¢, X1, X(Dﬁpl.j —Hl.j)+C2><I’2 X(Dﬁgj —6’..) . ®)

y

0 if Pbest; =0

DOp, = . 9
"1 Z if Phest, =1 ®
2
0 if Gbest; =0
Dog. = . (10)

/ % if Ghest, =1

where Pbest; and Gbest; are the corresponding binary values of the local best solution
and global best solution, respectively.

However, considering the characteristics of Q-bits as well as quantum observing
operation and avoiding the premature of the algorithm, the converging states of
quantum angles are improved as Fig.1 where y is a constant angle, and consequently

the deterministic velocity updating operation used in DQSE is modified as follows:

v[.j=a)><v,.j+cl><r1><(Dt9p,.j—19”.)+cz><r2><(Dt9gj—65./.) . (11)
vy if Pbest; =0

DOp, = . 12
i %—yibeestlj:l (12)

v if Gbest; =0

Dbg, = : 13
s %—yibeestjzl 1



116 X. Wanget al.

Bit

Quantum angle

D)
e

Fig. 1. The modified relationship between bits and quantum angles in DQSE

3.3 Implementation of NQSE

In summary, the implementation of DQSE is described as follows:

Step 1: Initialize the population Q, and each quantum angle is random generated
between O and 7 /2.

Step 2: Generate the corresponding binary population P by performing quantum
observing as Eq. (2), calculate the fitness value of each individual with the binary
solutions, and set the initial local best solutions and the initial global best solution.

Step 3: Compute the velocity of quantum angles according to Eq. (11-13), and then
update quantum angles as Eq. (7).

Step 4: Generate new binary population P by executing the quantum observing
operator as Eq. (2) and calculate the fitness of new individuals.

Step 5: Update the local best solutions and the global best solution according to the
fitness values.

Step 6: If the termination condition is satisfied, output the best binary solution;
otherwise goto Step 3.

4 Parameter Study

Obviously, the parameter y affects the search ability of DQSE. To briefly observe
the performance of DQSE and set a fair y, a parameter study of y is performed.

Two functions among the 15 benchmark functions listed in Table 1, i.e. f; and fi4, are
used for testing DQSE with different y ,i.e. 0, 0.01,0.05,0.08,0.1,0.11,0.12,

0.13 , 0.15 , 0.20 and 0.25. The population size, Q-bit length of each decision
variable, and number of generations are set to be 30, 32, and 3000, respectively. The
recommended parameters of PSO are used, that is, @ =0.7289, ¢;=1.42 and c,=1.47.
DQSE was run 50 times independently for each function. The results of the parameter
study are given in Table 2 including the success rate (SR), the best solution (Best), the
average solution (Ave), the average generation of finding the optimal solution
(AveG), and the minimum generation of finding the optimal solution (MinG).

Table 2 shows that DQSE works well with ¥ in a fair range. However, it is not

surprised that a too small or too big value of ¥ significantly spoils the performance

of DQSE as the algorithm loses the capability of escaping from the local optima and
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the advantage of Q-bits when ¥ is equal or very close to “0” while DQSE degrades

to a random search when ¥ is equal or very close to “7/2”. Based on the results of
two benchmark functions, 7=0.117 is recommended and adopted in this paper.

5 Experimental Results and Analysis

To evaluate the performance of DQSE, we ran DQSE on the 15 benchmark functions,
as well as the standard QSE [13], the standard QEA [2], and an improved QEA, i.e.
the QEA with NOT gate (NQEA) [10]. Each algorithm with the recommended
parameters was run 50 times independently on all the functions. The results are
presented in Table 3.

Table 1. Benchmark functions

Functions Type
f) Sphere Model unimodal
f, Schwefel’s Poblem 2.22 unimodal
f3 Schwefel’s Poblem 1.2 unimodal
f, Rosenbrock’s Valley multimodal
fs Schaffer F6 multimodal
fs Shubert Function multimodal
f; F1 Problem unimodal
fy Rastrigin’s Function multimodal
fy Ackley’s Function multimodal
fio  F2 Problem multimodal
1y Six Hump Camel Back Function multimodal
i Branin’s Function multimodal
fis  LevyF5 multimodal
fia Glankwahmdee Function multimodal
fis Freudenstein-roth Function multimodal

Table 3 shows that DQSE outperforms QSE, QEA and NQEA on 15, 14, and 12
functions and is inferior to QSE, QEA and NQEA on 0, 1, 3 functions, respectively.
However, although the SR results of DQSE are poorer than those of NQEA on f}, and
fs, the average values of DQSE are superior to those of NQEA, which indicates that
DQSE can efficiently avoid being trapped in the local optima. The performance of
QSE is even worse than that of QEA due to the misleading. Compared with QSE,
DQSE has much better results which demonstrates that the proposed deterministic
search strategy can fix the misleading problem.
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Table 2. Parameter study of ¥

F Y SR(%) Best Ave AveG MinG
0 0 4.8281E-4 0.25502874 / /
0017w 0 6.2015E-4 0.15092999 / /
0.057 8 0 0.05446532 1115 241
0.08 7 34 0 0.02457259 874 129
0.10r 46 0 0.01028581 639 128

Iy 011w 70 0 7.5550E-5 784 86
0127 60 0 1.2516E-7 720 170
0137 62 0 1.2485E-7 755 311
0157 24 0 3.2377E-6 1770 503
020 0 1.7227E-6 1.1919E-4 / /
0257w 0 5.8238E-5 0.00416987 / /
0 2 0 0.88311280 6 6
0017w 4 0 0.69021723 52 31
0.057 16 0 0.16990252 38 17
0.08 1 18 0 0.16977962 33 22
0.10r 20 0 0.05555525 57 32

fu ollrx 20 0 1.6659E-4 70 50
0127w 12 0 1.9696E-4 118 75
0137 12 0 5.2872E-4 231 132
0157 8 0 4.5201E-4 357 175
020 0 1.1472E-5 0.00186329 / /
02571 0 1.8890E-4 0.19118453 / /

Table 3. Results of QEA, NQEA, QSE, DQSE on benchmark functions

SR (%) Best Ave AveG MinG
QEA 88 0 1.24454E-6 528 41
NQEA 100 0 0 93 53
A QSE 2 0 0.01315277 122 122
DQSE 100 0 0 59 13
QEA 98 0 7.8125E-5 422 46
NQEA 100 0 0 101 44
/- QSE 2 0 0.05087223 1331 1331
DQSE 100 0 0 56 27
QEA 40 0 0.00241363 75 59
NQEA 100 0 0 120 57
f QSE 4 0 0.959670410 953 882
DQSE 100 0 0 81 24
QEA 0 1.49011E-8 0.040532328 / /
NQEA 62 0 0.008534873 395 55
fa QPSO 0 2.38424E-7 0.048355591 / /
DQSE 70 0 7.555E-5 784 86
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Table 3. (continued)

QEA 48 -1 -0.99533627 1046 46
NQEA 68 -1 -0.99689090 215 58
I QSE 2 -1 -0.99172843 4 4
DQSE 42 -1 -0.99455897 692 56
QEA 0 -186.7193 -172.378978 / /
NQEA 20 -186.7308 -182.077938 1701 460
fo QSE 0 -186.7279 -175.330374 / /
DQSE 38 -186.7308 -184.402919 725 70
QEA 2 -38.8503 -38.6553702 57 57
DQEA 18 -38.8503 -38.7609278 987 125
f QSE 0 -38.8448 -38.6744453 / /
NQSE 34 -38.8503 -38.8263129 898 140
QEA 14 -80.7066 -80.3395065 281 78
NQEA 12 -80.7066 -80.6559051 767 182
f QSE 4 -80.7066 -79.9507025 400 324
DQSE 36 -80.7066 -80.6768844 723 21
QEA 82 0 0.002101440 404 56
NQEA 100 0 0 108 58
g QSE 10 0 0.448213776 1105 3
DQSE 100 0 0 56 18
QEA 0 -1.1283 -1.125200744 / /
NQEA 6 -1.1511 -1.130163501 344 74
fro QSE 2 -1.1511 -1.128282123 2968 2968
DQSE 6 -1.1511 -1.131805166 238 120
QEA 36 -1.031628 -1.030175749 851 84
NQEA 96 -1.031628 -1.031624569 979 85
Ju QSE 2 -1.031628 -0.995954155 2840 2840
DQSE 100 -1.031628 -1.03162812 318 16
QEA 48 0.39789 0.4041765031 182 35
NQEA 64 0.39789 0.3994956086 250 44
fre QSE 24 0.39789 0.4169677564 856 77
DQSE 74 0.39789 0.3987495188 232 10
QEA 4 -176.1375 -162.1123380 1459 323
fis NQEA 78 -176.1375 -173.9238963 1293 93
QSE 0 -176.1322 -153.7435019 / /
DQSE 94 -176.1375 -176.1359707 556 71
QEA 10 0 0.0342618884 471 76
fia NQEA 22 0 0.0014913356 122 85
QSE 0 8.1057E-6 02711418264  / /
DQSE 20 0 1.6659E-4 70 50
QEA 18 0 2.0294479787 753 92
fis NQEA 26 0 1.7870134E-4 142 78
QSE 2 0 12.361067861 18 18
DQSE 20 0 1.2085406E-4 137 65

119
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6 Conclusions

In this paper the drawback of QSE is pointed out. To make up for it, a novel
deterministic quantum swarm evolution algorithm is presented in which a
deterministic search strategy is developed to avoid the misleading of quantum angle
rotation, inspired by the nature of qubit-based evolutionary algorithms and the
characteristics of qubits. The performance of DQSE is evaluated and compared with
QEA, NQEA and QSE on benchmark functions. The results show that DQSE
outperforms QEA, NQEA and QSE in terms of the search accuracy and the
convergence speed, which demonstrates that the presented DQSE is an efficient
optimization tool.
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Application of the Improved Quantum Genetic Algorithm

Yufa Xu, Xiaojuan Mei, Zhijun Dai, and Qianggiang Su
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Abstract. The paper put forward an improved QGA in order to solve the
shortcomings of traditional QGA in optimizing the multimodal function, like
lower convergence speed. easier to local optimum. The improved QGA will
adjust the rotation angle of quantum gate according to the dynamic evolutionary
process, so it can speed up the convergence of the multimodal function. In order
to avoiding the individual evolved to local optimum, so mutation was introduced.
Lastly, through the typical complex multimodal function test to prove the validity
of the improved QGA.

Keywords: Quantum Genetic Algorithm(QGA), Multimodal Function,
Quantum Gate, Quantum Mutation.

1 Introduction

QGA was dated from 1990s [1].Narayanan and the others put forward the concept of
QGA firstly. In essence, QGA is belongs to GA. QGA just introduce the concepts of
quantum computing into GA. Like QGA introduces the parallelism of quantum
computing into GA, so the speed of GA increased, QGA introduces the Many
Universes concept of quantum computing into GA, so the scope of GA increased and
the efficiency of GA is improved.

When QGA was put forward, it came into notice at once, so there were big
achievements of QGA. Reference [3] improves the coding method of QGA and
through testing the high dimensional function, improved QGA is better than traditional
QGA. Reference [4] a chromosome of the standard QGA is regarded as a node and the
chromosome population is seen as a network. Improved QGA chromosomes are
divided into some sub-groups, when updating chromosomes, an optimal chromosome
in locality or in other sub-groups is chosen based on a certain probability as the
evolution target for each chromosome. The new network structure of the chromosome
is favorable to the diversity of individual chromosomes. Reference [5] puts forward an
improved QGA that adjust the quantum gate rotation angle dynamically and optimize
complex function. Reference [6] put forward an improved QGA based on catastrophe
and local search, and give a new algorithm—MarQ. The improved QGA solve the
problem of precocity, local search and so on. Reference [7] adopts a new quantum
rotation gate- "¢ to updating the population. It can avoid the algorithm fall into local
search and improve the ability of global search. Reference [8] put forward single real
number encoding instead of real number encoding to improving the efficiency of QGA

M. Fei et al. (Eds.): LSMS/ICSEE 2014, Part II, CCIS 462, pp. 122-128, 2014.
© Springer-Verlag Berlin Heidelberg 2014
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and reduce the elapse time. And simplify rotation matrix into add and subtract step in
order to reduce elapse time. The paper put forward an improved QGA in order to solve
the shortcomings of traditional QGA in optimizing the multimodal function, like lower
convergence speed, easier to local optimum. The improved QGA will adjust the
rotation angle of quantum gate according to the dynamic evolutionary process, so it can
speed up the convergence of the multimodal function. In order to avoiding the
individual evolved to local optimum, so mutation was introduced. Lastly, through the
typical complex multimodal function test to prove the validity of the improved QGA.

2 Quantum Genetic Algorithm (QGA)

Quantum genetic algorithm is a kind of algorithm that combines GA and quantum
computing. It is based on g-bit and some concepts of quantum mechanics ', Q-bit is
the smallest information storage unit. On the basis of the expression of quantum bit, put
the application of the probability amplitude into chromosome coding, then a
chromosome is a not sure number and it can express some different superposition
state!'”) This is the reason that we said quantum computing has parallelism. In the
process of evolution, quantum revolving door realizes the evolutionary operation and
makes it evolve in the direction of optimal solution.

2.1  Quantum Bit (Q-bit) [5, 9]

Q-bit is the smallest storage unit in quantum computer and it is similar to binary bit O
and 1. However, unlike ordinary computer, g-bit can not only be in O state and 1 state,
but also can in any superposition state between 0 and 1. The basic unit can be presented
as 10>, I1>. Then any superposition state can be presented as:

lp>=al0>+411> M

Where &, f are complex numbers that specify the probability amplitudes of
10>, 11>, And . B must meet:
2
o [* < 18 =
Where |of gives the probability that the g-bit will be found in state 0, |5 gives the
probability that the q-bit will be found in the state 1.

2.2  Quantum Revolve Gate [7,8,11]

Quantum revolve gate realize the process of evolution. So, the design of revolve gate is
the most important operation to QGA. Quantum revolve gate can be presented as:
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lZi' U o _ cos(&i) —Sin(&i) o; (3)
'Bil R ﬂi sin(g;)  cos(6;) ﬁl-

Where(%’»ﬂi) is the probability amplitudes of i, bit after updating, («.8) is the
probability amplitudes of i bit before updating, “/ is the angle, 6,=S(a.p5,)*A6,,
S(e;,B) 1is the direction of rotation.

In the traditional QGA, angle usually adopts fixed strategy. So this strategy is
confirmed and it can not be change according to the question. The strategy as follows:

X" the current chromosome's i-bit; best ; ;> the current best chromosome’s i-bit ;
f(x) : fitness function; AG: the size of rotation angle.

Table 1. The choice of angle strategy

X, best, | f(x)> f(best) | M S(e, B)

af>0 | o <0 | a,=0 | g=0
0 0 False 0 0 0 0 0
0 0 True 0 0 0 0 0
0 1 False 0.01#*pi | 1 -1 0 1, -1
0 1 True 0.01#*pi | -1 1 I. -1 |0
1 0 False 0.01#*pi | -1 1 I. -1 |0
1 0 True 0.01#*pi | 1 -1 0 1. -1
1 1 False 0 0 0 0 0
1 1 True 0 0 0 0 0

The rotation angle can be choice according to the table 1. The strategy can be as
follows: firstly, compare the current fitness function f(x) with the current best fitness
function f(best,) then ,if f(x)> f(best), change the g-bit and let it evolve to the
direction of  ; otherwise change g-bit and let it evolve to the direction of best.

3 Improved Quantum Genetic Algorithm(IQGA)

3.1 Dynamic Quantum Rotation Gate

From the table 1, we can see, A@ is a fixed value and it can not be changed according
to the need of procedure. In the fact, A@ belongs to [0.001%pi, 0.05%pi] and it is
concluded by experience without some theoretical guidance ', Therefore, this strategy
has shortcomings. If the value of A@ is small, the precision will be high, but the
speed of convergence will be slow; if the value of A€ is too large, the speed will be
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increased, but it will cause to “early-maturing”. So the better strategy should modulate
the angle according to the need of process. The specific strategies are as follows: firstly,
at the beginning of evolution set a large angle, usually it is Ag_ =0.05%*pi; secondly,
decrease the angle gradually with the increase the evolution. There has:

Abmax
N

AG =

“

Where N is the size of population. We know, in the begin of the evolution,
individual evolution direction and optimal solution has a big gap, so it is good to use big
angle called “rough search” and it can accelerate the search speed; with the evolution
becomes big, individual evolution direction and optimal solution draws near, so it is
good to use small angle called " fine search" and it can increase the search precision.
That is to say, combine “rough search” in the beginning and “fine search” in the process
can not only speed up convergence, but also solve the problem of early-maturing. It can
be better to evolution.

3.2 Quantum Mutation

From the formula (4) above, when N is big, A@ will change a little. That is to say,
with the increase of the size of population, the evolution of individual will be standstill.
It is a fatal mistake for multimodal function optimization, so in case of individual being
caught in local extremum, the paper introduces the quantum mutation. The aim of
quantum mutation is when size of population goes to a certain times like 200 times
adding a little disturbance to disturb its evolution direction that can stop evolution fall
into local optimization. The mutation method as follows: exchange the probability
amplitude (¢, 3) , then the direction of evolution will be reversal about 180 and change
the direction of evolution and avoid the local optimization.

3.3 The Workflow of Improved Quantum Genetic Algorithm

(1) Population initialized. All the probability amplitude initializes with ( / V2 / ﬁ) ,

and every state is equiprobable;

(2) Give one measurement of the population and record the value, that is, binary
coding;

(3) Give the value fitness assessment, and record the best individual and fitness;

(4) Judge the precision meet the demand (precision must <107(-4)). If the conditions
meet, then end, otherwise continue.

(5) Use formula (4) and (5) to update rotation angle and gain a new population;

(6) Judge whether the individual need mutation. If needed, then introduce mutation
operation; otherwise continue (7);

(7) Lett=t+1, turn to (2) and continue cycling.
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4 Typical Function Test

Test the property of the improved algorithm through doing the minimum value of
typical function:

(1) De Jong function

2048 < x, <2.048
F =100 - xy)? +(1-x)* { 1

—2.048 < x, <2.048

This is a pathological single peak function and it is difficult to convergence. In
theory, it has the minimum value f(1,1)=0.

(2) Six peak hunchback function
-3<x <3
2.1 4 2 2, 2 1
Fy=(4-21x" +—x; )x;” +xx5 + (=4 +4x,7 )x
2 1 3 1771 172 2 772 {_3 < X <3

This function has 6 local minimum value and the smallest is
£(-0.0898,0.7126)=£(0.0898,0.7126)=-1.031628.

(3) Schaffer function

sin” \Jx,% +x3 ~0.5 {—100 < x <100

[1+0.001(x12 + x% )2 ~100 < x, <100

F3 =05+

This function has a minimum value f(0,0)=0 in its domain.
(4) Shubert function

5 5 —IOle <10
Fy= X jeos[(j+Dx + j1* X jcos[(j+1Dxy + j]
J=1 J=1 -10< x, <10

This is a multiple hump function. In its domain, it has 760 minimal values and the
smallest one is f=-186.731.

The test result are presented in table 2: the initial value are set as follows ; the
maximum number of iterations N=500, population size sizepop=50, chromosome g-bit
coding is 20. The maximum angle of improved QGA delta=0.05*pi, the range of
mutation is (0,50).
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Table 2. The result of testing typical function

function Algorithm Average Average value of | Optimal value
convergence function of function
number
F1 QGA 92 0.0000992
0
ImprovedQGA | 40 0.00000615
F2 QGA 100 1.03002
-1.031628
ImprovedQGA | 50 1.03221
F3 QGA 158 0.000732
0
ImprovedQGA | 90 0.000089
F4 QGA 146 -186.29512
-186.731
ImprovedQGA | 62 -186.57132

The testing result is presented in table 2. From table 2, we can see, the improved
QGA is better than traditional QGA in convergence number and accuracy of
computing. The performance of the algorithm is considered from convergence speed
and accuracy. From the table 2, we can see improved QGA has a higher speed of
convergence. Compared function from experience with the real value, we can see,
improved QGA is nearer to real value, so the accuracy of improved QGA is improved.
In a word, the improved QGA is better in the speed of convergence and computing
accuracy. It verifies that the improved QGA’s efficiency.

5 Conclusion

The paper put forward an improved QGA and it makes the convergence speed and
computing accuracy in some extent. Through the Matlab simulation of 4 typical
functions, it proves that the improved QGA is better. However, the paper only does a
little improve on quantum angle and add mutation to QGA. QGA is a new algorithm
relatively, so it has many to research and development. Besides, because of the
introduction of mutation and the complex of procedure, so the elapsed time increased.
How to decrease the elapsed time on the basis of not slowing down convergence speed
and computing accuracy is a direction in the future.
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Abstract. Evolutionary game has been shown to greatly improve the spectrum
sensing performance in cognitive radio. However, as selfish users are
shortsighted for the long-term profits, they are not willing to collaborate to
sense. In this paper, we propose an evolutionary spectrum sensing game to
improve the long-term spectrum utilization. The new spectrum sensing model
takes advantage of the long-term effect of the future actions on the current
actions by using the concept of present value (PV) in repeated game. The
collaboration conditions of two strategies, i.e., tit-for-tat and grim strategy are
discussed. It is proved that the grim strategy can enhance secondary users’
sensing positivity greatly, and so is the overall spectrum efficiency. Finally
these new developments are illustrated in our experiments.

Keywords: Cognitive radio, evolutionary game, present value, spectrum sensing.

1 Introduction

Cognitive radio (CR) is a dynamic spectrum access soft technology [1], which means
that secondary users (SUs) can identify whether the licensed spectrum is empty or not
by spectrum sensing. If primary users (PUs) are not using the licensed spectrum, the
SUs can utilize this vacant spectrum to increase the throughput of CR to its full
potential. Game theory provides a theoretical framework that studies the process of
how to cooperatively sense the licensed spectrum, which has attracted much attention
recently [1--9].

In [2--7], it has been shown that the performance of spectrum sensing can be
improved through spectrum sensing game modeling. In [2], light weight cooperation
in sensing based on hard decisions was proposed to reduce the sensitivity
requirement. It was shown in [3] that cooperative sensing could reduce the detection
time of the PU and increase the overall agility. How to choose proper SUs for
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61371095 and 51177146, and Fundamental Research Funds for the Central Universities under
Grant 2014QNA4011.
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cooperation was investigated in [4]. The design of sensing slot duration to maximize
SUs’ throughput under certain constraints was studied by [5]. Two energy-based
cooperative detection methods using weighted combining were proposed in [6]. The
spatial diversity was introduced in [7] to improve spectrum sensing capabilities of
centralized cognitive radio networks. The main reason is that the time a SU spent on
spectrum sensing can be reduced greatly by sharing sensing results. Recently it was
verified in [8, 9] that, the proposed evolutionary framework can achieve a higher
throughput than the case where SUs sense individually without cooperation. Among
these developments, a fully cooperative scenario is assumed that all SUs voluntarily
cooperate to sense and share the sensing results.

However, not all SUs are willing to share their results. The spectrum sensing game,
by its very nature is non-cooperative. Given a required detection probability to protect
the PU from interference, SUs are willing to sense the licensed spectrum for a higher
immediate throughput. For SUs who do not take part in sensing, they can overhear the
sensing results and have more time for their own data transmission. If none of them take
time to sense the licensed spectrum, all of the users (include the PU) would not get a
higher throughput than it obtained by themselves. On the contrary, even if all users
succeed in cooperating to sense, the licensed spectrum sharing may be unable to
complement the cost of sensing. Therefore, instead of seeking the current maximization
of payoffs, SUs need to predict the long-term payoff according to different strategies.

In this paper, we utilize the concept of present value (PV) in repeated game [10] to
describe the long-term effect on the current actions from the future actions. The
payoffs of SUs are PVs of future possible throughputs, rather than the immediate
throughputs. We establish it as an evolutionary spectrum sensing game (ESSG). Two
common strategies, i.e., tit-for-tat and grim strategy are discussed. It is proved that the
grim strategy can enhance SUs’ sensing positivity greatly, and so is the overall
spectrum efficiency. Our main contributions are divided to three aspects as follows.

(1) To authors’ best knowledge, this is the first to propose ESSG by use of the
concept of PV.

(ii) The conditions of cooperation using the tit-for-tat strategy and the grim trigger
strategy in ESSG are provided. The grim trigger strategy is tested as a suitable
strategy for cooperation in ESSG.

(ii1) Our model is tested with a satisfactory performance.

The remainder of the paper is organized as follows. The spectrum sensing model of
CR is introduced in Section 2. In Sections 3, ESSG is proposed, where the strategy
analysis are provided for two strategies, i.e., tit-for-tat and grim strategy. Simulation
and performance is discussed in Section 4. Finally Section 5 concludes this paper and
provides some future works.

2 Spectrum Sensing Model

Consider a CR network with a PU and K SUs, where each SU can take spectrum
sensing and sharing, and data transmission. The licensed spectrum is divided into K
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sub bands, and each SU operates exclusively in one of the K sub bands when the PU
is absent. The transmission time is slotted into intervals of length T;. Once the PU
become active, SUs within their transmission ranges can sense the PU jointly.

The received signal r(t) of a SU can be expressed by

_(hs(t) + w(t), Hy,
r(©) —{ ot (1)

where the hypotheses H,, H, denotes the PU is present or not. The channel gain is h
from the PU to SUs; s(t) is the signal from the PU, which is assumed to be an i.i.d.
random process with zero mean and ¢ variance; and w(t) is an additive circularly
symmetric Gaussian noise with zero mean and ¢2 variance. s(t) and w(t) are
assumed to be independent.

The spectrum is sensed in a SU by use of an energy detector [11]. The test statistics
T(r) is defined as

T(r) =~ T lr )1 )

where N is the number of received samples.
Assume the PU performs a complex PSK signal, the probability density function
. 2 0';‘1‘) 2 (2Y+1)Uff;
(PDF) of T(r) can be approximated by N (0‘*”7) and N{(y + Do‘*”T

. |n|2c2 . . . . .
under Hy, H; respectively, where y = —5= is the received signal-to-noise ratio
g,

(SNR) of the PU under H,.
Definition 1. [8] The probability of detecting the presence of the PU under H, is

defined as the detection probability P;; the probability of detecting the presence of
the PU under H, is defined as the false alarm probability Pr.

1 A N
Pd(l)zierfc (0—5—)/—1> —2(2y+1) 3)

1 A N
Pf(ﬂ)=§erfc (0_—(‘2)—1) 7 “)

where A is the threshold of the energy detector and erfc(:) is the complementary
error function. O

Given a target detection probability P, the threshold A can be derived and the
false alarm probability Py can be written as

_ 1 _ N
Pe(Py,N,y) = Eerfc VQ@y + Derfc (1 —2Py) + y\/; 5)

When a SU is sensing the licensed spectrum, its data transmission cannot be
performed. If the sampling frequency is f; and the frame duration is T, the time
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duration for data transmission can be represented by Ty — §(N), where §(N) = % is

the time spent in sensing spectrum.

Definition 2. [9] When the PU is absent, in those time slots where no false alarm is
generated, the average throughput of a SU is defined as Ry ; when the PU is present,
but not detected by SUs, the average throughput of a SU is defined as Ry, .

T, — 5(N)
Ry, = ST(l - Pf)CHO (6)
N
T, — 6(N)
Ry, = ———— (1 = Pa)Cy, ™
N
where Cy,, Cy, is the data rate of the SU under H; and H, respectively. N

If the probability of the absence of the primary user is denoted by Py, the total
throughput of a SU is represented by

R(N) = Py,Ry,(N) + (1 — Py, )Ry, (N) (8)

In dynamic spectrum access, the target detection probability P, required by the PU
is very close to 1. Due to the interference from the PU to SUs, the second term can be
omitted because it is much smaller than the first term.

T, — 8(N)

R(N) zPHORHO(N) = T
N

(1 — Pf)Py,Cy, )

Before data transmission, the SUs need to sense the PU’s activity. Two kinds of
actions can be made by the SUs. The first is that the SUs can cooperate to sense and
share the results. The opposite is not to serve for the common goal and act by
maximizing own throughputs selfishly. Before take such actions, there are always a
cooperative strategy and a defecting strategy. SUs can be labeled, according to their
choice of strategy, as either cooperators or defectors.

3 Evolutionary Spectrum Sensing Game

In evolutionary spectrum sensing game (ESSG), actions of the SUs are based on the
belief when the game is played repeatedly. In [8, 9], the mixed strategies may change
between generations based on the comparison between the current payoffs for SUs
and the average payoff. In our ESSG, we use the concept of present value (PV) in
repeated game to describe the long-term effect of the future actions on the current
actions. The collaboration conditions of two strategies, i.e., tit-for-tat and grim
strategy are discussed. It is proved that the strategy of grim strategy can enhance SUs’
sensing positivity greatly.

Firstly, we can model the spectrum sensing model as a spectrum sensing game
(SSG).
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Definition 3. In a SSG with K SUs, the set of players is denoted by T = {p;, -, pk}-
Each player p; can choose one of two actions in A = {C,D}, where C is the
contribute sensing (cooperator) and D is the refuse to contribute sensing (defector).
The payoff of each player is the throughput of SUs under different strategies. [

Definition 4. Assume the set T, = {pl, ,p]} is the / SUs who cooperate to sense.
The false alarm probability of the cooperative sensing among set T, with a fusion
rule ‘RULE’ and a target detection probability P; is defined by

P}TC = P¢(Py,N,{y;,i € T_},RULE). The payoff of a cooperator p; € T, is defined as
ﬁc,pj; the payoff of a defector p; & T, is defined as Up ..

~ S(N) pTeY
Ueyp; =PH0< |T|T>(1— ) LT € [1,K] (10)
Py (1 - P)C,,IT.| € [1,K
UDP;{HO( ) Cop 1T € [1,K] a
ot 0,|T.|=0
where |T,| is the number of contributors, ij is the data rate of p; under H,. N

Given a P; for T,, the target detection probability ﬁd,pj of each SU can be
obtained by solving the following equation.

[Tcl
Po= Y (TR, (1= (12
k=[1+£m]

We assume each contributor takes the same responsibility, ﬁd,pj,pj € T, are the

same. Similar to (5), we have

1 . _ N
Prp; = erfc (Zypj + 1) erfc (1 - ZPd,pj) + 2T l)/p] (13)

In this paper, we use the majority rule [14] as the fusion rule ‘RULE’ in Definition
4, that is
P; = Pr{at leat half users in T, report H,|H,}

P = Pr{at leat half users in T, report H;|Hy}

Definition 5. An ESSG is defined as G = {T, 4, S, U}, where the set of players T and

the action set A are defined in Definition 3. The number of SUs following strategies

sj is n;. The population profile is x = {xj} and x; = % The strategy set is S.
Consider a two-player game. Let P=1-— PTC, I'=T,B;=1—PFrp,D; =

( )

Py, Cyp, i = 1,2 and T = ——, the payoff matrix can be written as Table 1.
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Table 1. Payoff matrix

SU 1 Cooperate SU 1 Defect
T T
SU 1 Cooperate D,p (1 - E) 1DoP (1 - E) D;B;(1—-1),D,B;
SU 1 Defect Dle, Dsz(l - T) 0,0

Since this game is not the prisoners’ dilemma, we try mixed strategies to solve. Let
x; and x, are the probabilities of SU 1, SU 2 taking action C. If SU 1 choose C, the
expected payoff is

0, (C.x;) = D,P (1 - %) %, + DyBy (1 - )(1 - x) (14)

0,,(C,0) = D;P (1= ) xyx, + DBy (1 — Dy (1 — x,) + Dy B, (1 —x)x,  (15)

Similarly, If SU 2 choose C, we can obtain the expected payoff accordingly. The
replicator dynamics of SU 1 and SU 2 are expressed as the followings [9].

% = x(1 = x)D;[B;(1 — 1) — E; x,] (16)

Xy = x,(1 — x2)D,[B,(1 — 1) — Epxq] o))

where E; = B, + B, (1 —r)—P(1—§) and E, = B, +Bz(1—r)—P(1—§).

We assume that the SNR in each sub band within the same licensed spectrum band
is the same, y;, = ¥s,, G5, = Cs,. The steady-state of (16) and (17) is defined as the
evolutionary stable strategy (ESS), a detail analysis you can refer to [8, 9].

In dynamic spectrum access, if none of them take time to sense the licensed
spectrum, all of the users (include the PU) would not get a higher throughput than it
obtained by themselves. On the contrary, even if all users succeed in cooperating to
sense, the licensed spectrum sharing may be unable to complement the cost of
sensing. Therefore, the current maximization of payoffs is unreasonable. Since the
data transmission of SUs is a long-term process, we can describe the effective payoffs
using the present valve (PV).

Definition 5. [12] PV is the sum that a player is willing to accept currently instead of
waiting for the future payoff, i.e., accept smaller payoff today that will be worth more
in the future, similar to making an investment in the current period that will be
increased by a rate r in the next period. O
If the payoff is 1 in the next time, the payoff that a player is willing to accept will be

ﬁ now. Actually there is a probability p that the game will stop, the payoff that a

player is willing to accept will be g 2 §, where § € [0,1] is the discounted factor. If

the expected payoff in the next time is X, the PV of the next round game is §X. Assume

1

the current payoff is 1, the PV of the infinite game is PV =1+ &§ + §2 + -+ = s
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In repeated games, contingent strategies are frequently used to model the
sequential nature of the relationship that users can adopt strategies that depend on
behavior in preceding plays of the games. Most contingent strategies are trigger
strategies. Two common trigger strategies are the tit-for-tat (TFT) and the grim trigger
strategy [10, 12]. This paper only consider the case p = 0, that is the infinite game.

Definition 6. In an ESSG, TFT means choosing, in any specified period of game, the
action chosen by your rival in the preceding period of play. When playing TFF, you
cooperate with your rival if she cooperated during the most recent play of the game
and defect (as punishment) if your rival defected. This punishment phase lasts only as
long as your rival continues to defect; you will return to cooperation one period after
she chooses to do so. [

Theorem 1. In an ESSG, both sides take TFT and tend to cooperate if the discount

factor satisfies
1- Pf_sj

5> ,
1+ P,

j=1.2 (18)

Proof. If both sides take TFT, the PV of strategy C is
1

T
PVCooperate = lep (1 - E) (19)
The PV of strategy D is the sum of the payoffs
2
T
PVenear = D1B, +6D:1B;(1 — 1) + 1- 6D1P (1 - E)

To promote one SU to cooperate, the PV of strategy C is preferable for each SU,
we have PVioperate > PVineqr, that is (18). So far, the proof is completed. 0
It is shown in Theorem 1 that if 6 > 1, Pf_sj will go to zero. So TFT is

impractical. SUs have a strong desire to cheat for a high payoff as increasing N, since
the cost of sensing will be increased with a large N.

Another strategy which can promote cooperation is the grim trigger strategy,
which is more harsh strategy than TFT.

Definition 7. In an ESSG, the grim strategy entails cooperating with your rival such
time as she defects from cooperation; once a defection has occurred, you punish your
rival (by choosing the defect strategy) on every play for the rest of the game. O

The punishment for a SU who chooses not to sense is more serious using the
grim trigger strategy than that using TFT.

Theorem 2. In an ESSG, both sides take the grim trigger strategy and tend to

1

cooperate if the discount factor satisfies § > >

Proof. If both sides take the grim trigger strategy, the PV of strategy C is

1
PVCooperate = BDIP (1 - %) 2D
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If a SU chooses the strategy D, it means that it will be punished to sense alone
forever. Thus the PV of the strategy C is
)
PVeneat = D1B; + leBl 1-7) (22)
To promote one SU to cooperate, the PV of strategy C is preferable for each SU,
we have PVCooperate > PVCheat~

1—(1+Pf_sj)(1—§)

T

6> J =12 (23)

As the increase of N, Pf,sj will go to zero and the right term of (23) can reach the

. 1
maximum > 0

4 Simulation and Performance

The simulation parameters of ESSG are set as follows. The PU’s signal is assumed to
be baseband QPSK modulated, where the sampling frequency is f; = 1MHz and the
time duration is T = 20ms. The probability of PU’s absent is Py, = 0.9 and the
required target detection probability P; = 0.95. The SNR Vs; = —12dB.

Firstly, we do not use the concept of PV. The algorithm of ESSG is shown in Table
2. The initial values are set to x = 0.8,C = 1. The comparison between the cases
x; =x, =1 and x; = x, = ESS is shown in Figure 1, where the evolutionary stable
strategy is denoted as ESS.

When t is smaller than 0.1, the cost of spectrum sensing increases with 7. It is
shown that two SUs are willing to sense. However, when 7 increases larger than 0.2,
the sensing probability of each SU decreases and they tend to defect. The worst is that
the throughput decreases at the same time, which is shown in Figure 1. The maximum
difference between cooperating completely and cooperating at ESS happens at 7 = 1.
And the throughput of each SU is decreased too much. The main reason is that each
SU only considers the current payoff in each round game.

Table 2. The game algorithm
STEP 1 Parameters initialization.
STEP 2 Compute payoffs (10) and (11) for m circles.
STEP 3 Compute expected payoffs (14) and (15).
STEP 4 Update strategies s; (16) and (17).
STEP 5 If ESS is achieved, STOP; else go back to STEP 2.
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Fig. 1. The average throughput and probability

Now, we use the concept of PV to extend ESSG. To testify the grim trigger
strategy can promote cooperation, the game algorithm in Table 2 is adopted with the
same parameters. Note the payoffs in STEP 2 are replaced by (21) and (22). The
simulation results are shown in Figures 2, 3 and 4. The ESS of ESSG is denoted as
x = ESS'.

In Figure 2, the sensing probability increases faster at ESS’ in ESSG than the
result at ESS. The throughput of each SU is improved, especially when 7 is close to
1. When a SU choose the strategy D in current period, the other one will choose D
forever. So, each SU tends not to take the adventure to wait for the others’ sensing
result.

The sensing positivity is increased when § is increased from 0.5 to 0.53 in Figure
3. As SUs consider the effect of future actions, the throughput of each SU is
increased, especially when 7 closes to 1. As shown in Figure 4, x keeps stable when
§ is increased to 0.6. It means that, when the cost of sensing is large, both SUs will
keep cooperating to share for reducing individual cost. The throughput is just the
same as they always choose to cooperate.
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Fig. 2. The average throughput and probability 6 = 0.5
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Fig. 4. The average throughput and probability § = 0.6

5 Conclusion

In this paper, the concept of PV is introduced to improve the evolutionary spectrum
sensing game. The SUs not only consider the current payoff, but also the current
effect from future payoff. Two strategies, i.e., tit-for-tat and grim strategy are
discussed. It is proved that the strategy of grim strategy can enhance secondary users’
sensing positivity greatly, and so is the overall spectrum efficiency. The simulation
results show that the interaction of the two SUs using the grim trigger strategy can
increase the throughput of each SU greatly.

How to utilize the global information to promote the SUs to sense remains a
tedious work. Our simulation results show the improvement was obvious. The future
work is to investigate the general case of p and find other suitable strategies.
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Abstract. This paper proposes the particle swarm optimization based
on Shannon’s entropy to deal with the problem of odor source localiza-
tion. First, a measurement model by which the robots can always observe
a position is briefly described. When the detection events occur, the posi-
tion of the odor source lies in the vicinity of the observed position with a
higher probability. When the non-detection events occur, the position of
the odor source does not lie in the vicinity of the observed position with
a higher probability. Second, on the basis of the measurement model,
the posteriori probability distribution on the position of the odor source
is established where the detection events and non-detection events are
taken into account. Third, each robot can understand the search envi-
ronment by using Shannon’s entropy which can be calculated in terms of
the posteriori probability distribution on the position of the odor source.
Moreover, each robot should move toward the direction of the entropy
reduction. By means of this principle, the particle swarm optimization
algorithm is introduced to plan the movement of the robot group. Fi-
nally, the effectiveness of the proposed approach is investigated for the
problem of odor source localization.

1 Introduction

In nature, the creatures usually make use of the odor to find food and attract
mates [1-3]. For example, the moths can find mates in the air; the lobsters
can seek food under water; and the rats can avoid predators on land. With
the rapid development of the chemical sensor technologies, robots can be used
to imitate these creatures to conduct some searching tasks under the extreme
environments [4-6], such as the detection of harmful gases leak, the search of
fires source, and military missions, to name a few. These tasks can be formulated
as the problem of odor source localization. In the last two decades, the problem
of odor source localization has been widely studied based on a single robot in
the science and engineering field. Correspondingly, the various solutions such as
chemotaxis [14,15], anemotaxis [5] and infotaxis [16] have been proposed.
Recently, how to use the multiple mobile robots to locate the odor source has
received much attention from researchers due to a major benefit over a single
robot, i.e. a wider detection range, which can enable the robot group to bet-
ter capture the time-varying plume [7-9,12]. As a swarm intelligence technique,
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the particle swarm optimization (PSO) algorithm has been well applied in co-
ordinating the multiple mobile robots to search for the odor source [12,13]. For
example, Jatmiko et al. (2007) [13] proposed the charged PSO algorithm (CPSO)
to coordinate the multiple mobile robots where two types of robots (neutral and
charged robots) are used to search for the odor source. On the basis of the CPSO
algorithm, Jatmiko et al. (2007) [13] further gave two wind utility algorithms:
one is the WUI-45 algorithm while the other is the WUII algorithm. For the
WUI-45 algorithm and the WUII algorithm, the wind information is simply em-
ployed to guide the movement direction of the robot group. By analyzing the
PSO algorithm, Lu and Han (2011) [11] put forth a probability particle swarm
optimization with information-sharing mechanism (PPSO-IM) algorithm to con-
trol the robot group. It is worth mentioning that the PPSO-IM algorithm make
use of swarm information to model the probability distribution on the position of
the odor source such that the robot group is guided to search for the appropriate
range with a higher probability. It is worthwhile to note that the the aforemen-
tioned PSO algorithms mainly employ the concentration information to predict
the position of the odor source and then to plan the movement direction of the
robot group. However, the concentration cues pointing toward the location of
the source are not always available because mixing in a flowing medium breaks
up regions of high concentration into random and disconnected patches. In order
to deal with this issue, a method based on Shannon’s entropy was proposed to
guide a single robot to locate the odor source [16]. Specifically, according to the
priori knowledge about the odor dispersion, at each time, the robot would move
towards the reduction direction of entropy. However, there exist two issues for
this method based on Shannon’s entropy. On one hand, this method requires
priori knowledge, that is to say, the robot needs to know the odor dispersion
model before the search task. If the odor dispersion model is not appropriate
for the real odor distribution, this method will not obtain a better search result.
On the other hand, this method is only used to control a single robot rather
than the multi-robot system, which results in that this method cannot be used
to coordinate the multi-robot system. Therefore, how to deal with two issues is
the motivation of the current study.

To sum up, we will deal with the problem of odor source localization based on
Shannon’s entropy by using a multi-robot system. Firstly, we will briefly describe
a measurement model. By this measurement model, an observed position can
always be available. When the detection events occur, i.e., the robot detects the
odor cues, the observed position is in the vicinity of the real position of the odor
source with a higher probability. When the non-detection events occur, i.e., the
robot group loses the odor clues, the observed position is not in the vicinity
of the real position of the odor source with a higher probability. Secondly, we
will establish the posterior probability distribution on the position of the odor
source based on the measurement model. Thirdly, we will design the particle
swarm optimization based on Shannon’s entropy, which means that the robot
group always moves towards the direction of the entropy reduction. Finally, the
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effectiveness of the particle swarm optimization based on Shannon’s entropy is
investigated for the problem of odor source localization.

2 Particle Swarm Optimization Based on Shannon’s
Entropy

In this section, we will first describe the measurement model. Then, we will es-
tablish the posteriori probability distribution on the position of the odor source.
Finally, we will plan the movement of the robot group based on the particle
swarm optimization algorithm.

2.1 Measurement Model

The measurement model of filament has been established in [7]. Here, we make a
brief introduction about the measurement model. Movement process of a single
filament can be given by

#(t) = (t) + n(t) (1)

where z(t) denotes the position of filament at time ¢; u(t) is the mean wind
velocity at x(t); n(t) is a random process which satisfies a standardized normal
distribution. Suppose the filament released from the odor source at t;, and then
the filament position at t (tx>t1) is

x(t1,tk) = /t ' w(T)dr +/t ' n(7)dT + xo(t1) (2)

where xo(t1) denotes the real position of the odor source at time ¢;. Further, we
need to discretize the movement process of filament

ty

| utniar = 3 utia 3)

t1 1=ty

Let
olti 1) = 3 (i) (1)

and

w(t, by) = / " n(r)dr (5)

t1

Assume that the position of the odor source is stationary as

zo(tr) = wo(t1) (6)



Particle Swarm Optimization Based on Shannon’s Entropy 143

The equation (2) can be simplified as
x(ty, tk) = o(tr) + v(ty, tr) +wlts, tx) (7)

Since time t; is unknown, it can be regarded as the start time of the search
process. Hence,

1
o) = D wltn, ) 0
t1=0
Similarly
1 tp—1
w(t) = 3 wlts, 1) Q
t1=0

. . : 1 ~teet 2 o
where w(ty) is a Gaussian process with zero mean and ; > ,"Z(,(tx — t1)o” vari-

ance. In particular, v(¢1, tx) is an effective movement distance which should sat-
isfy [|v(t1,tr) — zi(te)]2 < B, ||.]] is 2-norm. f is a control parameter which is sig-
nificant for the quality of data obtained. If the inequality ||v(t1,t%) — zi(tx)]2 < B
is not satisfied, moving distance of filament can be ignored. Therefore, parame-
ters should be given to comply with the real search environment. x;(t;) denotes
the current position of the ith robot at time ¢;. Next, the discrete-time index k
can replace the tx, and then the equation (7) can be simplified as

x(k) = zo(k) +w(k) + v(k) (10)
Defining our measurement model is
2 (k) = wo(k) +w(k) (11)
where 2¢(k) = x(k) — v(k) can be regarded as a measurement of zo(k) at time k
for the ith robot and w(k) is viewed as a measurement noise.

2.2 Posterior Probability Distribution

It should be pointed out that the search range is divided into m grids and d;
denotes the center position of the (th grid. The posterior probability distribution
on the position of the odor source is based on the above measurement model. A
likelihood function can be given by

H
Ly, =e” Jy Q(zH(t")|dy)dt! H Q(Zl(tj”dl) (12)
j=1
with

Q= (k)|dy) = e~ R =il (13)
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where H is the number of detection events on the search path; ¢; is the cor-
responding time; ¢’ is the time at which non-detection events occur; and z*(k)
is the measurement value of the ith robot on current position at time k. The
posterior probability distribution is defined by
Lq

P(dy) = ! 14
P;(d;) is probability where the position of the odor source locates on d; at time
t, and the posterior probability distribution combining (12), (13) with (14) is
obtained as

o |

exp[— fot e*l\zi(t')*dzl\dt/] eszi(tj)fd,,H)
=1
Pt(dl) = J (15)
J(expl— [ e~z @=2lldp] [] e~ll="()==l)da

=1

The detection probability is closely correlated with the distance between the
measurement result z°(k) of the robot and d;. If the robot encounters the fil-
aments and the distance between d; and z%(k) is smaller, then the probability
that d; is the position of odor source is higher. On the contrary, if the robot
can not detect the filaments and the distance between d; and z'(k) is relatively
smaller, then the probability that d; is not the position of odor source is higher.

2.3 Particle Swarm Optimization Based on Shannon’s Entropy

If a probability distribution function is given, denoted by P;(d;), the Shannon’s
entropy is

st ==Y Pi(d)InPy(dy) (16)

where s is the ith robot’s entropy at time ¢; m is the grid number of the search
range; d; is the center position of the grid and I € {1,,2,...,m}. Moreover, we
can get a position that corresponds to the maximum probability among all grids
for the ith robot as

x1(k) = argmax(P;(dy), Pi(da), ..., Pi(dm)) (17)

where x;(k) is the center position corresponding to the maximum probability
among all grids for the ith robot. Let s', 52, ..., s™ be the corresponding previous
minimum entropies for each robot and then we have a position that corresponds
to the global minimum entropy.

z4(k) = argmin(s', s?,...,s") (18)
where z4(k) is the position corresponding to the global minimum entropy. Ac-
cording to the idea of the particle swarm optimization algorithm, we have

Ui(k? + 1) = Ui(k?) + uz(k‘)

zi(k+ 1) =xzi(k) +vi(k+ 1) (19)
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with

ui(k) = (w — Dvi(k) + ar(zi(k) — xi(k))
+an(xy (k) — xi(k)) (20)

where w, a1, and as are the same parameters with the ones used by the standard
particle swarm optimization algorithm. x; (k) is the position of the ith robot while
v; (k) is the velocity of the ith robot.

3 Simulation Results

In this section, we will adopt Farrell’s odor model to build a simulation envi-
ronment to verify the feasibility of our algorithm. The parameters of simulation
environment are shown in Table 1, where C7, Co, C3, C4, Cs and Cg denote
the different initial wind velocities and o1, 03, 03, 04, 05 and og refer to the
different spectral densities. The dispersion velocity can be estimated by the dif-
ferent spectral density. The higher spectral density means the faster dispersion
velocity. The parameters vmax= 0.8 m/s and wyax =1.57 rad/s are used to limit
the maximum linear velocity and angular velocity of robots, respectively. The
control parameter a=0.85.

Table 1. The parameters of the Farrell’s odor dispersion model

Variables Values
Area (mXxm) 100 x 100
Odor source position (m) (10,0)

Q 5123.7618
K., Ky 10,10
Growth rate 0.001
Initial wind velocity (m/s) C1—Cs
Spectral density 01— 06
Max linear velocity (m/s) 0.8

Max angular velocity(rad/s) 1.57

The six cases about spectral densities and velocities are shown in Table 2. For
Case 4, the wind velocity is faster and dispersion velocity is also faster, which
will result in the wider and fast fluctuant plume. Instead, for Case 2, the wind
velocity and dispersion velocity are smaller, which will result in the narrower
and gradually changed plume. A circle is predefined, which has the radius of 1
m. The real position of the odor source is viewed as the center of circle and the
search task is finished when any robot enters the circle.

Fig. 1 shows odor source localization process of five robots. In Fig. 1(a), the
initial positions of five robots are set at the right up corner in the search region
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Table 2. The six cases

Cases The spectral density The initial wind speed
Case 1 (4, 2) (1, 0)

Case 2 (1, 1) (0.6, 0)

Case 3 (7, 4) (1.3, 0)

Case 4 9, 7) (2, 0)

Case 5 (6, 3) (1.2, 0)

Case 6 (5, 2) (1.1, 0)

Table 3. The success rate based 75 runs

Cases Case 1 Case 2 Case 3 Case 4 Case 5 Case 6
Success rate 100 100  98.7 98.7 100 100

at T=0s. Each robot has different color. The black dots denote the filaments that
form a plume. The blue arrows denote the wind speed and direction. Fig. 1(b)
and Fig. 1(c) show the search process at T'= 71 s and T = 134 s, respectively. In
Fig. 1(d), the odor source is found at T' = 225 s. The success rates obtained by
the proposed algorithm is shown in Table 3. Fig. 2 shows the statistical results
of six cases for the search time.

4 Conclusion

The problem of odor source localization has been addressed. The measurement
model, which is designed based on wind information, has been described. By
the measurement, a position is always observed in order to judge the real po-
sition of the odor source. Then, we have established the posteriori probability
distribution on the position of the odor source. Next, in terms of Shannon’s en-
tropy, we have planned the movement of the robot group, where the idea from
the PSO algorithm is introduced. Finally, the effectiveness of the particle swarm
optimization based on Shannon’s entropy has been investigated for the problem
of odor source localization. Furthermore, the particle swarm optimization based
on Shannon’s entropy can be further improved and the new research result can
be found in [10].
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Abstract. Face detection is an important component of the intelligent video
surveillance system. Based on the MeanShift algorithm, we have developed into
the CamShift algorithm. Although the traditional Camshift algorithm can track
the moving object well, it has to set the tracking object by manually. Meanwhile
it fails to track the object easily while the object is occluded and interfered by
the same color obstructions. In order to solve the problem, according to the
CamShift algorithm features, in this article, I will combine Adaboost, CamShift
and Kalman filtering algorithm, which can be relied on to realize face detection
and tracking automatically and accurately.

Keywords: Adaboost, CamShift, Kalman, face detection and tracking.

1 Introduction

In recent years, with the development of computer hardware technology, image sensor
based on video surveillance system has developed rapidly [1]. Many of that facing the
complex applications for background video surveillance system have appeared in
large numbers. MeanShift algorithm is a non-parameter estimation algorithm, which
uses the statistical characteristics, so it has strong robustness to noise. Moreover
MeanShift has used the gradient optimization methods to reduce the time to search for
matching features which makes it a strong real-time feature [2]. Based on MeanShift,
Gary R.Bradski proposed CamShift (Continuously Adaptive Mean-Shift) algorithm,
which overcomes the problem that the model could not be updated, etc. According to
the color histogram, CamShift can adjust the window size automatically to fit the size
of the tracked face in the image, which can effectively solve facial deformation and
blocked problems. However, we find that CamShift has some problems, for example,
we have to select the face manually, and it means inconvenient for us. In addition, it is
easy to lose tracked objects facing with the same skin color and body [3]. For the
above two issues, two different methods will be used to solve these two problems. For
the former, Adaboost algorithm which based on the Harr classifier can be used to
locate the position and extent of the face. For the latter, we need to introduce the state
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estimator to predict the motion parameters of the target to reduce the misjudged rate.
As we know, Kalman filter [4] is an optimal estimation error covariance in the
minimum criteria, a small amount of calculation, real-time, and the actual motion
parameters that can take advantage of constantly revised estimated value of the future
to improve the state of motion estimation accuracy, timeliness and robustness.
Therefore, we combine Camshift and Kalman filter to track faces that means
automatic and accurate face tracking [5]. And we will firstly talk about the principle
of algorithm and then try to do some experiments to confirm how this method works
and its results.

2 Principle of Algorithm

2.1  CamShift Algorithm

The RGB color space is relatively sensitive to changes in illumination brightness. In
order to reduce the impact of changes in the brightness of light tracking effect,
Camshift algorithm will transform form RGB color space into HSV color space and
then subsequent processing. So, Based on the target image color histogram model,
Camshift algorithm will convert the image to color probability distribution, to initiate
a search window size and position, and adaptively adjust the position and size of the
search window based on the results obtained in the previous frame, and then locate
the central location for the current image [6]. The flowing shows how the CamShift
algorithm works:

Get the tracked target

Calculation of target color histogram,
and the region as the initial search area

Get the projection that the probability
Select the beginning of the distribution of color
window $

Get the centroid position of the search
Determining the processing area, window
larger than the search window

Depending on the size of the window of the
Set the center of the new search sum of the pixels s to resize the window,
window as (x, y) and 2*s as the move the window center to the centroid
width of the search window position

?

Output centroid(x, y) and s %—

Convergence

Fig. 1. CamShift algorithm flow
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The following gives the flow of CamShift algorithm:

(1) Define the initial target and its regional. We define the point (X, y) as the
pixel position in the search window. The point I(x, y) is the pixel value of
(x, y) in projection map. So, we define My, as the zero-order moment and
My, M) as the first moment:

Mg, = > D 1%, y) (1)
My, ="yl y) )
M, =Y Y xl(x,y) 3

And then calculate the direction and size of the target track, and the second

moment:

M, =Y S xIx.y) “

My =33 1) ®)

My =3 Y i) ©)

(X, y ) =M I My, My 1 My) (7)

And then define:

a=M,, /M, -x ®)

b=2M,, /M, -X.y,) ©))

c=M,, /M, -y (10)

(2) Adjust the search window size, and move the center of the search window to
the center of mass. If the moving distance is greater than the preset fixed
threshold, we recalculate the center of mass after adjustment until the
window center and quality heart moving distance is less than a preset fixed
threshold, or cyclic operation count reaches the maximum number of times,
it is considered to meet the convergence conditions [7]. Compared to the
current frame, we define the length and width of the search window for the
next frame as 1 and w, namely:
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1o [@+0+yb +(@-c) (11)
2

W=\/(z;1+c)+—1/b2+(a—c)2 (12)

2

2.2  Adaboost Algorithm

Adaboost algorithm is an iterative algorithm, and the core idea is to set the different
classifiers for the same training, namely the weak classifiers, and then put these weak
classifiers together to construct a stronger final classifier. The basic idea is: when the
samples classified by classifier, we reduce the weight of samples [8]; otherwise,
increase the weight of samples, so that the learning algorithm concentrate harder
training samples for comparative study in the subsequent study, eventually getting the
ideal classifier recognition rate and we design such a weak classifier for face
detection:

1, if pf(x) <pb
0, otherwise

h(x,f,p,e):{ (13)

Where x is a sample, f (x) is a characteristic of a training sample, 0 is a threshold, and
p indicates the direction of inequality. Firstly, in order to understand the algorithm
better, I will show you the flow of Adaboost algorithm as follows:

Face sample set <> < Non-facszztsamp]e

Calculate the sample
integral map

Calculate the eigenvalues of the
matrix

[ Fenwesa ]

- i Non-f: /
‘ Generate weak classifier ‘ i:;llagzze
- A
Weak classifier ’

Train strong classifier by
Adaboost

Strong classifier

Train cascade classifier ,get face
classifier

‘ Add non-face sample ‘

Fig. 2. Adaboost algorithm flow
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The following gives the flow of Adaboost algorithm:

(1) Given samples image (x1, yl), (x2, y2), ..., (xn, yn), where yi=0 ,1 means
non-face samples and face samples.
(2) Initialize the weights:

W= (14)

Where m, 1 means the number of non-face samples and face samples.
(3) Normalized weights:

W, (15)

Where t=1, 2, ..., T
(4) Choose the best weak classifier:

h(x;.£.p)| (16)

£ =min Z w,
i

And set h,(x)=h(x.f,.p,.6)

(5) Update weights : w,,, =w, ¢, if the sample »x, is correctly classified and

set ¢, =0else ¢ =1, and q:lg'
-¢

(6) Get the strong classifier:

T 1 T
oy =] 202520 (17)

0, otherwise

Where Ak)=

c o o =
= e =)
o — o N
- o N o

2.3  Kalman Algorithm

The kalman filter, also known as linear quadratic estimation, is an algorithm that uses
a series of measurements observed over time, containing noise (random variations)
and other inaccuracies, and produces estimates of unknown variables that tend to be
more precise than those based on a single measurement alone [9].
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Preliminary estimates X,
Calculate C,

K = P X

- - T
Pk/zk—n =Py = Ckrl(‘Pk‘k—l + ril

v

‘ K, = Pk/tk—I)HT(HPkAk—I)HT +R,)

‘ X, =X, + K (Z, -HX, 4.1))

C, =d-KHP 4,

Fig. 3. Kalman algorithm flow

It contains two equations: prediction equation and observation equation:
Signal equation:

X(k) = A(k—1) X(k—1) + W(k) (18)
Observation equation:

Z(k) =H(k) X(k) + V(k) (19)

Where X(k) is the state vector of the system and Z(k) is the observation vector of
the system at t(k), A(k-1) is the state transition matrix, H(k) is the observation matrix.
Dynamic noise W (k) and observation noise V (k) is uncorrelated as follows:

P(W(K)) ~ N(0,Q(k)) (20)

P(V(k)) ~ N(O,R(k)) 2D

For this part, to track face, three steps as follows:

(1) Initializing Kalman filter. Set the initial value for Kalman state
parameters.

(2) State prediction. The position of the search window for the next frame
will be predicted before searching.

(3) Status update. Updating the state of the filter.

During the tracking process, as the two adjacent frame images at a short interval of
time (typically tens of milliseconds), the smaller target change the state of motion of

face, a face can be approximated that the target uniform linear motion in the two
frame interval.
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Here, define T as the interval, X(k)=x(k),yk),v,(k),v, (k)" as the state vector,

Z()=(x(k),y(k))" as the observation state vector, x(k),y(k) as the position of the face
in the center of the image, v, (k),v (k) as the speed of face moving.

So, define the state transition matrix of system:

1 000
H(k){o 10 0} 22)
And observation matrix:
1 000
H(k){o Lo 0} (23)

In short, I plan to use Adaboost algorithm to find the face automatically not chose
the tracking face manually. In this way, the workload will be reduced further, and
make us feel more convenient. Meanwhile, by using the Kalman algorithm, we can
distinguish the part which does not belong to the face but has the same color with
face. Now, I will elaborate on the combination of the three methods [10].

3 Face Detection and Tracking System by Combining
Adaboost, CamShift and Kalman

As mentioned above, the Adaboost algorithm will used to search the face from the
image immediately the video system works. Of course, the video should contain face.
And then Camshift tracking algorithm will be initialized automatically. Because
Camshift algorithm is real-time tracking and non-rigid object, morph targets, and the
rotation has better adaptability, but it does not make use of target direction of
movement in space and velocity information, when there is a serious ambient
occlusion or target motion during fast and easy to lose the target . So it will work well
and CamShift algorithm is also a good algorithm. However, when the serious ambient
happens, it seems worried. Therefore, we need to do something to improve it. Kalman
algorithm is a good choice. As we know, Kalman filter is a sequence of linear
dynamic systems minimum variance estimation algorithm that can accurately predict
the position and velocity of the target, and a small amount of calculation, real-time
computing. When tracking, according to the result of the Adaboost algorithm, we set
x(0), y(0) as the center of the search window of CamShift algorithm, where v, (0)=0,

v,(0)=0. By using CamShift algorithm, we calculate the position and the size of the

tracking window. Define Z(k) as the center of mass calculated by Camshift algorithm
output window is a measure value of Kalman Filtering. We should correct the face
position of prediction, and set the center position for the search window of the number
of (k+n) frame according to the center of mass: X(k+nlk) by tracking human face
through Kalman filter. By this way, we can realize the predictable Camshift tracking,
which not only saves time and improves tracking efficiency, but also can overcome
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severe occlusion caused by defects in the target face losing. We have narrated a lot
and I will let you know by doing some experiments.

4 Results and Analysis

Based on the platform of OpenCV, firstly, we test the Adaboost algorithm and find
that it can get the human face quickly and automatically. The result achieves the

excepted goals.

(c) Face detection for many people with Adaboost

Fig. 4. Face detection results

From the above we can see that the faces can be detected automatically and
quickly. No matter the image contains one face or more faces, the results have
achieved the expected results.
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Then, when the face was blocked by some obstacles, we also need to track the face.
Fig.5 shows the result by comparing the traditional CamShift algorithm with the
algorithm of this paper. Picture a shows the CamShift algorithm that passing through
the obstacle. Picture b shows the mixed method when dealing with the situation.

(b) The result of combining CamShift élgorithm and Kalman filter

Fig. 5. Two different ways dealing with blocked

From above, we can see that if we use the traditional CamShift algorithm, you
will not track the face if blocked. However, we are able to give the forecast estimates
on the motion information by using Kalman filter algorithm. In this way, after
seconds, the face will be tracked as fast as possible so that we will not lose the target.
Now, let us make a thorough inquiry for this when the same color appears. Generally
speaking, the neck and the hand will interference the result. We call it the Mixed
algorithm. In order to express my idea, I will list it in this graph.

Table 1. Comparison of the two methods

Items CamShift Algorithm The Mixed Algorithm
Automatic detection It can not Yes, it can

Deal with obstacles  Losing the target Track the target well
Processing speed Fast Slow

In all, by these experiments, the method proposed by this article can fulfill my
requirements, and solve the occlusion problem effectively.

5 Conclusion

Based on Camshift tracking algorithm, we propose the algorithm that combining
Adaboost, Camshift and Kalman algorithm to track the face. Maybe, when using the
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method, it can cause some bad in performance. However, it has more advantages. On
the one hand, by mixing Camshift algorithm and Adaboost algorithm, it solves the
trouble that the face should selected by yourself which becomes inaccurate with the
passage of time. So, it is auto and accurate. On the other hand, by mixing CamShift
algorithm and Kalman filter algorithm, we can distinguish which is the face and
where is neck or hand when facing the same color. Meanwhile, when your face is
blocked by something, you will not lose your target and it can search for the face
quickly and accurately. The experimental results show that the method is high
efficiency of the method of calculation, real-time to track moving human face, and it
is good to achieve a rapid, automatic and accurate for face detection and tracking.
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Abstract. In visual inspection , the object image subspace should be
segmented and matched, then the affine relationship is built between the
template image and the sample image. But sometime the illumination is uneven
on the surface of object image, it is difficult to obtain accurate position of the
object subspace quickly. In this paper, a novel strategy is proposed to adopt
discrete radial search paths instead of searching all points in the image.
Therefore, the searching time can be reduced. In order to reduce the influence
coming from the industrial environment, the paper proposes another method
that is local energy level set segmentation, which can locate the object subspace
quickly and accurately. The detection upon crown caps is as an example in the
paper, then the detection effects and computing time are compared between
several detection methods, and the mechanism of inspecting has been analyzed.
The industrial applications are also given in the paper.

Keywords: visual inspection, object subspace, fast match, level set, local
energy function.

1 Introduction

In visual inspection, the target image contour should be extracted firstly from the
original image captured from the industrial produce line. Therefore, the target subspace
should be located accurately so that the subspace can be detected in detail. In the
process of the industrial production, the spatial position of the target images always
keeps changing because of mechanical vibration, the expansion and contraction of the
support structure, the delays of signal and so on. Thus, the mapping relation between the
template subspace and the sample subspace generate deviation, which will make the
increasing difficulty of the defect detection for the target image at the next steps.
Eventually, the detection results and accuracy will be influenced. Therefore, the
mapping relation should be built between the subspace of the standard image and the
sample image by locating and segmenting the sample subspace fast and accurately.
Among many methods of image segmentations and image matches, the energy
function method for segmenting image has attracted many researchers attention. The
basic idea of energy function method is to use curves to express the target contour.
The process of segmentation will be turned into the problem to finding the energy
minimum. It can be realized by solving the corresponding Euler (Eider-Lagrange)

M. Fei et al. (Eds.): LSMS/ICSEE 2014, Part II, CCIS 462, pp. 159-168, 2014.
© Springer-Verlag Berlin Heidelberg 2014
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equation. Then, the method of image segmentation can be divided into two categories
based on edge information [1] and based on region information [2, 3]. The model
based on edge information uses part edge information to look for boundary of the
target, whose representatives are Active Contour Model and Snake Model [4]. These
models mainly depend on the levels set of the edge information, which are irrelevant
with the distribution of the global brightness. Therefore, it has the ability to segment
uneven illumination images. However, the segmentation model based on edge
information is very sensitive to noise and boundary leaking problem will happen
easily in weak boundary of the image. That is, the models based on region
information are proposed, for example Piecewise Constant (PC) [S] model, which
drives the evolution from active contour toward the target boundary through defining
the region description. The whole region characteristics are used for realizing image
segmentation. This method has greater robustness than the edge-based segmentation
method. But it is usually difficult to define the description of the region of the image
since the description of the region is based on uniform illumination hypothesis. It
cannot be carried out effective segmentation when the brightness of the image is
uneven. Vese Chan and Tsai [6] proposed Piecewise Smooth(PS) [7] model for
segmenting uneven illumination images, which turns the image segmentation into
looking for the optimization and approximation of the block smooth function. So, this
model can overcome the influence of the inconsistencies in brightness in some case.
However, it needs search point by point over the whole image with very heavy
computation load. It is very difficult to be used on the real-time detection on industrial
line. Currently, the application of the level set method is mainly reflected in target
tracking [8], image restoration [9], image denoising [10], robustness analysis of image
segmentation [3], and so on.

To overcome these disadvantages lie in segmentation algorithm in target subspace,
this paper proposes the novel method which uses local energy and discrete paths
based on level set method to match the target subspace with the template subspace.
Our method can locate the object subspace quickly and accurately. The crown caps
detection is as an example in the paper, then the detection effects and computing time
are compared between several detection methods, and the mechanism of inspecting
have been analyzed. The results show that our method can satisfy the real-time
requirement in the industrial applications.

This paper is organized as follows: we first describe our propose method in section
2 include discrete paths level set method and local energy level set method. The
experiments results and their comparing for these methods are presented in section 3.
Section 4 shows the several applications on industrial line. Finally, in section 5 we
describe the conclusion and future works.

2 Discrete Path Search Strategy Based on Local Energy and
Level Set

2.1  Path Settings for the Level Set

In order to match the target subspace to the template subspace, firstly, the edge of the
target subspace should be found. Due to the fact that the level set method can reduce
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the disturbance to search image edge of the uneven lighting illumination. Level Set
(LS) was firstly established in 1988 by Osher and Sethian [11], they used this method
based on thermodynamics equation for solving the problem about the flame shape
change process. It is difficult for the traditional parametric to express describe the
change of the flame shape since the flame shape is dynamics and uncertainty of
topological structure. Therefore Osher and Sethian proposed the level set method to
descript the interface whose movement is time-dependent. Their main idea is to move
the curve (surface) as the zero Level Set embedded in the higher dimensional
function. Level set method as a numerical technique to model for tracking the shape
interface. Its advantages are in two aspects. The first one is that the evolution of the
curve (surface) only need to be numerical calculated on Cartesian coordinates and
does not need to get the parametric of the curve (surface). The calculation process is
carried out on the fixed grid which accords the Euler (Euler) framework. Another
advantage is that it is convenient to deal with the topology of the evolutionary curve
(surface) changes and effectively avoid the hard problems in the parametric curve
process. The zero level set is the middle part between the negative area and the
positive area on images. Assuming the curved surface function is ¢, the evolution
curve at the time ris C(t), then the zero level set is ¢(C(t),t)=0. According to the

composite function of derivation rules, derivation of ¢(C(t),)=0 can obtain:

a9 aC
——+V¢p-—=0 . 1
ot ¢ ot )
Where Vg is gradient, it is same orientation as normal vector.

According to the curve evolution theory, the normal unit vector on the curve is

vo_Vo
N= ZIE 2

And the curve evolution equation is

aC
6;—FN . 3)

By substituting(2), (3) into(1) , we get the level set evolution equation

99
=F|V
a “. “4)

In order to solve the equation(4), a partial time-dependent differential equation is
needed, which is the Hamilton-Jacobi expression [11]. The final result can be
obtained by separation variables, that is, the variables should be processed in time
domain and space domain. Apparently, it is difficult and complex to solve
equation(4). So, the level set can be initialized as the Signed Distance Function (SDF)
in engineering. The SDF calculation complexity is O(nm) [12], where » denotes the
points number in a grid and m is the number of grids. In the initial case, the
calculation is very large. In order to accelerate the speed to generate SDF, Sethian[12]
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proposed the fast marching method (FMM), which sorts the all the neighborhood
points using the complete binary tree. So, the computation complexity of distance
function is reduced from O(nm) to O(nlogm) . In order to further reduce the

computational complexity, The level set ¢(x,y,r) can be represented using the
discrete grid forms. Assume the space length of a discrete grid is £ , the time pace is
At , then the level set of grid point (i,j) at the time n 1is @(ih, jh,nAr) can be
abbreviated as ¢ . Therefore, evolution equation (4) can be discrete as following

n+l _ gn
i 5)

Where F; denotes the value of speed function at time » . The equation (5) above

can be solved using Upwind Finite Differential Method (UFDM). Firstly, six
operators are defined as first-order difference, first-order forward difference and first-
order back difference

B, =00) B =000
= (0.1,-9,) 8 =1 0,0-9,) (©)
0,0, o= 0,0,
Substitute (6)into(5), we can get

¢ =¢" + Ar(max(F;',0)V* + min(F,0)V") . 7
Where V*and V- are defined as follow,

V* =[max(¢;,0)* + min(g4},0)* + max(¢; ,0)° + min(g; ,0)*]"*

V-~ =[max(¢;,0)* + min(¢;,0)* + max(¢; ,0)° + min(g; ,0)*]"* ®

The equation (7) is used to segment image, the segment speed function is
F=F, +F,+F, . 9
Where F, =V, denotes the evolution speed on the length, F,  =-ex is the

evolution speed on the curvature, F,, =U-V is convection velocity on the level

where U = (u(x, y,t),v(x,y,1)) . u is the gradient on x orientation and v is the gradient
on y orientation. Thus, equation (7) can be rewritten as

¢,.'/’” =¢" + At[(max(V,,;,0)V* +min(V,;,0)V") + (max(u;, 0)@, +min(u;,0)¢;)
+(max(v), 004, +min(v],009)) — ex’ ((¢°)* +(¢°)*)"*]

ij

(10)

The level set can be updated continuously by(10). The step apace At should be
met Courant-Friedrichs-Levy (CEL) as follow. In this case, the grid space 4 has
been given
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F-Ar<h (11)

Since equation (10) is calculated for the whole area in the image, the computation
is enormous when the image size is large. In order to reduce the computation, Chop
[13] proposed the idea of Narrow Band in 1993, and Adalsteinsson et al. [14] given its
specific realize in 1995. The method is able to rapid evolution to obtain the value of a
level set. The main principle is only to update the narrow band around the shape of
the level set region. Due to the less grid points, the computation is greatly reduced.
Although Narrow Band can reduce the calculation, it still not satisfies the real-time
application in the industrial field. Therefore, we propose a discrete path searching
method, whose search is along several fixed lines but not full image. The
computational complexity of the search becomes 1D from 2D. The search space is
shrunk greatly, and the search efficiency is improved. Thus, the real-time search can
be satisfied.

In this paper, crown cap image is as an application example for exploring the level
set method. Since the cap shape is a circular image, the search paths can along the
direction of the radius, the search method is shown in Figure 1.

ey R

—

\

//

/
\
N

Fig. 1. Discrete paths and direction

\—/

As shown in Figure 1, the level set search is performed from the outer circle to
inner circle. The search path is along the radius and the search direction is the same as
the arrow direction. Because the arrow direction is almost orthogonally with the edge
of the cap image, the search paths may be the shortest paths and the gradient may be
the maximum along the paths. One search path can get one zero level set point. Thus,
the number of level set points has been greatly reduced and the computing efficiency
has been greatly enhanced.

Because the crown cap image is captured as it is being transferred on the produce
line, the target and transfer equipment are often adhesive in the image, which is
shown as Figure 2. In Figure 2, the cap left edge is together with the holding ratchet,
which will cause inaccurate to locate the edge of the cap image. Therefore, this paper
proposes the local energy level set method based on the discrete path level set search,
which can accurately search caps edge according to the energy difference between the
caps surface and the caps skirt.
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Fig. 2. Crown cap image from industrial line

2.2 Local Energy Model

Mumford and Shah [15] proposed image segmentation model based on energy
minimization in 1989. The original idea is to find a contour curve (/,,C) to

approximate a given image 1, where I, is the piecewise smooth approximation of

the original image, and C denotes smooth closed contour curves. The energy
functional expression of the model is written as follow

E(I,C)= j\l(x, V)= 1y(x, y)| dxdy + j IVI(x, y)[ dxdy +v-length(C) . (12)

o\c

Where 4 and v are positive constants, Q denotes image region, and C c Q is
the contour curve.

The first term on the right side of the equation (12) is named fidelity, which is used to
express the similarity between the segment image and the original image. The second
term denotes smoothness, which is used to ensure the smoothness of the segment
regions. The third term is the constraint, which is used to constrain the length to reach
the minimum. When the equation (12) obtains the minimum value on the left, the 7 and
C on the right can get the desire results. However, the solution process for the equation
(12) is very complicated, thus the Mumford-Shah model need be simplified in actual
operation. If the Mumford-Shah model 1, is simplified for the piecewise constant

function, such as I, is the constant in each target area, Chan-Vese (CV) model [16] can

be obtained. That is, CV is the simplified approximation of the Mumford-Shah model,
which can be obtained by minimizing the energy function as following

E(,,u,,C) = p- Length(C)+ 4+ [ [1Gey)—u [ dvdy+ 4, [ |[y)-w[ dwdy . (13)

inside(C) outside(C)

Where 4 , 4, and A, are positive constants, they are usually constants as

u=A4=24=1. yand u, are the grey scale average at the outside and inside of the
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curve C. The first term of the energy function (13) is used to normalize the curve.
The second and third together are as fidelity, their roles are to attract the curve to the
target contour.

In order to obtain the minimum energy of the E(u,,u,,C), the level set ideas is

used, that is, the level set instead of the unknown evolution curve. When the points
are inside of the curve, the level set is defined as ¢(x, y) >0. The points are outside of

the curve, the level set is defined as ¢(x,y) <0. The points are on the curve, the level
set is defined as ¢(x, y) =0. Thus, the equation (13) can be rewritten as

B 4,,0) = 1 8, )|V o y)f dady+ 4 [|10x, y) )| H, (9Cx, y))dixdy
Q R Q (14)
+ 4 |1Ce ) =) (1= H,(9(x, y)))dxdy
Q

Where 6.(z) and H,(z) are Dirac and Heaviside. J,(z) and H,(z) are expanded

to write as follows

i[1+cos(%)], l{<e

5.(2)=1 2 , (15)
0, ‘z‘>£
Lar2iLand), |f<e
2 E £
H, (2)=11, 7>€. (16)

0, 7<—€

The minimize result of the equation (14) can be solved by energy functional form
of Euler-Lagrange. The following level set evolution equations can be obtained

99 _ Vo e
o —é;(¢)[#dlv(‘v¢‘) AU —uw) + 4,1 -u,)], (17)
90,x,y)=¢(x,y) in Q, (13)
6.(9) (9) _
‘V(D‘ 5 =0 on 0Q. (19)

Where the equation (18) is initial condition, and (19) is boundary. The grey scale
u, and u, are updated by following

[ 1 H ((x, y))dxdy
[ H.(0x y)dxdy

[, 7001~ H,(9(x, y)))dxdy
[, 0=H,(@(x. y))dxdy

u(9)=
(20)

u,(¢) =
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3 Experimental Results

In this paper, the results of the subspace matching experiments are compared among
level set method, discrete path level set and local energy path level set method. In
above matching experiments, the crown cap image is obtained on actual industrial
line. According to the circular features of caps, the search path is pre-set to be along
the radius of the caps’ circle, which is shown in Figure 1. The experiments were
carried out on an Intel i5 PC with 4G RAM. All the computations were performed
with C#.

In order to compare the effectiveness and the efficiency of searching cap edge
between different methods, the experiments in different paths is carried out. Figure 3
and Figure 4 are the crown cap images captured on the line detection system. Figure 3
shows the search of the crown caps seal side using discrete path level set method.
Figure 4 shows the search of the crown caps surface side using discrete path level set
method. The number of searching paths in two figures are 15, 30 and 60. As shown in
figures, the edges of the seal side and surface side can be successfully grasped using
discrete path level set method.

As show in Figure 3 and Figure 4, the skirts of the edge and the gripping device
interference the searching for the edge of the cap, the fitted circles deviates actual cap
seal circle and the surface circle. Although the error can be reduced by adding the
number of search path, the error still persists there.

(a) Search paths 15 (b) Search paths 30 (c) Search paths 60

Fig. 3. Fitting the inner seal circle and edge circle

\ FRL!

\ IR
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(a) Search paths 15 (b) Search paths 30 (c) Search paths 60

Fig. 4. Fitting the surface circle and edge circle
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From equation(17), Figure 5 shows the results using the local energy discrete path
level set method to search the edge of the bottle caps. The search paths in Figure 5 are
the same as that of Figure 3 and Figure 4.

As shown in Figure 5, the upper images are the inner seals fitted and the down
images are the surface circles fitted. The edge search results have been satisfactory as
the number of search paths is 30. So Figure 5 is only shown the experiments results
when the number of search paths is 15 and 30. The search results and fitting with 60
paths are the same as that of 30 paths. Comparing fitted circles in Figure 5 and Figure
3, the local energy discrete path level set method is superior to the only discrete path
level set method. In Figure 5, it is perfect match on the subspaces of bottle caps seals
and surfaces by the circle spaces.

(a) Search paths 15 (b) Search paths 30

Fig. 5. Local energy discrete paths level set method

4 Conclusion

In this paper, the subspace match method based on the level set is studied, and the
discrete paths level set method is proposed to raising the evolution speed of the level
set. On this basis, the local energy discrete paths level set method is developed, which
overcomes the disturbance raised by the uneven illumination and gripping device
image. Experiments on practical images of bottle caps on the produce lines show that
the proposed method is the most effective in searching the defect of caps. This
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method is robust for various species of crown caps. This precision subspace matching
is the good foundation for further detecting defect of caps accurately.
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Research on Visual Environment Evaluation System
of Subway Station Space
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Abstract. Based on the energy crisis, LED with its energy-saving and
environmental friendly is gradually used to the subway station space lighting. But
now, there are little materials about the visual environment evaluation for
semiconductor lighting, so that the use of LED lighting lacks theoretical basis and
data support. So, in order to promote the LED lighting in subway station space, it’s
very important to evaluate the visual environment. Therefore, the core of this paper
was to build a theoretical model to evaluate the visual environment of subway
station space using Particle Swarm Optimization. Firstly, chose 16 evaluation
indexes which were fit for the subway station visual environment evaluation and
got the initial judgment matrix through pair wise comparison, after that, established
the non-linear consistency correction model. Finally, used Particle Swarm
Optimization to calculate the judgment matrix with better consistency and the
corresponding index weight, and constructed the theoretical model.

Keywords: LED lighting, visual environment, evaluation system, particle
swarm optimization.

1 Introduction

With fluorescent technology maturing gradually, fluorescent lamps are being widely
used in subway station space lighting, but related research is mainly concentrated on
the application of lighting technology. As the development of semiconductor
technology and the demand for energy conservation, LED used in subway station space
lighting becomes the hot topic in lighting area. At now, Shenzhen metro line 2 is the
first metro line with LED for lighting directly in our country. However, there is less
research on the visual environment with semiconductor lighting, and leading to the lack
of theoretical basis and data supports for LED lighting in the subway station space. To
promote the application of LED lighting in subway station space, this paper attempted
to build a visual environment comprehensive evaluation system on the basis of
subjective experience, to build the hierarchical organization of subway station space
visual environmental assessment [1].

The core of this theoretical model included evaluation index and index weight. In
this paper, chose 16 evaluation indexes which were fit for the subway station visual
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environment evaluation and got the initial judgment matrix through pair wise
comparison, after that, established the non-linear consistency correction model. And
then, used Particle Swarm Optimization to calculate the judgment matrix with better
consistency and the corresponding index weight, and ultimately built a relationship
model between objective evaluation and subjective feelings. Meanwhile, the theoretical
model was applied to evaluate the visual environment of subway station space lighting
to get the best subjective evaluation value.

2 Subway Station Space Visual Environment Evaluation
Indexes

Subway station space visual environment evaluation indexes include two categories:
the functionality and energy efficiency indicators, functional indicators are divided into
light environment and space environment. Light environmental factors, include the
level of illumination, illumination uniformity, brightness level, brightness distribution,
glare index, color temperature, color rendering index, visual induction, recognition, and
so on. Spatial environment factors include lamps appearance, three-dimensional,
environmental coordination, light level, artistic lighting and so on. Energy-saving
factors include control strategy, control means, lighting power density value (LPD),
and energy saving lamps, new energy utilization.

This paper used Delphi method to filter out 16 indicators to build the index system:
illumination level(D1), illumination uniformity(D2), brightness level(D3), brightness
distribution(D4), glare(D5), color temperature(D6), color rendering(D7), visual
induction(D8), recognition(D9), three-dimensional(D10), environmental coordination
(D11), artistic lighting(D12), and control strategy(D13), control means(D14), lighting
power density(D15), energy-saving lamps(D16), and established the hierarchical
structure of visual environment evaluation.

3 Calculating the Index Weight Sector

The reasonable index weight is the prerequisite for the proper evaluation, after
choosing sixteen indexes, calculating the index weight reasonably is the most important
part of visual environment evaluation system. The accuracy of index weight is more
related to the rightness and scientific of the final evaluation results. Based on this, this
paper used AHP to construct hierarchical structure, created the initial judgment matrix,
and used particle swarm optimization to calculate index weight so that established the
city subway station space lighting visual environment evaluation system model [2].
The calculation process is as follows:
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Fig. 1. Index weight calculating process

3.1 Hierarchical Structure of Subway Station Space Visual Environmental

Evaluation

The key of AHP is to establish hierarchical relationships of indexes, to decompose a
complex decision problem into a number of interrelated levels, the uppermost layer
named target, then the layer to reflect the target characteristics named criteria, followed
by an index layer and sub-index layer to reflect criteria characteristics, and the last layer
is the solution layer composed of evaluated objects. Through the analysis of indexes,
built the hierarchical structure of subway station space lighting visual environmental
evaluation hierarchical structure [3], as Figure 2:
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3.2  Initial Judgment Matrix and the Initial Index Weight

AHP is the effective method to calculate index weight, when calculating, function f (x,
y) indicates the importance between x and y. If f (x, y)> 1, indicates x is more important
than y, if f (x, y) <1, y is described more important than x, if and only if f (x, y) = 1,
indicating x and y is equally important, and f (y, x) = 1 / f (x, y).

For the subway station space visual environment evaluation, taking

Uz{“"uz’“"“”}as the index collection, by pairwise comparison, got the results

matrix A =@)wr in it, % @1 where A’ is called the initial judgment matrix.
1 3 1 73 3 3 4 12 12 5 7 9 5 5 1 5]
173 1 ”m 1’ 2 2 3 173 14 4 6 8 4 4 12 4
1 3 1 13 3 3 4 12 1”2 5 7 9 5 5 1 5
3 5 3 1 7 8 9 5 7 9 9 9 6 6 5 8
1”73 12 13 171 3 2 15 153 5 7 2 2 17 13
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3.3  Building the Least Squares Consistency Correction Model

AHP is a subjective weighting method, the subjective choice and preferences play a
very important role in this decision-making problem and have great unreliability. When
solving problem with AHP, it requires decisions to be consistent, only through
consistency test, the results of weight will provide a valuable reference for the actual
decision-making problems. But currently, the judgment matrix is often difficult to meet
consistency, leading to judgment matrix inconsistent with the actual thinking and
relative weight distortion, which is the current decision-making problem to be solved.

Because the subway station space visual environment comprehensive evaluation
system contains many indexes, the order of initial judgment matrix is big so that it is
difficult to check the consistency of initial judgment matrix and can not make accurate
judgment. Therefore, for this 16-step initial judgment matrix, to test the consistency
and calculate reasonable weight vector, this paper tried to build a proper consistency
correction model and optimized with an intelligent algorithms, through this way, got
the judgment matrix with better consistency and the corresponding weight vector
quickly. After that, gave the result to expert to know whether the expert could accept
the judgment matrix revised and index weight to assess the practical problem. If
opinion is yes, the adjusted judgment matrix is acceptable and can do the further
calculating and evaluation.

min Y =Z":§":[/11(xij —a;) + A (x; -0,/ 0,)" ]

i=1 j=I

n
st @, >0, o, =1

i=1
211‘{'2/2:1,2/1,2/220; (1)
x; =1/x;;

x,€[(1-0)a,;.(1+0)a, |;

0<0<L,i j=1,2,..n.

Smaller the objective function Y is, smaller the magnitude of adjustment in the case
of good consistency, and higher quality of the modified matrix. Among them, A,, 4, is
the weighting vector, their values can be decided based on the practical problem, one is
the degree of expert judgment matrix followed; one is the degree of consistency index
requirements. In this paper, the main target is to improve the consistency, so the degree
of consistency is higher than adjustment degree of judgment matrix [4]. @ is the
constraint index for every factor adjustment in initial judgment matrix, smaller is better.

a X..

ij is the factor of initial judgment matrix, % » W are the revised matrix and

corresponding index weight.
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3.4  Solving the Least Squares Consistency Correction Model

After extensive research, the paper proposed particle swarm optimization (PSO) to
solve the least square model established by AHP to obtain judgment matrix with better
consistency, adjusted the index weight from both subjective and objective aspects, and
improved the accuracy of the index weight. The basic principle is: There are M
particles in D-dimensional space, the particle motion space is the solution space, the
function to be optimized is the fitness of the particle, particle position vector indicates
variables of optimizing problems in the solution space, and the motion process of
particles is the solution search process. When searching, according to the advantage of
individual history and the most advantage of all the particles within the group's history,
updates flight speed and position [5].

[6]1[7] shows the principle of PSO: among M particles, the position of i particle
is *¥; = (xm Xigseees Xip ) , flight speed isVv; = (V,.,V,zw--,v,u ) , the best
history position is the local optimal location P, = (P, . P,,..... P,, ), thatis Prew ,

G

the best history position of all particles is ~¢es*. The speed and position updating

formula are as follows:

vi"' =@ ev! +c erand o (P" - x')+c, e rand, ¢ (G* — x});

1

x = xb e i=1,2,...,.M, 2

1

In it, k represents iteration number, rand1 and rand2 are rand numbers among [0, 1],
cl and c2 are acceleration weights, @ is inertia weight. The solving process of the

least squares consistency correction model is as follows:
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Updating the speed and position of particle

based on speed and position undating formula
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Fig. 3. Particle Swarm Optimization Process

The solving process with Matlab is as below:

(1) Initializing
First, set an initial particle population: the particle swarm contains M = 50 particles,
each particle have D = 136 dimensional vectors, all these 50 particles have been given
an initial position and velocity:

0_s.0 .0 0 0y 0_(.0 .0 0 0 )
X0t s ), 2= (X 02, ) 2 €[ 2%, | 3

0_,.0 .0 0 0 0_(.0 .0 0 0
Vi=(v vy Vs, Vi )5 v, —(vil,viz,...,vm),vi €[ Vo Vo ] © @

1

The local optimal location Pbest and the global optimal location Gbest is:

P’ = x"; G =min{f(P').c. F(P')s F(PY] o (5
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(2) The evolutionary process of K generation

fG),

s

Step1: fitness calculated by each particle position:

k k
Step2: updating P‘ and G based on f()é{() ;

pe o JBL i fGD 2 fRTY
Sl i rabh<reth (©)

G =min{f(B"), f(PS),. (P} o o

Step3: updating particle velocity and position of each particle:

vi' =@ v +c erand e (P" —x!)+c, erand, ¢ (G* - x!);

1

A= =12, Mo (%

Step4: algorithm terminating test: testing whether the fitness related to the

k
updatedG arrives the terminating condition or the maximum iteration, if match, the

algorithm terminates; if not, go back to stepl.

(3) Parameter settings
Particle scale: M=50; Acceleration constant: c1=c2=2; Iterations: T=1000.

o' €[0.8,1.2]

Inertia weight: , updated with the particle velocity and position

updating.

A, €1[0.1,0.4], A, €[0.6,0.9]

Weighting factor: , updated with the particle

velocity and position updating.

6 [0.1,0.3]

Constraints: , updated with the particle velocity and position

updating.

(4) Realization of PSO algorithm for solving the least squares consistency
correction model with MATLAB:
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@ Algorithm Initialization
v(:,:,i)=rand(n+l,n); % initializing particle velocity
pbp(:,:,1i)=zeros(n+1l,n); % initializing individual

optimal location

gbp=zeros (n+1l,n) ; % initializing global optimal
location
pbf=inf*ones(1,N) ; % initializing individual

optimal fitness
gbf=inf; % initializing global optimal
fitness

@ Iteration updating
v(:,:,i)=w(iter)*v(:,:,1)+cl*rand(1l) *(pbp(:,:,1i)-partic

le(:,:,1))+c2*rand (1) * (gbp-particle(:,:,1));

Q

% updating velocity
particle(:,:,i)=particle(:,:,i)+v(:,:,1); % updating

location

@ Results
Run the program above for 100 times using MATLAB and obtained optimal results:

Parameters corresponding to the optimal weight:
@ =1.0959 , 4,=0.3219 , 1,=0.6781 , 6=0.2479

The index weight vector W and judgment matrix with better consistency are:
W =[0.0901 0.0729 0.1015 0.1184 0.0620 0.0881 0.0219 0.0743
0.1024 0.0199 0.0139 0.0124 0.0454 0.0503 0.0755 0.0511].

[ 1.0000 3.7546 1.2938 0.6153 3.9484 4.0837 4.6059 0.8770 0.8656 6.3956 7.9125 7.0804 5.2415 2.7360 0.9681 4.7196 ]
0.2663 1.0000 0.4604 0.2051 2.4751 2.0203 2.6421 0.6505 0.5377 5.3838 4.1874 8.8592 2.5011 4.7027 0.8945 3.0621
0.7729 2.1719 1.0000 0.8178 3.2751 3.0136 4.8943 0.6192 0.5409 6.1263 5.9787 10.2223 4.9411 6.4967 1.1709 2.6859
1.6253 4.8751 12229 1.0000 8.2009 7.1862 8.4860 5.4709 6.1582 8.5504 7.2102 8.1443 5.3956 5.3448 5.1981 6.7086
0.2533  0.4040 0.3053 0.1219 1.0000 2.9746 2.3533 0.8178 0.4460 2.7866 4.5073 7.9453 1.7674 14836 0.4745 0.7858
0.2449 04950 0.3318 0.1392 0.3362 1.0000 1.9491 0.5555 0.8258 4.2157 4.4808 8.0263 2.4458 1.8148 0.3586 0.4013
0.2171 0.3785 0.2043 0.1178 0.4249 0.5131 1.0000 0.8762 0.5265 2.4495 4.5098 6.4763 2.7428 2.5728 0.2279 0.3984
1.1402  1.5372 1.6149 0.1828 1.2228 1.8000 1.1413 1.0000 1.4129 4.5270 6.0832 7.4503 0.9881 1.5295 0.4834 1.2822
1.1552 1.8597 1.84838 0.1624 2.2420 1.2109 1.8994 0.7077 1.0000 5.0884 7.3295 7.8836 1.2976 0.8414 0.3237 1.3586
0.1564 0.1857 0.1632 0.1170 03589 0.2372 0.4083 0.2209 0.1965 1.0000 0.7788 2.6962 0.2372 0.2697 0.5625 0.3075
0.1264 0.2388 0.1673 0.1387 02219 0.2232 0.2217 0.1644 0.1364 1.2841 1.0000 2.4934 0.1924 03379 0.2524 0.2675
0.1412  0.1129 0.0978 0.1228 0.1259 0.1246 0.1544 0.1342 0.1268 0.3709 0.4011 1.0000 0.3593 0.1884 0.1774 0.4551
0.1908 0.3998 0.2024 0.1853 0.5658 0.4089 0.3646 1.0121 0.7707 4.2156 5.1980 2.7834 1.0000 1.3251 0.3242 1.3149
03655 0.2126 0.1539 0.1871 0.6740 0.5510 0.3887 0.6538 1.1885 3.7077 2.9591 5.3083 0.7547 1.0000 0.5164 1.2545
1.0329 1.1179 0.8541 0.1924 2.1074 2.7889 4.3877 2.0687 3.0890 1.7777 3.9616 5.6371 3.0842 1.9366 1.0000 2.1600

[ 0.2119 0.3266 0.3723 0.1491 1.2726 24918 25103 0.7799 0.7360 3.2525 3.7378 2.1972 0.7605 0.7972 0.4630 1.0000 |

A=
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4 Establishing the Subway Station Space Visual Environment
Evaluation System

Because the expert could accept the revised judgment matrix and corresponding index
weight vector, used the judgment matrix corrected as the final judgment matrix and the
weight vector as the evaluation index weight to build a subway station space visual
environment comprehensive evaluation model. The model is in the following table:

Table 1. Visual environmental assessment system of subway station space

Criterion Index . Index
Evaluation Index Layer D .
Layer B Layer C Weight
Illumination Level D1 0.0901
Illumination Uniformity D2 0.0729
Brightness Level D3 0.1015
) Light Brightness Distribution D4 0.1184
Enwrglllmem Glare DS 0.0620
Subway ) Color Temperature D6 0.0881
Functional X
Station Color Rendering D7 0.0219
) Index B1
Space Visual Visual Induction D8 0.0743
Environment Recognition D9 0.1024
Evaluati
veruanon Three-dimensional D10 0.0199
System A Space

. Environmental Coordination

Environment 0.0139
D11
C2
Artistic Lighting D12 0.0124
Lighting Control Strategy D13 0.0454
. Control C3 Control Means D14 0.0503
Energy-savin — — :
¢ Index B2 Lighting Lighting Power Density D15 0.0755
Energy-savin

e C4 Energy-saving Lamps D16 0.0511

5 Conclusions and Prospects

This paper used Particle Swarm Optimization to build a visual environment
comprehensive evaluation model to evaluate the visual environment created by LED
and fluorescent lighting in subway station space. Firstly, used AHP to create the
hierarchical structure and further established the initial judgment matrix. Secondly,
built the least squares consistency correction model to get the revised judgment with
good consistency and the corresponding index weight, and then built a theoretical
model. Finally, applied this theoretical model to evaluate the visual environment of
subway station space in Shenzhen Metro Line 2 and Line 3 and got the optimal visual
environment.
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Abstract. For pattern recognition-based myoelectric prosthetic hand control,
high accuracy of multiple discriminated hand motions is presented in related
literature. But in practical applications of myoelectric control, considering cost
and simple installation, fewer sensors are expected to be used. A method of
pattern recognition based on the wavelet packet decomposition and support
vector machine (SVM) is proposed in this paper. Firstly, energy spectrum as
feature vectors of the surface electromyography (sSEMG) signal is acquired by
wavelet packet transform. Then, SVM is used for pattern recognition of hand
motion modes. Four channels of sSEMG signals obtained from sensors placed on
different positions of forearm are used to experiment of hand motion
recognition. And different combinations of 2 or 3 signals are tried to recognize
hand motion modes. The results show that recognition rate of proposed method
can get 92.5% while using 4 sEMG signals to recognize 8 different hand
motions, which is 2.5% higher than using traditional method. And when using 3
sEMG signals from specific positions, it can reaches as high as 90%. When
using 2sEMG signals only 6 motions can be discriminated with more than 90%
recognition rate. Thus, the proposed method can meet the demands of SEMG
prosthetic hand control and has high practical value.

Keywords: Surface electromyography signal, Wavelet packet decomposition,
Support vector machine.

1 Introduction

Surface electromyography signal is a kind of one-dimensional time-series signal,
which is guided through electrode from the surface of muscles and recorded activity
of the neuromuscular system [1], it accurately reflects muscles’ activity status and
functional status in a non-injury status in real-time [2].

Sampling multi-channel sSEMG signals on the skin surface is a safe, non-invasive
measurement for the movement control of artificial prostheses. With the development
of detection technology, signal processing methods and computer technology, how to
use SEMG for prosthetic control has attracted more concerns, especially in the fields
of rehabilitation medicine and intelligent robot [3] [4]. Feature extraction is an

* Corresponding author - An associate professor in Shanghai Normal University, Shanghai,
China. His current research interest is Biomedical Signal Processing and Intelligent Control.

M. Fei et al. (Eds.): LSMS/ICSEE 2014, Part II, CCIS 462, pp. 180-188, 2014.
© Springer-Verlag Berlin Heidelberg 2014



Study on Pattern Recognition of Hand Motion Modes Based on Wavelet Packet and SVM 181

important process of pattern recognition. the selection of feature vectors is the key to
enhance identification ability of recognition systems. Traditional sEMG action
recognition methods usually extract time domain or frequency domain statistical
characteristics as feature vectors such as the integration of absolute value, the number
of zero-crossings, variance, power spectrum analysis, cepstrum analysis, etc. ,or
model sEMG time series and extract AR model coefficients as feature vectors.
Integral absolute mean, variance, auto-regressive (AR) model coefficients, linear
cepstrum coefficients and the adaptive spectrum parameters are used as feature
vectors to achieve sEMG pattern recognition in literature [5] [6]. Based on the
frequency domain characteristics of SEMG, a method is proposed in literature using
power spectrum ratio to indicate feature information on limb movements [7]. These
methods only analyze data in the time domain or frequency domain, and treat non
stationary sSEMG signals as stationary signals or piecewise stationary signals. In
literature [8], a new wavelet packet based feature extraction method is proposed,
which applies wavelet packet transform on sSEMG signals from 6 hand motion modes
of forearm muscles and the maximum eigenvalue of the covariance matrix of the
resulting signals was used as an effective feature.

Wavelet packet transform can be used to analyze non-stationary signals and is able
to extract more reliable signal characteristics [9]. A method of hand motion
recognition based on wavelet packet transform and SVM is proposed in this paper.
The results show that the proposed method improves the recognition rate of SEMG
hand motion modes.

Since pattern recognition based on 4 or more SEMG signals has been a hot spot, the
existing literature does not refer to the influence of sensors’ number and position.
From practical point of view, using sensors as little as possible is wanted in order to
install easily and reduce cost. So, we focus on using the minimum number of sensors
and the best placement for actual application.

2 Overall Idea

The proposed method of pattern recognition of SEMG signal is based on the wavelet
packet decomposition (WPD) and SVM. The flow chart of the algorithm is showed in
Fig. 1.

Four surface electromyography electrodes are used to acquire measurement data of
hand motion. Four stage wavelet packet transform is applied to the signals from the
forearm muscles which carries the information on eight kinds of hand motion modes.
Wavelet packet coefficients energy spectrum of 1-4 sub-band are extracted
respectively.
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Fig. 1. Blockdiagram for sSEMG pattern recognition

3 FeatureExtraction

3.1 Preprocessing of Surface EMG

The steady state SEMG signal is used for hand motion modes recognition. Moving
average method is used to deal with instantaneous energy of surface EMG signal
sequence, and active segment is detected by comparing with the threshold. The
algorithm steps are as follows:

(1) Calculating the mean square of four surface EMG with the following
formula :

SEMGaye (i) = £ XA[SEMG (i)]? (1)

where, SEMG, ,is the mean square of four sSEMG signals which reflect instantaneous
energy of the signal, SEMG(i) is the sample data of four sSEMG signals.

(2)  Using the activity window for SEMG, , processing, instantaneous energy of

the signal is processed by itemized moving average with window width P = 64 :

i+P—1
SEMGy,y (i) = > SEMG,,()) i>P 2)

j=i

(3)  Setting an appropriate threshold TH. Each SEMG,,,, (i) value will be set to

zero if it is less than TH, otherwise it will be unchanged. The choice of the threshold
value TH is based on the experimental results in specific application.

{ 0 SEMG <TH

sEMG,, (i) = _
SEMG,,,, (i) SEMG>TH

3)

(4) According to the data after the threshold processing, very small non-zero
data segment should be treated as noise and should be removed. For each data
segment, the first data point of 64 consecutive non-zero points should be selected as
the start point of EMG activity, and the first data point of 64 consecutive zero points
should be the end point of the active segment.
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3.2  Wavelet Packet Decomposition(WPD)

In the wavelet multi-resolution analysis, scale function ¢(f) and wavelet function
W(1) satisfy the two-scale equation:

(1) =~N2Y hkyy (21 -k) @
k
w () =23 g(k)p21—k) )

With 4, (t) = @(t) , 4,=y(t) , the two-scale equation rewrites as the following

recursive form:

f, (1) = N2 h(k)p, (21 - k) ©)

My, (D) = \/Ez g(k)p(2t —k) (7)

Thus it can be defined as an orthogonal wavelet packet of orthogonal scaling
functions [10].

Wavelet packet space comes from ¢@(?) stretching by the translation system, each of
which consists of rectangular spatial composition. Operator forms for the multi-
resolution analysis are as follows:

H[Sk](j)zzskhk—Zj (8)
GLS () =2 8852, ©)
k
Let signal f ()€ U}, namelyf (t) = ¥, S,{/,tn(Z‘j — k).then

f@0) =223 HIS/ ), 27 t=i)+
. (10)
22 2GS Ny, (271 =0)

This is the wavelet packet decomposition formula, whose principle is that the
signals in the wavelet packet decomposition can be decomposed into two parts: one is
the signals transformed throughthe Hfunction,the other is the signals transformed
through the Gfunction. The decomposing process is showed in Fig.2.

High-frequency part of the signals of wavelet packet sequence is re-decomposition.
It is better and more subtle than wavelet decomposition of localized functions [11].
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Fig. 2. Sketch map of wavelet packet decomposition

3.3  Wavelet Packet Transform Energy Spectrum

In the wavelet transform, 2-norm of the original signal f(® in Lz(R)is defined as

IFIE = [ |7 Cof dx (11)

Thus, in the wavelet transform,2-norm of the signals is equivalent to the original
signal energy in the time domain. If the basic wavelet ¥A?) is a wavelet allowed, then
there exists

[ daf abW,rabyral =|r[f  fe®) (12)

It means an equivalence relation exists between the wavelet energy and the energy
of the original signal,so that energy band can be extracted from the result of the
wavelet packet decomposition to represent the energy distribution of the original
signal.

Leteach sub-band signal sequences of the result of wavelet packet transform
expressed as {S,;, 1k=12,---L} ,where i is decomposition level; J is decomposed
band number; j =1,2,---,2 —1; L is the sample length sequence for each band of the

wavelet packet. The total energy of the whole band is set to 1. With each sub-band of
the energy normalized, thenormalized energy of each sub-band signal is

L , 21 L )
Ei,j = kz::l |Si.j.k| /Z Z |Si.j.k| (13)

Jj=0 k=1

1

o

4 Experimental Result and Discuss

Firstly, subjects’ extensor pollicis brevis, extensor indicisproprius, extensor
digitorumcommunis and extensor digitiquintiproprius iscleanedwithalcohol.Surface
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electromyography test system, Trigno wireless surface electromyography collection
instrument produced byDELSYS company of USAwas used to collect four-channel
surface EMG. Then the signal would be amplified to input into the acquisition card
for samplecollection. For each hand motion, participants repeated 40 times at a pre-
defined sequence. Each hand motion startsfrom a relaxed state to the target state, and
targetstateshould be maintained 3 seconds. Then subjects returned to the relaxed state,
and after 3 seconds repeat the hand motion. Having 40 groups of data for each of
eight hand motion modes, we get totally 320 groups of data for each subject. 160
groups of randomly selected data areused to train the classifier, and the other 160
groups of data areused for prediction. Three subjects participate in this experiment,
one woman and two men.
The eight kinds of basic hand motion modes are showed in Fig.3.

(1) Spherical grasping (2) Cylindrical grasping  (3) Tripodal grasping (4) Key grasping

-

(5) Wrist flexion (6) Wrist extension (7) Hand close (8) Hand open

Fig. 3. Eight kinds of basic hand motion modes

Table 1. Recognition rates for hand motion modes

Hand motionmodes Traditional method WPD and SVM method
Recognition rate Recognition rate

Spherical grasping 85% 87.5%
Cylindrical grasping 80% 85%

Tripodal grasping 85% 87.5%

Key grasping 90% 92.5%

Wrist flexion 95% 97.5%

Wrist extension 97.5% 95%

Hand close 92.5% 97.5%

Hand open 95% 97.5%

Average rate 90% 92.5%

Performance of proposed method and traditional method is compared in Table 1. In
traditional method, MAV(Mean Absolute Average), SD(Standard Deviation),
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MPF(mean power frequency) and MF(median frequency) BP Neural Network are
used as classifier. The recognition rate of proposed method is averages 92.5%, which
is 2.5% higher than the traditional methods. For the eight hand modes, the first four
grasp modes are difficult to be recognized than the last four wrist motions. Especially,
Cylindrical grasping is easy to be mistake for Spherical grasping or Tripodal grasping.
The proposed method in this paper has much better performance than traditional
methods in the first four grasp modes recognition.

In order to find a minimum numberand the best position of sensors, this paper
adopts  different combination of channel 2 and channel 3 sensors for pattern
recognition research.The combination of dual channel has six kinds: Index1(CHI,
CH2),Index2(CH1,CH3),Index3(CH1,CH4),Index4(CH2,CH3),Index5(CH2,CH4),In
dex6(CH3,CH4); The combination of the three channels has four
kinds:Index7(CH1,CH2,CH3),Index8(CH1,CH2,CH4),Index9(CH1,CH3,CH4),Index
10(CH2,CH3,CH4); A total of 10 kinds ofcombinations.10 combinations to identify
eight action results such as Table 2-Table 5.

Table 2. Recognition rates forfive kinds of action

HO HC WE WF  NIP Average

rate
Index]1 100% 100% 100% 95% 90% 97%
Index2  85% 95% 75% 60% 90% 81%
Index3  85% 100% 100% 75% 100%  92%
Index4  80% 90% 75% 80% 85% 82%
Index5 75% 95% 100%  70% 95% 87%
Index6  90% 100% 100% 65% 95% 90%
Index7  95% 95% 95% 95% 100%  96%
Index8  95% 95% 100%  95% 90% 95%
Index9  90% 100% 100% 80% 90% 92%
Index10 100%  95% 100%  80% 100%  95%

Table 3. Recognition rates forsix kinds of action

HO HC WE WF CYL NIP Average
rate
Index1 100% 100% 100% 100%  80% 90% 95%
Index2 85% 95% 75% 60% 70% 90% 79.17%
Index3  90% 100%  100% 80% 70% 100%  90%
Index4  80% 90% 60% 80% 80% 85% 79.17%
Index5 70% 95% 100% 75% 80% 100%  86.67%
Index6  90% 100%  100% 65% 80% 100%  89.17%
Index7 100% 95% 95% 95% 100% 100%  97.5%
Index8  95% 95% 100% 90% 95% 100%  95.83%
Index9 90% 100%  100% 90% 80% 100%  91.67%
Index10 100% 95% 100% 90% 100% 100% 97.5%
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Table 4. Recognition rates forseven kinds of action

HO HC WE WF CYL TRI NIP Average
rate

Index] 95% 90% 70% 95% 65% 90% 70% 82.14%
Index2 80% 90% 60% 55% 90% 50% 90% 73.57%
Index3 75% 100%  90% 80% 100% 55% 100%  85.71%
Index4 80% 95% 65% 85% 80% 95% 75% 82.14%
Index5 85% 95% 100% 70%  85% 85% 80% 85.71%
Index6  75% 95% 90% 60% 85% 35% 100%  77.14%
Index7  100% 95% 100% 95% 80% 100% 85% 93.57%
Index8 95% 95% 100% 95%  80%  80% 95% 91.43%
Index9 80% 100% 100% 75% 95% 45% 100%  74.38%
Index10 95% 95% 100% 80%  80% 90% 85% 89.29%

Table 5. Recognition rates for eight kinds of action

HO HC WE WF CYL SPH TRI NIP  Average
rate

Index1 90% 90% 65% 8% 50% 100% 95% 7T0% 80.63%
Index2 85% 90%  65% 55% 90% 60% 40% 90% 71.89%
Index3  75% 100%  90% 80% 95% 5% 45% 95% 81.88%
Index4 80%  95% 50% 0% 75% 55% 95% 80% T5%
Index5 75%  95% 95% 5% 65% 80% 8% 80% 81.25%
Index6  75% 100%  90% 70% 90% 65% 45% 95% 78.75%
Index7 100% 95% 100% 95% 75% 65% 90% 90% 88.5%
Index8 95%  95% 100%  90% 75% 95% 70% 100% 90%
Index9 100% 95% 100%  95% 75% 65% 90% 90% 88.5%
Index10 100% 95% 100% 80% 75% 60% 90% 85% 85.63%

It can be seen from these tables, the average recognition rate of the two sensors to
identify eight kinds of action is low, especially in 3 different grasping actions, some
mistakes happened ,and the average recognition rate of using three sensors for eight
kinds of action is higher than 85%, which can be used in the actual control system,
the effect of using three channels (CH1,CH2, CHz4) is the best one .

the results reflect that the effect of using double channels (CH1,CH2) is the best
one.The average recognition rate of using double channel (CHI,CH2) sEMG
signalto recognise5 actionsis higher than 95%,which is satisfied the requirements
of the electrical control system.The average recognition rate ofidentifying six
actionsis higher than 90%, the average recognition rate ofidentifyingseven actionsis
higher than 80%.

5 Conclusions and Future Work

In this paper, surface EMG for eight kinds of human forearm hand motion modes are
collected. Firstly,to cope with the non-stationary signal property of the SEMG,
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features are extracted by wavelet packetdecomposition.Then, support vector
machine (SVM) is used for pattern recognition of eight kinds of hand motion modes.
Experiments results show that:

Four channels of SEMG signals obtained from sensors placed on different position
of forearm are used to experiment of hand motion recognition. And different
combinations of 2 or 3 signals are tried to recognize hand motion modes. The result
shows that recognition rate of proposed method can get 92.5% while using 4 sSEMG
signals to recognize 8 different hand motions, which is 2.5% higher than using
traditional methods. And when using 3 sEMG signals from specified positions, it can
reach as high as 90%. When using 2 sEMG signals only 6 motions can be
discriminated with more than 90% recognition rate. Thus, the proposed method can
meet the demands of EMG prosthetic hand control and has high practical value.

In future work, we will compare the experimental results performed on forearm
amputees with those on healthy people for algorithm optimization purpose. Then a
lightweight version of the optimized algorithm will be realized on embedded systems,
and will ultimately be used in prostheses control system.
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Abstract. A novel multiphase curve evolution based on level set
(MCELS) is presented, which is used for image segmentation. The
MCELS method introduces N level set functions partition 2 sub-regions,
which reduces the computational complexity. The double curve function
is developed on the modified penalty function during the evolution. The
experimental objects employ tablet packaging images. From the simula-
tion results, the MCELS method can be used to partition multiple gray
regions images for the noise, uneven gray scale, and intensity inhomo-
geneities. Comparing with recent researches based on level set methods,
the characteristics of MCELS for image segmentation are superior ro-
bustness for noise, less run time and preferable computational efficiency.

Keywords: Image segmentation, multiphase curve evolution, level set,
tablet packaging image.

1 Introduction

The multiphase regional segmentation is a kind of fundamental problem which
widely applies in image processing and computer vision. In reality, due to the
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overlaps, some images are intensity inhomogeneity. Such as, the magnetic reso-
nance image (MRI), vehicle detection, complex medical image, tablet packaging
image, and so on.

The traditional Chan-Vese (C-V) method [1] is generally applied to two phases
image segmentation, which is divided into the target and background regions.
It is difficult to achieve the desired segmentation effect, when the target and
background information are similar. At present, the effective method is used
multiphase level set evolution function for multiple target segmentation. [2] pre-
sented a framework for using multiple level set segmentation probability. The
bias correction method adopts the maximum-likelihood (ML) and the expecta-
tion maximization (EM) [3]. But it is expensive to the initialization variables.
Li et al. [4] proposed a weighted K-means variational level set (WKVLS) ap-
proaching to bias correction, which is an approximation process in bias field and
restore the true signals. In [5], Li et al. introduced one order variational level
set method based on the heterogeneous characteristics of the brain MRI. On the
basis, Zhu et al. [6] proposed a segmentation region for the entire image, whose
disadvantage is greatly increasing the computational complexity. In addition,
Gao et al. [7] presented a novel unified level set multiphase image segmenta-
tion framework, which developed a new weighted distance function (WDF). The
unified level set framework requires the establishment of a unified tensor, which
expresses the multiphase level set function evolution. The model used the Gaus-
sian distribution for the strength of the local mean and variance statistics. In
machine vision field, Zhou et al. [8, 9] put theory well apply to practical, which
the image segmentation is applied to the cap detection.

This paper investigates a new method of multiphase curve evolution based on
level set (MCELS). This method employs the Gaussian mixture model (GMM)
and the modified double curves penalty functions. The objective is the entire
image region is changed and using level set functions to partition sub-regions.

The paper is organized as follows. The section two introduces the traditional
region-based level set method. The section three proposes the MCELS method
for images segmentation. The simulation studies for tablet packaging images are
brought forth in the section four. The rest summarizes the current and future
work.

2 Preliminary Theory of Multiphase Level Set Function

Mansouri et al. [10] proposed the multi level set segmentation model, which used
N — 1 level set functions to partition NV class inhomogeneity regional. Every
level set function expresses one region, the remaining region is the forth. The
characteristic function [11] of each region is defined by equation (1).
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Ry: Hy = (1—H(¢o)) H(¢1),H (¢0) =0,
Ry :Hy = (1—H(¢o)) (1 —H (¢1)) H (¢2),
Rz : Hz = (1—H(¢o)) (1 —H(¢1)) (1 - H (¢2)) H (¢3),
Ry: Hy = (1(*)H(¢o)) (1—H(¢1))(1—H(g2)) (1 —H(¢3)) H(da), . (1)
¢s) =1
g T H(o , _ [l (zy) R
RZ.HZ*]‘:O[]- H( J)}H((bz)a HZ{O,(x,y)%R,

The C-V model [1] presents the curve evolution contains region data terms and
regularization terms. A given image I : £2 C R? includes that the image field {2,
the image dimension d and the image pixel vector x. The energy function of C-V
model is expressed as (2). According to function (2), the regularization term is
introduced, in order to make curve evolution sufficiently smooth and short. It is
the sum of all the energy within the level set curve evolution. The multi level set
method energy function has some parameters are set. v = {ug,,i =1,---,N}
represents the average of pixel on the level set curve, \;, i = 1,2,--- N is the
weight coefficient on each energy terms, and p is the weight coefficient of the
regularization term. Particularly, A, and p are positive constant, respectively.

E (I (t) ,u) = EP (I (t) ,u) + ER (I3 (1))
=M [p, I (@) —ug,)’dz+ Xa [, (I () —up,)’dz+ -+
A [, (I(2) = up, ) dz+ -+ Ay_1 Jan , (I(z) - URN_1)2d90+ .
A [y (I (x) —upgy)de+p S [ ds
N N-—1
=\ :ZlfRi (I (z) —ug,)*dz + p ; Jr, ds

(2)

3 Multiphase Curve Evolution Based on Level Set

The computational complexity is augmented, because of using N — 1 level set
functions achieve to N classes in heterogeneous region segmentation. In order
to overcome the weakness of the multi level set segmentation model, this paper
investigates the multiphase curve evolution which using N level set functions for
2N regions. As shown as Figure 1, it is assumed that original image I is divided
into four no-overlapping regions by two level set functions ¢; and ¢s.

3.1 Energy Fitting Function

The C-V model based on Mumford-Shah [12] model, is the piecewise invariable-
ness multiphase image segmentation (P-S). Refer to [13], the proposed MCELS
method corresponding with likelihood function (LF), the energy fitting function
is defined as
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(1)
[5(t)

Ry
Iy

Fig. 1. Two level set functions express four regions

E () = 221 fQ fRi, Kr (T, ) (log (\/ZWUf) + (I(y)—U(x)V; (a:))Q/(Zaf)) dydz,

E0) = X [o Jn, #r @) 7 (4y) = U (2) Vi (2)) dyde
(3)

The energy fitting function is similar to the WKVLS method [4], if is denote
as Gaussian kernel function [14].

3.2 Update Regularization Term

To avoided the appearance of small regions, the energy regularization term is
described as

ER (¢:;) = E" (¢:) + E” (¢4) . (4)

Length Smooth Term. MCELS method increase the length smooth regular-
ization term to the evolution curve is enough smooth and avoid the small region
appearance as far as possible. It is presented as follow

N N
Bro) =Y, [ V@l =Y [ s@) Ve wldr. )

Wherein, p is a positive constant, H (¢;) represents Heavide function and
0 (¢:) represents Dirac Delta function, respectively, which are equal to

H.(¢;) =) {1 + 2 arctan (ﬁ‘)] (6)
b0 = H (o) =S altn

Penalty Function. Refer to [15], the level set cluster {Fi}i]il needs to be
structured the signed distance function (SDF). To avoid re-initializing SDF after
each iteration, the energy penalty term is developed. The energy penalty term
can be expressed as follow

RSO KA ESIRTE m
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In order to raise the computing efficiency, MCELS method uses a double curve
evolution method. Li et al. in [16] proposed double-well distance regularized
level set evolution (DRLSE). According to the energy penalty function (7), a
kind of potential function term 7 (|V¢|) is developed, which sets the function
7 :[0,00) — %2 and is defined as follow

(ZW)Q (1 —cos(2ms)),if s <1

nis) = s —1)% ifs>1 (8)
Py 1ﬂsm(27rs),ifs§1
’7(5)_{51, if s> 1

When s = 0 and s = 1, n(s) attends the minimum. I (|V¢|) = ""(‘VV(;TD <1
contains three cases, which are [V¢| > 1, } < |[V¢| < 1 and [V¢| < ]

3.3 MCELS Curve Evolution

Depend on the above analysis the fitting energy of MCELS model contains three
parts, such as the regional fitting energy, the length smooth regularization term
and the penalty regularization term. Thus, the entire energy fitting function is
expressed as

EMCELS Z ngz ) D; dy—l—,quQ (0:) IV (y)| dy+

5 ng Vi (y)] — 1)°dy,

6 (W) = [, #r (2,9) [log (V2r03) + (I(9) = U (2) Vi ())° / (20%) ] da, - (9)
= H (61) H (62)
= H(61) (1 - H (2)
D3 =(1-H (1)) H (¢2)
@y = (1—H(61) (1 - H($2))

Obviously, the energy function is determined by region parameter g =
{gi,i = 1,2} and the GMM standard deviation o = {0;,i = 1,2,3,4}. U (z) V; (z)
is the mean of region gray, U (x) is the bias field, which is ensured by the nor-
malized convolution [17], and o are defined as follow

Vo= J (k. xU)I(y)H(¢1)H(¢2)dy

L= [ (k,*U2)H(¢1)H (¢2)dy
Vo = J (s x D) () H(61) (1—H (92))dy

2 (5, *U2)H($1)(1—H(¢2))dy
Vo = J (5 xU)I(y)(1—H(¢1)) H(d2)dy

3 [ (k, xU2)(1—H($1)) H (¢2)dy
Vi = f(”w*U)I(y)(1—H(¢1))(1—H(¢2))dy

2_N J (k. #U2)(1=H(¢1))(1—H(¢2))dy ) (10)
= w20
v=", o
Z K #(Di )
o S r(y, :v) I(y)—U(x)V;)* @i (y)dydz
1

J [k, (y,2) @ (y)dyda
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According to the definition of equation (9) and (10), it is universal for various
modalities images, and de-noising effect is significant. In term of the potential
penalty function n (|V¢|) and equation (7), the gradient descent flow of potential
penalty term is expressed as follow

65; = ¢Zz 1fQ ‘V@ ‘71) dy ) (11)
= div (1 (V¢1) V) + div (1 (Vg2) V2)

Vol

The curvature of evolution curve is expressed as div ( Ve ) Similarly, the

gradient descent flow of length regularization term for the MCELS method is
determined as

omL _ o if”(sa (6:) |V i]) dady
= 0. (gn)div (321 ) + 0 (02)div (322

First of all, the gradient descent flow of the region control term F (¢) can be
expressed as follow

O = %31 JoorH (1) H (¢2) dy + 5 [, g2H (¢n) (1 — H (¢2)) dy+
ooy Jo 93 (L= H (¢1)) H (d2)dy + o5 [ 94 (1 = H (¢1)) (1 — H (¢2)) dy
=[(91 — 92 — g3 + 94) H (¢2) + g2 — ga] 6 (é1) ,
O = 8;’2 [oorH (1) H (¢2) dy + 5 [, g2 H (¢n) (1 — H (¢2)) dy+
oy Jo 93 (L= H (¢1)) H (2)dy + o5 [ 94 (1 = H (¢1)) (1 — H (¢2)) dy
=[(91 — 92 — g3 + 9a) H (¢1) + g5 — ga] b- (¢2)

(12)

(13)

Next, the gradient descent flow of the regularization term can be evolved by

OER )
3E¢ 70<EP1+0¢2+0¢ +d¢2
_dw<|v¢1|) E(¢1)+dw<|§jgl)5a (¢h2) + - (14)

div (1 (Vé1) V) + div (1 (Vo) V)

Therefore, according to (13) and (14), the gradient descent flow corresponding
to the minimizing energy function is represented

ddn =—[(g1 — 93+ 94) H (¢2) + g2 — 94] 6 (¢1) —
i ‘ggl ) - (61) +div (1 (V1) V) 15)
¢2 =— (g — 93+ 94) H (¢1) + g3 — 94 6 (¢2) —

div (‘gf;;) e (92) + div (1 (Vga) Vo)

Setting the spacing of discrete grid mesh is h, and time step is At. After
n periods of time, the discrete multi-phase level set function cluster {qbi}fil
is expressed as {¢; (ah, bh,nAt)}ﬁil. The forward differential discrete level set
function cluster can be expressed

< ?(erbl - zab)/At zab . (16)
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Depend on equation (14), the level set evolution equation can be updated by
the following form

¢2:b1 = ¢fap T At {*55 (¢2ab>
(g1 —92—g3+94) - H(¢j) + 92— ga+ ki] +

v (Saran + Oamry + Ol + B — At k)L (g
k= div ( Vi ) _ Piaadl =200 biybiayt+biyy P .
v IVoil ) — 3 )
(62.+62,) 2

J=27 4 ()P

3.4 Algorithm Steps

The algorithm steps of the proposed multiphase curve evolution based on level
set are summarized as the following.

Step 1: Initializing parameters. At represents the time step, h is grid spacing,
and € represents the regularization parameter of Heavide function.

Step 2: Initializing level set curves. To be SDF the evolution cluster is {¢;}

Step 3: Updating the evolution curve. According to equation (17) it is suitable
to update the evolution curve during the evolution.

Step 4: Determining the termination conditions. If condition is satisfied, out-
put the segmentation result. Otherwise, updating the initial level set
function ¢"T! = ¢™ as the next iteration, and go to Step 3.

N
i=1"

4 Experimental Results

The implementation section compares the experimental results with RSF, 3-
Phase LSE and MCELS. In order to validate the availability of MCELS method,
the experiments introduce the tablet packaging images. The simulation environ-
ment uses MATLAB 2010, the computer configuration is Windows XP operating
system, Intel 2.2GHz CPU, and 3G capacity memory.

4.1 Experimental Evaluation for Tablet Packaging Images

Experiment one. The original image is one single-color and multi-tablets pack-
aging image, which size is 220*138 pixels. Table 1 shows the image segmentation
effect using the initial contour, finial contour and final level set function.

Experiment two. The original image is one non-tablets packaging image, which
size is 220*136 pixels. Table 2 shows the image segmentation effect using each
level set method for the initial contour, finial contour and final level set function.
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Table 1. Method verification for experiment one

Original image Method Initial contour Finial contour Final level set function

RSF

3-Phase LSE

MCELS

Table 2. Method verification for experiment two

Original image Method Initial contour Finial contour Final level set function

RSF
3-Phase LSE
S iiline
MCELS el

Table 3. The parameter comparison for each level set method

Parameter RSF 3-Phase LSE MCELS
At 0.1 0.1 0.45
o 3.0 4.0 4.5
€ 1.0 1.0 1.0
Iterations number 200 Outer iterations=100, Inner iterations=10 40
Exp 1 Total time 19.3125 23.4688 2.3438
Exp 2 Total time 16.5156 22.2813 2.3281

4.2 Simulation Analysis

In experiment one and two, setting some initial contour parameters and the
experimental result value are listed by Table 3. The simulation analysis is sum-
marized as follow.
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The RSF [18] method, whose initializing contour is a rectangular, is able to
divide contour such as tablet, but the segmentation effect is non-significant.

The 3-Phase LSE [19] method uses N — 1 level set functions partition N inho-
mogeneity regions. The level set functions are randomly initialized, the texture
also is divided. So the image segmentation result does not prioritize.

The MCELS method uses N level set functions expression 2V inhomogeneity
regions, which randomly initialized contour. Adopting the double curves decrease
the iterations and run time. The tablet contour, production date and other
decorative parts can be well segmented.

5 Conclusion and Future Work

This paper presents a new method for image segmentation, which is multiphase
curve evolution based on level set (MCELS). The method defines N level set
functions to partition 2%V sub-regions. The profile curve is not sensitive to the
initial conditions. The double curves evolution improves the arithmetic speed
and decreases the iterations. The experimental verification uses tablet packaging
images. The simulation results demonstrate that MCELS can able to divide the
intensity in-homogeneities into multiple gray regions. The MCELS method is
superior robustness for noise images, and the texture segmentation is obvious.
The future work will be improved the accuracy of image segmentation.
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improved the papers quality.
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Abstract. For the problem of experimental verification for plate structure shape
perception and reconstruction algorithm, an experimental verification platform
was designed and constructed consisting of experiment base station, excitation
system, measurement system and relative software, to the fitting algorithm
based on plane curve as reference algorithm and the static error analysis and
dynamic error analysis for the effect of reconstruction was conducted precisely.
The results showed that the experimental platform was with good real-time
capacity and high accuracy to meet the needs for the verification and data
analysis of algorithms.

Keywords: Experimental platform, Shape perception and reconstruction
algorithm, Surface fitting, Plate structure.

1 Introduction

For the problem of plate structure shape perception and visual reconstruction, there
are two type of the existing methods: based on vision[1,2]and based on non-vision,
among them the basic idea of based on non-vision approach is to obtain the strain
information from the surface of the structure, then convert the strain to curvature or
displacement and conduct geometric recursive and superimpose displacement field,
make use of computer graphics technology to achieve the shape perception and visual
reconstruction. As the method based on non-visual owning the advantages of less data
collection and good real-time capacity, is the current research focus. Xiaojin Zhu
decomposed the space surface into an array of plane curves, using curve fitting
algorithm based on one-dimensional curvature information to achieve the shape
perception and reconstruction of the flexible plate structure[3]; Hongtao Wang
divided the space surface into surface patches array, using the internal relationship of
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two orthogonal directions curvature to establish surface patches equations and obtain
the equation recursively for each surface patch using genetic algorithms to achieve
shape perception and reconstruction of the flexible plate structure[4,5]; Rapp used
modal displacement matrix by linear combination the modal information to achieve
the estimation of plate structural displacement field[6,7].

Among these types of shape perception and reconstruction method, the method
based on the plane curve array was matured and easy to implement, and had been
verified experimentally[8]; the method based on surface patches just obtained a
simulation test and still need further study and comparative analysis of the
experiment; the method based on modal displacement matrix only achieved an
estimation of structural displacement field, and the accuracy of static reconfiguration
was not given, which also needed further experimental analysis. To verify the
capacity of static and dynamic reconstruction as the above described algorithms, a
measurement verification experimental platform with high-precision and good real-
time capability is a must.

In this article, for the experimental verification of the method of plate structure
shape perception and reconstruction, an experimental verification platform was
designed and constructed consisting of experiment base station, excitation system,
measurement system and related software. Considering the fitting reconstruction
based on plane curve array as the reference algorithm, the platform was verified from
both static and dynamic fitting accuracy, and the results showed that the platform with
good real-time capacity and high accuracy to meet the needs for the verification and
data analysis of algorithms.

2 Method of Shape Perception and Reconstruction Based on
Non-vision

2.1  Fitting Algorithm Based on Plane Curve Array

The idea of the fitting algorithm based on plane curve array is dividing the plate
structure into plane curve array, using the fitting algorithm based on unidirectional
curvature to achieve reconstruction of the entire surface, the recursive process of
curvature shown in Fig.1:

O(n+1)

Fig. 1. The fitting schematic diagram of a recursive algorithm
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In Fig.1, the tangential direction of the starting point is considered as X axis, P (n)
represents the curvature point of nand O (n) is the center of the arc corresponding
to the curvature point of 7. Assuming that 7, is the corresponding radius of

curvature, Hn is the angle between the line curvature P(n)O(n) and vertical

direction. The process of center recursion and displacement recursion are showed as
formula (1) and formula (2):

{0(n+1).x=0(n).

x+[
O(n+1).y=0(n).y+[

r;l _r;wl]*cosen (1)
P(n+1).x=0(n+1).x+r,, *sinb,,,
P( +1) —O( +1) y-r,,, *cos6, ., @)

Through formula (1), we can obtain the center coordinates of the next displacement
point, and can calculate the corresponding coordinates of the displacement point by
formula (2) and the result of formula (1). The each of curve coordinates of plane
curve array can be coordinates by the above described method, and we obtain the
dense set of points in the plane surface to achieve the reconstruction of the plate
structure. This method calculates the coordinates of the points directly and is easy to
implement in computer.

2.2 Fitting Algorithm Based on Surface Patches Array

The idea of the fitting algorithm based on surface patches array is dividing the plate
structure into surface patches array, using orthogonal curvature information to achieve
reconstruction of the entire surface. Taking one surface patch from the array as
research object, the mutually perpendicular normal curvature information from four
corners are obtained, they are Kl"; , Kl"? (i,j=1,2,3,4).

Assuming that the curved surface as formula (3):
fo (5, y)=a +ayx+ay+a,xy+asx’ +agy’ (3)

here a,,a,,a,,a,,d,,a,are undetermined coefficient, and the first basic amount

E, F, G and the second basic amount L, M, N of quadric equation are expressed as in
formula (4):
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E=1+(a, +a4y+2a5x)2
F=(a,+a,y+2a,x)a,+a,x+2a,y)
G=1+(a,+a,x+2a,y)

L=2a5/\/(a2+a4y+2a5x)z+(a3+a4x+2a6y)2+1 )

M 2614/\/(612 +a4y+2a5)c)2+(a3 +a4x+2a6y)2+1

N =2a, /\/(a2 +a,y+2ax)" +(a; +a,x+2a,y) +1
Assuming that the function g expressed in formula (5):

EN-2FM +GL | ... ..,
8y =W‘(Kw +K/7) (5)

According to the constraint equations of four control points and two boundary
constraint equations from surface patch, formula (6) can be obtained:

g (a,,a,,a;,a,,a5,a,)=0
g,(a,,a,,a;,a,,a5,a,)=0
g,(a,,a,,a;,a,,as,a,)=0
g,(a,,a,,ay,a,,a5,a,)=0 ©)
fs(a,,a,,a,,a,,a5,a,) =0

fela,,a,,a5,a,,a5,a0)=0

Through formula (6), the surface equation of patch can be solved, and the fitting
equation of each surface patch and coordinates of control points are obtained by
analogy to achieve the fitting reconstruction process of surface patch.

2.3  Method of Shape Reconstruction Based on Modal Superposition Method

The idea of the fitting algorithm based on modal superposition method is analyzing
each degree vibrational mode of plate structure, using the strain displacement
transformation matrix to convert the strain information to displacement information,
linear superposition each degree mode to achieve reconstruction of the curve surface.

Assuming that displacement a(t) is the linear combination of each degree

displacement mode @, (i=1,2,---,n), so the transformation formula (7) is

expressed:

a(t), = Z@x,. = DX (t) (7)
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Where @ is the modal matrix M Xn, M is the number of nodes selected from
finite element model, 7 is the modal degree.

Assuming that strains(t) is the linear combination of each degree strain mode,

and is expressed as formula (8):
&(t)y, =2 0x =¥X(1) (8)
i=1

Where W is the modal matrix NXn, N is the required nodes of the finite
element model, 7 is the modal degree. We define formula (9):

DST,, . =® (Y'Y )¢’ )
Through formula (7), formula (8) and formula (9), we obtain formula (10):

a(t), , =DST, ye(t) (10)

Nx1

Where DST

uxy 18 the transformative matrix of strain and displacement,
while N << M, we can measure the strain of fewer nodes, using the displacement
transformation matrix to get more points displacement and superimposing each

degree vibration modes to achieve reconstruction of curve surface.

3 Design and Construction of the Experimental Platform

3.1  Selection of the Experimental Base Station

As a carrying device, experimental base station as a carrying device not only to be
able to suppress the generated vibration of the exciter and avoid resonance with the
bearer, but also take the advantages of easy installation, fix and movement, thus
considering many aspects, the optics experimental test platform GZ103PTB was
chosen as the experimental base station of the platform. Its natural frequency is 0.88-
1.0Hz, far less than the measured frequency of vibration and the amplitude is less than
lum, while the surface is an array of M6 threaded bore and convenient to install
various types of experimental apparatus and fixed components.

3.2  Excitation System

Excitation system is composed of function signal generator, power amplifier and
exciter. The working process is shown in Fig.2:

- . Excitation Drive Vibration .
Function signal | signal | Power | signal Exciter signl | Experimental
generator amplifier object

Fig. 2. The working process of excitation system

A4
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In Fig.2, the function signal generator can produce sine, square, ramp and white
noise signal as the signal source into the power amplifier; the power amplifier
amplifies the excitation and drives the exciter action; the exciter applies the
corresponding vibration signal to the experimental object, leading the object vibrating
according to preset vibration signal. Here the model of the function signal generator is
SFG-2110, the model of power amplifier is YE5872 and the model of the exciter is
JZK-10.

3.3 Measurement System

Measurement system comprises two parts, the measurement of strain information and
the measurement of displacement information. The measurement of strain information
is composed by FBG strain sensors, fiber grating network analyzer and data
acquisition software, its working process is showed in Fig.3:

Data acquisition| ~ command | Fiber grating | FBG strain || Experimental
software " Wavedaw | NEtwork analyzer sensors object

Fig. 3. The working process of strain measurement

In Fig.4, data acquisition software sends command of acquisition to the fiber
grating network analyzers; the fiber grating network analyzers acquires the strain data
(wavelength data) of FBG according to the set frequency after receiving command
and sends the data to the data acquisition software.

The model of fiber grating network analyzers is FONA-2008C, it owns 9
acquisition channels, each channels can collect 60 grating points; the frequency of
acquisition is 200Hz; the wavelength range of acquisition is 1532-1568 nm and the
resolution is 1pm.

The measurement of displacement information comprises laser displacement
sensor, three-dimensional slider, control box and control software. Its working
process is showed in Fig.4:

N
. . Q
"~ command Control |Move order| Three-dimensional -2, o

Contro] +———» > : > -
Return information box Shdel‘ o
software s
S
5
command _ |Laser displacement| s00mm | | E
Displacement data, error information o sSensor B . E
o
=
m

Fig. 4. The working process of displacement measurement

In Fig.5, control software sends move command to control box; the microcontroller
in control box operates the three-dimensional slider move according to the set
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direction and speed; the laser displacement sensor installed on the three-dimensional
slider sends the displacement information to the control software after the three-
dimensional slider moving to the set point.

The model of laser displacement sensor is LK-G400, it use 650nm red laser as
measurement signal, and the measuring range of + 100mm while reference distance is
400mm, and the measurement accuracy is 0.01um, in addition, the smallest movement
unit of three-dimensional slider is 2.5um, therefore the precision of displacement
measurement system can reach for 2.5um.

3.4  Software Platform

The software platform comprises client and server, the detailed function is showed in
Fig.5.

server client
Three-dimensional slider Human-computer
control interaction

Laser displacement sensor
control and data acquisition Transfer Protocol

-— —

Data processing

fiber grating network analyzers Three-dimensional
data acquisition display
Interaction with the client Error Analysis

Fig. 5. The function of software system

In Fig.6, server can operate the movement of three-dimensional slider, control and
receive data acquisition of the laser displacement sensor, control and receive data
acquisition of the fiber grating network analyzers and interact with the client; the
client provides the service of human-computer interaction, data processing, three-
dimensional display and error analysis; server and client interact in accordance with
established protocol.

To examine the effect of fitting algorithm, the fitting result needs for quantitative
analysis, therefore error analysis is one of the key elements of the experimental
platform design. Error analysis is composed by static deformation error analysis and
dynamic deformation error analysis. Static deformation error analysis is that the
point-to-point mean square error and extreme error of the fitting surface and reference
surface while plate structure in fixed displacement. Mean square error represents the
comprehensive situation of fitting error and can examine the accuracy of fitting
algorithm; control software sends move command to control box; extreme error
represents the maximum error of fitting algorithm and is also an important reference
to examine the effect of fitting algorithm. Since the coordinates of the fitting surface
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is corresponding to the coordinates of the reference, therefore the distance can be
calculated, meanwhile the greater the distance, the greater the fitting error. Assuming

that the displacement of reference surface is D, (1), D, (2), D, (3),--- D, (n) , the
displacement of fitting surface is D (1) ,D (2) ,D (3) ,-D (n) , therefore mean

square error E_and extreme error £ are expressed as formula (11):

L \/zfl(mn)—u(n))z
o N (11)
E, = Max((D, (1)=D(1)), (D, (2) ~D(2)).+(D, () ~D(n))

Dynamic deformation error analysis is that the point-to-point dynamic mean square
error of the fitting surface and reference surface while plate structure in vibration
process.  Assuming  that the  displacement of  reference  surface

is D, (t1 ) ,D, (l‘2 ) ,D, (l‘3 ) ;oo Dy (tn) , the displacement of fitting surface

isD(7,),D(1,),D(t;),---D(t,), therefore mean square error E_ is expressed as
formula (12):

> (D (t,)-D(t,)) 12

Accordance with the above design ideas, an experimental platform is constructed as
building a platform for experiments, as showed in Fig.6:

Fig. 6. Experimental platform for plate structure shape reconstruction algorithm
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4 Experimental Result

According to the characteristic of the devices, Bragg grating is selected to be the
experimental object, and the fitting algorithm based on plane curve array is chosen as
the reference algorithm. In the experiment, plate structure is secured to one end of the
size of 800mm * 800mm, showed in Fig.7:

g0 4 z Units: mm
< «| &
4( 350,750) 5(0,750) 6(350,750)

2(0,400) 3(350,400)
1( 350,400) S
% % |®

Fig. 7. Experimental verification platform for plate structure shape reconstruction algorithm
In Fig.8, 6 points were selected to do error analysis, and not only did accurate
analysis of static deformation error, but also acquired analyzed real-time dynamic

deformation experimental data, and the results are showed in Table 1 and Table 2:

Table 1. Result of static error analysis(units:mm)

Point 1 2 3 4 5 6 Max
E. 1.120 1.124 1.116 1.142 1.157 1.156 1.157
E, 1,112 1.103 1.105 1.123 1.126 1.129 1.129

In Table 1, for 10 experiments of plate structure, the maximum of extreme error is
1.157mm while the maximum of mean square error is 1.129mm, far higher than the
accuracy of data in literature [9]. The effect diagram of reference surface and fitting
surface is showed in Fig.8.

Table 2. Result of dynamic error analysis(units:mm)

Point 1 2 3 4 5 6 Max
E. 1.121 1.211 1.102  1.098 1.129 1.131 1.211
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Fig. 8. The effect diagram of reference surface and fitting surface

s
i fitting curve reference curve
23

21
]
185 1A
1sa{] |
13.3 )
105
50
o

20

02

24

50

78

I

|
Vi

181

207

213

st

Fig. 9. Vibration graph of reference curve and fitting curve

In Table 2, for 6 experiments of plate structure, the maximum of dynamic mean
square error is 1.211mm, far higher than the accuracy of data in literature [9]. These
data suggest that this platform is with good real-time capacity and high accuracy to
meet the needs for the verification and data analysis of a variety of algorithms. The
vibration graph of reference curve and fitting curve is showed in Fig.9.

5 Conclusion

For the problem of experimental verification for plate structure shape perception and
reconstruction algorithm, an experimental verification platform was designed and
constructed consisting of experiment base station, excitation system, measurement
systems and relative software, considering the fitting algorithm based on plane curve
as reference algorithm, and the platform not only analyzes accurately for static
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deformation error, but also acquires and analyzes the real-time experimental data of
dynamic deformation. Results suggest that the experimental platform can conduct
experimental verification and data analysis of a variety of algorithms with good real-
time capacity and high measurement accuracy.
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Abstract. Image fusion is an advanced image processing, in which mean-value
coordinates (MVC) algorithm based on Poisson image is a fast and effective
algorithm. However, the algorithm may have unsatisfactory results if the source
image and target image have many variations of color on the image boundary and
image details. To solve the problem, this paper proposes two optimization
methods, preserving color based on geodesic distance and matching details with
modified detail layer. To verify the feasibility of the methods, the improved
MVC results are compared with the original MVC results by experiments. The
comparison results show that the improved approach can achieve better
performance in image fusion.

Keywords: image fusion, mean-value coordinates, improved mean-value
coordinates, image color, image detail.

1 Introduction

Image fusion is a useful image editing operation. It means to integrate and synthesize
the information of source image and target image to generate a single image with high
quality and accurate description. In these years, many image fusion algorithms are
developed to produce a seamless 2D image more rapidly and improve the fusion
performance more favorably.

The gradient-domain techniques applied in the image fusion can accomplish the
editing task efficiently. The algorithm based on this technique was initially proposed by
Fattal et al. in 2002 [1]. Perez et al. proposed a algorithm based on Poisson equation,
which is a most useful tool in gradient-domain techniques in 2003 [2]. However, the
Poisson fusion is inefficient because it needs to take a lot of time out of solving Poisson
equation. Farbman et al. propose a coordinate-based approach -- mean-value
coordinates(MVC) fusion, with which the fusion tasks can be fast and straight forward
to implement [3].

* Corresponding author.
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The implementation of MVC needs the boundary vertexes’ weights and the
boundary interpolation, with which, the source image can be modified. Patching the
modified source image into target image, the result image is obtained. Like Poisson
fusion, the MVC result image is totally dependent on the boundary information of the
image. So the MVC fusion cannot work well when the error along the boundary is
obvious, especially the existed color deviation may cause color distortion, which results
in unrealistic image. In addition, if the source image and the target image have big
difference in details, the result may not be harmonious.

Petrovic et al. present a multi-resolution image fusion based on the gradient
Laplacian pyramid. This fusion approach transfers visual information from input image
into result image without loss of information or distortion accurately. However, the
noise may be blended in because of the operation for quantization and threshold setting
in the processing procedure of Laplacian transform coefficient [4-5].

Guo et al. present an approach to solve the color distortion by a image inpainting
approach with user’s marks. The approach needs user’s brief marks, with which the
result image can be modified to the correct color [6]. Sunkavalli et al. propose an
approach to solve the problem of image harmonization in 2010 [7]. They present a
framework that can explicitly matches the visual appearance of image before fusing.
They use the multi-scale technique to transfer the appearance of source image to that of
target image.

In this paper, a new approach based on the MVC is introduced. Two preprocess
approaches are combined with MVC and solve the problem of color and detail. Only a
little user’s mark is needed in this fusion operation. After modifying the details of
source image with image inpainted and correcting color with geodesic distance to
correct, a harmonious and realistic result image can be obtained.

2 Algorithm

2.1 Mean-Value Coordinates Fusion

The algorithm is an approach of mean-value interpolation. Consider a closed polygonal
boundary curve, the mean-value coordinate of each inside pixel is given by

w

ﬂ’i(x): m_il (1)
2
j=0 "7

Where

_ tan(e;_; /2) +tan(e; /2)

- @)
;=

w

The angle ¢,_,,; and the boundary p, is shown in Fig. 1, once computed, the

coordinates can be used to interpolate for the value of inside pixels.
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Fig. 1. Angle definitions

m-1
0 = Y A((F = )(py) 3)

i=0

r(x) is the modified function, the result may be gotby f=g+r.

To make MVC fusion fast, two optimizations can be used.

1. Generating a Delaunay adaptive mesh in fusion area, only the vertices of the mesh
need to use mean-value interpolation. The value at each other pixels is obtained by
linear interpolation.

2. Sampling the boundary hierarchically to make different inside vertices use
different vertices at the boundary. The number of sampled boundary vertices is
inversely proportional to the distance between the pixels and boundary vertices [8].

2.2 Modified Algorithm

This section explains the detail how to solve the problem of color distortion and details
mismatch. The image editing process is shown in Fig. 2. As is shown in Fig. 2, the
workflow is consist of three main procedures, such as layer decomposition, detail layer
operation and color layer operation. Since the two optimization approaches are based
on different layers, the layer decomposition is necessary. Detail layer operation and
color layer operation are the main approaches to implement the modification.

Luminance Bilateral Base Detail
. M L
Leyer Filtering Layer Layer
Source Image ¥ Decompositi
Color geodesic foregroumnd Image Modif1ed P
Laver distance confidence Inpainting Detail Layer
Luninance Bilateral Base Detail Final Detail
i R4 »
Layer Filtering Layer Layer Layer
Target Image ) Decompositi
— !
Color b Madified | Final Calor o Result
Layer MVC Layer i Image

Fig. 2. Workflow of the algorithm
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2.2.1 Layer Decomposition

To modify the problem of details and color respectively, layer decomposition needs to
be implemented firstly. After decomposing layer, the luminance layer can be acquired,
from this layer the detail layer can be separated. Specifically, it is obtained by
converting to the CIELAB color space firstly, which includes luminance layer L and
two color layer a, b, and the detail layer D is given by

D=L-B 4)

Where L is the luminance layer and B is the base layer. The base layer containing the
framework of image is got by filtering the luminance layer. The approach is a bilateral
filter based on the adaptive mesh, which is accomplished by filtering the mesh using
local neighborhoods. The approach is often used in 3D image denoising [9] [10].
Combining with the adaptive mesh that generated in MVC preprocessing, each vertex v
is filtered to

Y wew,I(q)
Vo= ge N (v) (5)

S w.ow,

qge N (v)

Where w, w, is weight, N(v)is the adjacent neighborhood vertexes. Like bilateral

filter, this approach also preserves the edge of image [11].
As shown in formula (4), the detail layer D used in modifying detail harmony and
color layer a, b used in color preservation (or correction) can be finally got.

2.2.2  Operation on Detail layer

Since the MVC algorithm implements the fusion tasks without taking consider in the
details, especially which of the target image may get lost seriously and result in an
unharmonious fusion image. In other words, the details of fusion area may not match
the other areas in the target image. Furthermore, some unwanted details may blended in
the result image [12].

Criminisi et al. present an approach to implement image inpainting, which combines
the advantage of the texture synthesis with image inpainting [13]. The approach of
inpainting the interested area by using the texture patch contains the pixels outside the
area. The detail layer of the source image is modified by extracting the detail patch
outside the fusion area in the target image, the modified detail layer can be obtained by

Db =ysDx +ytD,t (6)

Where D, is the detail layer from source image, and D,' is the modified layer for
source image. y,. 7,are respectively the weight for these layers. The weight affects

the details of source image and target image used in the result image. If the details of
both image have little difference, y, may be set to O with the y, set to 1. The default

value of y, and y,is set to 0.1 and 1-y,. Note that y, cannot be set to a small
value, this may cause the loss of details.
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Finally, composing the modified detail layer and base layer, a new luminance layer
of source image can be generated, after which, using MVC to fuse the luminance layer.

2.2.3 Operation on Color Layer

Since the MVC is totally dependent on the boundary information, it may cause more or
less color distortion unless the color of boundary of both images are identical. If the
color between two images has large difference, big color error may generate in the
result image, especially the foreground area in it. This is because the foreground
distortion is more sensitive than the background distortion. To preserve color of the
foreground image, the foreground confidence is defined to control the value of color,
with which, not only the foreground color can be kept, but also smooth transition can
also be implemented.

In fact, the foreground confidence is considered as the weight for the variations of
MVC process. So the value of foreground confidence is inversely proportional to the
distance between the pixel and the foreground and also inversely proportional to final
color variations. To make the foreground color transit to background color naturally,
the foreground confidence for the areas with same feature should be smooth. So the
foreground confidence B(x) is given as smooth interpolation of foreground distance

function D(x)

B(x)= 3(’)()‘);1)“} - 2[1)(’5);’)“} )

Dmax _Dmin Dmax _Dmin

Where D, is the minimum distance and D,,, is the maximum distance. The
distance is not got by calculating Euclidean distance, which only shows the relations of
pixels in coordinates space. The geodesic distance is used to replace the Euclidean
distance [14-16], which combines the color space with the coordinates space, for each

pixel x, the distance D(x) can be given by
D(x)=mind(f,x) ®)

Where f is the marked pixels, geodesic distance d( f ,x) is obtained by

alss)=in X p(x)- plr) ©

Where S, . is a set of path between the pixel x; and pixel x,, | p(x)—p( y)| is the

value between the adjacent pixel. The formula (8) is shown that the geodesic distance is
to search the minimum distance between two pixels. The formula (9) is shown that the
foreground distance is to search the minimum distance between the given pixel x and
all the marked pixels. The foreground confidence B(x) can be finally got by formula

(8-9). With the foreground confidence viewed as the weight of color variations, the
modified MVC algorithm is defined as
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f(x)=g(x)+ B(x)r(x) (10)

The modified color layer a and b is obtained by using formula (10). At last, after
combining the two color layers with the luminance layer given in 2.2.2, the result image
with preserved color and harmonious details can be obtained.

3 Experimental Results and Analysis

In this paper, we modify the MVC algorithm to achieve a more harmonious and
realistic image only with a little user’s mark and test the feasibility of this approach by
OPENCV on VS2010. Firstly the original MVC algorithm is tested. If the color
difference between the source image and target image is small, the result image is good,
as shown in the Fig. 3(3).

(1) Source image (2) Target image (3) Fused image

Fig. 3. MVC fusion with satisfactory result

(1) Source image (2) Target image (3) Fused image

Fig. 4. MVC fusion with unsatisfactory result

However, if source image is fused as in Fig. 4(1) and (2), the result may be
unsatisfactory, just as shown in the Fig. 4(3), because of the big difference between the
source image and target image, the color distortion become obvious, the car as the
foreground of the image is yellowish overall and some background details doesn't
match the target image. The improved algorithm is used to solve the problem as
described above. On request, firstly the source image need to be marked as shown in
Fig.5 and then the program can be run. With detail layer inpainting process and MVC
process, the composited luminance layer can be obtained as shown in the Fig. 6(3).
Since the detail feature of target image is not obvious and rich, so the composited
luminance layer does not have large differences with the MVC luminance layer result.
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Fig. 5. Marked source image

Red line: foreground mark Blue line: background mark

e ~ T -

T
B ———

-
=

(1) Source luminance layer image (2) MVC luminance layer image (3) Modified luminance layer image

Fig. 6. Comparison in luminance layer image

With the marked pixels, the confidence distribution (or weight distribution) image
can be easily obtain as shown in Fig. 7. The color of a pixel is blacker; the confidence
for the pixel is smaller. Notably, the confidence distribution image is totally dependent
on the marked lines. So, different marked lines have different confidence.

Fig. 7. Foreground confidence image

According to the weight information in the confidence image, the final color layer
image can be obtained with the modified MVC as shown in right of Fig. 8-9.
Comparing with the MVC color layer result, the modified color layer keep some image
regions’ color of source image which benefits from the confidence image.

(1) Layer image (2) MVC color layer image (3) Modified color layer image

Fig. 8. Comparison in a color layer image
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t‘-
-

(1) Source color layer image (2) MVC color layer image

(3) Modified color layer image

Fig. 9. Comparison in b color layer image

Compositing all the layer above and patching to the target image, a more
harmonious and realistic image can be finally got as shown in the right of Fig. 10. For
comparison, the original MVC approach is tested and the image is obtained in the left of
Fig. 10. It is shown that the car as the foreground image is more similar to the car of
source image (color preserved), although the detail optimization is not obvious, this is
shown that the source image matches the target image better. Notably, the difference
between source image and target image is inevitable existence.

(1) MVC result (2) Modified result

Fig. 10. Comparison between MVC result and modified result

4 Conclusion

In this paper, an improved mean-value coordinates algorithm is presented for image
fusion. After decomposing the image to a luminance layer and color layers, the texture
patch is used to modify the source image detail, with which the fusion area is made to
match the target image for getting a more harmonious image. Afterwards, the geodesic
distance is applied to estimate the distance between the pixels and the marked
foreground pixels, with which the foreground image color can be preserved. Both
approaches above are based on MVC, in other words, they are only the preprocessing
procedure. The approaches only need a little user mark, and can easily get more
satisfactory results.
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Abstract. The gradual perfection of video retrieval technology has a positive
effect in maintaining public order. However, with the improving complexity of
monitoring environment, the increase of related video data requires further
improvement to the efficiency of video retrieval technology. Video retrieval
technology aiming at processing massive video data is needed urgently and it
has become hot research subject in multimedia retrieval area. In this paper, the
application of face recognition technology in video retrieval is discussed. To
improve the retrieval efficiency, STASM algorithm based on OpenCV software
platform is designed. The research involves the acquisition of video image
frame data, face recognition and detection. Experimental results demonstrate
the effectiveness and efficiency of the algorithms.

Keywords: face detection, face recognition, STASM, video retrieval.

1 Introduction

The development of video retrieval technology provides technical support to maintain
public order. Among the massive related video data, however, how to find the
surveillance information about a specific person is a problem need to be solved
urgently. Traditional video retrieval technology has the drawbacks such as strong
subjectivity, slow speed and high error rate. Such drawbacks restrict the efficiency of
video retrieval, so its application in emergency situation would be limited. To solve
the problem, video retrieval technology based on content has become the hot research
subject in multimedia research recent years.

Currently, the related references about the application of face recognition
technology in video retrieval are not so many. Everingham proposed face clustering
method; Arandjelovic and Sivic put forward the video face recognition method on the
front face for video retrieval, etc.

Due to the complexity of video data, traditional video retrieval technology has low
efficiency and high difficulty, and cannot make intelligent retrieval on video content.

M. Fei et al. (Eds.): LSMS/ICSEE 2014, Part II, CCIS 462, pp. 219-227, 2014.
© Springer-Verlag Berlin Heidelberg 2014
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Existing systems commonly used linear sequence storage strategy, so it is essential to
acquire the related video time information in advance. Otherwise, a wide range of
video playback mode is the only choice for video retrieval. To determine whether a
specific face image occurs in a period of surveillance video, traditional method
requires retrieving all the data in order. Thus, an automatic retrieval algorithm is
particularly important. The paper presents STASM retrieval algorithm, which can get
more accurate retrieval results [1].

2 The Retrieval System Frame

The entire frame retrieval system is presented in Figure 1, including four parts [2][3]:

1. The establish of a STASM video face detection model in special conditions;

2. To detect the face region as a template, two-way track to the frame region of
which was not detected and collect missed faces;

3. The face region can be divided into a sequence of packet: Group 1, Group 2, ...,
and Group i. The order of grouped Eigen Face remains unchanged;

4. To recognize human faces, if group i is similar to the target face, Gabor wavelet
transform + pattern matching is used to identify retrieval.

segmentation

Face Extracting
detection Eigen face

Gabor wavelet
transform

+ Pattern matching i

4

Create and
update face
queue

save to
target
video Set

Fig. 1. Structure diagram of the retrieval system

3 The Algorithm Introduction
3.1 Stasm Face Detection Algorithm

Stasm is a C++ software package to locate facial landmarks in human face. Input a face
image and the positions of the landmarks returns. Stasm is designed to work on front
views of approximately upright faces with neutral expressions. Poor effect may be
achieved on faces with complex expressions. The Histogram Array Transform (HAT)
descriptors, which is similar to SIFT descriptors, is used by Stasm for template matching.
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Active Shape Model (ASM) algorithm is a global statistical shape model constraint
local texture matching results. Active Appearance Model (AAM) shape and texture
combined statistics (apparent) model parameters are optimized so that the best match
with the input model. The effective combination of the two algorithms can be very
precise to mark the human face facial features points. ASM is a point distribution
model (Point Distribution Model, PDM) algorithm. In PDM, shapes similar to the
object, such as a human face, hand, heart, lungs and other geometric shapes may be a
shape vector, which is formed by a series of several feature points (landmarks) [1].

3.2  Face Recognition Algorithm

Wavelet Transform and Image Matching Based on Gabor of Shape

The algorithm uses an improved Harris corner detection to extract the first corner,
gets the coordinate of corner, filters the two-dimensional image with the reference
image, gets the wavelet coefficients, regards it as the characterization, and then
introduces the two similar factors to match. A large number of different images
through experiments that the algorithm to select the appropriate parameters, while
using the case of the longest common subsequence metric factor of the same name
can be successfully extracted more points, and can achieve a higher matching rate [4].

Face Recognition Algorithm Based on a Particular Subspace

All people use a face subspace in “feature face” which builds a face subspace for each
human face. It not only can describe the diversity between different individual faces
better, but also discard the adverse noise and class diversity which is harm to face
recognition. Thus it has a better distinguish ability compared to the traditional one.
Moreover, we put forward a technology based on a single sample that generates
multiple training samples for face recognition that has the single training sample,
therefore, the method that needs many training samples can be used to face
recognition for the single training sample [4].

4 Facial Feature Extraction and Recognition

ATSM/AAM resulting model can cover a good variety of facial geometry and face
texture subspace, and can be a good part of the region of non-face. The experienced
knowledge of the parameters included in the model to extract the target has a good
guide, and thus having robustness to blocking, degradation and other issues.

In the practical application, STASM includes training and search: STASM

Training; Establish the shape of the mode.

4.1  Collected Training Samples

If STASM training is needed in the critical areas of human face, n sample images
containing personal facial area should be collected. It is noted that people’s facial
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region should be included in the collected images, while the normalization issue can
be ignored.
4.2  Manual Records or k Key Feature Points Marked with a Small Program

As shown in Fig.2 and Fig.3, for any training image, the coordinate information of a
plurality of critical feature points should be recorded and stored in a text file.

Fig. 2. STASM Single Eigen Face landmark

| ROCKETS

Fig. 3. STASM Multiple Eigen Face landmark
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4.3  Construction of the Training Set Shape Vector
One shape vector (1) consists of k key feature points marked in a graph:
ai:(xil,yil,xiz,yiz, ....... xik,yik),i=1,2,3 ...... n (1)

(xij , yl.j ) is the coordinate of the j—th feature point in the number i—th training

sample. Define n as the number of training samples, thus n shape vectors are
achieved [5].

4.4  Shape Normalization

The purpose of this step is to make the face shape calibrated manually be normalized
or aligned. With this method, the non-shape interference, which is caused by external
factors, such as different angles of the image, distance and posture transformation, can
be eliminated. A more efficient point distribution model is achieved. Mainly through
translation, rotation, scaling transformations, a point distribution model is conducted
aligned without changing the point distribution model. STASM uses Procrustes to
make point distribution model aligned, the steps are described as follow:

(1) Align all face models in training set to the first person to face model
(2) Calculate the average face model &

(3) Align all face models in training set to face model &

(4) Repeat (2) (3) until convergence

4.5  The Shape of the Alignment Vector After PCA Process

(1) Calculate the average shape vector:
_ I )
a = —Z (a,) (2)
n o

(2) Calculate covariance matrix:
s =1—Z": (a,— @) (a, - T) 3
n G-

(3)Calculate the Eigen values of covariance matrix S and sorted in order from
largest to smallest.
This will getd; ,4,,...... Ay (4;>0). Select t eigenvectors P =(p,,p,,...,p,) so that

its corresponding Eigen values satisfy [6]:

2 A
2k

AL )
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f. 1is a feature vector by a scaling factor to determine the number, the value is
generally 95%, but V,. is the sum of all the Eigen values. Namely:

Vi=2 4 5)
For any shape of a vector for the training can be expressed as:
a,=a+Pb, (6)
b, isavector include ¢ parameters.

b.(i)=P"(a,—a) ()

4.6  Final Construction of Local Feature Point for Each Feature

In the both sides of i—th feature point in the j—th training image, m pixels are
selected in a direction perpendicular to the point of change after the two feature points
to form a vector of 2m+1 length. The local texture g, is calculated by derivation
of pixel gray value contained in the vector. For i—th feature point in other training
samples images, n local texture g, ,&,,,...,g;, of i—th feature point is made by
the same operation and then be averaged:

_ 1 n
g =—2.8; @®)
nj=1
And the variance:
1 n _ T _
S, =;Z(g,-,. -3) (8, 8) ©)
J=1

Then obtain the local feature of the i—th feature point and do same operation to
all the other feature points and local features of each feature points can be obtained.
The similarity between new feature point g of a feature point and its trained local
feature can be represented by Mahalanobis distance:

f =(e-8)S, -2 10)

5 The Application of Stasm in Video Retrieval

Continuance in time is a very important characteristic of video image, and the
uncertainty of the face information is generated. The biggest difference between the
face recognition algorithm based on static images and face recognition algorithm is
the use of time information when tracking and recognizing face image. At present
such algorithms can be approximately divided into two categories:
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The first method is Tracking-then-Identification. Human face is first detected and
facial feature is traced over time. When a frame image meeting the certain standards
(size, position) is captured, face recognition algorithm based on static image is
adopted. Tracking and identification methods are performed independently, while
time information is only used in the tracking stage. That is to say, time information is
still based on static image.

The other method is Track - and — Identification. With such method, face tracking
and recognition is carried out simultaneously, and time information is both used in the
tracking stage and recognition stage [7].Video retrieval test system is presented in
Figure .4:

Sranc daia STASM face
acauistt detection
nodule

Detected faces
2

STASM face
recognition

Positioning image
retrieval Time point
in the video

Save to
database

Fig. 4. The frame of STASM test system

The main library functions are described as below:

We read the data from the video frame image using AVI CvCapture class
cvCreateFileCapture() and cvQueryFrame() to achieve access to the data of the image
frame. Using stasm_search_single() method to detect human faces and obtain STASM
facial feature and features dot matrix. Using cvMahalonobis() to identify with the
normalization of two Eigen Face’s position vector. Finally cvWriteFrame() function
to retrieve all relevant written data frames to the destination video files , to achieve
the purpose of retrieving .

Table 1. Verification data and results analysis

Test video Total  Correctly  Uncorrected The ratio of Retrieval

set frame  detection detection retrieved face  accuracy
Single face 803 645 61 80.30% 90.54%
Multiple face 624 802 123 78.32% 84.66 %

Mix face 687 545 68 79.33 % 87.52%
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As can be seen from Tablel, if the video contains more than one face image, the
retrieval accuracy and efficiency will decrease to some extent. Miss of some facial
expression, rotation of face image, complexity of image background and inaccuracy
of training set are the main reasons. Experimental results show that the retrieval time
for compressed video data is shorter. To improve the retrieval efficiency, video data is
required to be compressed in advance. The WinForm of experiment is presented in
Figure.5.

o) Video Retrieval [r=lfE =]

Retrieval Information: chooze the standard face

Retrieval wideo path:

C:4hTsersthlel bilesktoph st as — choose the face
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3 q ﬁ- retrieval selected wideo

¥

target video path: 5

: é,‘ open eilgenface video
target video path: :
.
save , :
14 »

C:hhsersiilelh i\ Deskiopihstas
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Fig. 5. The windows of STASM Eigen Face system

The main point of this paper is to achieve information retrieve in surveillance video
by face recognition technology. The retrieve result shows its practicality in some
aspects of this field. When applied to video retrieval, it avoids the drawbacks of
traditional retrieve method based on massive manual playback, which improves work
efficiency extremely and had a good positive prospect.

6 Conclusion

This paper designs and implements an example of video retrieval experiment based
on the technology of face recognition. Video retrieval experiment includes face
recognition and target face retrieving in the specific video. To some degree, the
results show that this method can meet user’s demand for video retrieval and achieve
the desired purpose. However, undetected error and false retrieval caused by the
rotation of the face and complex expressions is inevitable, which is what we need to
solve in the future. A more efficient, more robust feature extraction algorithm need to
be designed.
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Abstract. In this paper, we propose a new palmprint recognition system by
using the fast Vese-Osher decomposition model to process the blurred
palmprint images. First, a Gaussian defocus degradation model (GDDM) is
proposed to extract the structure layer and texture layer of blurred palmprint
images by using the fast Vese-Osher decomposition model, and the structure
layer is proved to be more stable and robust than texture layer for palmprint
recognition. Second, a novel algorithm based on weighted robustness with
histogram of oriented gradient (WRHOG) is proposed to extract robust features
from the structure layer of blurred palmprint images, which can address the
problem of translation and rotation to a large extent. Finally, the normalized
correlation coefficient (NCC) is used to measure the similarity of palmprint
features for the new recognition system. Extensive experiments on the PolyU
palmprint database and the blurred PolyU palmprint database validate the
effectiveness of the proposed recognition system.

Keywords: Biometrics, robustness, stable feature extraction, the fast VO
decomposition model, weighted robustness with histogram of oriented gradient.

1 Introduction

Biometrics techniques are aimed to verify the identity of a living person effectively
with physiological or behavioral characteristics. As one of these techniques, palmprint
recognition has attracted much attention due to its various advantages, including high
recognition accuracy, low-cost of hardware, easy availability, etc. In the past decades,
palmprint recognition as an emerging technology in the field of biometric
identification has achieved significant progress [1]. According to the representation
methods of palmprint features, the current approaches can be roughly classified into
three categories: principal line extraction [2], subspace learning [3-4], and texture
coding [5-7].Texture coding methods have high recognition accuracy, which is one
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type of the most effective recognition methods currently with an assumption that
palmprint images must be clean. Usually, the clean palmprint images can only be
obtained by using contact devices. Due to this strict limitation, the non-contact
palmprint image acquisition and recognition gradually become the mainstream of
research [8-9]. However, the Non-contact system also has some inherent defects. For
example, it is easy to produce blurred images due to defocus because the palm
sometimes lies outside the realm of depth of focus, and this would decrease the
system performance. The image blur is a common problem in biometrics, and it has
not attracted significant attention in palmprint recognition systems. Some typical
works include [2, 3, 9]. All these approaches are just used the low frequency features
directly and we believe there is plenty of room for improvement.

In this paper, we propose an effective robust and fast blurred palmprint recognition
method, which not only can achieve high recognition accuracy but also meet real-time
requirement for a larger database. We first introduce the theory of blurry images with
the Gaussian defocus degradation model (GDDM) and extract the structure layer of
blurred palmprint images by utilizing the fast VO decomposition model. To further
extract the stable features from the structure layer, we choose the histogram of
oriented gradient (HOG) that is a desirable descriptor on the direction characteristics.
In order to make this feature more robust for the translation and rotation, a fractal
weight is added to the improved HOG for further improving the validity of
characteristics. The proposed method is named as fast VO-WRHOG. Finally, we use
the normalized correlation coefficient (NCC) to measure the similarity, and select the
palmprint category for classification.

The remainder of this paper is organized as follows: In Section II, the image blur
theory and fast VO model are introduced. In Section III, the proposed fast VO-
WRHOG is presented including extraction of stable features from blurred palmprint
images and description of the feature matching method. In Section IV, we first
introduce the PolyU palmprint database briefly and then we report a series of
experimental results. Finally we give some conclusions in Section V.

2 Image Burr Theory and Fast VO Model

2.1  The Image Blur Theory

In [9], a blur Image can be considered to be equivalent to a clean image in
convolution with a degradation function in the spatial domain, which can be shown as
follow

d(i,j)=f(i,j)*h(i, j)+n(ij) (1

where (i,j) is the position of image, f(i,j) is a clean image, h(i,j) is the

[N

degradation function, n(i, j) is additive noise, d (i, J ) is blurred image, ‘*’ is an

operator of convolution. In [10], Wang et al. listed several common degradation
functions, and the Gaussian defocus degradation model (GDDM) is one of the most
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effective models for simulating the image blurriness. The GDDM can be expressed by
using the following degradation function.

5] 2)

h(i,j)= e
(i.) 2ro
where O is the sampling width of the filter, which controls the degree of image
degradation.

2.2 The Fast VO Decomposition Model

2.2.1 The VO Decomposition Model
Meyer pointed out in [11] that an image can be divided into the structure layer and
texture layer by using an image decomposition model, which is given by

f=u+v 3)

where f is the original image, u is the structure layer of image, v is the texture layer of
image. Based on this theory, Meyer [11] presented the concept of G space, which
used the L2-norm of total variation model (TV) to describe oscillating component of
an image. Consequently, many numerical computation methods were proposed for
TV-G model based on Mayer’s idea and validate that G space is effective for
describing the oscillating component of an image. Among these methods, Vese and
Osher [12] established the VO decomposition model.

In fact, the solution procedure of VO model is very complicated, which is evitable
to make the obtained results inaccurate with too much time consumption. Therefore,
we need a fast algorithm for simplifying the solution procedure, and fortunately the
Split Bregman algorithm [13] can address the problem effectively and accelerate the
convergence speed. In detail, we need to solve the following optimization problem

inf {E(u,g,,gz,w) :LM dxdy+ﬂ.£2(f—u—v~§)2 dxdy+,uj;2(\lg12 +g, ) dxdy+t9‘|;2(w—Vu—b”+l ) dxdy} “4)

U.8y.82:W
b =b" +Vu' —w" &)

where 6 is a penalty parameter. For such purpose, we obtained the corresponding
Euler-Lagrange equation as follows.

0 i
u=f-0g,-94g, +§(V~(Vu)+v-b '-V.w)

l wn+l

g|wn+l

o(u—
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'g12+g22 ax
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where w""' can be solved by using the generalized soft threshold formula as follows

w' = MaxUVu +b"!

1 O) Vu+b"" 0

) —50_=0
60" JVu+b| 0 7

Hence, we repeatedly use explicit iterative method to deal with Eq.(6) and Eq.(7)
for obtaining # and v until the equation to achieve convergence.

3 The Weighted Robustness with Histogram of Oriented
Gradient

3.1 Histogram of Oriented Gradient

Dalal et al. [14] proposed the histogram of oriented gradient (HOG). In order to
obtain the HOG of a palmprint image, we first derive an orientation map of palmprint
image by utilizing the gradient operator, which is defined as

fo=I=W, f =I+W",

g (11) {717, ) = 00

fx (l’ -])

where I stands for original image with the size of M xM , “*’ is the operator of
convolution, W=[-1,0,1] is a mask of convolution, Mag (i, ;) and Ang(i, j) are
gradient magnitude and angle of I (i,j), —7/2<Ang(i,j)<z/2. Here, Ang is
considered as the orientation map of I. We first transform Ang(i,j) from

(-m/2,m12) to (0,27), which is given as follows

Ang (i, j) 0<Ang(i,j)<m/2

Ang(i,j)+2r -m/2<Ang(i,j)<0 ®)

Ang, (i, ) f.(i.j)=0
Ang, (i,j)=1Ang, (i.j)+7 f.(i.j)<0&Ang, (i.j)<7/2 (9)
Ang, (i,j)-7 f.(i.j)<0&Ang,, (i,j)>3m/2

Ang  is the updated orientation map via Eq. (8) and Eq. (9). Then, HOG is obtained
as follows
F,=F +Mag(i,j) if (k-1)x(27/N)< Ang, (i,j)<kx(27/N) (10)

where k=1,2,...... N, F, represents the value corresponding to each bin of HOG.
Therefore, the feature of HOG is shown as
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HOG = ( SEREIEE : FN ) (1 1)

N
HOG is usually normalized as HOG=HOG| ZI‘; .

k=1

3.2 Robust Histogram of Oriented Gradient

As illustrated in Fig 1, P is a pixel point as the center of a circle with radius r and P,
is one of the sample points in this circle, where the sample point quantity is 8 and r is
2. Then, a local x—y coordinate system can be established by P and P, for each

sample point; Therein, as shown in the Fig 1, P*P* and P’P' are defined as the

positive y axis and x axis, respectively. Obviously, we can obtain a rotation invariant
gradient operator (RIGO) as follows.

RIGO_ (

ool»—
-
/\
/\
\_/

ool»—
-
/—\
/—\
v
/-\
-
N

~1(P})).RIGO, (

where P, i=1,2,3,4 are P,’s surrounding points along the x axis and y axis

and 1 (Pn' ) is the gray value at P! . By observing and analyzing the RIGO, we

can see that the RIGO is not only rotation invariant but also robust for the noise
and illumination because of using the average gradient.

Fig. 1. Sketch of rotation for invariant gradient operator

Therefore, the rotation invariant histogram of oriented gradient (RIHOG) is
defined as

RIHOG =(FN,,FN,,"--*- FN, ) (12)

where (FN,,FN,,...... ,FN,) stands for the updated (F,,F,,...... ,F, ) by utilizing

the RIGO.
On the other hand, we divide the palmprint images into non-overlapped blocks of
sXs pixels to reduce the interference of translation and improve the distinguishability
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of extracted features, and then extract RIHOG from each block. Finally, the robust
histogram of oriented gradient (RHOG) was obtained by putting the RIHOG of each

M
block together. Therefore, the palmprint image is divided into i blocks, the
SXS
RHOG is then defined as follows.
RHOG = (RIHOGMWRIHOGM(M, ...... , RIHOGM e J (13)

3.3  Fractal Dimensions

Fractal dimension is usually used to measure the regularity of the object’s surface. In
this paper, we combine fractal dimension with RHOG in this paper to obtain a
superior descriptor for the palmprint images. There are several methods for solving
the fractal dimension. Among these methods, differential box counting (DBC) method
[15] is one of the most effective methods, which is described as follows.

An image of size M XM is divided into non-overlapped grids of §Xs pixels, where
s stands for the current scale of image. Considering the image as a three-dimensional

space with coordinates (x,y,z), where (x,y) stands for a point in the plane
coordinate system, and z is corresponding to the gray value at the position of
(x,y). Now we fill the grid by using boxes with the size of $XsXs . If the minimum
and the maximum gray value of each grid locate into the A-th box and the [-th box,
respectively, the total number of boxes in the grid is n, (x)=[-h+1 with r=s/M ,

X
the total number of boxes in the image is N, =Y n, (x) with X =(MxM)/(sxs).

x=1

Then the fractal dimension D is obtained by the following equation

_logN,
log(lj (14)
-

Then the final feature of WRHOG is defined as follows.

D

T MXM

WRHOG=(DlxRIHOG,,,Mkl,DZxRIHOG,,,Mkz, ...... D,y XRIHOG kMXMj (15)

SX§ SX§
XS

where (DI,DZ, ------ Do ] is a vector of block fractal dimension corresponding to

each block of image. Now we can present the framework of the proposed VO-
WRHOG method in Fig 2.
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Fig. 2. Outline of the proposed fast VO-WRHOG method

3.4  Feature Matching

Based on above proposed framework, we need criteria to measure the similarity of
two palmprint images. We use the Normalized correlation coefficient (NCC) [16] as
the matching score to scale the comparability between palmprint features. Suppose
that A=(a,,a,,.......a,) and B=(b,b,,...... b,) are two vectors of WRHOG, and
their NCC is defined as follows.

n

Z(ai — 1) (b, — 1)

ee (16)

IXo, X0,

where f, (M) is the mean of A(B), 0,(0p) is the standard deviation of A(B), [ is

the length of A or B. The value of NCC is between -1 and 1. If NCC is close to 1,
which implies that the palmprint images are largely resulting from the same one;
otherwise, it is more likely to be different from each other.

4 Experiments

4.1  PolyU Palmprint Database

The PolyU palmprint database [5] includes 7752 palmprint images, which were
captured from 386 different palms. Samples from each of these palms were collected
in two separate sessions. The average time interval between two sessions was two
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months, whilst 10 samples were captured in the first session and the second session,
respectively.

The proposed fast VO-WRHOG method is implemented by using MATLAB2010a
on a desktop with the CPU (2.90GHZ), and 2GB random access memory. With the
purpose of verifying effectiveness of the proposed method, we use two different
palmprint databases to test our method; one is PolyU palmprint database, the other is
the blurred PolyU palmprint database which is obtained by using GDDM with
random scale of blurring (the range of O is from O to 10, as shown Eq. (2)) for PolyU
palmprint database, we carry out the same pattern to compute the recognition
accuracy that each palmprint image is matched with all the other palmprint images,
the calculation pattern and results coincide with [16]. False rejection rate (FRR) and
false acceptance rate (FAR) are used as two evaluation standards, and they are
defined as follows:

FRR = R 100% (17)
A

FAR = A L 100% (18)
NIA

where NEA (Number of Enrollee Attempts) and NIA (Number of Impostor Attempts)
stand for the true matching number and false matching number, respectively; NFR
(Number of False Rejections) and NFA (Number of False Acceptance) are the
number of false rejection and false acceptance.

4.2  Experiment Results

In the proposed fast VO-WRHOG method, the block size ( $X$ ) and divided
orientation number () for the proposed WRHOG are two important factors. Here, the
blocks with different sizes (4x4,8x8 ,16x16,32%x32) and different orientation
numbers (N=4,6,8,10,12) are used to perform some experiments in order to obtain the
optimal parameters for the blurred palmprint database. We found that when the block
size is 16x16 and the orientation number is 12; the EER achieves the lowest value
(0.1324%).

We list the results in table 1 and 2 for results in comparison with other features and
approaches.

Table 1. EER values for different features

Method EER(%)
HOG 1.7068
fast VO-HOG 1.3146
RHOG 1.1979
fast VO-RHOG 0.7532
WRHOG 0.6222

fast VO-WRHOG 0.1324
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Table 2. Comparisons of EERs among reported methods and the fast VO-WRHOG method

EER(%)

Method PolyU palmprint Blurred PolyU palmprint
database database
2DPCA [2] 5.2653 6.5943
LST [9] 2.7208 2.4676
DCT-BEPL [3] 1.9249 1.6173
PalmCode [5] 0.9810 5.2653
FusionCode [6] 0.8156 3.5215
Competitive Code[8] 0.4684 2.0037
RLOC [7] 0.1685 1.1149
fast VO-WRHOG 0.1421 0.1324

From these results in table 1 and 2, we can obtain some conclusions. The EER of
fast VO-WRHOG method can achieve 0.1324% on the blurred database, which is
much lower than the rest of methods. In other words, the proposed fast VO-WRHOG
method can achieve the desirable recognition result for blurred palmprint recognition.

In addition, we should highlight the time-consuming for the proposed method
because we use the fast algorithm in the paper. So the time-consuming 7 for handling
each palm from collection to feature matching can be computed as follows

T=T,+T,+T,+T,, (19)

where T,,, T, Tﬁ, and T}, stand for image acquisition time, ROI acquisition time,
feature extraction time and feature matching time, respectively. The table 3 shows the
time-consuming for each step between VO-WRHOG and fast VO-WRHOG.
According to the table 3, we can calculate the total time-cost of the proposed method
for each palm via Eq. (19) (approximately 1s), which is quick enough to meet the
real-time requirement. It should be noted that although the time-cost of the feature
extraction for each palm has subtle change between VO-WRHOG and fast VO-
WRHOG, the gap for the time-cost is very obvious in a large-scale database. For
example, there are 10000 palmprint images in certain database, the total time-
consuming for the feature extraction is a large gap between VO-WRHOG and fast
VO-WRHOG (1198s VS 345s). Hence, the fast VO-WRHOG method can greatly
reduce the time-cost in the aspects of feature extraction. In other words, the proposed
method can cost down by shortening the time-cost.

Table 3. Time-consuming for each step

Step Time(ms)
VO-WRHOG fast VO-WRHOG
Image Acquisition[5] <1000 <1000
ROI Acquisition[5] 138 138
Feature Extraction 119.8 34.5

Feature Matching 0.059 0.059
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5 Conclusions

In this paper, we have proposed the fast VO-WRHOG method, which can not only
solve the problem of blurred palmprint recognition, but also address the common
problem in the palmprint recognition, such as translation and rotation. The structure
layer of the blurred image, which is obtained by using the fast VO model, is
considered as the stable information through theoretical analysis. Then, the WRHOG
is designed to extract the robust features from the structure layer. In comparison with
the previous high-performance palmprint recognition methods, the proposed fast VO-
WRHOG not only can obtain a more stable recognition result on the different
palmprint databases, but also it can achieve a desirable EER. Also, we add the fast
algorithm to the VO model, making the recognition speed so fast that the proposed
method can extend to the large database.
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Abstract. Incomplete data are often encountered in data sets for clus-
tering problems, and inappropriate treatment of incomplete data will
significantly degrade the clustering performances. The Affinity Propaga-
tion (AP) algorithm is an effective algorithm for clustering analysis, but
it is not directly applicable to the case of incomplete data. In view of the
prevalence of missing data and the uncertainty of missing attributes, we
put forward improved AP clustering for solving incomplete data prob-
lems. Three strategies(WDS, PDS and IPDS) are given, which involve
modified versions of the AP algorithm. Clustering performances at differ-
ent missing rates are discussed, and all approaches are tested on several
UCI data sets with randomly missing data.

Keywords: Incomplete data, AP algorithm, Missing rate.

1 Introduction

Cluster learning is an important research in machine learning. Recently, differ-
ent types of clustering models and algorithms have been developed([1],[2]). When
complex data become the subject of data sources, how to find the hidden class
structures has become an important research both in analysis and engineering
systems. Affinity Propagation(AP) is a relatively new clustering algorithm in-
troduced by Frey and Dueck (2007)([3]), which can handle large data sets in
a relatively short period to get satisfactory results. AP algorithm is superior
to other similar algorithms in terms of processing speed and clustering perfor-
mances. Unlike most prototype-based clustering algorithms, AP does not require
the pre-specified number of clusters and initial cluster centers, which attracts the
attention of many scholars([4],[5],[6]).

With developments of sensors and database technology, the ability to obtain
information and data is growing. However, in practice, many scenarios result in
incomplete data due to various reasons, such as bad sensors, mechanical fail-
ures to collect data, illegible images due to low pixels and noises, unanswered
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questions in surveys, etc. When we apply clustering methods to these data to
explore more information, we are often faced with the problem of incomplete
data, which makes the traditional clustering models inapplicable([7],[8]).

Missing data can be classified into three categories[9]: missing completely
at random (MCAR), missing at random (MAR) and not missing at random
(NMAR). The first two cases also called ignorable missing mechanisms are more
realistic models than the last one. The approaches to deal with incomplete data
include listwise deletion(LD), imputation, model-based method and direct analy-
sis. There is a close relationship between these methods on their implementation.
LD ignores those samples with missing values, which will lose a lot of sample
information. Imputation and model-based methods usually assume that the data
are missing at random, then substitute the missing value with an appropriate
estimate in order to construct a complete data set. However, it takes a long time
to do the imputation, and these techniques are also prone to cause larger estima-
tion errors as dimensionality and incompleteness increase. EM algorithm[10] is
a commonly used iterative algorithm based on maximum likelihood estimation
in missing data analysis. When there is a large number of clusters variables that
the current statistical imputation method is limited in the application due to
the robustness and implementation difficulties etc.

The current research on missing data problems in machine learning mainly
focuses on model-based methods and direct analysis. Direct analysis can improve
performance through improved clustering models. Despite the lack of clustering
data everywhere, there is no available principle method to the clustering of
variables with missing data. Neither statistical methods nor machine learning
methods for dealing with missing data can not meet the current actual needs.
Various methods for handling missing data still need to be further optimized.
There is few research on direct modeling method without the prior imputation
for missing data.

The existing research on improved methods for unsupervised clustering mod-
els mainly concentrates on the fuzzy C-means clustering (FCM) algorithm[11].
In 1998, imputation and discarding/ignoring were proposed to handle missing
values in FCM[12]. In 2001, Hathaway and Bezdek[13] proposed four strategies
to continue the FCM clustering of incomplete data and proved the convergence
of the algorithms. In addition, Hathaway and Bezdek (2002)[14] used triangle
inequality-based approximation schemes(NERFCM) to cluster incomplete rela-
tional data. Li et al.[15] put forward a FCM algorithm based on nearest-neighbor
intervals to solve incomplete data. Zhang et al.[16] introduced the kernel method
into the standard FCM algorithm.

FCM algorithms are sensitive to the initial centers, which makes the cluster-
ing results with great uncertainty. Especially when some data are missing, the
selection of the initial cluster centers becomes more important. To address this
issue, we consider the AP algorithm, which does not require initial cluster centers
and the number of clusters. AP does not require a vector space structure and
the exemplars are chosen among the observed data samples and not computed
as hypothetical averages.
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The remainder of this paper is organized as follows. Section 2 presents a
description of AP algorithm. Three strategies for solving AP clustering of in-
complete data sets are given in section 3. We present experimental results for
UCT data sets in section 4. Finally, some remarks are given in section 5.

2 AP Clustering Algorithm

AP algorithm and k-means algorithm have the same objective function, but there
are some differences in the principle of the algorithm.

AP is a clustering algorithm based on the nearest neighbor information. With
similarity matrix of the data as input, all the samples are regarded as potential
clustering centers in the initial stage of the algorithm, while each sample point is
considered as a node in the network. Attraction information transmit along the
node connection recursively until the optimal set of class representative points
is found (representative point must be the actual point of the data set, called the
exemplar), so as to maximize the sum of the similarity that all the data points to
the nearest representative point. Among them, the attraction information is the
degree that the data point is suitable to be selected as the class representatives
of other data points.

The mathematical model of AP algorithm:

Let the data set X = {x1,22..., 2N}, Vz; € R. There are some relatively close
clusterings in the feature space. Each data point only corresponds to a cluster,
and zc(;) (1 < C < N) represents the exemplar for given z;. Clustering error
function is defined as follows

N

J(C) =Y d*(wi,zcnm). (1)

i=1

The goal of AP is to find the optimal exemplar set by minimizing the clustering
error function

C* = argminlJ(C)]. (2)

Firstly, AP simultaneously considers all data points as potential exemplars,
then establishes the attractiveness information between each sample point and
other sample points, i.e., the similarity between any two sample points.

The similarity can be set according to the particular research questions,
mainly including similarity coefficient function and distance function. In tradi-
tional clustering problems, similarity is usually set as the negative of Euclidean
distance squared

s(iyj) = —d* (s, x5) = — ||lvi — x5l5 i # J, (3)

where s(i, ) is stored in a similarity matrix S, representing the suitability that
the data point z; is the exemplar of the point ;. The bias parameter s(4, 7) is set
for each data point, which is greater, the more possible that the corresponding
point is selected as the exemplar. Algorithms usually assume the same possibility
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that all sample points are selected to be the exemplar, that is to set all the s(i,%)
for the same value P. Under normal circumstances, set P as the similarity mean
of the similarity matrix (median(s(i, 7)), @ # j).

In order to select the appropriate clustering center, AP is constantly search-
ing for two different information: responsibility and availability. when meet the
termination conditions, algorithm ends.

As a common and effective clustering algorithm, AP clustering algorithm
is applicable to the case of complete data similar to the traditional clustering
model. To date, no AP algorithm with incomplete data has been available. We
propose three strategies for solving the problem by changing the similarity in
the next section.

3 AP Clustering Algorithm with Incomplete Data

In view of the prevalence of missing data and the uncertainty of missing at-
tributes, we select the exemplars using information transmission mechanism of
AP, and the strategies for doing AP clustering with incomplete data sets are as
follows

1 Whole Data Strategy(WDS)

If the proportion of incomplete data is small, then it may be useful to simply
delete all incomplete data and apply AP to the remaining complete data. We
will refer to this as whole data strategy(WDS), which is divided into WDS1 and
WDS2 depending on whether the properties of the original data set are consid-
ered. WDS1 deletes throughly the samples containing the missing data, a new
complete data set is formed by the remaining samples (non-missing data), which
is the input of AP. WDS2 considers all the samples whether attribute values
are missing, using AP clustering for the complete data set as WDS1, samples
containing missing data are automatically classified into one of the clusters, and
they are classified into cluster 1 in this paper.

For example, there are two samples x; = {1,7,3,4,?} and z; = {3,4,7,6, 7},
1<i<j < N, then X1 = {1‘1,...,J}i_l,.’L‘Z‘J’_l,...,.’I,‘j_l,.’I,‘j+1,...,.’L‘N}. WDS-
AP directly computes the similarity matrix of X1 by equation 3 as the input of
AP, in which the number of samples is N-2 and N respectively in WDS1 and in
WDS2. That is, x; and x; are discarded in WDS1-AP, and classified into cluster
in WDS2-AP.

WDS1 is the idealized case, it will not directly provide cluster membership
information for all samples. WDS2 is the more realistic case, in which information
of all samples considered.

2 Partial Data Strategy(PDS)

The second approach to AP with incomplete data is based on the partial
distance, which is called partial data strategy(PDS). It consists of calculating
partial (squared Euclidean) distances using all available (i.e., nonmissing) feature
values, and then scaling this quantity by the reciprocal of the proportion of
components used. That is, we will only calculate the data on the dimension of
observation data, and a similarity matrix of AP algorithm is formed using the
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distance between each point and exemplar. For example, there are two samples
x1 ={1,7,3,4,7} and z3 = {3,4,7,6,7}, then the distance between two points
is as follows

D=l —mli=, " [0-37+@-67. (4)

When z, and z, are incomplete, the distancel||z, — xb||§ cannot be directly
obtained, it can be handled as follows

M

M
2
20 = 2lly = | 3 di(ag,0)" %, (5)
j=1
where
Oa (1_ma’)(1imb’):03
dj (Taj, ;) = d ! ! (6)
N(Zaj, Tvj), others
AN (Taj, Tj) = |Taj — Tuj] (7)
1 o
- {0, xw ?s mISSIH:g . (8)
, Xj; 18 not missing,

where 1 < j < M,1 < i < N. dj(zq;,sj) represents the distance on the
jth attribute between the two samples. w is the feature dimension that the two
samples are both not missing, M is the dimensions of all feature. m;; is indicator
function to explain whether the variable is missing.

As the input of AP, similarity matrix of X can be calculated by equation 5.
Then the two informations update alternately, which are both zero in the initial
stage, and the update process of which as follows

T(Za]) A S(Za]) - max[a(iaj,) + S(’i,j/)], (9)

rgéir_l{(),r(j,j)+ > maX[O,r(i’,j)]} i# ]
o)

i) { 7 i
>~ max(0,r(i', j)] i=j.
2

To avoid the numerical oscillation, the damping factor A is introduced as
follows
R, = (1 — )\)RZ + AR;_1 (11)
A= (1= NA; + N4, 1.
3 Inproved Partial Data Strategy (IPDS)

M
) = dj(aj,0;)*

Inmost of the cases standardized Euclidean distance ||z, — ap|]; = '~
gives better performance than the Euclidean distance. The calculation of standard
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deviation(d) is not easy when some data are missing. So we introduce the Weighted
Euclidean distance based on the range of feature values.

The range of the variable on each dimension is considered on the basis of the
second approach, then a similarity matrix is formed. We reformulate Equation
7 as Equation 12 by introducing a weight in which the maximum and minimum
are considered.

|Taj — 5]
max(z;) — min(z;)’

AN (Taj,2v5) = (12)

where, maz(z;) and min(z;) are the maximum and minimum of the observa-
tion data when there is missing data. Other parameters are the sane as strategy
2. When z, and z; are incomplete, the distance ||z; — xjH; can be handled by
formula 5, where dy (245, xp;) is calculated by Equation 12. The similar weights
obtained by above calculation, then AP clustering algorithm can be adopted to
solve the clustering problem with incomplete data.

Preference P is a very important parameter for AP especially when the data
is incomplete. It determines the clustering number, it also exercises an crucial
influence over AP convergence rate. Through a lot of studies and experiments,
it shows that better experiment result can be gained when P is in the range:
median(s)*27° ~ median(s)*2°, where median(s)=(median(s(i, j)), i # 7). In
the iterative, we restrict P in the interval [median(s)*2°, median(s)*275].

4 Simulation Analysis

In order to test the proposed clustering algorithm, we compare the proposed
WDS1, WDS2, PDS and APDS of AP using artificially generated incomplete
data sets. The scheme for artificially generating an incomplete data set X is
to randomly select a specified percentage of components and designate them
as missing. The random selection of missing attribute values is constrained so
that(Hathaway and Bezdek 2001)[13]

(1)each original feature vector z retains at least one component;

(2)each feature has at least one value present in the incomplete data set X.

At least one dimensional data exists for each vector data, and at least one or
more data exist for each dimension. That is, the data in each row are not empty,
each column of data cannot be null.

In the following experiments, we tested the performance of proposed algorithm
on commonly used UCI data sets: Iris, Seeds and WDBC, which are taken from
the UCT machine repository [17], and often used as standard databases to test
the performance of clustering algorithms.

According to the characteristics of the Iris as the data source, the Iris data
contains 150 four-dimensional attribute vectors, which include petal length, petal
width, sepal length and sepal width. The Iris data set contains three kinds of
plant(Setosa, Versicolor and Virginica), each containing 50 vectors.

The Seeds data set comprised kernels belonging to three different varieties of
wheat: Kama, Rosa and Canadian, 70 elements each. The Seeds data contains
210 7-dimensional attribute vectors, which include area, perimeter, compactness,
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length of kernel, width of kernel, asymmetry coefficient and length of kernel
groove.

The Wisconsin Diagnostic Breast Cancer (WDBC) data set comprises 569
samples, and for each of the samples, there are 30 attributes. The individuals
are divided into two groups(malignant and benign).

To test the clustering performance, the clustering results of WDS1-AP, WDS2-
AP, PDS-AP and IPDS-AP are compared. For the three data sets, damping
factor A = 0.7, decreasing step of preferences pstep = 0.01, max iteration time
nrun = 2000, convergence condition nconv = 100. Fowlkes-Mallows index[18]
is used to measure the clustering performance based on external criteria. The
larger the FM value is, the better the clustering performance is.

Aveaged FM of 30 trials using incomplete Iris data set

Fowlkes—Mallows index

—&— WDS1
—+— WDS2
% - PDS
< IPDS

0 5 10 15 20 25
missing percentage

Fig. 1. Aveaged FM of 30 trials using incomplete Iris data set

Because missing data was randomly selected, different tests lead to different
results. To eliminate the significant variation in the results from trial to trial,
Tables 1, 2, and 3 present the averages obtained over 30 trials on incomplete Iris,
Seeds and WDBC data sets. The same incomplete data set is used in each trial for
each of the three approaches, so that the results can be correctly compared. As
shown in Figurel, it demonstrates the clustering performances(aveaged Fowlkes-
Mallows index) for WDS1, WDS2, PDS and IPDS using incomplete Iris data set.
WDSI is always the best performer except for the 5% cases of incomplete Iris
data set, where IPDS gives suboptimal solutions.
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Table 1. Aveaged results of 30 trials using incomplete Iris data set

Misclassification number %Misclassification ratio FowlkesCMallows index

Y% miss
WDS1 WDS2 PDS IPDS WDS1 WDS2 PDS IPDS WDS1 WDS2 PDS IPDS

0 14 14 14 14 9.33 9.33 9.33 9.33 0.8365 0.8365 0.8365 0.8370
5 1565 199 16.0 14.1 11.89 12.67 11.33 9.33 0.8165 0.7752 0.8232 0.8407
10 14.0 23.8 169 16.3 10.33 15.89 11.24 10.87 0.8258 0.7324 0.8176 0.8216
15 13.0 273 181 16.7 10.10 18.22 12.04 11.11 0.8278 0.6948 0.8097 0.8191
20 12.5 309 21.5 17.6 10.25 20.64 14.33 11.71 0.8266 0.6625 0.7865 0.8129
25 11.9 344 22.0 19.0 10.16 22.93 14.67 12.67 0.8288 0.6320 0.7736 0.8004

Table 2. Aveaged results of 30 trials using incomplete Seeds data set

S Misclassification number %Misclassification ratio FowlkesCMallows index
WDS1 WDS2 PDS IPDS WDS1 WDS2 PDS IPDS WDS1 WDS2 PDS IPDS

0 23 23 23 22 10.95 10.9510.95 10.48 0.8068 0.8068 0.8068 0.8095
5 21.9 281 30.8 23.3 10.94 13.37 14.68 11.10 0.8070 0.7660 0.7632 0.8003
10 20.5 34.5 30.5 24.4 10.83 16.44 14.52 11.63 0.8074 0.7164 0.7576 0.7924
15 19.7 39.1 32.2 25.0 10.86 18.63 15.35 11.90 0.8074 0.6844 0.7433 0.7888
20 18.8 44.8 36.0 25.2 10.95 21.32 17.14 12.02 0.8061 0.6467 0.7385 0.7862
25 18.1 49.5 38.5 26.3 10.14 23.57 18.32 12.52 0.8027 0.6186 0.7315 0.7791

%mis

Table 3. Aveaged results of 30 trials using incomplete WDBC data set

Misclassification number %Misclassification ratio FowlkesCMallows index

Y% miss
WDS1 WDS2 PDS IPDS WDS1 WDS2 PDS IPDS WDS1 WDS2 PDS IPDS

0 83 83 83 44 15.59 15.59 15.59 7.73 0.7915 0.7915 0.7915 0.8707
5 842 981 99.0 44.8 15.55 17.2317.40 7.87 0.7828 0.7601 0.7656 0.8689
10 78.0 106.0 99.9 45.5 15.13 18.63 17.55 8.00 0.7870 0.7370 0.7720 0.8671
15 749 115.6 103.3 46.3 15.29 20.32 18.15 8.14 0.7848 0.7185 0.7648 0.8653
20 70.6 120.7 95.3 46.8 15.14 21.22 16.74 8.22 0.7870 0.7127 0.7616 0.8643
25  68.8 130.5 97.3 48.8 15.58 22.94 17.09 8.58 0.7843 0.6971 0.7708 0.8596

In the three tables, the optimal solutions in each row are highlighted in bold,
and the suboptimal solutions are underlined.

From Tables1, 2, and 3, WDS and PDS reduce to regular AP for 0% missing
data. The results of IPDS are better on Seeds and WDBC data sets. For other
cases, different methods for handling missing attributes in AP lead to different
clustering results. With the growth rate of missing data, the misclassification
number and ratio of WDS2, PDS and IPDS are increased, FM is decreased.

In terms of misclassification ratio, WDS1 is always the best performer for
incomplete Iris and Seeds data sets, where IPDS gives suboptimal solutions.
IPDS is always the best performer for incomplete WDBC data set, where WDS1
gives suboptimal solutions. Although the results of WDS1 are mainly the optimal
solutions, which is at the expense of all the missing data as a precondition, it
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is unreasonable because of discarding all the samples containing missing data.
The samples of the data set generally should be considered. The results of WDS
are the worst if all samples of the data set are considered seeing the results of
WDS1 and WDS2. The above experimental results imply that IPDS is the best
among the three strategies for solving AP clustering of incomplete data.

Conclusion

In this paper, we considered three strategies for solving AP clustering of incom-
plete data sets. An important implication of our numerical experiments is that
although the simple approach of deleting incomplete data (WDS-AP) works well
if the information contained in the samples with missing data can be ignored,
other approaches are generally superior if a larger proportion of data is missing.
IPDS provides the highest accurate in the case of maximally incomplete data
sets.

The three strategies are simple and easily implemented methods which directly
deal with incomplete data set using AP algorithm. If we are rich in resources and
do not consider the samples containing missing data, WDS1-AP can be selected.
If the samples containing missing data can not be ignored, IPDS-AP can be
selected to cluster the incomplete data sets. In the future, our work will focus
on the selection of P and the damping factor A with theoretical basis, and the
improvement on the similarity measurement of AP when the missing percentage
is large, which will be helpful to solve clustering problems with various missing
percentages.
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toral Program of Higher Education (No. 20120002110035, No.20130002130010)
and Natural Science Foundation of China (No. 61273233).
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Abstract. Computer vision technology has wide application value in daily life
and industrial production. Camera calibration is the base of computer vision
technology, which is the key and necessary step to get three-dimensional spatial
information from a two-dimensional image. In the paper, the geometric
parameter of camera is considered as the research object. Firstly, the relationship
model of camera calibration is established and used to unify the world coordinate
system, the camera coordinate system and the image coordinate system. It takes
the image pixel point as the optimization goal, then a differential evolution
combined with particle swarm optimization algorithm is proposed to calibrate
camera. Experimental simulation results show that the improved algorithm has
good optimization ability and used for camera calibration has validity and
reliability.

Keywords: camera calibration, intrinsic parameter, external parameter,
differential evolution, particle swarm algorithm.

1 Introduction

Camera calibration is the base of computer vision technology, which is the key and
necessary step to get three-dimensional spatial information from a two-dimensional
image [1]. Currently, the theory of camera calibration is already very mature and there
are many calibration methods proposed. The basic methods of camera calibration can
be divided into the traditional camera calibration methods and the camera
self-calibration methods [2-3]. The traditional calibration method has a high calibration
precision, but need specific calibration reference substance. The self-calibration
method does not rely on calibration reference substance, but the calibration results are
relatively unstable. Tsai [4] proposed a most common two-step calibration method,
which can effectively obtain the most of camera parameters. Zhang [5] proposed a
camera calibration method based the planar template, which is flexible and very simple.
Ma [6] proposed a self-calibration method based on active vision. The calibration
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method is simple and can get linear solution, but which used inflexibly and has a high
cost. With the developing of the intelligent algorithms, many algorithms are applied to
camera calibration. Deep et al. [7] presented a camera calibration method based on
particle swarm optimization and can solve the camera parameters very well. Tian et al.
[8] presented a camera calibration method based on BP neural network, which raises
the camera calibration precision and robustness. But the limitations of these intelligent
algorithms are unable to find the optimal solution and also increase the complexity of
the calibration. So some simple stable and efficient algorithms are looked for applying
to camera calibration, which has the very important research significance.

This paper is devoted to use particle swarm optimization and differential evolution
algorithm for camera calibration technology research. Particle Swarm Optimization
(PSO) [9] is proposed by Kennedy and Eberhart, which is a kind of global random
search algorithm based on swarm intelligence. It has less adjustable parameters and has
better ability of global optimization. Differential Evolution (DE) [10] is proposed by
Stron and Price, which is a kind of global random search algorithm based on real
parameter optimization problem. It has fast convergence speed and good robustness. In
view of the characteristics of the two algorithms and combining to avoid the defect of
particle swarm algorithm which is easy to fall into local optimum, then which can be
used for camera calibration technology research.

2 Camera Calibration Model

The camera imaging model is the basis of camera calibration. When determined the
imaging model, the camera internal and external parameters and solving methods can
be determined [11]. Assuming a three-dimensional point of the world coordinate is
(x,» v,-2,) » @ahomogeneous coordinate of the camera coordinate systemis (x,,y,.z.) ,
two-dimensional image pixel coordinate is (u,v) , the camera imaging relationship as
follows.

(I') The transformation between the world coordinate system and the camera
coordinate system

Xe Xy Xw
Ve - R3><3 T3><l Yw - MR‘T Yw (1 )
Ze 0 1 Ly Ly

1 1 1

According to the relationship of rotation matrix R and translation matrix 7 , the
coordinate transformation between the two coordinate systems can be realized.

(II') The transformation between the camera coordinate system and the image
coordinate system

The ideal perspective projection transformation under pinhole model is established

as follows: X

x 000
yl=—|0 f 0 o] )
1 010Z1f
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(x,y)' is the homogeneous coordinate of the image physical coordinate system. The
transformation between the image physical coordinate system and pixel coordinate
system is expressed as:

u 1d, 0 uyfx
vi=| 0 1/ d, vy 3)
1 0 0 1|1

u, and v, are the intersection coordinate between the optical axis center and image
plane. From (2) and (3), the transformation between the camera coordinate system and
the image pixel coordinate system is expressed as:

X

u ll/dx 0 ulf 0 0 0] ° lf/dx 0 u O]
vl==| 0 yd, w[o £ o o| == o f/a, v 0| @
1l o o 1]o o 10> * o 0 1 of«

(IIT) The transformation between the world coordinate system and the image
coordinate system

According to the transformation relationship between the above coordinate systems,
from (1) and (4), the final camera imaging model is expressed as:

‘xW 'xW
u fi 0 ¢ O R T
2|v|= 0 fv c, 0 3x3 3x1 || Yw :AMRT Yy (5)
X ) 0 1 ZW ’ ZW
1 0O 0 1 O
1 1

Where f, = f/d, and f, =f/d, are respectively the camera image plane scale
factor of horizontal axis x and vertical axis y. ¢, and ¢, arerespectively the offset
of horizontal direction and vertical direction between the camera center and optical
axis. Calibrated camera internal parameter is mainly solving these four
parameters (fx, 'v,cx,cv). A is the camera internal parameter array, My, is the
camera external parameter array. They represent the basic relationship between the
two-dimensional image coordinate and three-dimensional world coordinate, which can
determine the camera calibration model.

3 Algorithm Design and Application

3.1 Differential Evolution Particle Swarm Optimization

DE and PSO algorithm are based on the evolution of population, because of its own
superiority, which has been successfully applied in many optimization problems
[12-13]. Because there are some shortcomings of PSO, this paper proposes a kind of
algorithm based on differential evolution particle swarm optimization (DEPSO). The
mutation, crossover and selection of DE are introduced into the PSO. The mutation and
crossover operation are adopted in each iteration, which can maintain the diversity of
population particles and select the optimal particle of each iteration to the next iteration.
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It can improve the convergence of the algorithm and prevent the particles into
premature convergence [14].

Assuming population size is N and each individual has a D-dimensional vector, the
location target vector and speed test vector are respectively represented as
X, = (%%, x5 ) and V, = (v, v, ), i=12,---,N . The initial population is

S={X,.X,.---, Xy }. The PSO renewal equations of speed and position are expressed as
follows:

vEr =k 4 cyrand ( )(pbest —xk )+ cyrand ( )(gbest - xllf,) ©6)

xbt =k v @)
The each target vector individual of G generation is represented as X, ;. In the
paper, the mutation operator of DE is often used as shown below:

Vi =X%16 T F(xr'Z,G - xr3,G) (8)

From (8), the mutation mechanism is introduced into the particle swarm iteration
computation, which generates mutation after each iteration and prevents particle swarm
premature into local optimum.

In order to increase the diversity of population, the crossover operation is
introduced. The test vector V, and the target vector X, are permeated to achieve the
purpose of improving the population global search ability. Assuming the cross vector is
represented as U, = (i;,u;,,-+-;,) . The crossover operator is expressed as:

9)

ViG> (m”dj < CR) or (j = jrand)
PG XjiG. else

Where j=12,-,N, j..€[LN]. CR is a cross control parameter and general
value is between [0, 1]. If the value is greater, which generates the probability of
crossover is greater and the diversity of population is better.

According to the above mutation and crossover, the candidate individual U, is
evaluated by fitness function and decided whether to select the new generation
individual. The select operator is expressed as:

Ui » f(ui,G)S f(xi,G)
XiG+1 = { (10)
X, else
It is assume that the optimal value of objective function is the minimum value which
is the fitness evaluation standard for select operation. The optimal individual is chose in
each iteration and able to achieve optimization purpose.

3.2  Algorithm Application

According to the analysis of the camera model, the camera parameters are used as the
optimization goal. The DEPSO algorithm is applied to solve the camera calibration.
Then on the basis of the solved parameters, the image two-dimensional coordinates can
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be obtained. The application process of particle swarm optimization based on
differential evolution is as follows:

Stepl Population initialization: it randomly generates the position and speed of N
particles within the allowed scope, and sets the upper and lower limit of particle
velocity.

Step2 Selecting fitness function: the objective function is considered the distance of
obtained pixels and actual pixels, which is used as the fitness evaluation standard and
calculated to get the individual extremum and global extremum of the initialization
population. Fitness function is expressed as:

f=mini\/(ui—xi)2+(vi—yi)2 (11D
i=1

Step3 Renewing population: according to Eq.(6) and (7), the speed and position of
each particle are renewed.

Step4 Selective renewal: using the selection strategy of differential evolution, the
fitness of the renewed particle is compared with the fitness of particle before renewing,
and choosing high fitness particle to update location.

Step5 Crossover operation: increasing diversity of the population and ensuring that
the excellent individuals have a high fitness.

Step6 Mutation operation: according to comparing fitness value, the low fitness
individuals are generated mutation with greater probability, which is beneficial to
produce excellent model and guarantee the existence of superior individuals. Thus a
new generation of excellent population is forming.

Step7 Renewing the population extremum: according to the fitness value of a new
generation population, renewing the individual extremum and global extremum of
population.

Step8 Determining whether the termination condition is satisfied: if it reaches the
maximum number of iteration, then the end of the loop and output results, otherwise go
to step3 to continue iteration.

4 Experimental Analysis

In order to verify the application performance of the proposed algorithm, taking a
company visual identification project as application background. The calibrating
camera for experiment is the ARTCAM-150PIII CCD camera of ARTRAY Company,
Japanese Seiko lens TAMRON 53513, the effective pixel is 1392x1040. To ensure the
fairness of contrast, the experiment is carried out on Windows XP system platform,
clocked at 2.67GHz, RAM is 2.00GB and the development environment of Matlab.
Unified setting particle population size N is 30, the maximum number of iteration is
1000 and 100 times continuous optimization.

The calibration image used for experiment is the classic black and white chessboard
whose size is 8x10, namely 80 corners. According to the camera internal and external
parameters, solving all the geometric parameters will need at least two perspective
images. In order to ensure the convergence and accuracy of the camera parameters, the
camera calibration chooses 10 calibration board images of different perspective in the
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paper and the corners are considered as calibration points. This paper proposed the
algorithm is used for camera calibration and compared with the planar pattern
calibration method of Zhang Zhengyou which is the most widely used method at
present. In view of the different visual angles, the camera external parameters are
uncertain. So only the camera internal parameter is calibrated in the paper, calibration
results are shown in Table 1.

Table 1. Camera parameters calibration results

Parameters DEPSO DE PSO Zhang

£, (pixels) 3580.468994 3585.466215 3588.167245 3590.147217
f, (pixels) 3620.209961 3624.256194 3627.341156 3628.451172

¢, (pixels) 597.373413 600.623577 600.551365 602.444153
¢, (pixels) 249.571625 251.239451 251.276542 252.145920

As shown in Table 1, it can be seen that the experimental simulation results are close
to the calibration result of Zhang Zhengyou and the relative error is small. It is show
that the algorithms used for camera calibration is feasible. According to the model
transformation relationship, using the calibrated camera parameters and the
three-dimensional space coordinates (x,,,y,,z,) to solve the corresponding
two-dimensional image coordinates (u,v), and which are compared with the actual
image coordinates (17 v ) obtained by the image processing. Then it can verify the
validity and accuracy of the calibration method results. Experiment is basis on the
visual identification project and 10 groups of the actual measured data are randomly
selected to contrast, the verification results are shown in Table 2.

Table 2. Validity verification results

X, Vi Zy u u |u —u| v v |v —v|

(mm) (mm) (mm) (pixels) (pixels)  (pixels)  (pixels) (pixels)  (pixels)
-10.5 420 126 563.5468 563.4729 0.0739 484.4662 484.5679 0.1016
-31.5 420 147  368.1478 368.1244 0.0234 276.8552 276.6524  0.2027
10.5 420 147 773.9859 774.0655 0.0795 274.4552 2744674 0.0122
-17.5 420 133 504.3714 504.4749 0.1034 412.2836 412.3035 0.0198
17.5 420 140  842.4265 842.5655 0.1389 342.3060 342.1068 0.1992
-3.5 420 119  640.1724 640.2547 0.0822  547.5030 547.5612 0.0581
-31.5 420 112 370.5156 370.3410 0.1746 616.4668 616.4727 0.0059
24.5 420 98 9129185 912.7060 0.2124 748.3865 748.3856  0.0009
10.5 420 133 774.6569 774.7635 0.1066 410.9766 410.8161 0.1605
3.5 420 105  708.0079 708.2405 0.2325 682.8162 682.8112 0.0050
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From Table 2 contrasting analysis results show that the derived image coordinates
have a very small difference comparing with the actual image coordinates. Then it is
show that this calibration method has good reliability and stability. In terms of the
objective function f,, as the evaluation object, the object mean of all images pixel
coordinates are calculated and compared with the other calibration methods.
Comparison results are shown in Table 3.

Table 3. Comparison results of the object mean

Object mean DEPSO DE PSO Zhang

Soj (pixels) 0.167186 0.261793 0.305274 0.327475

The comparison results in Table 3 show that the object mean which is solved by the
algorithms in the paper is less than the Zhang Zhengyou method result. Differential
evolution combined with the particle swarm optimization can effectively avoid falling
into local optimum. It is show that the application of the DEPSO algorithm has a better
optimization effect and calibration results have a higher precision. Comparing the
above experiment results show that using the differential evolution particle swarm
optimization has good feasibility and reliability for camera calibration.

5 Conclusions

Camera calibration has a very important position in the computer vision and is the basis
of developing the other aspect research. Then what methods can be used to calibrate
camera more accurate, which has become the current center problem of the camera
calibration research. Based on actual project as the background in this paper, the
relationship model of camera calibration is established and the differential evolution
particle swarm optimization is used to calibrate camera parameters. The simulation
results show that the algorithm is feasible and effective, which has a simple operation
and good optimization ability. Currently, there are many methods proposed for camera
calibration, the application of intelligent learning algorithm is a very good research
direction.
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Abstract. A method of fault diagnosis based on support vector machine trained
by the improved shuftled frog leaping algorithm (ISFLA-SVM) is proposed to
promote the classification accuracy of the wind turbine gearbox fault diagnosis.
Because the parameter selection for penalty factor and kernel function in
support vector machine (SVM) have a great impact on the classification
accuracy, we may use the improved shuffled frog leaping algorithm to select
excellent SVM parameters, use the optimized parameters to train machine.
Then three groups of data in UCI are used for performance evaluation. Finally
ISFLA-SVM model will be applied to the wind turbine gearbox fault diagnosis.
The result of the diagnosis indicates that the common fault of wind turbine
gearbox can be exactly identified by this method.

Keywords: gearbox, shuffled frog leaping algorithm, support vector machine,
fault diagnosis, optimization, accuracy.

1 Introduction

Gearbox is an indispensable key component of wind turbine, its main function is
passed the dynamic which is generated by wind wheel under the action of wind to the
generator and make the generator get corresponding speed [1]. For the wind turbine
installed in a high tower, once the gear box failure, the maintenance cost will be high.
According to Spanish EHN company data statistics, gearbox is one of the highest
failure rate components for the wind turbine. Therefore, strengthening the on-line
monitoring and fault diagnosis for gearbox plays a decisive role in reducing repair
costs and improving the recovery efficiency of wind turbine.

Support vector machine (SVM) based on the statistical learning theory can not only
maximizing discover the hidden classification knowledge in the data, but also solved
some problems such as small sample learning, high dimension in machine learning.
From the generalized point of view, SVM is more suitable for wind turbine gearbox
fault diagnosis. At present, the parameter selections of SVM are still no specific rules
to follow. In recent years, researchers are constantly use new intelligent optimization
algorithm to SVM parameters optimization. Literature [2] proposed the improved
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PSO which was applied to the SVM parameter optimization for fault diagnosis of
transformer. Literature [3] proposed the simulated annealing algorithm which was
applied to SVM parameter optimization for mid-long term load forecasting .The more
optimal parameters are acquired to use these methods, but they are also easy to fall
into local optimization and the iterations are large and they are time-consuming.

Shuffled frog leaping algorithm (SFLA) was emerging in 2003, there is no
literature in gearbox fault diagnosis to be investigated. In view of the fault problems
of the gearbox, a method of fault diagnosis based on SVM trained by improved
shuffled frog leaping algorithm (ISFLA-SVM) is proposed. The improved SFLA
(ISFLA) algorithm can adjust the balance between global and local search capabilities
suitably and find the optimal values of SVM parameters. Firstly this paper puts
forward ISFLA, and then use three groups of data in UCI for performance evaluation,
finally gearbox fault diagnosis model will be applied to the wind turbine gearbox fault
diagnosis and come to a conclusion.

2 The Improved SFLA and Its Performance Analysis

2.1  Shuffled Frog Leaping Algorithm (SFLA)

An initial population of F frogs is created randomly for a d dimensional problem. A
frog i is represented by d variables and the i frog indicated asX; = (x;q, Xi2, -, Xiq)-
Frogs are sorted in descending order based on their fitness values, and write down the
global best individual X,, then the entire population is divided into m meme groups.
Within each meme groups, frogs with the best and the worst fitness are identified as
Xpand X,,.To improve the worst solution, perform the local search.

For the basic rules of SFLA known the update formula is:
SZT*(Xb— w) €Y
X\:v =Xy +S, ||S|| < Smax (2)

Where, r is a random number between 0 &1, S,,,,,1s the maximum step size, S is the

step of worst frog.

2.2 Improved SFLA (ISFLA)

(1) Rand function can’t guide the frog forward to the optimum direction. Through
verification, in the early evolution, to some extent increase the local search ability of
SFLA, can expand the search scope, in the middle and later of evolution, reduce the
local search can escape from local optimal solution. According to the simulation
experiment, the literature [4] shows that the logarithmic function is more suitable for
the mobile factor, so this article will take the logarithm function as adaptive mobile
factor.

et = lOgN t,t = 1,2, ...,N (3)
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In the formula, 8, on behalf of adaptive mobile factor, N on behalf of the times of
each meme groups searched.

(2) SFLA is easy to fall into local optimal solution. In this article, join the mutation
operation to the SFLA global search process, carrying out random mutation for F frogs.
This can greatly increase the diversity of population, prevent SFLA into local optimum.

Get a number between(0,1)randomly, if greater than 0.5, variate the frog,
procedure is as follows:

h = ceil(2 * rand);
if h == p(i,h) = 20—1) *rand + 1(i = 1,2, ..., F)
if h == 2 The new initialization of p(i, h)

If less than 0.5, the frog will not change.

(3) The bigger parameter ¢ of SVM will lead to over learning state. We join the
threshold limit to the frog individual update. If both the iterative optimal value minus
the global optimal value is less than a certain threshold ( §) and the value which is on
behalf of the ¢ less than the value which is on behalf of global optimal frog ¢ ,
assuming the frog first dimensional x;; on behalf of c. If formula (11) (12) satisfied,
the global optimal value and the global optimal solution replaced by that iterative
optimal value; Else, not for the update operation.

fitness(i) — X,_fitness < & 4)

p(i,1) < X, (i, 1) (5)

3 The SVM Model Based on ISFLA

3.1  Using ISFLA Choose the Best ¢ and g Parameters for SVM

The fitness function defined in this paper is the classification accuracy achieved by
the class test that SVM deals with the test data. The optimization procedure is as
follows:

The first step: to determine the fitness function in the sense of CV.

The second step: the initialization of meme groupsm, frog number of each group
v, local search N, global iteration number G,,,, and the relevant parameters of
SVM.

The third step: calculate the fitness value.

The fourth step: divide the frog individual into m meme groups.

The fifth step: for each meme group, perform local search N times.

The sixth step: when the local search is completed, fitness scaling.

The seventh step: To judge whether meet the termination conditions or not, if meet,
output the global optimal solution and the individual of optimal solution; otherwise,
return to the third step and recount.
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3.2  Simulation Experiment

The experiment uses Transformer Faults, Breast Cancer, Wine, three data sets of the
UCI database (Table. 1) to do the simulation test. Transformer Faults data set for 5
class classification problems, containing 33 samples, each sample has 3 properties;
Breast Cancer data set for 2 class classification problems, there are 569 samples, each
sample has 10 attributes. The Wine data set for 3 class classification problems, there
are 178 samples, each sample has 13 attributes.

Table 1. UCI standard data set

Data sets Training sample Test sample
Transformer Faults 23 10
Breast Cancer 300 269
Wine 89 89

ISFLA parameter setting: v =10,m =10, N =5, Gpax = 20. The IPSO[5]
parameter setting: c1=1.5, c2=1.7, maxgen=200, sizepop=20.

In order to verify the effectiveness of improved shuffled frog leaping algorithm
process and prevent random optimization results, compare ISFLA with SFLA, and
algorithm of each case is independently operated 30 times. From the Fig. 1 we can see
that the optimization effect of ISFLA is obviously better than the SFLA. ISFLA both
for Breast Cancer data sets of multiple Transformer Faults data and for less data set
all achieved good optimization results. The optimization effect is stable. So it proves
the validity of ISFLA.

Fitness curve Fitness curve Fitness curve
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Fig. 1. Average iterative curve of classification accuracy

In order to verify the classification performance of ISFLA-SVM, compare
ISFLA-SVM with SFLA-SVM, IPSO-SVM (Improved PSO, IPSO). What can be
seen from table.2 is that ISFLA-SVM and IPSO-SVM have the same classification
accuracy for Transformer Faults which is higher than that of SFLA-SVM. For the two
classification problems of Breast Cancer data, the classification accuracy of
ISFLA-SVM is higher than IPSO-SVM and SFLA -SVM classification accuracy. For
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three classification problem of Wine data, ISFLA-SVM only misclassifies a set of
data. It can be concluded that ISFLA-SVM can achieve good results in classification
problems in general and reflects the superiority of its performance.

Table 2. Classification accuracy

Data set \ Methods SFLA-SVM IPSO-SVM ISFLA-SVM
Transformer Faults 60% (6/10) 90% (9/10) 90% (9/10)
Breast Cancer 94.05%(253/269) 96.28% (259/269) 97.026% (261/269)
Wine 75.28% (67/89) 97.75% (87/89) 98.87% (88/89)

4 Application in Fault Diagnosis of Wind Turbine Gearbox

4.1 The Experimental Design

A simulation experiment was carried out on the gear fault fan transmission system
through the experimental platform of Shanghai Dianji University wind engineering
research center. Gearbox fault diagnosis model is established by the characteristics of
the gearbox fault, as shown in Fig. 2. The vibration signal is collected by the Fourier
transform, and the normal gear vibration spectrum as a reference, obtain the 45 groups
of gearbox diagnosis samples (Listed 16 samples of data in Table.3), T3, as the
amplitude of each wave in the spectrum, T3, as corresponding frequency, and Tj,
as the frequency difference is near the crest, and T35 as crest edge band frequency
difference.

In this section, respectively using the‘@®’,‘@)’,‘®)’,‘@’,*®) representing the
normal, pitting, broken teeth, wear , broken teeth and wear five kinds of modes, each
mode has 9 groups data. In order to ensure the reliability of the classification results
from each fault type, random selected 6 samples as training data, 3 groups of samples as
the diagnostic data.

Frequency
domain >
analysis

Test Sampling signal Ly

Data feature training The SVM parameters
bench system processing

extraction sample optimized by ISFLA

v

Samples for
diagnosis

A 4

Training the SVM
model

h 4
The fault classification
Output fault type <€ using the trained |«
model

Classification |_
accuracy

Fig. 2. The gearbox fault diagnosis model
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Table 3. The samples of gearbox for diagnosis

Sequence number TB(O Tél T?:Z Té3 Failure state  Sequence number TB(O T?:l T?:Z Té3 Failure state

1 0.360 2383.125 10.000 24.375 ® 9 23.227 2335.625 6.250 24.375 ®
2 0.377 2407.500 10.000 25.000 ® 10 23.836 2360.000 6.875 24.375 ®
3 0.667 2456.875 9.375 24.375 ® 11 24.972 2382.500 10.625 25.000 @
4 27.738 2134.375 5.625 24.375 @ 12 29.048 2308.750 10.625 25.000 @
5 28.841 2158.750 5.625 24.375 @ 13 27.463 2333.750 10.625 24.375 @
6 23.439 2208.125 5.625 24.375 @) 14 30.041 2363.125 0 -24.375 ®
7 29.511 2286.250 6.875 25.000 ® 15 22981 2412500 0  -24.375 ®
8 26.005 2311.250 6.375 24.375 ® 16 19.488 2436.875 0 -25.000 ®

4.2  Experimental Results and Analysis

Train the ISFLA-SVM classifier by using training samples, the parameter of kernel
function g=3.2224, penalty coefficient c¢=10.4005. Fault diagnosis to 3 groups
samples for diagnosis which randomly extracted from each failure type by using the
identified parameters. It can be seen from the results (Fig.3), the actual and predicted
values were consistent, and the correct diagnostic rate was 100%.

In order to validate ISFLA-SVM on classification performance of gearbox fault
diagnosis, repeat the above steps for 6 times and compare the correct rate of fault
diagnosis with SFLA-SVM and IPSO-SVM. It is seen from Table.4, the method
proposed in this paper in gearbox fault diagnosis accurate rate is higher than
IPSO-SVM and SFLA-SVM. The average classification time of the method in this
paper is not only lower than the IPSO-SVM average classification time, but also
largely lower than the SFLA-SVM classification time. So it verified the speed
superiority of ISFLA-SVM in fault diagnosis of gearbox. Therefore, ISFLA-SVM in
wind turbine gearbox fault diagnosis has good stability, speed superiority and
classification accuracy.
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Fig. 3. The test samples of gear box fault classification
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Table 4. Comparison of different gearbox fault diagnosis methods

Fault diagnosis methods SFLA-SVM IPSO-SVM ISFLA-SVM
The average diagnostic accuracy 88.89% 96.67% 98.89%
The average classification time/s 114.75 25.86 22.02

5 Conclusions

An efficient approach with ISFLA-SVM has been proposed in this paper for solving
the wind turbine gearbox fault diagnosis problem. The accuracy and stability of SVM
classification is improved by ISFLA. The simulation results show that the method is
suitable for wind turbine gearbox fault classification and has achieved fast
classification, good stability, high classification accuracy, and provides a new
approach for fault diagnosis of wind turbine gearbox.
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Abstract. Based on the synchronization principle of three-dimensional discrete
Henon chaos, this paper presents a new image encryption algorithm. A set of
keys are generated by chaotic iteration from the sending part. Then the image
can be encrypted. Via the same keys generated by chaotic synchronization, the
receiving part can get decrypted image by inverse transformation. From the
view of cryptology, high dimensional chaos in this paper is more complex than
the general chaos, it is difficult to predict; and this algorithm can not only
substitute the pixel values, but also scramble the pixel locations at the same
time, but in most cases some algorithms can only encrypt the image in a way.
As a supplement to the encryption process, this algorithm introduces the
technology of chaotic synchronization and bits scrambling, increases the
difficulty of cracking, and enhances the algorithm security. Simulation results
illustrate the effectiveness of the proposed method.

Keywords: Discrete Systems, Henon chaos, Chaotic Synchronization, Bits
Scrambling, Image Encryption.

1 Introduction

Because of the characteristic of the pseudo randomness and sensitivity to initial
values, chaotic map is suitable for image encryption. Even if the difference is very
small between the parameters of two chaotic systems, their trajectories will be
exponential divergent [1]. However, there is no breakthrough on the research of
chaotic synchronization over a long time. Until 1990, Pecora and Carroll realized
synchronization by driving the Lyapunov exponent of the error equation negative [2].
This finding opens up a new way to apply the theory of chaos to practical affairs.

In 2006, Meng etc. [3] proposed an improved synchronization method for
Logistic mapping via M type nonlinear feedback control. With the deeper research of
chaotic synchronization in various fields, it shows great potential applications in
secure communication. In 2013, Xu etc. [4] proposed an image encryption method via

* This research is supported by the National Nature Science Foundation of China (11202121,
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different structure chaotic synchronization. In 2013, Liu etc.[5]studied the hybrid
synchronization of unified chaotic system in image encryption. Generally speaking,
image encryption is a hot topic in recent years. But how to use chaotic
synchronization in image encryption is a new area and the research in this direction is
relatively rare.

Since the actual hardware system can only process discrete digital signal, so we
should discrete a continuous signal in realization. In another way, this paper firstly
studied the synchronization of discrete chaotic system. We can use the discrete
sequence to design the encryption algorithm directly. This can save the necessary
sampling time of continuous system. So it can improve the speed of image encryption
[6].

This paper presents a new synchronization method based on discrete Henon chaos.
On the sending part, we sort the chaotic sequence generated by the driving chaos
firstly. This can help to get the address conversion codes [7]; Thanks to the irregular
sort, bit positions can be scrambled [8]. So the image can be encrypted. On the
receiving part, the response chaotic system is used to get the synchronized address
codes. Then the image is decrypted by inverse transformation.

2 System Description

Definition 1: A continuous, strictly increasing function W:[0, o0 )—[0, oo ) with W(0)
=0 and W(u) > 0 if u > 0 is called a wedge function. (We denote wedge functions in
the sequel by W or W, where i is an integer.)

Consider the following cascade discrete-time systems:

{X(k+l)=f(X(k))+h(X(k),y(k))
y(k+1)=¢ (y (k) ey

Where x€ R", ye R™, f and g are assumed to be smooth mappings and satisfying
the following conditions:
£ (0) =0; h(x; 0) = 0; g(0) = 0.

Lemma 1 [9]: If the zero solutions of system x (k + 1) = f(x (k)) and y (k + 1) = g(y
(k)) are globally asymptotically stable and every solution to (1) is bounded, then the
zero solution o = (0, 0) of (1) is globally asymptotically stable.

Theorem 1: Let V(x (n)) is a positive function satisfying
MWy ()] <V (x ) < W (|x(m)])
) AVq, )< —W;(|x(n)]) + M for some constant M > 0

Where W, (u), W3 (u) — o0 as u— oo, then the solutions of (1) are bounded.
Proof: because M is a constant, then we can choose a constant B, satisfying B, >
W3'1(M). Now we want to prove that

V(x(n)) SW,(B,)+ M, forall n>0. )
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We will use the reduction to absurdity method in mathematic to prove this fact.
Suppose there is an n; > 0 such that

Vx(n) SW,(B)+M , for O< n < nl. 3)
but
Vi(x(n, +1) >W,(B)+ M. 4)
We discuss two possibilities (A) and (B):
(A): V(x(n,)) <W,(B,)and V(x(n,)+1)>W,(B)+M.
Then letL = Wl’l (W,(B,)+ M ) . From assumption (ii) in theorem 2
AV (x(n)) < =W (lx(n) )+ M.
We can get
Vx 1) S V& @) —Ws (xm)) + M 5)
< Wy By —W; ([x(n)))+M
< W2 (Bl) +M

This is a contradiction to (4).
(B): V (x(ny)) > W,(B;) and V (x(n;) + 1) > W,(B;) + M.
Then, from assumption (ii) in theorem 2

AV xm) < =Wy(|x(m)])+M

We can get
V (x @1+ 1) SV x (D) —W; ([[x(n)]|) + M. (©6)

From condition (B) V (x (n1)) > W, (By) we know this implies that |x(n, )|> B..
Then,

Wi (|x(r)|) > W3 (B> M. ie. M= W (|x(n,)])) <.
We arrive at
V(x(n, +1) SV (x(n) =W,(|x(m)|)+ M <V (x(n)) )
Combined with (3) we know that
V(x(n, +1)) £V (x(n,)) <W,(B)+ M. (8
Again, this is a contradiction to (4). Therefore, (2) holds and thus,
|x(m)||< W, (W,(B,)+M)=B,, forall n>0 ©)

Here completes the proof.
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3 Chaotic Synchronization

In general, two dynamic systems in synchronization are called the master system and
the slave system respectively. A well designed controller will make the trajectory of
the slave system track the trajectory of the drive system, that is, the two systems will
be synchronous. In this section, we will research on the synchronization of two
chaotic systems. This is a base of image encryption.

Consider the following master chaotic system [10]

x, (k+1) = a—xzz(k)—bx3(k)
X, (k+1)=x,(k)
xy(k+1)=x,(k)

(10)

The slave system is
yi(k+1)=a-y:(k)=by,(k)
ya(k+1) =y, (k) +u, (k) .
itk +1) = y, (k) +u, (k)

Denote the response errors as ej(k) = y;(k) —xi(k) (i =1, 2, 3). Subtracting Equation
(10) from Equation (11) yields the error system as follows

e, (k+1)= —(2x,(k) + e, (k))e, (k) —be, (k)

e,(k+1)=e (k)+u, (k) (12)
e;(k+1)=e,(k)+u,(k)
Design the linear controller as y, (k) = —e, (k) + %ez(k) s U, (k)= %gl(k).
The error system (12) can be expressed as the following cascade system:
e (k+1)=—-2x,(k)+e,(k))e,(k)—be,(k) (13)
e, (k+1)= ez(k)+%el(k)
And
1
62(k+1)=582(k). (14)

Now it will prove that system (12) can be globally asymptotically stabilized by the
linear controller. We will prove this in two steps based on Lemmal.
Step 1: It is obvious that the solution of (14) is

1
e,(k) = (?)kez(o)-

It is globally asymptotically stable and its solutions are bounded by
|€2 (k)| < |e2 (O)|_ Take e,(k) =0 and we can get



268 H. Wanget al.

e, (k+1)=—be,(k) (15)
e, (k+1)= ;—el(k)

Consider the following positive function
V(e (k), es(k)) = e (k)+ei(k) (16)
Calculate the difference of V, (e, (k), e, (k)) with respect to (15) and we can get
AV (e (k),es (k) =el(k+1)+e;(k+1)—el(k)—e;(k)

:bzef(k)+ief(k)—ef(k)—ef(k) (17)
=—%ef(k>—(1—b2)e§<k>

So we can get AV, (e, (k), e,(k)) 1S negative with respect to O<b<l. From

Lyapunov theorem we know that system (15) is globally asymptotically stable.

Step 2: In this step, we will prove that the solutions of the error system (12) are
bounded.
In Step 1, we have shown that the solution of the subsystem

e,(k+1)= ;—e2(k) is bounded by |e, (k)| < |e, (0)].
Now consider the following positive function
V,(e (k) e, (k) =el(k)+e;(k)- (18)

Calculate the difference of V, (e, (k), e, (k)) with respect to the first and the third
equation of (12) and we can get
AV, (e, (k), e (k) =el(k+1)+el(k+1)—el(k)—ei(k)
1
= (=2, (k) + ey (k) e, (k) —be (k) + (62(/€)+5€.(k))2 — e (k)—e3 (k)

= —%«ef(k)—(1—172)«932(/<)+((2)62(1<)+e'z(k))ez(k))2

+2b(2x,(k)+e,(k))e,(k)es(k)+e,(k)e (k) (19)

e, (k)?

301 1
S (g pel (k)= (1=b" = pei(k)+ 2

2

+ e, (k)(2x, (k) +e, (k)]* +lf[bez(/<)(2xz(/<)+ez(k))]2

1
Where p,and p, are positive constants that can be chosen freely. Because the
master system is chaotic, its states X; (k) , i =1, 2, 3 are bounded by some

constant 5, > 0 . Taking in account that e, (k)is bounded by|ez(k)| < |€2 (O)|, SO

there exists a constant /3 ,>0 such that
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21p (ez<k>>2+[e2<k><2x2<k>+ez<k>>12+p1—[be2<k><2x2(k>+ez(km B,
2 1

So we can get

AV, (e (k). es (k) < —<i——;—p2>e.2(k)—<1—b2 ~ e+ g, 20

From Theorem 1 we know that the solutions of the error system (12) are bounded.
Here completes the proof of Step 2.

From lemma 1 we know the error system (12) is globally asymptotically stable, so
the master system (10) and the slave system (11) realize chaos synchronization via the

linear controller ,, () - —el(k)+;—e2(k),u2(k) _ %el(k).

4 Image Encryption Design

4.1 Secure Communication

On the sending part, the signal which needs to be transmitted is coupled with the
chaotic signal. Synthesized signal will be sent out through the public channel. On the
receiving part, there is a chaotic system which is similar with the sending part. The
controller drives the local chaotic system to be synchronized with the chaotic system
in the sending part. Then the reconstructed signal can be decoupled from the receiving
composite signal. Thereby, the most primitive information is obtained [11]. Principle
is shown in Fig.1.
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Encryption
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Decryption
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I "“}T
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wit)

Response

Driver Chaos Chaos

Sending End Receiving End

Fig. 1. Secure communication

4.2 Image Encryption

This algorithm is based on the discrete chaotic synchronization method. On the
sending part, we sort the chaotic sequence generated by the driving chaos firstly. In
the generation process of keys, we consider and remove the front chaotic sequences
that have not been synchronized. The appropriate sequences of synchronized are
selected as the keys; and the keys are also known as the address conversion codes.
Thanks to the irregular sort, image can be encrypted. For example, this algorithm uses
the size of MxN RGB image, and gives the initial values X;, X,, X3. Encryption steps
are as follows:
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Step 1: According to the driving equation (10), after several iterations, take the
current values as the initial values of key.

Step 2: Make M iterations and Nx§ iterations to generate two dimensional chaotic
sequences.

Step 3: According to ascending order, it sorts the chaotic sequences to get the address
conversion codes Psy, and Qzypys.

Step 4: According to P, make line conversion on RGB components of the image.
Step 5: The RGB components of the image data are converted into 8-bits.

Step 6: According to Qs.uxs, make column conversion on RGB components of the
image.

After these steps, the image can be encrypted.

Decryption algorithm is the reverse process of encryption algorithm. According to
the response equation (11), in the case of different initial values, it can achieve
chaotic synchronization after several iterations. Then we can get the same address
conversion codes, which can help to decrypt the image.

4.3 Image Encryption

4.3.1 Synchronous Simulation

In the simulation process, the parameters are chosen asg = 1.76, b = 0. 1 the initial
values of the driving system are(x(0), x(0), x{0)) = (0.1,1.5,2. 1) the initial
values of the response system are( ¥{0),y40),y{0)) =(1,-10,5) .According to

the above algorithm, the synchronic simulation results are shown in Fig.2.

2 2
X 2
o= ——-y i g
! [
af !
i
qQ ]
g A

Fig. 2. Synchronic simulation

From this, we can see it only takes 5 seconds to realize the chaotic synchronization
because of the simple controller design. But generally speaking it needs to spend
more time in other algorithms [3-5].



Discrete Chaotic Synchronization and Its Application in Image Encryption 271

4.3.2 Encryption Simulation

In the encryption process, this paper selects 128x128 lean image (Fig.3 Original
image). The image is encrypted by the driving chaotic system (Fig.3 Encrypted
image). Then according to the synchronization of chaotic response, the image can be
decrypted (Fig.3 Decrypted image).

Original image | Encrypted image Decrypted image

Fig. 3. Image processing

Compared with the general chaos, just like Logistic chaos, three-dimensional
chaotic system is more complex, and the space of keys is lager, and the chaotic
sequence is more erratic and unpredictable[12]. Because of chaotic synchronization,
the keys are more convenient to manage compared with the single secret key system.
At the same time, the RGB components of the image data are converted into 8-
bits.This step is very important. When bit positions are scrambled, each pixel is
simultaneously scrambled and spread. It can not only modify the positions of the
pixel, but also modify the values of the pixel.

Experimental results show that the effect of encryption, decryption is good.
However, the simulation results of some other algorithms are shown in Fig.4. This
algorithm meets the design requirements.

Encrypted image Decrypted image

Fig.4. The simulation results of some other algorithms

5 Conclusion

In the information age, communication security is particularly important. Image as a
common medium of life, it carries a lot of, or important, or privacy information. How
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to prevent the image leak becomes the original intention of many researchers. In this
paper, a new improved chaotic image encryption algorithm is proposed. And compared
with the one dimensional chaotic systems, three dimensional chaotic systems is more
complex. Meanwhile, with the help of synchronization principle, both sides of the
sending part and the receiving part use asymmetric secret key system to facilitate the
secret key management, and the controller design is simpler. In the encryption process,
through sorting and scrambling bit positions, we give full play to the randomness of
chaotic sequence. Finally, the successful implementation of the image encryption and
the decryption in practice exhibits a strong application prospect.
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Abstract. It is significant of the strain detection and shape reconstruction of
flexible structures for guaranteeing the safe and reliable operation of large-scale
and precision equipment, such as spacecraft, space station, satellite, et al. This
paper presents a structural shape reconstruction method based on the modal
approach using the real-time sensing strain data. Firstly, the displacement-strain
transformation relationship is derived using a modal approach and the finite
element method is used as a numerical analysis method. From the
implementation point of view, the united simulation is employed by the software
of MATLAB and ANSYS. Moreover, a plate flexible structure is regarded as the
research object and the simulation of shape reconstruction is investigated. The
simulation results show that the structural shape reconstruction method based on
the modal approach is a novel strategy. Furthermore, the experiments are
performed with strain gages and the reconstructed displacements are compared to
the measured displacement data from laser displacement sensor. The error
analysis is demonstrated and it is indicated that the modal approach based
structural shape reconstruction method is an effective approach for structural
displacement monitoring of flexible structures.

Keywords: shape reconstruction, modal approach, finite element analysis, strain
gages.

1 Introduction

The dynamic performance of requirements is commanded attention in modern flexible
structures such as high large precision spacecraft wings [1] and space reflectors [2].
Especially in civil engineering, the structural deformation should be limited in a range
to guarantee the safety and serviceability of the buildings [3]. Therefore, the active
monitoring of the structural displacement has been becoming a hot topic and it is also a
challenging issue. In practice, it is difficult to the direct measurement of displacement
during operation.

For active monitoring of structural deformation, there are some indirect detection
methods such as measuring acceleration data [4] and strain data [2, 3, 5]. Thus, the
whole displacement field can be estimated through the measured data by a certain

M. Fei et al. (Eds.): LSMS/ICSEE 2014, Part II, CCIS 462, pp. 273-281, 2014.
© Springer-Verlag Berlin Heidelberg 2014
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transformation approach. Based on the relationship between strain and displacement, it
is convenient of shape reconstruction through the strain data. There are some researches
in different fields, such as mechanical engineering [1, 5] and civil engineering [3, 4].
However, the transformation from measured strain data to whole displacement filed is a
very important issue. There are two main kinds of methods, one is based on the
geometry curvature information and another one is built from the modal observation
method. In the first kind of method, the geometry curvature acts as a bridge between
structural strain and deformation, such as shape reconstruction based on B-spline fitting
[5] and curve fitting using polynomial function [6]. Since some approximate treatments
are needed to reconstruct the shape from curvature information, the error is also
induced especially for the low precision algorithm. In addition, a certain number of
sensors are required to improve the reconstruction accuracy. In order to solve these
problems, a modal approach based structural shape reconstruction method [7] was
employed. Then, the displacement field of a two-dimensional structure was estimated
using the modal approach [8, 9], in which the fiber Bragg grating sensors were used to
detect the discrete strain data. In this method, the numerical error of the transformation
from strain to displacement is small and acceptable [7]. Moreover, the number of strain
sensors is related to the interesting mode shapes, thus, it can provide enough accuracy
for shape reconstruction with few numbers of strain sensors in static or lower frequency
system.

Therefore, in this study, the modal approach based structural shape reconstruction
method is employed for real-time monitoring structural deformation. In addition, the
finite element method is implemented to solve the structural mode shapes effectively.
In the experiment, strain gages are used in order to measure strains due to the
guaranteed precision, easy operation and low cost.

The structure of this paper is as follows. We first derive the relationship between
strain and displacement based on the structural mode shapes in Section 2. Then the
implementation of structural shape reconstruction is described using the united
simulation of MATLAB and ANSYS in Section 3. The simulation process is
demonstrated in Section 4. The experiments are presented in Section 5 to illustrate the
modal approach based structural shape reconstruction method. Finally, conclusions are
made in Section 6.

2  Displacement-Strain Transformation Relationship

In this study, the structural displacement field is estimated using a modal approach, in
which the global displacement field is reconstructed using several locally measured
strains through the displacement-strain transformation relationship.

Generally, the displacement of a structure can be expressed by an infinite number
of displacement mode shapes. Practically, the whole displacement {D} is calculated
through the displacement mode shapes [¢bq] multiplying the modal coordinates {q},
ie.,

{D}nx1 = [Palnxn * {Dnx1s (D
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where N is the number of displacements, n is the number of modes used.
Similarly, the strain {S} can be transformed through the strain mode shapes [d]
and modal coordinates {q}, which is expressed as [7],

{Shvx1 = [dslmxn * {dnx1s (2)

where M is the number of measured strain data.
In Equation (2), the modal coordinates can be approximated by way of least
squares expressed as,

{q}nxl = ([q)s]jl\;[xn : [q)s]Mxn)_1 : [d)s]&xn * {S}Mx1 . (3)

Equation (3) is back submitted to Equation (1), thus, the estimated displacement
{ﬁ} can be obtained by the measured strain, and is given as,

{ﬁ}NXl = [d)d]an : ([q)s]jl\;[xn : [q)s]Mxn)_1 ' [d)s]&xn ' {S}Mx1 . 4)

In a given system, the estimated displacement {ﬁ} can be provided by the
measured strains {S} through the displacement-strain transformation relationship.
For convenience, this transformation matrix is called DST matrix as expressed in the
following way,

[DST]NXM = [q)d]an : ([d)s ;\F/lxn : [d)s]Mxn)_l : [q)s]jl\;[xn . (5)

However, it is noted that the maximum rank of the [DST] matrix is equal to M. In
this way, the adequate accuracy is expected of estimating the displacement, and the
enough strain data is needed. In the experiment, the strain sensors are should be
guaranteed. Therefore, M is greater than or equal ton, i.e.,

M >n. (6)

3 Implementation Combining MATLAB and ANSYS

To implement the transformation from measured strain data to the displacement, the
finite element method is employed in the presented modal approach to calculate the
displacement mode shapes and strain mode shapes. The numerical calculation is
programed by the software of MATLAB and ANSYS.

Firstly, the platform is built in the MATLAB due to its powerfully computational
performance. It is including the definition of structure, boundary condition, material
properties, load case, images displaying. However, the analysis of finite element
method calls the commercial software of ANSYS using the system function of
MATLAB. It is a good choice for using the ANSYS as a tool of finite element
analysis due to its powerful analysis capability. The function can be described in the
following way,

system('D:\Program\ANSYSInc\vl40\ansys\bin\intel\ANSYS1
40.exe -b -p ansys -product -feature - 1 input file -o out
file.bat"'),
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where b denotes batch mode, p specifies product such as ANSYS/Mechanical, i is
the input file and o is the output file.

Secondly, the finite element analysis is carried out by the ANSYS Parametric
Design Language (APDL) which is a scripting language to execute the common tasks
automatically. Therefore, it can be used in united simulation and optimization
problem related to the finite element analysis. In this study, the APDL is employed
and the main operation includes the input data (Read), analysis process, and the
output command (Write). For more details, the reader can refer to the User Guide
such as the ADPL Guide of ANSYS [10] and other related literatures [11].

Thirdly, the result of analysis is transformed from ANSYS to MATLAB, which
includes the output operation from ANSYS and the input process of MATLAB. It is
needed to pay attention to the data format and file transfer between the two softwares.

4 Simulation

4.1 Simulation Modal

In this study, the investigation is a cantilever plate with dimensions of 0.8m X 0.4m X
0.0015m. The material of this plate is epoxy resin with Young’s modulus as 2.0 X
101°N /m?, Poisson ration as 0.16 and the density as 1730Kg/m3. The left side is
fixed and the uniform force is applied in the vertical direction of the structural
thickness. The finite element model is established in ANSYS and the element type of
SHELL181 is used with the thickness of 1.5 X 1073m. In the finite element analysis
model, the nodes of 3321 are employed to discrete the structure of cantilever plate.

4.2 The Optimization of Sensor Placements

It can be seen from Equation (5) that the DST matrix is composed of [bg]nxn and
[ds]mxn- To calculate the displacement and strain transformation matrix, modal
analysis for the finite element model is performed. The displacement mode shapes can
be obtained directly by using ANSYS. But the strain mode shapes matrix is dependent
on sensor placement, sensor orientation, the number of sensors, which means the
estimated accuracy is closely related to strain measurement nodes. Therefore, the
optimization of strain measurement nodes is very important to the displacement
reconstruction of structures.

The objective of optimization is to minimize the estimated error. According to
Rapp et al [9] and Li et al [12], the condition number CN of the DST matrix can be
used as an indicator for the optimization of strain measurement nodes. Generally, the
smaller the condition number, the better the estimated results. It is defined as,

CN = ||DST]| - IDST], )

where ||DST|| is the norm of DST matrix.
In this project, 32 points are defined to install strain sensors, and two sensors are
orthogonal at each point. Fig. 1 shows the two distribution schemes of sensors. Fig. 1
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(a) is array distribution of sensors based on prior knowledge and the property of strain
field. Moreover, the condition number CN of the transformation matrix for this
distribution is relatively small. Meanwhile, the optimized distribution of strain sensors
is achieved by a simulated annealing algorithm as shown in Fig.1 (b).
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Fig. 1. The distribution schemes of strain sensors

4.3  Simulation Results

Since the simple static deformation is investigated in the simulation, it is enough to
estimate the displacement using the first 12 mode shapes. The finite element model has
been established in Section 4.1. When the uniform load of 0.8N is applied to the free
end of the structure, the reconstruction results are shown in Fig. 2 with the two
distribution schemes of sensors as displayed in Fig. 1.
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Fig. 2. Simulation results

In Fig. 2, picture (a) is the shape reconstruction result for the array distribution
scheme and its maximum displacement is 3.1466 X 10~*m. Picture (b) is the shape
reconstruction result for the optimal distribution scheme and the maximum
displacement is 3.1507 X 10~*m. In order to contrast the accuracy between the two
schemes, the relative maximum Error is defined as Equation (8). De(jy represents the
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estimated displacement at every specific point and D, represents the real
displacement in ANSYS at the same point.

Error = max (@) X 100%. 8)
a(i)

According to the Equation (8), the maximum relative error for the array distribution
scheme is 2.14%, and the optimal distribution scheme is 2.05%. We can see that the
optimal scheme can improve the accuracy of the reconstruction. However, the effect is
not significant judging from the results of numerical calculation. The reasons are as
follows. First, the shape reconstruction accuracy of a flexible plate is quite high using
the first 12 mode shapes. Moreover, 32 groups of vertical strain gages are used in the
simulation. It is possible to obtain enough high accuracy using 64 strain signals for
array distribution. This optimization method might be more meaningful using fewer
sensors. But still, the reconstruction effect of the optimized structure is also improved.

5  Experiment

5.1 Experimental Platform

This experimental platform is shown in Fig. 3 (a), which includes epoxy resin plate,
strain gage set, strain test system DH3817, signal test and analysis software system
DHDAS, etc. In this experiment, 64 strain gages are needed to detect the strain data,
while one DH3817 only has eight channels and its price is quite expensive. Therefore,
the monitoring platform based on multi-channel switch controller is adopted in the
experiment. During the operation, 8 parallel strain gages are divided into a set, which
is controlled by one channel using 8 electronic switches, then 64 strain gages can be
detected by one DH3817.

(a) Experimental platform (b)The installation of strain gages

Fig. 3. Experimental platform with array distribution of sensors based on multi-channel switch
controller
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5.2 The Installation of Strain Gages

Resistance strain gage, short for strain gage, used to detect strain data, is made up of
sensitive gate. It can convert the change of strain into the change of resistance value.
Dong [13] presented the relationship between strain and resistance value as

& =Ke, ©)

where K is the sensitivity coefficient of strain gage.

It can be seen that there is a linear relation between the strain and the relative
variation of resistance in Equation (9). Thus, the strain-resistance transformation can
be obtained and strain gages of BX120-4AA are used in our experiment.

For the experimental maneuverability, the scheme of array distribution of sensors is
employed in this experiment. Since this experiment is mainly used to verify the
effectiveness of displacement reconstruction based on modal approach, the array
distribution scheme is enough to meet the accuracy requirement of the study. In order
to detect the strain information of one point in the horizontal direction and vertical
direction at the same time, two orthogonal strain gages are bounded on the both sides
at the same placement of the plate. According to the knowledge of elastic mechanics,
the strain information of two sides of a plate is symmetrical, thus, the strain values of
the two sides at same point are the same. The installation of strain gages are shown in
Fig. 3 (b).

5.3  Experiment Results

Pure bending deformation of the epoxy resin plate is evaluated in this experiment.
The pure bending deformation experiments include 0.1m pure bending deformation
and 0.15m pure bending deformation defined Case 1 and Case 2 respectively. It is
noticed that the 0.1m pure bending deformation means that the maximum
displacement of the cantilever plate is 0.1m with the pure bending load case. And 3
points are selected at the right side defined Point 1, Point 2 and Point 3, which are at
the highest point of the right side, the middle point of the right side and the lowest
point of the right side respectively. The displacement calculated by using the modal
method is called estimated displacement and the displacement measured by laser
displacement sensor is called measured displacement, which are used as the reference.
In order to compare the estimated displacements Degtimateq t0 the measured
displacements D ,easured, the Relative error is defined as,

. Desti -D
Relative error = —tstimated”—measured 5 1()()gy, (10)
Dmeasured

The experimental results are listed in the Table 1. For Case 1, the maximum error
between the estimated displacement and the measured displacement is 7.63%, and
the maximum error for Case 2 is 4.23%. However, the errors for the displacement
estimation using strain gages are acceptable. The errors might be caused by the follow
reasons. Firstly, although the thickness of the strain gage is quite small, the effect of
the strain gage thickness is needed to be evaluated. Secondly, the strain coefficient of
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strain gages will change a little after solidification of the glue used in the experiment.
Thirdly, the mechanical properties of the structure are influenced due to the bounding
of the strain gages to the surface of the plate. For the estimation algorithm based on
modal approach, the finite element method has a lot of matrix operations, and the
deformation of some matrix will inevitably introduce errors. Therefore, reasonable
mesh and appropriate element type are very important to the displacement estimation.
Moreover, since the mechanical properties between the actual plate and the simulation
plate are not exactly the same, the DST matrix calculated by ANSYS is not very
accurate for the actual plate. We also can see that the accuracy of Case 2 is higher
than the Case 1. This is can be explained as follows, the strain information is easy to
measure under the case of larger deformation. In addition, for the same case, it is
more accuracy for laser displacement sensor to measure the displacement.

Table 1. The experiment results

Test Test Coordinate . E stimated Relative
. Measured coordinate (mm) displacement
case point (mm) error
(mm)
X Y Z X Y Z  displacement

Point1 800 -180 O 780 -180 99.85 101.83 94.15 -7.54%
Case 1 Point2 800 O 0 780 0 99.85 101.83 94.06 -7.63%
Point3 800 180 0 780 180 99.85 101.83 94.20 -7.49%
Point1 800 -180 0 780 -180 147.5 148.85 142.55 -4.23%
Case2 Point2 800 O O 780 0O 1475 148.85 142.72 -4.12%
Point3 800 180 0O 780 180 147.5 148.85 142.60 -4.20%

6  Conclusion

In this study, the structural shape reconstruction method based on the modal approach
is investigated with a flexible plate structure. The displacement and strain
transformation relationship is built to reconstruct the whole displacement field through
the measured strain data. In addition, the finite element analysis is employed for
calculating the displacement mode shapes and strain mode shapes. From the
implementation view of point, the united simulation is used of MATLAB and ANSYS.

In the simulation process, a sensor location scheme of an array distribution is
performed as a comparison case, and the maximum error of displacement is 2.14%.
However, the optimal distribution of sensors has a better performance, and the
maximum error of displacement is 2.05%. These results show that it is a great way to
reconstruct structural shape with a modal approach. Meanwhile, the advantage of this
optimization scheme is less obvious and there are two possible reasons. Firstly, the
array distribution of sensors is based on the characters of strain field and the strain
information can be detected effectively with less error. Secondly, this optimization
scheme reveals a great performance with using fewer sensors. Therefore, the
optimization scheme of sensor location is still a challenge research issue for future
study.



Structural Shape Reconstruction through Modal Approach Using Strain Gages 281

To verify the proposed shape reconstruction method, the experiments are performed.

The two load cases of pure bending are applied and the maximum error is 7.63%. The
error is considerably and the error might be caused by the experiment operation, the
accuracy of measurement using the strain gages, bounding skills of strain gages, and
reconstruction algorithm itself. However, the shape reconstruction method is an effective
approach and it is technically feasible in the practical applications. To achieve more
accurate strain measurements, the Fiber Bragg Grating (FBG) sensors can be adopted to
detect the strain information in future research.
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Abstract. Color night-vision technology increases the representation ability of
monochrome night-vision imagery by adding color to it, making observers’
understanding easier. Usually the color night-vision methods require the infrared
and the low-light-level images at the same time, which hinders their application
in the environment where totally without light or covered by heavy rain and thick
fogs. To expand the application area of color night-vision technology, we
propose a quickly colorization method based only on single band infrared video,
which can provide all weather condition working. This method only requires a
few pixels to be manually set with chrome values, and then the entire frame as
well as the following frame sequence is automatically colorized. Experiments
show that the colorization results are satisfactory and the algorithm is running
fast.

Keywords: infrared thermal image, color night vision, color fusion, fast
algorithm.

1 Introduction

Night-vision sensors increase the observing ability of human in night time, helping us
to see the scenery around when there is no light. But standard night-vision images are
monochrome and human’s observing perception is much sensitive to color images
comparing to monochrome ones. So the recent developed color night-vision technique
highly improves observer’s performance on scene understanding and reaction time by
displaying the monochrome night-vision image in colors. It is useful in security,
antiriot, military and detection fields.

The key problem of colorization is to find features in the monochrome image that
can help us to get its chromatic value, this is more difficult in night-vision area because
night-vision images are lack of textures and have low contrast, current night-vision
technologies can mainly divided into two categories: colorize by single band
night-vision image or colorize by pseudo-color image fused by night-vision images
with different bands.

To give the pixels in a monochrome image with chromatic values, Welsh[1] invents
a method that use a chromatic image as reference to transfer its color to the target
image. This method finds every pixel’s matching pixel in the reference image and

M. Fei et al. (Eds.): LSMS/ICSEE 2014, Part II, CCIS 462, pp. 282-292, 2014.
© Springer-Verlag Berlin Heidelberg 2014
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transfers the color between them, although the result of this method is close to the
reality[2-6], it can’t used for night-vision images because their features are not strong
enough to find the correct matching. To make up this defect, Toet[7,8] use images in
different bands to get more features, he first fuses a low-light-level image and an
infrared image into a pseudo-color image, then use Reinhard’s[9] method to transfer a
reference image’s statistical properties to it and build a look-up table to colorize other
images automatically. Since multi-band features can provide more information than
single-band features, this method can colorize night-vision image correctly. To get
more realistic results, Toet uses a natural light image with identical scene to build the
table. This method uses image fusion to get useful features in the night, there are many
other similar methods in color night-vision area[10-22]. Waxman[23] and Toet[24]
also make some real-time equipments to colorize night-vision images.

Although the methods above can colorize night-vision images quickly and have
desirable results, their demand of the equipment is high, since they need multi-band
images as input. Low-light-level equipments will lose their efficacy when there is
totally without visible lights or under cloudy and fog weathers. To decrease the
requirements of the equipments, some scholars propose colorization methods based on
single-band infrared imagery. Gu[25] proposes a kernel based method to train a model
that can predict the color of the image, Haman[26] finds the best reference image from
the database to colorize a single-band infrared image based on its texture information.
These methods all use machine learning to train the colorization models; they are
usually computational expensive and time consuming.

In this paper, we propose a method to colorize the single-band infrared image/video
based on color seeds technique [27-35]. This method first sets a few color seeds on one
frame manually and then propagate the colors to the whole image/video sequence
automatically. Some accelerating strategy is employed along to ensure the implement
speed. Compared to other methods, our method can provide a coloring infrared video
display in desirable time.

2 Fast Colorization for Infrared Video

The procedure of the colorization process is as follows. After we enhancing the
luminance contrast, we first assign the chromatic values for a set of pixels (seeds) in a
key frame and give each pixel chromatic values by blending the colors of all seeds
according to their grayscale distances to this pixel. Then we extract the next frame of
the video, if the contexts in these two frames change a lot, we color this frame by
redefine some seeds in it, otherwise the algorithm transfer the color from the previous
frame to it by finding matching pixels based on some features suitable for infrared
videos.

Before the colorization operation, we first change the color space of the image from
RGB to YCbCr, where Y is the luminance channel; Cb and Cr are the deviation of blue
and red. We use this color space because its three channels are independent and we
don’t want to change the grayscale of a pixel when we change its color. Then we set
some seeds in the image, the color of the whole image will decided by these seeds.
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2.1  Key Frame Colorization

The colorization method we use is based on an assumption: the colors of adjacent pixels
with similar grayscales are similar. This assumption is always tenable in real images.
Before we fuse the color of each pixel, we need to know its distance relation to all
seeds, the seed closer to it is more important in fusing. The distance relation here is the
sum of the grayscale changing on the shortest path between them which is called
grayscale distance.

So for each seed, we need to compute its grayscale distance to every pixel in the
image. We consider a monochrome image as a graph; each pixel represents a node and
links to four adjacent pixels, the length of the path is their grayscale difference, so we
can use Dijkstra[15] algorithm to compute the distance from a seed to all other pixels
and thus we can obtain a pixel’s grayscale distance to all seeds after we run the
algorithm to all seeds. Then we can fuse its color according to these distances and the
color of seeds. The fusing strategy of a pixel p is shown in Equation (1):

Y W(D(s.p)*C(s)

C — sE seeds 1
RS ST 1

se seeds

Where W(D(s.p)) is the weight of seed s, it should be big when the grayscale
distance between them is small, in our experiment we use D(s.p)® so the weight is oo
when the grayscale distance is zero and zero when the distance is oo , the size of the
index is not important, it just has little impact on the result. Since the grayscale
distances between a seed and two adjacent same grayscale pixels are same, their color
obtained by Equation (1) is also the same, this conforms to the assumption we complied
with.

2.2 Optimization for Key Frame Colorization

According to the analysis above, the time spent by the algorithm are mainly used for
computing the distance between the seeds and other pixels. For each seed we need to
iterate n times to calculate its distance to all pixels if there are n pixels in the image, and
we need to find the pixel with smallest distance from all pixels in each iteration, so the
time complexity of a seed is O(n®) and it will be very slow when we process large
images. We can use priority queue to store the data during the iteration to speed up, the
priority of a pixel is its grayscale distance from the seed and the priority is high when
the distance is small.

Ordinary priority queue uses binary tree structure, the element in it stores according
to its priority, we take the first element each time and push the new element into the
position corresponding to its priority. The time complexity of the pushing operation is
O(log(n)), so the overall time complexity is O(nlog(n)).

To make the running speed faster, we refer to the untidy priority queue [36] and
make improvements on its storage format for our purpose. The time complexities of
push and pop operation of the untidy priority queue are both O(1), so the time
complexity of the image is O(n), the running speed is significantly improved. Untidy
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priority queue cuts the entire queue into many small queues, each queue contains a
specific range of priority and the ranges between adjacent queues are linked together.
The elements in each queue all have same priorities. When we get a new element, we
decide which queue it belongs to and push it to the end of this queue and we pop the
first element in the first queue when we need the element with the highest priority.
When the first queue is empty, we update its priority range and make it to be the last
queue.

This method distributes the priority range of each queue flexibly, uses least queues
to finish the job. Since the of each queue’s priority range is small, the sequence of the
elements in untidy priority queue and ordinary priority queue are similar and the error
in the result usually can’t detected by naked eyes. But the size of each queue’s range is
difficult to choose, we use A to denote the priority range of each queue, if A is too
small, the total range of the queue will also be small, when we go to the edge of an
object, the grayscale differences of these pixels may be larger than this range, so we can
but ignore these pixels. If A is too big, more pixels with different priorities will be
pushed into same queue and this will increase the error of the result.

So we change the structure of the untidy priority queue here, maintain small result
error and large priority range at same time. We initialize many small queues and fix the
priority ranges of them, push the pixel to the end of the corresponding queue and pop
first pixel in the first queue which is not empty. In this way we need to set the max
range of the queue, we consider that there is no relation between two pixels if the
grayscale distance between them is larger than a threshold, since the range of the
grayscale is 0~255, 255 is the biggest difference between two pixels, for convenience
we think that two pixels will have no relation if their grayscale difference is more than
300, this means that when we are dealing with a seed pixel, we ignore the pixel which
grayscale distance from it is more than 300. We set 30 priority queues for each contains
the priority range of 10; put the pixel which grayscale distance belongs to 0~9 into the
first queue; 10~19 into the second queue and pop the first pixel in the first queue which
is not empty when we need the pixel with smallest grayscale distance, this method
avoids the problem of choosing the range for each queue, we can finish the work when
all the queues are empty, thus the time complexity reduces from O(n”) to O(n) and the
result is satisfactory.

2.3  Video Sequence Colorization

After we colorize the key frame of the video, we use it as the reference image to make
the following frames into chromatic.

The existing colorization methods based on reference images are usually finding
each pixel’s corresponding pixel in the reference image by its feature. The original
method to transfer a monochrome image into chromatic is setting colors for each
grayscale level manually, this is the simplest method that uses a pixel’s feature to find
its corresponding color and the feature using here is the grayscale, but since a grayscale
level may corresponds to several colors in an image, we can’t find the accurate color by
this method. Other scholar’s methods are all adding other features based on this
foundation, such as Welsh’s texture feature and Toet’s grayscale of two images.
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Welsh’s method pays more attention on the grayscale when the texture is indistinct; this
will cause errors when we are handling an infrared image because the texture
information is very weak and the temperature of different objects might be similar. So
these methods just reduce the probability that a single feature corresponds to more than
one color and will not find exact color for every pixel when the image is complex or the
information in reference image is incomplete.

A(p-p,) =W, X(T(p)=T(p,)’ +W,x(G(p)~G(p,))* +W,x(P(p)~P(p,))’ @)

To further reduce the probability that the feature of a pixel corresponds to multiple
colors, we add the position of a pixel as its feature here, since the movement of an
object in two successive frames is small, the change of its position will be very small
and its feature will be similar in adjacent frames. So a pixel will find its matching pixel
only in a small area in the previous frame first and find farther pixels if there is no
similar pixel nearby, this method reduces the searching area of a pixel and thereby
reduce the probability that a feature corresponding to more than one chromatic values.
The features of a pixel we use is shown in Fig.1, we use grayscale level, position,
texture and the texture information here are nine Laws’ masks of a pixel. The difference
between two pixels is shown in Equation (2), where W, W, and W, are the weights of
texture, grayscale and position. Different videos can use different weights; the weight
of grayscale should be bigger if the grayscales of different objects are very different in
the image; the weight of texture should be bigger if the texture is distinct and we can
increase the weight of position if the movements of the objects in the video are small.
We find the matching pixel of every pixels in the monochrome image from the
reference image, set color of the pixel with minimize result of Equation (2) to the pixel
we are colorizing.

Grayscale/Temperature

Nine Laws’ masks

Ordinate

Fig. 1. Features we used for a pixel

2.4  Optimization for Video Sequence Colorization

If we compare the pixel we want to color to all the pixels in the reference image, the
time spend for colorizing a frame will be very huge, so similar to Welsh’s method, we
set 100 pixels symmetrically in the reference image to be the reference pixels and find
the matching pixel between them, the number of the reference pixels can be increased if
the content of the video is complex.
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Although this method can significantly improve the colorization speed, the time
spent for colorizing a frame is still about 3 seconds and this can’t meet the practical
requirements. So we need other methods to increase the speed because the colorization
result will be bad if we decrease the number of reference pixels. Since movements of
the objects in a video are usually continuous and not very huge, we can consider that a
pixel’s color doesn’t change if its grayscale and texture are identical in two successive
frames. So we first compare the grayscale and texture of a pixel with the pixel at same
position in the previous frame when we colorize it, considering the noise of the video,
we think a pixel’s color doesn’t change if the grayscale and texture difference is less
than a threshold and transfer its color directly. So we save the time of comparing to
reference pixels for most pixels and make the colorization process faster. The time for
coloring a single frame using this method is about 200~500 ms, it has great
improvement compared with previous.

The colorization results of the following frames inherit the previous frames well and
the color of the output video is satisfactory, yet some pixel will have error matching if
we don’t use position as a feature, the result is shown in Fig.10.

3 Experimental Results

We use images and videos collected by Flir’s infrared thermal imager to test our
method.

Fig. 2. Comparison of two colorization methods

Table 1. Processing time of two methods
Ordinary 54.22s | 78.01s | 77.23s | 64.55s | 86.16s 56.5s | 59.3s

_ Untidy 0.79s | 0.76s | 0.82s | 0.76s | 1.23s | 0.74s | 0.83s
priority queue

Fig.2 is the comparison of colorization results whether using untidy priority queue or
not. Left side are the monochrome infrared images with seeds, middle are the results
without untidy priority queue and right side are the results using it. We can see that the
output images by these two methods are similar; this confirms that the error is small
when we use untidy priority queue. Table.1 is the time spent by these two methods; we
can find out that untidy priority queue makes the colorization process faster and almost
with no error.
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Table 2. Time spent by different methods

Image size Ordinary method Untidy priority Our method
queue
160*100 452ms 32ms 32ms
200*200 2699ms 62ms 62ms
361%233 11793ms 234ms 109ms
320%240 9906ms 176ms 125ms
400*262 18283ms 390ms 156ms

Table.2 is the time spent by these two methods for a single seed in images with
different size, we can find out that the cost of untidy priority queue increases linearly
with the size of the image and the cost of the original method increases exponentially,
so the time is unacceptable when the image is huge. The modified untidy priority queue
used in our method can also save more time by add the threshold to ignore the pixels far
away from the seed, so we needn’t to iterate all pixels when the image is huge. But if
there are only few seeds, some pixels will have no color when we use this method; we
can use the mean of the pixels with similar grayscale at this time.

Fig. 3. Colorization result of normal pictures

Fig.3 is the colorization result of normal images, set different seeds for an image can
receive different results, as shown in Fig.4, so this method can also used to color
monochrome photos, movies or cartoons.

s 20 0
- e, e

Fig. 4. Result of setting different seed pixels

Fig.5 is the colorization results of a night-vision video weather use position as a
pixel’s feature or not. The result images are selected from 50 following frames. Fig.5(a)
is the result that only uses grayscale and texture as the feature of a pixel. We can see
that this method pays more attention to grayscale when the texture information is weak
and transfer the colors from another part of the image. Fig.5(b) is the result of our
method that add position as one feature, it’s effect is better.
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(b)

Fig. 5. Video colorization result by two methods

Fig.6 is the result that using our colorization method to other videos, the result is
desirable when we use it on infrared videos, but there are some error matching when the
grayscales and the textures are similar in adjacent objects. The reason is that we take
only 100 pixels to be the reference pixel and this makes it easy to match the nearby
pixel with small grayscale and texture difference. To reduce this error we can set more
reference pixels, but this will slow down the color speed. It takes about 2.5~3s to color
a frame which size is 320%240 when there are 100 reference pixels, 10s when there are
200 reference pixels and more than 20s when there are 900 reference pixels, so we
usually choose reference pixels less than 200 and 100 is the most effective number. The
operation times of different size of reference pixels are shown in Table.3; the size of the
video is 320%240 and we find every pixel’s matching pixel from the reference pixels.
Table.4 is the result that using a threshold to decide whether a pixel changes in adjacent
frames to color the video, since this method transfers the color for the pixel which
grayscale and texture changes small directly and the feature for matching is position,
grayscale and texture, so the result is same to that finding the matching pixel and better
when there are few reference pixels, because the distances between reference pixels are
large this time, when the object doesn’t move a pixel may have difference with the
nearest reference pixel and can’t find its accurate color, but use the color at the same
position in previous frame will not have this problem.

Fig. 6. Colorization results for other videos
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Table 3. Operation time for different size of reference pixel for a single frame

Numberof
reference Colorization time for each frame
pixels
100 2.8s 2.6s 2.6s 2.9s 2.7s
3.5s 3.1s 2.6s 3.6s 3.2s
400 10.6s 9.9s 10.3 10.2s 11.5s
10.6s 9.9s 10s 10.8s 10.4s
900 21.4s 21.7s 21.5s 23.7s 20.9s
20.2s 20.3s 21.7s 23s 22.1s

Table 4. Time using comparison for whether using threshold or not

Colorization Colorization time for each frame
method
Find the matching 2.8s 2.6s 2.6s 2.9s 2.7s
pixel for each pixel 3.5s 3.1s 2.6s 3.6s 3.2s
Find unchanged 764ms 484ms 328ms 281ms 500ms
pixels first 437ms 484ms 468ms 655ms 592ms

4 Conclusion

This article proposes a fast colorization algorithm that reconstructs the color
distribution of infrared video. We first assign the chromatic values for a set of pixels
(seeds) to colorize a key frame image and then use this image as reference to colorize
the following frames in the video sequence. This algorithm can provide the infrared
video with a satisfied colorization result and its implementation is very fast. Compared
to other color night-vision methods, we use only single channel infrared videos as input
and avoid the training procedure; this makes our method very easy to achieve and
available when there is no visible light. Experimental results show that our algorithm
can colorize the infrared video in nearly real time when we use the speed-up strategy
such as untidy priority queue and preferential matching for unchanged pixels in video
sequence.
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Abstract. This paper investigates the problem of identification of a
class of Hammerstein systems over a wireless network. An iterative iden-
tification method is implemented over a physical IEEE 802.11b wireless
channel. Every time the identified model is used into next identification
process to produce the estimated values of the plant outputs for com-
pensating the influence of network delays. Finally the identified model
can be optimized through the multiple iterations. The effectiveness of
the proposed approach is demonstrated by numerical examples.

1 Introduction

In last decades Hammerstein system identification have been studied in many
literatures (Boutayeb et al., 1996; Bai et al., 2010; Mao et al. , 1966). But the
identification by use of networks is not yet concerned. This work is meaning-
ful because the local computing sources are often limited. So we can imple-
ment complex identification algorithms by using rich hard resources over net-
works. However this will bring another problem, namely, the influence of net-
works such as network-induced delay and packet loss. The model-based approach
(Montestruque et al., 2008; Polushin et al., 2008) is often used to solve these
problems. But the model was given in advance and it is not practical. Based on
the above reasons, this paper designs a networked identification approach, which
not only finishes identification over a wireless network but also compensates net-
work delays.

This paper is based on the previous work reported in (Bai et al., 2010; Deng et al.,
2013, 2014) and it proves the iterative algorithm from another point of view. Main
contributions of the present paper are concluded as follows

(a) The idea of switching between input-output method and subspace one is
used to analyze problem. Thus they can provide more suitable platforms to
apply iterative algorithm into Hammerstein system identification.

* Corresponding author.

M. Fei et al. (Eds.): LSMS/ICSEE 2014, Part IT, CCIS 462, pp. 293-299, 2014.
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(b) The idea of making full use of remote computers which have the strong
computation ability and the huge storage space through a wireless network
is adopted to implement the identifier. Thus it is possible to finish complex
iterative algorithms and to provide enough space to store the great quantities
of data used for system identification.

(c) The idea of using the identified model to estimate the delayed plant out-
puts is explored to design identification strategy above the wireless network.
Thus it can compensate the influence of the wireless network on system
identification.

2 Problem Formulation

The input-output equation of a general Hammerstein system is given as

y(k) = diy(k — 1) + doy(k — 2) + - -- + dpy(k — n) (1)
+bo1f(k—1)+baf(k—2)+ -+ b f(k—n)

where f(k) = f(u(k)) = argi(u(k)) + --- + aigi(u(k)). The above system is
transformed into the equivalent state space description as

z(k +1) = Az(k) + Bf(u(k))

y(k) = Cx(k) @)
where
0 1 0 0 0
0 0 1 0 0
A=|: 1 0 i B=
00 0 -1 0

dn dnfl dn72 e dl
C = [by by—r -+~ ba b ]

—_

We will use (1) and (2) in the system identification and model-based compensa-
tion respectively. The purpose of transformation is to adopt the methods which
are more suitable for solving problems. It is obvious that equation (1) is more
convenient to implement iterative algorithm (Bai et al., 2010) in system identi-
fication and equation (2) is much easier to establish the model-based approach
(Montestruque et al., 2008; Polushin et al., 2008). And the transformation be-
tween (1) and (2) is also easier in theory and practical operation.

Then we give the description of Hammerstein system model. Let k= 0,1,---,N,
N represents iteration number. The kth identified input-output model and state
space one are described as

y};(k) = d}}ly%(k — 1) + d}ay%(k} — 2) + -+ d,;ny,;(k: — n)
+b5 fi(k = 1) + b fr(k —2) + - + bg, fr.(k —n) (3)
fi(k) = frlag(k) = agyg1(az (k) + -+ + ag (g (k)
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and
i (k +1) = Ay (k) + Bfi (a7 (k) 0
Ui (k) = Cyramyzip ()
where
0 1 0 0 0
0 0 1 0 0
A= : : [ B= |
0 0 0o ---1 0
dfcn dfcn—l dl;n—Z e dl}l 1

i = [ Okn b1 - b2 Oy
We assume that there is some errors between the kth identified model and real
system and they are described as
A:Ak—‘rAA,;,C:C,;-FAC,;
Pl (k) = Fp(u (k) + Afy g (k)

0 1 0 0
0 0 1 - 0

AA/EZ : : : : (5)
0 0 0 -1

Ady,, Ady,,_y Adg,,_, -+ Adgy
ACy = [Aby, Aby,,_, -+ Abgy A, |
Afi(ug (k) = Aagy01(u(k)) + - + Aagq1(u(k))
And for V& > 0 these errors are bounded as
’Adfm S @Zaz = 1a y
|Aby;| < biyi=1,---,n
| Af7(uz (k)] < fr Yk >0

3 Wireless Network Delays

The delays in a wireless network are random. So it is reasonable to model the
delays using suitable statistical models. In this paper an inverse Gaussian distri-
bution which is first used into describing wireless network delays by (Deng et al.,
2013, 2014) will be used to characterize the wireless network delays. The random
delay 7(k) is inverse Gaussian-distributed with mean ;1 and shape parameter A,
we write 7(k) ~ IG(u, \). Tts cumulative density function is given by

P(r(k)) = @<\/ NGRSV exp<f(2)>¢<—\/ NGRSV

We need to make the following change for the effective network controller design.
Firstly solve the probability values using cumulative density function F'(r(k)):

Pr(r(k) <) =p
Pr(r(k) > ) =1 —p Q
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where 7% depicts the maximum delay time which the identifier can wait for. Then
let one indicator function be

o ={ T ®)

where §(k) = 1 represents real output arrive before 7, otherwise it means this
data lost. And it is easy to get

Pr(d(k)=1) =
Prgagk) - og 1 )

4 Networked Iterative Identification

4.1 The Identification Algorithm

The purpose of identification is to identify the unknown parameters
d=[dpdp1-di]",b=1[bpbp1 -] a=[a1as - a]"

based on the input-output measurements {u(k), y(k)}_, over wireless networks.
And at the kth identification process let

k=1 i=1
and
Tl d5) = & 3 () = (R + (1= (W), ()
n ’_1n 2
= b 30 (S it =)+ 32 bl ) GO0 + (1= 50y, ()

=~
Il
_

ES
I
—
-
Il
-

~6(k) 3 GalR)asb — (1= 8() 3" GaK)ag_y by, — 6(K)e — (1= 8()eg_,))?
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where .
Yor (k) = A o(k) + D Gilk)agby, + ¢
i=1

is obtained from

k) = 3 dia +Zbkj Za,ﬂ gilulk =)~ v > gilulm -

kE m=1
\ ~ -
Gi(u(k=7))
n l 1 Ny,
+ becj Zal%i]\p Z gi(u(m —
j=1 i=1 kE m=1
~ -
<k
-1\ |
=dj : + 30 (gilulk = 1)) - gi(u(k —n)) ) ag; by + ¢,
=1 ~
y(k—n) i (k)
~ ~ -~
o (k)
So we will give the following algorithm.

— the initial stage: given the initial estimates b;(0) = [1 0--- 0] and arbi-

trary d;(0) and c;(0)
— at iteration stage k > 1, if k = 0 : find, for the fixed bz (k —1),d;(k — 1) and

Cl}(k -1),

aj, = argmin Jo(ag, by (k — 1), d (k — 1), ¢ (k — 1))
else find, for the fixed b (k — 1),d;(k — 1) and cj(k — 1),
ap = argmin J,yz(az, b (k — 1),dg(k —1),ci(k— 1))
Normalize aj(k) = + H‘ia(k’“)H so that ||aj|| = 1 and the first nonzero element
k

l -
is positive. And substitute f; (k) = Z agg;(u(k)) and if k = 0 find, for the

fixed ag,

(b (), dj,(k)) = argmin Ji (ag (), by, dj,)

else for the fixed aj,

(bk(ki), d,;(k‘)) = arg min JleC(a,;(k‘), b,;, dfc)
Finally, set

l

k) =3 by, za,ﬂ > gilu(m — )

jf m=1

. Replace k by k + 1, the process is repeat.

297
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In the above algorithm, the parameter §(k) is very important, which reflects
the the influences of wireless network delays on identification process. In fact, in
here the delays has been transformed into dropouts problem.

4.2 The Proof of Algorithm Convergence

Definition 1: If HB — BH < g, then 5 is convergent in sense of norm.

Proof: After a series of deduction we can get

b = ol| < [[bg | + 1]
l

1 1
k'a;aw k ‘J‘;aj k jz=:1a0j N 2\1)2
O i N D [/ S (O D
J'é:l @k j§1 kg J'El ks ' =

oz —al| = [[be(Dag — b(D)al| < [b (V)] + [b(1)]
<2p(1)| + (1 = p)*en
Idj, = dl| < [|dg[| + 1l
< 2|ldl| + ¢*eao
If N — oo, we can get their limitation respectively as

!

l
> aoj

l
| 2 a0 X Py n
lim [(L4+g" )+ 0= Dbl +dt (e
koo 3 ag; 3 ag; 3 ag;| =1
j=1 =1 =1
1

P
=@+ " el

= Ok

lim [2|b(1)| "qufbl} =21b(1)]

k—o0

Tim (2 ||d|| + ¢"ca0) = 2 |d|
k— o0

According to definition 1 the result is obtained.

5 The Result of Simulation

The Hammerstein system parameters are assumed as

d=10.30.2 —0.3]
b= 211]
a=1

If let k = 100, we can get the relation of bounds of Hd,; — dH , Hd,; — dH , Hb;C — bH
and themselves, see Fig 2, Fig3 and Fig 4, where aj = b;(1)a;.
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Fig. 1. The convergence of the identification parameters in norm senses

6 Conclusions

A new networked identification algorithm is proposed. This approach is different
with the ones in (Bai et al., 2010; Deng et al., 2013, 2014) because its conver-
gence is proved in the sense of norm. And numerical simulation examples have
confirmed the efficacy of the proposed approaches.
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Abstract. This paper is concerned with the problem of static out-
put feedback control for networked systems with a logic zero-order-hold
(ZOH). First, the networked closed-loop system is modeled as a discrete-
time linear system with a time-varying delay, whose upper bound can
be regarded as not only the admissible maximum delays induced by the
network but also the admissible maximum number of packet dropouts
between any two consecutive updating instants of ZOH. Then, in order
to obtain a larger upper bound of the time-varying delay, a generalized
finite-sum inequality is introduced, based on which, a less conservative
stability condition is derived by incorporating with convex combination
technique. By using the cone complementary linearization approach, the
desired output feedback controllers can be designed by solving a nonlin-
ear minimization problem subject to a set of linear matrix inequalities.
Finally, some examples are given to show the effectiveness of the pro-
posed method.

1 Introduction

During the past decades, networked control systems (NCSs) have been attract-
ing much interesting of researchers in the field of control. In an NCS, the data
transmission between a physical plant and a controller is completed through a
digit network with constraint quality of service (QoS). On the one hand, the
introduction of networks has some advantages, such as lower costs, easier instal-
lation and maintenance and higher reliability, and thus NCSs have been applied
to a wide range of systems, see, e.g. [1,2]. On the other hand, the introduction
of networks also brings some disadvantages due to the constraint QoS. With the
limitation of network bandwidth, network-induced delays and data dropouts are
inevitable during signal transmission. These unfavorable factors possibly cause
system performance degradation or even instability of an NCS. Therefore, it is
quite significant to investigate the effects of network-induced delays and data
dropouts on an NCS. Much effort has been made on this issue, and one can refer
to [2-8] and references therein.

Recalling some results reported in the literature, it is found that network-
induced delays and data dropouts are usually handled separately or simultane-
ously to model NCSs as different systems. In [9] the network-induced delays from
sensor to controller and from controller to actuator are modeled as two Markov

M. Fei et al. (Eds.): LSMS/ICSEE 2014, Part II, CCIS 462, pp. 300-309, 2014.
(© Springer-Verlag Berlin Heidelberg 2014
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[}
i-[ Logic ZOH ]—-[ Plant H Sampler ]—/

Controller

Fig. 1. A networked control system with logic ZOH

chains and the closed-loop NCS is then modeled as a jump linear system with
two modes. The effects of network-induced delays on the NCS are studied. As
for an NCS with packet dropouts, different models are proposed. For example,
an NCS with packet dropouts is modeled as a stochastic system with a Bernoulli
distributed white sequence in [10], a discrete-time switched system in [11] and
an asynchronous dynamic system in [12]. Consequently, a number of results
have been derived on how the packet dropouts affect the stability of an NCS.
In [13], network-induced delays and packet dropouts are handled simultaneously
to model the closed-loop NCS as a linear system with a time-varying delay. This
approach has gained considerable attention of researchers. However, the timing
mechanism scheduled in [13] cannot express the network-induced delays or the
number of packet dropouts explicitly. As a result, the effects of network-induced
delays or packet dropouts on an NCS is implicit. Moreover, data packet disorder
phenomena are not considered in [13], which means that one cannot ensure the
newest data packet to drive the physical plant at each updating instant of the
zero-order-hold (ZOH).

In [14], Xiong and Lam proposed a general framework to deal with the network-
induced delays and data dropouts simultaneously. By introducing a logic ZOH to
store the newest control information, an NCS subject to both network-induced
delays and data dropouts can be modeled as a linear system with a time-varying
delay in the discrete-time domain. Since both network-induced delays and data
dropouts can be derived from the logic ZOH, this approach is more convenient
than that in [13] to be used to investigate the effects of network-induced de-
lays and data dropouts on the NCS. Employing this model, Xiong and Lam
discussed the problem of state feedback stabilization, but the obtained results
are somewhat conservative. Moreover, when the state of the physical plant is
unmeasurable, these results are inapplicable.

This paper deals with the problem of output feedback stabilization of an NCS
with a logic ZOH in the discrete-time domain. Similar to [14], the closed-loop
NCS is modeled as a linear discrete-time system with a time-varying delay. Then,
a generalized finite sum inequality is introduced to formulate some stability
criterion for the closed-loop NCS, which includes the one in [14] as a special case.
Finally, by employing the cone complementary linearization approach, suitable
output feedback controllers can be designed based on the proposed stability
criterion, whose effectiveness is confirmed by some numerical examples.
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Fig. 2. An example of packet lost and used (dagged line: lost; real line: used)

2 System Description

Consider an NCS shown in Fig. 1, where the plant is a continuous-time system.
Assume that both the sampler and the zero-order-hold (ZOH) are clock-driven.
The output signals of the plant are sampled by the sampler at ¢, = kT, k =
1,2, -, where Ty is the sampling period. At each sampling instant t;, the out-
put signal y(¢x) and its time stamp are encapsulated into a packet and sent
to controller through a network. Once this packet arrives at the controller, the
controller immediately calculates and generates a new control signal, which to-
gether with its time stamp is encapsulated again into a control packet. The
control packet is finally transmitted by the network to the ZOH. The ZOH is
configured to be a logic ZOH, which is synchronized with the sampler in the sense
that the ZOH adjusts its output only at the sampling instants. This logic ZOH
compares the time stamps of the arrived control packets with the time stamp
currently stored in the ZOH such that the newest control packet can be chosen
to drive the physical plant. Concisely, the logic ZOH is described as follows.

Logic ZOH: Given u(0), let 4o =0, k=0 and s, =0 for all ¢ € {1,2,3,---}.

1. At sampling instant ¢, ZOH changes its control input packet to w(t) =
u(ikTS) fortp <t< trt1. Let ’ik+1 = 1k;

2. During tr < t < tp41, if a packet u(jTs) arrives and j > ip41, then ZOH
stores u(jTs) and lets ix1 = j and sgp41 = J;

3. Repeat Step 2) until ¢ reaches the next sampling instant tx41. Let k =k +1
and go to Step 1).

The above description of logic ZOH is slightly different from that in [14]. Here,
we introduce the sequence {s1,s2, -+ ,8q, -} to report the updating instants
of the ZOH. s, # 0 means that at the sampling instant k¥ = ¢, ZOH updates
its output with the newest control input packet whose time stamp is s,, while
54 = 0 means that at the sampling instant £ = ¢, ZOH does not update and still
uses the previous input packet to drive the physical plant. For example, in Fig.
2, s5 = 4 # 0 means that at the sampling instant k¥ = 5 the ZOH updates its
output with the control input packet whose time stamp is 4 to drive the physical
plant. In the following, we call the packet whose time stamp is s, (sq # 0) an
effective data packet.
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Define d(k) = k — iy, and suppose 0 < d(k) < dmax, where dpax is constant.
Then the network-induced delay of an effective data packet and the number
of data dropouts between two consecutive updating instants of ZOH can be
expressed explicitly.

— Denote by IV, the network-induced delay of the effective data packet whose
time stamp is s,. Then we have

N, =q—s5q, if 54#0, VgeN (1)

For example, in Fig. 2, Ny, = 1, N, = 0 and Ny,, = 2. Moreover, notice
that i, = s, when s, # 0. In consequence, Ny, < dmax (¢ €N).

— One can seen that packet dropouts occur in the case of d(k+1) < d(k). When
d(k+1) < d(k), denote by Nf:;;out the number of packet dropouts between
the current updating instant k£ 4+ 1 and the previous updating instant & of

the ZOH. Then we have

Ny o =d(k) — d(k+1), if d(k+1) < d(k) Vk € N (2)
For example, in Fig. 2, Ng’mpout =1, Nc}fopout =2 and Nc}fopout = 3. More-
over, it is clear that Nﬁ;}mut < dmax-

Similar to [14], the physical plant in Fig. 1, together with the sampler and
the logic ZOH, can be descretized as a linear discrete-time system with input
delays:

x(k + 1) = Az(k) + Bu(k — d(k))
y(k) = Cx(k) (3)
x(0) = xo
where z(k) € R™, y(k) € RP and u(k) € R" are the state, measured output and
control input, respectively; A € R"*" B € R™*" and C' € RP*"™ are constant real

matrices and xg is the initial condition. d(k) is a time-varying delay. Without
loss of generality, suppose that

where d; is not necessarily equal to zero.
In this paper, we aim to design a static output feedback controller of form

u(k) = Ky(k) (5)

where K is the controller gain to be determined, such that the resulting closed-
loop system
x(k+1) = Az(k) + BKCx(k — d(k)) (6)

is asymptotically stable. The initial condition sequence of the system (6) is sup-
plemented as {¢(k)|k = —da, —d2+1,---,0} with ¢(0) = zo.
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Remark 1. It is clear that with a logic ZOH, the closed-loop NCS is modeled
as a linear system with a time-varying delay, where network-induced delays and

packet dropouts are taken into account. Let Njyjx = maxqen{N;,} represent the
upper bound of network-induced delays, and let Noropout = manGN{N(?:)Lout}

stand for the mazimum number of packet dropouts. Then one has

N e NI s (7)

delay dropout =

which means that upper bound dmax of d(k) reflects the endurability of networks
on network-induced delays and packet dropouts. It is worth pointing out that,
however, similar model is proposed in [18, 15] and [16], but the relationship

max max y y
among Ngeia: Nipopour and dmax is given by

Nc?é?(;(y + Nérwl"?))z()out < dmax (8)

which indicates that dmax Teflects the endurability of networks on the sum of
network-induced delays and packet dropouts.

To end this section, two lemmas are introduced for the stability analysis in
the next section.

Lemma 1. [17, 18] For any constant matriz R € R™ ™ with R = RT > 0,
integers 1 and ro with ro > 11 > 0, vector function w : {ri,r1 +1, - ,r2} —
R™, the following inequality holds

S et Rw() = L, (S5 w7 6)) R (X7, w6)) -

Lemma 2. (A4 generalized finite-sum inequality [19]). For any constant matrix
R € R™™ with R = RT > 0, constant integers or time-varying integer-valued
functions r1 and ro with ro > r1 > 0, vector function w : {ry,r1 +1,--+ ,r2} —
R™, if there exist E € R™*9 and ¢ € RI*! such that Z;i;ll w(j) = Ev, then
for any matrix M € R"™*9 the following inequality holds

S wT(G) Rw(j) > T Ty (9)

where T := ETM + MTE — (ro — r1)MTR™'M.

3 Main Results

In this section, we first present a stability criterion for the closed-loop system
(6). Then a cone complementary approach is employed to design suitable static
output feedback controllers.

For simplicity of presentation, denote

E(k) :=col{z(k),z(k — d(k)),z(k — d1),x(k — d2)}

and
e1=[1000], e2=[0100], e3=[0010], e4=[000 I]
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where [ is an n X n real identity matrix. Thus
w(k+1) =6&(k), nk) =68k
where n(k) := z(k + 1) — z(k) and
%1 = Ae; + BKCey, 62 =(A—1I)e; + BKCey (10)
The Lyapunov functional candidate is chosen as
V() = Vi (k) + Va(k) + Va(k) + Vi (k) (1)
where

Vi(k) := 2T (k) Px(k)

k—1 k—d;—1

Va(k):= > aT()Sia() + D " (§)S2())
j=k—d1 j=k—d>
—di+1 k—1

= 2. > 0%l

j=—da+1i= k+g 1

-1 —di—1 k-1
Ve Y Y T ORa0+ Y Y A @Rn)
j=—di i=k+j j=—d2 i=k+j

We now state the following result.

Proposition 1. For given scalars di and do satisfying do > di > 0, the system
(6) is asymptotically stable if there exist n X n real matrices P > 0,57 > 0,52 >
0,53 >0,R, > 0,Ry >0 and n X 4n real matrices My and My and r X p real
matriz K such that

O+ 29 + Q23 dio MY 0+ 29 + 25 dig MY
<0, <0 12
dy2 M, —d12 R d12M> —d12Ro (12)
where dis = do — dy1, and
2 =G PG +el [S14(dia + 1)S3— Pley
—6;5362+6g(52 —51)63—655264 (13)
2y := €5 (diRy + d12R2) 6> (14)
(23 := 7(61763)TR1(61763)+(€47€2)TM1
+M1T(€4—€2)+(62—€3)TM2—|—M2T(€2—€3) (15)
Proof. The proof is omitted due to page limitation. O

In case of d; = 0, modifying the Lyapunov functional in (11) slightly and
following the same line of the proof of Proposition 1, then we have the following
result without proof.
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Corollary 1. For a given scalar dg, the system (6) is asymptotically stable if
there exist n x n real matrices P > 0,57 > 0,52 > 0,Z > 0 and n x 3n real
matrices My and My and r X p real matriz K such that

201 + 202 dleT] <0 {901 + 202 doMT

Aoy —doZ doMy  —dyz | <Y (16)

where
Qo1 = € Py —éL Soéy—el S163+ET[S1+(dy + 1)Sy— Pé;
Qo2 := doC iy ZC0a+ (65— E2) T My +M{ (63 —&9) 4 (62—é1)T May+ M (69—¢1)

with & = [I 0 0, =1[0 I 0],és =1[0 0 I],%01 = Aé1 + BFCéy and
Go2 = (A — I)él + BFCeé,.

Corollary 1 includes Theorem 1 in [14] as a special case. In fact, let S; — 0T,
Sy — 0%, My =0 and My = [T T& 0], then the matrix inequalities in (16)
with C' = I reduces to matrix inequality (4) in [14] after some simple algebraic
manipulation. Therefore, Corollary 1 is less conservative than Theorem 1 in [14].

In the following, we aim to design suitable output feedback controllers of
form (5) based on Proposition 1. Notice that matrix inequalities in (12) are
nonlinear due to nonlinear terms such as ¢l P%) and €4 (d? Ry +d12R2)%. The
cone complementary linearization (CCL) proposed in [20] can be used to convert
the non-convex feasible problem into nonlinear minimization problem subject to
linear matrix inequalities. In doing so, we rewrite Proposition 1 in an equivalent
form as follows.

Proposition 2. For given scalars di and ds satisfying do > di > 0, the system
(6) is asymptotically stable if there exist n x n real matrices P > 0,L > 0,7 >
0,51 >0,5 >0,53>0,R; >0,Ry >0 and n x 4n real matrices My and M,
such that

Q1+ Q3 dioMT €T €F Q1+ Q3 dioMT €T €F
* 7d12R2 0 0 * 7d12R2 O 0
* * —-L 0 <0, * * -L 0 <0 (a7)
* * *x =7 * * *x =7
PL=1, Z(diRy+diaRy) =1 (18)

where (23 is defined in (15) and
_(21 = 6{[51 + (d12 + 1)53 — P]el — 6%15362 + 6?(52 — 51)63 — 6?;5264

Proof. Applying Schur complement to the inequalities in (12) yields (17) with
equality constraints in (18). This completes the proof. O

Following the line of CCL in [20], the non-convex feasible problem described
by (17) with equality constraints in (18) can be converted into the following
nonlinear minimization problem:

minimize Tr (PL + Z(d%Rl + dlzRQ))

NMP: 19
subject to  (17) and [FI) ﬂ >0, {? d%RHdeRQ] >0 (19)
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4 Numerical Examples

In this section, two numerical examples are given to demonstrate the effectiveness
of the proposed method.

Example 1. Consider the system (6), where K is supposed to be known. A and
the product of B, K and C are given as

07 0 ~015 0
A= [0 0.95}’ BEC = [0.1 0.15] (20)

For prescribed d; = 3, we will calculate the admissible maximum upper bound
(AMUB) of dy, which ensures the asymptotic stability of system (20) subject
to (4). By Theorem 1 in [21], Theorem 1 in [22] and Theorem 1 in [23], the
obtained AMUBs are 9, 9 and 8, respectively. However, by using Proposition 1
in this paper, the obtained AMUB is 10, which is larger than those by [21,22]
and [23]. Moreover, for d; = 0, the AMUBSs of ds obtained by Theorem 1 in [14]
and Corollary 1 in this paper are 5 and 9, respectively. Clearly, Corollary 1
provides a larger AMUB than Theorem 1 in [14].

Example 2. Consider an unstable batch reactor, which is taken from [14,24]

1.38  —0.2077 6.715 —5.676 0 0
. 05814 —429 0  0.675 5679 0
) =1 1067 4273 —6.654 5803 | BT 1136 _3.146] “) (2D
0.048 4.273 1.343 —2.104 1136 0
Discretizing this system with T = 0.005s yields
1.0070 —0.0010 0.0330 —0.0278 0.0000 —0.0003
skt 1) = ~0.0029 0.9788 —0.0000 0.0034 (k)4 0.0281 0.0000 u(h)
=1 0.0052 0.0211 0.9675 0.0288 0.0060 —0.0155
0.0002 0.0211 0.0066 0.9897 0.0060 —0.0001

Xiong and Lam [14] studied the problem of state feedback controller design
for an NCS with the plant being (21). With a logic ZOH, a stabilizing state
feedback controller was derived for 1 < d(k) < 5. However, solving the NMP
in (19) with C' = I in this paper, for 1 < d(k) < 20, one can get a stabilizing
network-based controller as

" — 0.1669 —0.0324 —0.0264 —0.0544 - (22)
1.3107 —0.0654 0.2062 0.0102

This result shows clearly that under the controller (22) the asymptotic stability
of the involved NCS can be ensured even if the maximum number of packet
dropouts between any two consecutive updating instants of ZOH reaches 20,
or even if the control input packet driving the plant is delayed by 20 sampling
periods from the sampler. Connecting this controller, Figure 3 plots the initial
condition response of the closed-loop system with zo =[5 0 5 0]%.
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Fig. 3. State curves of the closed-loop system of Example 2

5 Conclusion

In this paper, output feedback control has been investigated for an NCS with a
logic ZOH in the discrete-time domain. The closed-loop NCS has been modeled
as a discrete-time linear system with an interval-like time-varying delay, whose
upper bound reflects not only the maximum allowable delays induced by the
network but also the maximum allowable number of packet dropouts between
any two consecutive updating instants of ZOH. In order to derive a larger upper
bound of the delay, a generalized finite-sum inequality has been introduced to
obtain a less conservative stability criterion for the closed-loop NCS incorporat-
ing with a convex combination technique. By modifying the cone complementary
algorithm, the desired network-based output feedback controllers have been de-
signed in terms of solutions to a set of LMIs. Some numerical examples have
been given to demonstrate the effectiveness of the proposed method.
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Abstract. This paper concerns with the fractional order unified chaotic
control based on passivity. A hybrid control strategy combined with frac-
tional state feedback and passive control is proposed, derived from the
properties of fractional calculus and the concept of passivity. The frac-
tional chaotic system with the hybrid controller proposed can be sta-
bilized at its equilibrium under different initial conditions. Numerical
simulation results present the verification on the effectiveness of the pro-
posed control method.

Keywords: fractional order systems, passivity, fractional calculus.

1 Introduction

Fractional order systems have received considerable attention, due to the fact
that they can provide better intrinsic essence and accuracy than the classical
integer order models in describing real world physical phenomena [1]. Since the
restriction of the development of mathematics and physics, the fractional calcu-
lus has not been studied enough at the time it was proposed, until the last cen-
tury where science and technology had a revolutionary development and many
physical and biological phenomena can be given natural interpretation by the
fractional order models[2, 3]. During the passed several years, there appears a
lot of researches with the focus on the fractional differential equations, frac-
tional order nonlinear system stability and control, as well as numerical solution
and simulation [4-6], which consequently enable a variety of control strategies
and applications for fractional order chaotic systems [7—10]. Many traditional
chaotic systems have been generalized into their corresponding fractional order
circumstances, where the chaos behaviors are still preserved under certain con-
strains on the parameters of the fractional order, such as fractional order Chua
system [11], the fractional order Voltas system [12], fractional Lotka-Volterra
system [13], as well as fractional order unified chaotic system. Therefore, it is
important to explore effective control methods to deal with such fractional or-
der chaotic systems. Among the literatures appeared, certain classical control
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strategies have been introduced into the fractional order systems, including ac-
tive control, linear state feedback, sliding mode control, Lyapunov method and
so on [14-16]. Furthermore, inspired by the fractional order phenomena, some
fractional order controllers have been proposed, one of which is the well-known
fractional order PID controller with certain excellent performances [17].

Recently, passivity-based control attracts attention by the researchers [18,
19]. The concept of passivity, derived from the network theory and dissipative
systems, deals with the control problem under the perspective of system energy
characteristics to simplify the controller design, such that it has been applied
successfully into many nonlinear systems. Since the fact that there exists certain
inherent consistence between passivity and system stability, it is practicable to
stabilize the nonlinear system by means of designing a controller to render the
closed loop system passive, under appropriate constrains on the system [20]. Up
to now, some passivity-based control methods have been introduced into chaotic
systems, such as passive active control for chaotic systems, passive sliding mode
control, and passive robust control and so on [19, 21]. However, most of the
existed works are constrained in the scenario where only the integer order chaotic
systems are considered. In this article, we proposed a hybrid control method to
deal with the fractional chaotic systems, which combines the fractional order
feedback and passivity-based control such that the closed loop system can be
passive and then stabilized at its equilibrium.

2 Problem Formulation and Preliminaries

2.1 Fractional Calculus and Properties

Definition 1. Let f : [a,b] — R and f € L'[a,b], The Riemann-Liouville frac-
tional derivative of order is defined as:

Loodar [t f(n)
D« = 1

1) I'(n — «) dt» /o (t — )" ar M)
wheren — 1 < a<n and I'(:) is the Gamma function.

For fractional order chaotic system 0 < o < 1. In this paper we employ D for
representing the classical integer differential D! f(t) = df(t)/dt. The fractional
calculus has the following properties [2]

DD f(t) = D**0 f(t)

DD f(t) = D°f(t) = f(t) 2)

Daf(t) +bg(t)] = aD*f(t) + bDg(t)

where @ and (8 are fractional orders, a and b are real constants.

2.2 Theory of Passive Control

Passivity-based control investigates the dynamical systems in the view of system
input, output and energy, through geometric nonlinear control theory for the
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design of nonlinear feedback systems. If the supply from external source cannot
satisfy internal energy lost, then the system energy will decrease gradually and
then the system will reach an asymptotical stability eventually.

Consider nonlinear system described by the equation of the form

T = f(.%‘) + g(x)u (3)
y = h(z)
where the state space X = R", system input U = R™ and system output ¥ =
R™; f(x), g(x) and h(x) are smooth mappings. We can denote a nonnegative
function V' (z) : X — R the storage function of the system (3). Moreover, we call
a real-valued function s(y,u) =< y,u >= yTu the supply rate, such that

/t s(T)dr < 0oVt >0 (4)
0

Definition 2. The system (3) is said to be passive with the storage function and
supply rate, if the following inequality holds

V(z) - Vo) < / YT (r)u(r)dr (5)

and it is equivalent to say that: the system is passive if there exists real constants
B and p > 0 such that

t

/ YT (Fu(r)dr + B> / oy (r)y(r)dr (6)
0 0

Furthermore, the system (3) can be represented by its equivalent expression
called the normal form in new coordinate (z,y), where

z= fo(2) +p(z,9)y
Y= b?z, y) +a(z,y)u (7)

Lemma 1 (Bynes [20]). The system (3) is called a minimum phase system if
L4h(0) is nonsingular and z = 0 is an asymptotically stable equilibrium of fo(z).

Theorem 1 (Bynes [20]). Suppose that the system (3) is a minimum phase
system and Lyh(0) is nonsingular, then there exists a feedback u = @(x) such that
the controlled system is equivalent to be passive and then stable asymptotically
at its equilibrium.

3 Passive Control for Fractional Order Unified Chaotic
System

Consider the fractional order unified chaotic system

D%z, = le(x) = (250 + 10)(.%2 — xl)
Dal'z = fm2(x) = (28 — 359).%1 — X1T3 —+ (299 — 1)1’2, 0 < S 1 (8)

D3 = fy,(x) = 129 — 8J§9$3
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Here we choose a fractional feedback controller u = [ug, Uz, Uz,]T, where

Ugy = (Da_l = 1) fu, (2)
Ugy = (Dail - 1)f12($) + ur (9)
Ugg = (Dail - 1)fr3($)

Insert (9) into (8), and we obtain the controlled system

D1 = fo, () + sy = fo, () + (D7 = 1) fo, (x)
Dy = fao (¥) + Uay = fu, () + (D71 = 1) fay (@) + (10)
Daxfi = fms(x) + Ugs = fﬂcs(x) + (Da_l - 1)f963(x)

Take fractional derivative D'~ on both sides of the equation (10), and note
that D®D? = D*t8 then we have

DliaDal’l =Dz = Dlia(fml (f) + uZI/’l) = fr1 (x)
Dl_aDal’g = Daxy = Dl_a(fJ;Q (l’) + UmQ) = fmz(x) + Dl_aul (11)
Dl_aDa.%‘g = Dzx3 = Dl_a(fxg (.’L‘) + uws) = fws(x)

thus the system (8) is transformed into an integer differential form by the con-
troller u.

If we design a passive controller u, = D!~%u; to render the system (11) to
be passive and then stable asymptotically, then the system (8) can be stabilized
under the controller u defined in equation (9), with u; = D lu,,.

Let y = x2,21 = 1 22 = 22 equation (11) can be rewritten as its normal form

2= fo(2) +p(2,9)y (12)
= 0(zy) + a(z, y)u
where fo(2) = [-(250 +10)z1  %3%20]", p(z,y) = [250 + 10 z1]T, a(z,y) =1,
and b(z,y) = (28 — 350)z1 + (290 — 1)y — 21 29.
Theorem 2. The system (12) is a minimum phase system.
Proof. For subsystem 2z = fy(z), where

21 = —(259 + 10)21

s 846
22—7;:22

(13)

choose Lyapunov function W (z) = 2f + } 23, then we obtain W(z) = —(2560 +
10)27 — 83723 < 0. thus is 2 = 0 an asymptotical equilibrium of fo(z). Since
Lyh(0) =1 is nonsingular, according to Lemma 1, we conclude that the system
(12) is a minimum phase system.

Therefore, we have the following stability theorem

Theorem 3. For system (12), if we choose the passive controller
oW (2)
0z

where k > 0 and v is an external input. Then the system can be stabilized at its
equilibrium.

up =a ' (z,y)[-b"(z,y) — p(z,y) — ky + ] (14)
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Proof. Choose the storage function V(z,y) = W(z) + éyz , then we obtain

O
V= zZ+yy
=V a2+ ) pley+ blz) + alz )
= 92 olz azpz’yy zY a\z,y)uply
since the system is minimum phase [20], thus
ow
<
9s fo(2) <0 (16)
then
0w
Vs, Py + bz y) +alz y)uly (17)
put the passive controller into inequality (17), we obtain
V < —ky® vy (18)

take integration on both side of (18), we have

V@w+AkMWﬂﬂ§AvUMMMﬂ+B (19)

where 8 = V (20, yo). Since the storage function V(z,y) > 0, we obtain

t t

/ y(r)v(r)dr + 8 Z/ ky?(T)dr (20)
0 0

according to definition 2, the system is passive. Furthermore, theorem 2 shows

that the system (12) is minimum, and note that Lyh(0) is nonsingular, thus by

theorem 1, the passive controller proposed stabilizes the system asymptotically

at its equilibrium.

Finally, the system (8) can be stabilized under the hybrid controller u defined
in equation (10), with uy = D* 1w, where is the passive controller in equation
(14).

4 Simulation

There are several numerical simulation methods which have been applied broadly
in nonlinear control systems, such as GL numerical method based on power se-
ries expansion, CRONE-Oustaloups approximation, Podlubny matrix approach,
Adams-Bashforth-Moulton type predictor-corrector scheme and so on [2]. This
paper adopts the last one for simulation.

The hybrid controller proposed in equation (19) consists of two components,
the fractional order feedback and passive controller respectively. Since the frac-
tional order feedback controller has no control parameter, the only two control
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Fig. 2. State trajectories when « = 0.9, 0 = 0.9, k =0.23, v =0

parameters, k and v, appear in the fractional order passive controller u; . Ac-
cording to equation (14), we have

up = D* tu, = DO7H—(38 — 100)21 — (290 — 1 + k)wo — 223 +0]  (21)

When 6 € [0,0.8) , the fractional unified chaotic system appears as a general

Lorenz system, figure 1 shows the stability of the controlled system, with o =
0.96,0 =02, k=3,v=0,and 2o = [10 9 8]T.

315
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When 6 € (0.8, 1] , the fractional unified chaotic system appears as a general
Lorenz system, figure 2 shows the stability of the controlled system, with a = 0.9,
=09, k=023 v=0, and xg = [-10 — 8 15]T.

The two simulation results above show that the hybrid controller can stabilize
the fractional unified chaotic system asymptotically.

5 Conclusions

This paper deals with the control problem of the fractional order unified chaotic
system, under the perspective of passivity. On the basis of the fractional cal-
culus properties and the passive control theory, a hybrid controller is designed
which can stabilize the system at its equilibrium asymptotically. The concept of
passivity concerns only with system input, output and energy, other than the
system description model, therefore it provides a new direction to investigate
the control of the fractional nonlinear systems.
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Characteristics Analysis of Cloud Services
Based on Complex Network

Lilan Liu, Cheng Chen*, and Tao Yu

Shanghai Key Laboratory of Intelligent Manufacturing and Robotics, Shanghai University,
Yanchangstr 149, Zhabei, Shanghai, China

Abstract. This paper researched the theory of cloud services based on complex
network theory and graph theory. By virtue of the generalized network model of
cooperation, a method of building cloud services network model was put
forward, with regarding cloud services and their cooperative relationship as
vertexs and edges in abstraction respectively. The network statistical properties
are analyzed, including degree, degree distribution, shortest path length, vertex
betweenness, similar matching coefficient and clustering coefficient. Using an
example about fulfilling an order of LED spotlight, characteristics analysis of
cloud services was suggested, to illustrate how to choose the appropriate cloud
services.

Keywords: Complex network, Cloud services, Topological characteristics.

1 Introduction

The emergence of cloud manufacturing proposes a newly developed method for the
transformation from manufacturing industry to service industry. Cloud manufacturing
is a new networked intelligent manufacturing pattern which is service-oriented, cost-
effective and knowledge-based [1]. With the help of cloud computing, EPC network,
semantic Web technology etc., Cloud manufacturing virtualizes various
manufacturing resources and capabilities, operating and managing uniformly and
ultimately realizes the function of accessibility readily and use on demand in the
whole service of manufacturing life circle orienting all the members in the whole
industry including enterprises, sale agents and end user.

In the environment of cloud manufacturing, lots of manufacturing sources and
capabilities are involved which are all encapsulated as individual cloud manufacturing
services (cloud services) through network virtualization based on knowledge. In the
process of providing service to customers, choosing one or more suitable cloud
service according to user requirements and provide users with reliable, efficient, low-
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cost manufacturing services. A large amount of cloud services forms a complex
system. In cloud manufacturing, simplify each cloud service and the relationship
between different cloud services as the vertex and edge between the vertices
empowered or not, thus the study of cloud services can be transformed into complex
network model through that characteristics of cloud services can be analyzed by the
means of topological characteristic in complex network.

2 Cloud Services and Complex Network Model

2.1  Cloud Services

Cloud Manufacturing can be treated as extend and practice of cloud computing in
manufacturing industry. Cloud Manufacturing uses cloud computing, Internet of
Things, semantic Web technology to virtualize the Manufacturing Resource and
Manufacturing capability and encapsulate them into Manufacturing of Cloud
Services, in the cloud manufacturing platform. And combine of multiple of
Manufacturing of Cloud Services to form the Manufacturing of Cloud finally. Any
enterprise or individual which distributed in different areas can visit the cloud
manufacturing platform through network. The network composites cloud services
according to the Personalization of Demand [2] (Fig.1). During this, knowledge plays
an important role in virtualization encapsulation and display of the requirements, and
provides service-oriented, cost-effective and knowledge-based networked intelligent
manufacturing pattern in the process of cloud manufacturing service [1].

Sle )&
—_—
O @ Manufacturing of Cloud
N Request
N
AN
AN
AN
AN
AN
AN

Manufacturing of Cloud
Services

Virtualization
Invoke

- — — — — —

Manufacturing
Capacity 3

Personalization of
> Knowledge Demand

Manufacturing
Resource

Fig. 1. The Working Principle Diagram of Cloud Services

The key of cloud manufacturing, which simultaneously support -efficient
management and intelligent search etc., is how to overcoming the barriers of
distributional, heterogeneous manufacturing sources and capacities, and encapsulates
them into the cloud manufacturing platform treating knowledge as the carrier. Cloud
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manufacturing can provides customers dynamically and flexibly with reliable and
low-cost individual services [3].

When customers’ individual services involving varies resources, the most suitable
cloud services must be chosen in the cloud manufacturing platform and composited
into manufacturing clouds. Cloud services can composite into various manufacturing
clouds according to customers’ individual requirements. How to customize the
optimal service composition has been the key point in cloud manufacturing. Cloud
manufacturing service composition generally can be divided into three stages: D
requirement decomposition, which decomposed customer requirements into several
service modules;@cloud services match, which aiming at the decomposed service
modules to search matching cloud services in the cloud manufacturing platform;®@
cloud services composition, which composites the searched cloud services into a
feasible task flow.

Cloud manufacturing service composition is the key procedure to realize effective
allocation of cloud manufacturing resource. In the environment of cloud
manufacturing, manufacturing enterprises provide customers with its own competitive
advantages in the form of manufacturing resources and manufacturing capabilities.
Usually, in order to safeguard the operation enterprise itself as well as balance the
completion of manufacturing orders and high invoking ratio, requirements in cloud
manufacturing are often composited together to execute a task. Multitude of cloud
services thus compose a service network. Combining with the knowledge and method
of complex networks to study characteristic of cloud services composition is the chief
of this paper.

2.2 Complex Network

Research on complex network can date back to the seven bridge problem. With the
development of random graphs, small-world experiment, the strength of weak ties and
another theory, research on complex network become increasingly mature. Recently
years, it has become a hot research area in graph theory, statistical physics, computer
network, research hotspots in the field of ecology, management and other subjects.
Complex Network has close associations with Internet network, neural network and
social network in real life.

The structure of complex Network consists of a large amount of network node and
the complexity relationship between the nodes. Complex network model research
began in regulation network, then Random Graph appeared. Random Graph has
obvious defects in application, but its theory has always been a basic theory of
studying the complex network. Small-world network model and the scale-free
network model has attracted a great deal of attention of complex networks researches.
Through researches on complex networks, people can be visualization and
quantitative for many application scenarios, and find out things’ development
characteristics, then predict the possible running state within a certain range.

In complex networks has a kind network named cooperative network, partnership
between each basic unit is widespread in this network. Such as scientific researchers’
cooperation can produce scientific papers and actors’ cooperation can produce films
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and television programs in social network. In non-social network, many traditional
Chinese medicines’ cooperation can produce prescriptions to treat diseases, tourist
attractions’ cooperation can produce hot tourist routes which attract visitors, and bus
stations’ cooperation can improve the efficiency of transportation vehicle. The edges
of cooperative network always stand for the cooperative relationship between
elementary units. [4] This so-called affiliation network usually expressed by two-
particle diagram. A kind of node is the actor participated in activity, event or
organization, the other is the activity, event or organization called act. An edge
connecting two points shows that two actors participated in the same act.

As shown in Fig.2, if just one type of particle is considered (just as particles in type
“actor”), draw the single particle’s projections. Two single particles of this type share
the same particle in other type (just as particles in type “acr’), with whom forms two
edges. Then project the two edges as the edge of the two single particles (edges
between two particles in type “actor”). Edges joining particles mean that participants
worked with the same project. If there are multiple edges between two particles, then
the more multiple edges, the more often participants work together.[5]

Two-particle
diagram

One-particle
diagram

Fig. 2. Two-particle and one-particle diagram

Define a parameter h; to represent “vertex act degree”. If actor i participates in
several acts, then a parameter h; representing “vertex act degree” can be defined,
which equals to the particle number that actor i connect with in two-particle diagram.
In the same way, if there are several actors participate in the connection, then define a
parameter 7; which means “number of nodes inside an act”, which equals to the
particle number that act j connect with in two-particle diagram[6]. Those actor
particles constitute a complete graph due to that they have worked with. Vertex act
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degree and number of nodes inside an act are important properties in cooperation
network which depict the important information of cooperation network.

In research of cooperation network, Barabasi and Albert[7] research on Scale-Free
of cooperation network, and put forward the famous BA model: In an open system,
there are new units joining in, and the total number of nodes increases continually,
and probability a note form a new edge monotonously rely on the degree it has
possessed. Its construction algorithm is:

(1) Increase: At the initial time, assuming there has been mjg notes. Then every
once in a while, add a new note, and connect it to m notes exist already
(m<my);

(2) Optimization: When connect new note to existed note i , assuming the
relationship between the connection probability /7; that note i connect to
the new note and the degree of note i -- k;, the degree of note j --k; satisfy
the following relations:

7=t (1.1)

(3) After ¢ times interval, the model generate a network with N=tmnotes and
m, edges. With the increase of ¢, network evolution comes into scale
invariant status.

Scale-free networks have characteristic of "power-law distribution", whose

equation is: y=cx”, where x, y is positive random variable and c, r is positive constant.
To take logarithm on both sides in equation above:

logy=logc—rlogx (1.2)

In double logarithmic coordinates, power-law distribution is shown as a straight
line with negative slope. This linear relation is a basis to judge whether random
variable meet the power law distribution.

3 Modeling of LED Cloud Services Network

3.1 Definition of Cloud Services Network

Quantity of cloud services in cloud manufacturing platform aggregate into “cloud
pool”, in which stores a larger number of cloud services. How to custom low-priced,
convenient services according to customer’s requirements rapidly is the top priority of
cloud manufacturing. The composition of cloud services can be solved by complex
network theory, treating each cloud service as a note in complex network and service
connections among different cloud services as edges in complex network. As shown
in Fig.3, according to different mission requirements, there are different weight value
of edges. This method can realize functions of cloud services composition relations,
such as visual display, service composition network construction, kinetic-analysis of
cloud services composition network, node control strategy and method in cloud
services composition network and so on[2].
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Fig. 3. Cloud services network

In the field of manufacturing, distribution, heterogeneous and massive number
characteristic of manufacturing resource result in the complexity of cloud
manufacturing service composition, thus a complex network among cloud services
forms — a complex network model through building cloud services composition. In
this paper, cooperation network is applied to cloud services composition. When
building cloud services composition model, divide cloud services according to the
corresponding relationship of subtask--- cloud services, thus bipartite graph between
subtask 7" which split from ancestral task and cloud service S can be built. Then
project cloud service to ingle particle network, treating each cloud service as a vertex
and treating interrelation between the cloud services which participate in the same
case as the edges connecting two vertex. By this way, a cloud service composition
network can be built.

3.2  Cloud Services Network Building

Any network can be abstracted as a figure of node sets and edge sets: G = (V, E),
where V is a nonempty set representing node sets; E representing edge sets is a binary
set consists of elements in V. When no edge in the network has direction — in other
words, E is an unordered binary set which is composed of elements in V — then this
network represents an undirected network; if not, this network represents a directed
network. When each edge is endowed with weights, then this network represents
weighting network; if not, it represents un-weighted network.

This paper conducts the study by collecting relevant information via a LEDs
lighting cloud services platform. This platform has 127 LEDs lighting enterprises,
including 602 cloud services involving design service, simulation service, processing
service, management service, license service, marketing service and many other
services which can satisfy user requirement based manufacturing tasks. Taking cloud
services composition problem in this platform as a case to build a cloud services
composition network. Abstract a manufacturing task into a task note, and abstract a
cloud service into a service note. If one manufacturing task need to call a cloud
service, then there is a relevance between this manufacturing task and cloud task,
which can be abstracted into an edge connecting task notes and service notes.
According to this abstract principles, a task-service network can be built, and this is a
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typical bipartite graph. This kind of two-particle diagram describes the relation
between different manufacturing tasks and services which are needed to accomplish
these tasks. In the next step, simplify the directed two-particle diagram into un-
directed asymmetric figure by using this relation. In other words, transform the
relation between tasks and services into the relation between the various services.

Cloud services built according to the construction theory above involves 602 notes
and 8908 edges. Fig.4. depicts topological graph of LED cloud services network. In
the top of the Fig., three manufacturing task (lamp design, lamp production, lamp
sale) and six services (design, simulation experiment, process, management,
certification, sale) comprise “manufacturing task- service” two-particle diagram. In
the below of the Fig. is single-particle diagram consists of services which corporate in
the same manufacturing task.

Lamp Lamp Lamp
Design Production Sale
. Simulation R
Design X Process Management Certification Sale
: Experiment . . . .
Service . Service Service Service Service
Service

Fig. 4. Topological graph of LED cloud services network

4 Analysis of Topological Characteristics of Cloud Services
Network

4.1 Degree and Degree Distribution

Network’s degree and degree distribution should be focused first. In cloud services,
node’s(S;) degree k; is the amount of other nodes connecting to S;. k; reflects the
connection degree of the node S; and other nodes. The Network’s average degree is
the average of all nodes’ degree.

1 N
k=—)>k . 3.1)
N2t <
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Degree distribution is the probability distribution of all nodes’ degree. For the
cloud service node, degree and degree distribution fully reflect the coupling of each
cloud service node. Coupling is a key character to combine cloud services. Table 1
shows the top five degree cloud services.

Table 1. Degrees of the top 5 cloud services. The larger degree the cloud service has, the more
other services will connect to it. Company A~E have larger degree that shows this five
companies are invoked frequently.

Cloud Service Node ID Node Degree
Company A: Processing services of lamps and lanterns 5 560
Company B: Chip production services 23 446
Company C: Certification testing services 467 358
Company D: Power production services 215 276
Company E: Sales services of lamps and lanterns 510 154

Through the statistical analysis by NetworkX, in cloud services network node
degree distribution P (k) is similar to follow power-law distribution, as shown in
figure 5. P (k) is the proportion of the amount of node which one’s degree is k in the
total nodes. On the results found in previous research, most of the social network
topology is between completely random and completely rules. The power-law
distribution is exactly between exponential distribution and power distribution.

10°

10

P (k>

102

.

k

Fig. 5. Node degree distribution in double-logarithmic coordinates show P (k) is similar to
follow power-law distribution which is exactly between exponential distribution and power
distribution
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4.2  Shortest Path Length

In networks, shortest path length is equal to the number of edges of the path which
has the least nodes among all the path from node i to node j. And the average of that
is the average path length:

>,

| = i#] ) (3.2)
N(N-1)

By calculation, the average path length of LED cloud services network is 3.26. The
maximal distance between any two cloud services is 4. This characteristic indicates
LED cloud services network has the obvious phenomenon of small world.

In cooperative networks, there is cooperation relationship between neighbor nodes,
and the relationship could be extended by nodes. Therefore in LED cloud services
network, some two nodes without directly connecting by edge may participate in
same one manufacturing task. And average path length reflects the length of cloud
services chain on the whole.

4.3  Vertex Betweenness

Betweenness is a measure of node’s centrality, and vertex betweenness is the amount
of the shortest path from all vertices to all other that pass through that node. The
number of vertex betweenness depicts the importance of node. Define Dj; as the set of
shortest path between node i and node j that pass through node u. The vertex
betweenness B, of node u could be expressed as follow:

2,0
€D;;

= |p)]

)

(3.3)

u

The larger number of vertex betweenness always show that node is the hub node in
network. In LED cloud services network, there is not only one of shortest path
between two nodes, randomly selected one from these paths as the shortest path
between the two nodes. So the sequence of degree’s size is different from the one of
vertex betweenness. From Table 2., it’s easy to find the sequence is not the same of
that in Table 1.

Table 2. Vertex Betweenness of the top 3 cloud services. Company A has the largest degree,
but its vertex betweenness is smaller than the one of Company C. That accounts for Company
A connects the most other services, and Company C is the more important service than
Company A. In many service combination, Company is indispensable.

Cloud Service Node ID Vertex
Betweenness

Company C: Certification testing services 467 34678

Company A: Processing services of lamps and lanterns 5 23156

Company B: Chip production services 23 12786
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4.4  Similar Matching Coefficient

Similar matching coefficient r (g) signify the connection tendency between nodes.
Graph G contains N nodes and / edges, then could be defined as follow:

> dd, /Z—LZ (, +d].)/l]

i,jee i,jee

Z;(dl.2+dj2)/l—(z;(d,.+dj)/l}

i,jee i,jee

r(g)= (3.4)

In (3.4), i, j€ € are edges in Graph G, if r (g) >0, then r (g) is called similar

matching coefficient; if r (g) < 0, then it’s non- similar matching coefficient. In
LED cloud services network, r (g) =0.024, belongs to similar matching coefficient.
A property of this kind of network is that the node of lager degree always be
connected by others easily. Such as Company A could be in collaborations frequently
because of its largest degree (560).

4.5  Clustering Coefficient

Clustering coefficient ¢ reflects nodes’ ability of gathering. In LED cloud services
network, clustering coefficient c; indicates tightness of the connection between cloud
service node S; and its neighbors. Definition of ¢; as follow:

_ 2 k>1
¢ =k x(k ~1) | 3:5)
0 k<I

And the average clustering coefficient C is defined as the average of all nodes’
clustering coefficient:

1 N
C=—)>c. 3.6
NZ (3.6)

After analysis and calculating all the value of c;, the lager degree node i has, the
smaller ¢; it has, and the smaller degree it has, the larger c; it has. That is because of
that nodes connecting to the same node may be compete with each other.

In LED cloud services network, C is equal to 0.044. For the network nodes, the
smaller ¢; it has, the more easily it will be replaced. This kind of node usually is not
important.
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5 Application of LED Cloud Services’ Characteristics

Take as an example to fulfilling an order of LED spotlight. Decompose this
manufacturing task into 4 subtasks: raw materials procurement, modular design,
simulating optimization, production & processing. Combining with those
aforementioned the statistical features of topological characteristics, an application is
given.

Order of LED
spotlight
I

————————— _I.————I———————————————.I

v v v v
raw materials L modular .| simulating .| production &
procurement g design "| optimization "|_ processing

)

Fig. 6. Decompose the manufacturing task about fulfilling an order of LED spotlight into 4
subtasks: raw materials procurement, modular design, simulating optimization, production &
processing. For raw materials procurement, cloud service 1, 2, 3 are candidate services.
Similarly, cloud service x, y, z are candidate for modular design. Cloud service I,11,Ill are
candidate for simulating optimization. Cloud service a, b, ¢ are candidate for production &
processing.

1) Calculate node degrees and degree distribution, in consideration of the coupling
between nodes, try to choose the node with large degree distribution (such as the
alternate contracts in table 3.).

2) In the selected nodes, to guarantee the quality of manufacturing task, choose the
optimized nodes by vertex betweenness. Select the one which has larger value.

3) The shortest path length reflects the length of cloud services chain on the whole,
which is positive relevant to the time for fulfill the manufacturing task. Hence,
it’s necessary to take the shortest path length of alternative nodes into account.
Get shortest path length by NetworkX, and choose the smallest one prior.

4) From the point of view of the market economy, keep the clustering coefficient
of alternative node as small as possible, because of that high clustering
coefficient will reduce bargain chips.[13]

5) According to the optimized principle above, the best service combination as
follow: cloud service 2 — cloud service z — cloud service I — cloud service c.
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Table 3. The statistical attribute of Cloud service 1-3, x-z, I -IIl, a-b, including degree
distribution P(k), vertex betweenness ¢; , Clustering coefficient B, .To find the most suitable
alternate contract for each subtask, Synthesize all the statistical attributes.

Subtask item | Alternate Contracts | P(k) % C; B,
rerial cloud service 1 18.00 | 1.000 | 32560
raw mAtentats I 1oud serviee 2 | 12.00 | 0.800 | 39238
procurement -
cloud service 3 9.00 0.900 | 28905
cloud service x 12.00 | 0.400 | 25032
modular 3
desien cloud service 'y 10.00 | 0.300 | 23456
ST
& cloud service z 8.00 0.200 | 30976
—_— cloud service [ 14.00 | 0.600 | 45609
stmulating ™ Joud service 11 | 13.00 | 0.800 | 35992
optimization -
cloud service III 8.00 | 0.800 | 48950
production cloud service a 17.00 | 0.300 | 34929
& cloud service b 14.00 | 0.400 | 47672
processing cloud service ¢ 13.00 | 0.300 | 56782

6 Conclusion

This paper took the theory of cloud manufacturing as study background, put forward a
LED cloud services model construction method based on complex network. By
analysis of topological characteristics of cloud services network, including degree,
degree distribution, shortest path length, vertex betweenness, similar matching
coefficient and clustering coefficient, an application about fulfilling an order of LED
spotlight explains the feature of cloud services. Due to the cloud manufacturing is still
in the preliminary stage of development at the present stage, most of it remain in
academic stage basically. It’s difficult to collect relevant information and data, we
will offer a further argument later.
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Abstract. The calculation of real-time dynamic room cooling load can be solved
effectively by soft sensing technology based on auxiliary variable. This paper
studies on the relationships between room cooling loads at different reference
temperatures, and presents the system equations for cooling load calculation
based on soft sensing. The undetermined coefficients in the system equations
were identified via the least squares method, which reflect the magnitude
relationship between the non-measurable primary variables and the auxiliary
variables which can be measured accurately. Finally, commentary was presented
based on the comparison between the results of simulation in Dwelling
Environment Simulation Tools (DeST) and results of calculation via the
equations in this paper.

Keywords: Room cooling load, central air conditioning, energy saving, soft
sensing.

1 Introduction

There is enormous energy saving potential on the real-time control at the running time
of central air conditioning, so that accuracy real-time building space load value is the
foundation of control and supply according demands of the air conditioning system.
According to the study and practice in the energy industry in recent 30 years, it is
widely believed that the building energy saving is the most promising and most directly
efficient way in all of the energy saving approach, as well as one of the most efficient
ways to ease the energy tension and resolve the contradiction between the development
of economical society and the shortfall of energy supplies [1]. Heating, ventilation and
air-conditioning (HVAC) system is the major electricity consumer in an
air-conditioned building; therefore, an accurate cooling load calculation method is
indispensable [2].

Since the inception of air conditioning in 1902, there are many methods for the
room cooling load calculation. The earliest method equations are founded on the basis
of the thermal theory and architectural features [3-8]. According to these traditional
cooling load calculation methods, models are complex, while modeling is difficult
and real-time performance can not suffice. Difficulty on the data acquisition and

* This work is supported by The National Science Fund (61273190).
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© Springer-Verlag Berlin Heidelberg 2014
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shortage of underlying data make it a challenge for the application of these methods.
The usage and dependence on empirical value, estimated value and recommend value
also influence the calculation accuracy. In recent years, with more attention on the
energy saving at the running time of central air conditioning, the hot plot of academic
research turns to the prediction methods based on data learning, the basic idea of
which method is establishing the room cooling load prediction model on the base of
the history statistics [9-15]. It is a large time delay process on the transformation from
ambient variables to the room cooling/heating load, meanwhile the room air
temperature won’t stay at the design value all the time. Load prediction methods need
huge history data, and have difficulty on reflecting the random dynamic factors,
which both impacts the accuracy and practicability.

For many processes, the quantity that one wishes to control cannot be measured
quickly or easily. In some cases a number of non-specific measurements are available
and it should be possible to combine these measurements to provide good inferences
for important, non-measured quantities. The soft sensing technology can realize
online prediction for the process parameters which are difficult to measure online or
to accurately measure, with the utilization of the process parameters that can be
measured online or can be accurately measured [16]. In later 1980s, the soft sensing
technology was formally proposed as academic term, and brought with research
upsurge all over the world. In 1992, a report named “Contemplative Stance for
Chemical Process Control” was given and played an important role in the
development of soft sensing technology. With development of more than 30 years, the
soft sensing technology has been widely used in the chemical industry, the
metallurgical engineering, the bioengineering and so on, while the theory and practice
on modeling methods have also made considerable progress [16-20].

For the limitations of traditional methods and prediction methods on real-time
dynamical characteristics of room cooling load calculation, some new approaches are
developed based on soft sensing technology. These methods realize the online
calculation relying on modeling with auxiliary variables. References [21-22] present a
new thought on air conditioning room cooling load evaluation with soft sensing
technology based on auxiliary variables, which method fits well on real-time dynamic
characteristics, but the accuracy needs to be increased, and the equations for cooling
load calculation in references[21-22] need to be improved.

2 Soft Sensing Method for Room Cooling Load Calculation

Room cooling load is the rate of heat removal required to maintain a space at the
designed temperature. It is the fundamental basis for the ascertainment of air
conditioning equipment capacity, air supply volume and air supply temperature. The
room cooling load is a variable that can’t be measured directly. As to the traditional
modeling method based on mechanism analysis and the prediction modeling method,
the large demand on history data and the complex calculation make them unsuitable for
the real-time cooling load calculation.
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As automatic control system, the air conditioning system and the room space form
a temperature closed-loop system. Various dynamic disturbances are contained in the
closed-loop. The mapping relationship between the input of measurable heat
extraction rate of the HAVC system and the output of room temperature covers the
static characteristic and the dynamic characteristic of the load formation. Actually, the
change of the room temperature is the joint action result of the heat extraction rate of
the HAVC system and the room actual heat/cooling load. The actual heat extraction
rate of the HAVC system will achieve balance with the room actual heating/cooling
load and the energy for the change of room temperature. With the previous thinking
the room cooling load can be back calculated according to the response characteristics
between the heat extraction rate of the HAVC system and the room temperature. The
energy balance equation among the room cooling load, heat extraction rate of the
HAVC system and the heat storage was then researched as the room is treated as
controlled process.

For the intermittently use of air conditioning system or the inequality between the
room cooling load and the actual heat extraction rate of the HAVC system, the room
air temperature won’t stay at the design temperature all the time. The deviation of the
actual heat extraction rate of the HAVC system from the room cooling load is then
defined as heat storage. As present in reference [23], the room heat balance equation
at a reference temperature is written as

CL(n) =HE(n) — HS(n) (1)

where: CL(n) is the current hourly room cooling load at the reference
temperature, HE(n)is the current hourly actual heat extraction rate of the HAVC
system, HS(n) is the current hourly heat storage.

Although the current hourly actual heat extraction rate of the HAVC system in
equation (1) can’t be measured directly with the current technology, it can be
calculated by means of the air supply volume, the temperature and humidity of the
supply air and return air can be measured. As written in equation (2)

HE(n)=f(Qq W, Te, Wy, Ty, ) (2)

where: Q, is the flow rate of the HAVC system, w_, T is the humidity/temperature
of supply air, w,, T, is the humidity/temperature of return air.

As to the heat storage, which is also non-measureable variable, a characteristics
equation needs to be established with the further derivation on the response
characteristics of the room temperature. The current hourly heat storage can be
managed as equation (3).

HS(n)=f(T,) 3)

where T, is the room air temperature.

As auxiliary variables, the flow rate of the HAVC system, the
humidity/temperature of the supply/return air and the room air temperature can be
measured accurately. The current hourly actual heat extraction rate of the HAVC
system and the current hourly heat storage can be calculated in equation (2) and
equation (3), the current hourly room cooling load at the reference temperature would
be calculated by the utilization of the equation (1).
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3 Room Cooling Load at Different Reference Temperatures

Room cooling load is defined at a corresponding reference temperature, but the room
designed temperature is always changed with different demands. It is obviously too
complex to establish a group of system equations at every setting temperature, so the
relationship of room cooling load at different setting temperatures is worth exploring.
In all of the factors influencing the cooling load, the occupant heat gain and the
corresponding cooling load changes as the people move out and in, so it is not
considered in this paper.

The reference [24] presents a complete introduction of harmonic response method,
which is a classical method in the room cooling load calculation. The cooling load
calculation equation is described as

CL=CL4 +CL; +CL, +CL, +CL, 4)

where CLis the total cooling load, CL, is the cooling load from convection heat gain
across the wall, CL; is the cooling load from radiation across the wall, CL is the
cooling load from transient conduction heat gain across windows, CL,is the cooling
load from solar heat gain across windows, CL;is the cooling load from internal heat

gain.
— O AT
CLy =BgKF| T, T + XY “21.COS (0,1~ 9, &, ) (5)
K n=l1 Vn
— AT, ,
CL; = BfKF(TZ —Ti) +BranFY » oL COS(ant - — &, —sn) (6)
n=] ~nn
m oA .
CL, =B4KFY A,COS(0,T -0, )+ BfKFZM—“COS(UJnT —0,—2,) (7)
n=1 n=] 1

CL, = BdCanFiBnCOS(a)nr —0,)+ chsaniﬁcos(wnr —0y-8,) (8

n=1 n=1 M
CL; = BdQZAnCOS(wnr -+ BfQZ Ay COS(0,T- ¢, —¢,) )
n=l1 n=1 'n

where B, / B; is the ratio of convection/radiation to corresponding heat gain, K is the
heat transfer coefficient of corresponding building envelope W / (m” ¢ K) , F is the area
of corresponding building envelop m? T; is the outdoors comprehensive temperature,
T;is the indoor constant temperature, oy is the heat transfer coefficient of the inner
surface of building envelope W / (m? ¢ K), AT, ,is the n order harmonic disturbance of
outdoors comprehensive temperature, v, is the decay on n order harmonic disturbance
of outdoors comprehensive, w, is the frequency of n order outdoors comprehensive
temperature, ¢, is the initial phase angle of n order outdoors comprehensive
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temperature, ¢, is the phase delay of n order comprehensive temperature, i, is the

decay on n order radiation disturbance, ¢, is the phase delay of n order radiation
disturbance, A, is the amplitude of n order outdoor comprehensive temperature, C; is
the shading coefficient of glasses, C, is the shading coefficient of shading
equipment, B, is the amplitude of n order solar heat gain, Q is the internal heat gain.
At the condition without ventilation, the internal heat gain is constant.

At different setting temperature T;; and T, , , the deviation of the cooling load is
present as

CLl, ~CL|; =(Bg+B)KF(T; o~ T ) (10)
where: CL\T /CL\T is the cooling load at the setting temperature T, ; / T; , .
il i,2 » >

Then, the condition with ventilation is researched. Reference [25] describes the
ventilation’s effect on cooling load as

q, =C,QAT (11)
q, =C,QAw (12)
where: q, is the sensible heat, g, is the latent heat, C, is the air sensible heat

factor, C, is the air latent heat factor, AT is the change of dry-bulb temperature, Aw is

the change of absolute humidity.

Latent heat gain exists for the existence of enthalpy difference via ventilation.
According to the relationship between enthalpy difference and indoor/outdoor
humidity on cooling load from ventilation in reference [26], the equation (12) can be
rewritten as

W, —W,,when:w, >w,/

q =C1Qs{ 13)

0,when:w, <w,
where: w, is the outdoor humidity, w, is the indoor humidity.

There is no absorption and release of radiation in the transform of ventilation to
cooling load, so there is no lag in the transform of this part of heat gain to cooling
load. Different room air temperatures can lead to different humidity. It is assumed that
T,; > T, , and the corresponding humidity w, > w, . Hence, the cooling load difference

from ventilation at different designed temperatures can be written as
W, —Wy,when:w, >w,;
CL‘T 1 —CL‘T = C,Q (Ti,2 _Ti,l) +CQ W, —w,, ,when: w; >w, >w, (14)
0,when:w, >w,,

The temperature and humidity can get measured, and the other variables were then
treated as undetermined coefficients. According to equation (10) and equation (14),
the room cooling load difference at different designed temperatures is written as

W, —W,when:w >w,;

1,2_Ti,1)+kat w,—wy,when:w, >w, >w, (15)

CL|, —CL|, =k (T,
0,when:w, >w,,
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where: k, is the coefficient for temperature, k, is the coefficient for humidity, Q, is
the ventilation times every hour.

By the simulation in DeST of a room in a building of Shanghai University at the
setting temperature 26/25°C, the coefficient for temperature and humidity can be got.
With this data the cooling load at setting temperature 24°C can be calculated, which
can be reflected by the simulation as well. The max hourly relative error of the two
previous cooling load is 1.22E-05. The equation (15) is obviously effective.

4 Room Heat Storage Calculation

Reference [24-25,27] introduces the weighting-factor method for cooling load
calculation in which method the relationship between heat storage and temperature is
written as

AT(n) =gi0[Hs(n)+les(n —1)+pHS(n—2)]+...+ AT (n—1)+g,AT(n-2)+...] (16)

where: HS(n—1) is the heat storage at previousihour, AT(n—1i)is the deviation of
air temperature to reference value at previous i hour, g; / p; is the weighting factors of

corresponding temperature differences and heat storages.
For the sake of convenient calculation, the references [25,27] rewrite the equation
(16) as a 3-order system, as equation

HS(n)=-g(AT(n)+g,AT(n—1)+g,AT(n—2)+g;AT (n-3) - p,HS(n—-1)—p,HS(n - 2)
(18)

Since the heat storage value also can’t be measured, the previous hourly heat
storage should be replaced by some variables that can be measured. As the method
gives the following equation

HS(n—1)=-gyAT(n—1)+...+ g;AT(n—-4)-pHS(n-2)-p,HS(n-3) (18)

At last, the relationship between the current hourly heat storage and deviation of air
temperature to reference value can be written as

HS(n)=byAT(n)+bAT(n—1)+b,AT(n—2)+... 19)

where: b, is the coefficient for corresponding deviation of air temperature from
reference value.

A 4-order system was also assumed in reference [21]. The influence that the
different temperature exert on cooling load before 3 hours was so little that it can be
ignored as B, as in the following equation

HS(n) = byAT (n) +b,AT (n —1) + b,AT(n — 2) + b;AT (n —3) + B (20)

It has been proved in the simulation that the approximate method like equation (20)
is too simple. In the work of this paper, we reconsider and rewrite it.

DeST is dwelling environment simulation tools which can realize the simulation on
room cooling load [28]. We build a model of a building in Shanghai University and
get the hourly room cooling load as well as the room-base temperature of cooling
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season from the simulation of a room in the building. According to these data in July
and August, we can get two groups of undetermined coefficients values b, in (19)
from 0-order to one 99-order. Then we can calculate the room cooling load in cooling
season. The average relative error can be calculated as

w=Y(CL; —CL;)/ Y CL; 21
i=1 i=1
where: w is the average relative error, CL, is the cooling load got in simulation, CL,
is the cooling load got in calculation. m =744 is the length of data set, as there are 31
days counted in one month. The last day of May and the first day of October were
added to June and September, correspondingly, for easy counting.
Then the curve of average relative error is drawn in Fig. 1
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Fig. 1. Average relative error in different system equations

In fig.1, there are 8 plots with different color, corresponding to the cooling load got
with different data groups. The symbol “7Iden_6prov” means that the undetermined
coefficients values were got with the set of data in July and the data in June were used
in proving the effectiveness of the method, so as the other plots and symbols. It is
present in the figure 1 that the value of average relative error falls rapidly at 1-order
system, and practically arrives at the steady state at 19-order system. After that, the
valve of the average relative error stays at the same level. So it is credible that
19-order is reasonable for the system equation (19), not 3-order.

The equation for an acceptable value of current heat storage calculation at
reference temperature can be wrote as

HS(n)=b,AT(n)+bAT(n—1)+b,AT(n—2)+...+ b,,AT(n —19) (22)
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5 Identification of Undetermined Coefficients in System
Equations

On the condition of central air conditioning closed, the actual heat extraction rate is
zero, so the equation (1) can be rewritten as

CL(n) =-HS(n) (23)

The equation (15) presents the relationship between room cooling load at a
temperature and the cooling load at the reference temperature. Equation (22) presents
the method to calculate the current heat storage. The current cooling load can be
calculate by equation (23) and then used in (15) for different cooling loads at different
temperatures.

In equation (15) and equation (22), the undetermined coefficients are: k, the
coefficient for temperature, k, the coefficient for humidity, and b, the coefficient for
corresponding deviation of air temperature to reference value.

The Dest will run at a setting building environment. Set the conditions with 40W
as max value of lighting heat disturbance in total index and 1200W as max value of
equipment heat disturbance in total index, while the min value is zero. The setting
value of ventilation times every hour is 0.5. The simulation in DeST runs with the
reference temperature 26 *and 25, successively.

The ambient/indoor humidity, the air temperature without air conditioning and the
room cooling load at reference temperatures in July can be got. Via the application of
the least square method, the undetermined coefficients in the equation (15) is

K,=0.04600958, and K, =0.07480946.

The undetermined coefficients in equation (22) at reference temperature 25¢ are
present in Table 1.

Table 1. Undetermined coefficient

b0 1.1314 b5 0.02556 | b10 -0.0076 | bl5 -0.0552
bl -0.2182 | b6 0.02269 | bl1l -0.0507 | bl6 0.05017
b2 -0.3171 | b7 0.00148 | b12 -0.0188 | bl7 0.03902
b3 -0.2345 | b8 0.00028 | b13 -0.0403 | bl18 0.34872
b4 -0.1288 | b9 0.00587 | bl4 -0.0465 | bl19 -0.4555

6 Evaluation and Conclusion

Set a new condition with 60W as max value of lighting heat disturbance in total index
and 1000W as max value of equipment heat disturbance in total index, while the min
value is zero. The setting value of ventilation times every hour is 0.5, which is also the
recommend value. The simulation in DeST can be completed with the reference
temperature 24°C.

Via the simulation in DeST, the room cooling load CL, at the reference temperature
24°C can be got. According to equations (15), (22) and (23), the room cooling load
CL, can be calculated at the temperature 24°C, as shown in figure 2.



Room Cooling Load Calculation Based on Soft Sensing 339

30

59

88
117
146
175
204
233
262
291
320
349
378
407
436
465
494
523
552
581
610
639
668
697

Fig. 2. Cooling load via calculation and simulation

Comparing these two groups of data, the biggest value in hourly relative error is
11.1%, as present in fig.3, the average relative error is 2.37%.
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Fig. 3. Hourly relative error

The room cooling load can be expressed as the difference between the heat
extraction rate of the HAVC system and the heat storage. The heat extraction rate of
the HAVC system and the heat storage can be real-time calculated based on the
auxiliary variables. With previous data groups, the configuration parameters which
reflect the relationship between the non-measurable cooling load and the measurable
auxiliary variables can be got via identification methods. Then the real-time room
cooling load at the current reference temperature can be calculated with the real-time
measuring auxiliary variables. For the linear relationship between the room cooling
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load at different temperatures and the design temperature/the room humidity, the
room cooling load at any other design temperature can be managed, for the real-time
control of the HAVC system. This new approach need less inputs comparing with the
previous calculation methods such as ambient temperature and radiation values.
Comparing with the simulation tools such as DeST, the new approach proposed in
this paper needs less computation once the coefficients were got.

We need more accuracy and feasible methods for room cooling load calculation,
which should also satisfy the real-time dynamics. The method in this paper for room
cooling load calculation based on soft sensing technology obviously shows some
advantages. By this paper, we hope to inspire further studies on the factors
influencing the model parameters, and improve the solving method for undetermined
coefficients, for a more accurate online calculation method.
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Abstract. This paper considers the problem of trajectory tracking of
nonholonomic mobile robots based on uncalibrated visual servoing. A
prerecorded image sequence or a video taken by the pin-hole camera is used to
define a desired trajectory for the mobile robot. First, a novel discrete-time
model is present based on visual servoing. And then the discrete-sliding mode
controller is designed for the model associated with uncertain parameter. The
asymptotic convergence of the tracking errors is proved rigorously. Finally,
simulation results confirm the effectiveness of the proposed methods.

Keywords: Nonholonomic, trajectory tracking, discrete-time, visual servoing.

1 Introduction

The problem of control nonholonomic mobile robots has caused great interests due to
its wide range of applications in medical, agriculture, industry and so on in the last
three decades. Controlling nonholonomic mobile robots is a nontrivial problem for
many reasons even the simple structure which will be investigated here. The
stabilization problem cannot be solved by many methods of classical linear system for
the fact nonholonomic system fails to meet the three necessary conditions of the
theorem of Brockett (1983) [1]. The purpose of this note is to study the problem of
trajectory tracking of nonholonomic mobile robots. To solve this problem, many
scholars has done a lot of relevant research in this area such as continuous sliding
mode method [2], discrete-time sliding mode [3], backstepping technique [4] and
dynamic feedback linearization [5] etc. In addition, many constraints also have been
considered such as input saturation, finite-time tracking, input and communication
delays and so on. For the purpose of controlling the robots, it is always supposed that
all the states of the robot are obtained accurately. However this hypothesis may be not
held all the time due to some inevitable issues includes uncertain disturbances and
accuracy of measurements. A useful approach to overcome those difficulties is
exploiting the pin-hole camera to get the position information which is needed by the
controller.

M. Fei et al. (Eds.): LSMS/ICSEE 2014, Part II, CCIS 462, pp. 342-350, 2014.
© Springer-Verlag Berlin Heidelberg 2014
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Visual servoing as a simple and important sensor has been an increasing interest in
controlling mobile robots recently. From review of the previous work, the clear
drawback of monocular camera system is that the depth information cannot be
obtained directly. In the reference [6], Chen et al. developed an adaptive tracking
controller via Lyapunov-based method, and the adaptive update law is designed to
compensate for the unknown and time-varying depth parameter. In [7], a novel
adaptive torque tracking controller has been designed based on backstepping method
and Lyapunov-based stability with uncalibrated visual parameters and unknown
disturbances in the dynamic system. Since a local state and input transformations has
been applied to change the camera-object visual servoing kinematic model to the
uncertain chained form system, the controller is semiglobal which means the control
law presents singularity for some situations. And Wang et al. [8] adopted Lyapunov
technique and Barbalat lemma to craft a dynamic feedback controller that the adaptive
update law was not needed to estimate the unknown camera parameter. However, the
above proposed approaches are only concerned with the continuous-time control input
which may cause unavoidable errors due to the discretization before applying it to the
actual robots.

In this paper, the discrete-time tracking problem of nonholonomic mobile robots is
considered. The main contribution is twofold. Firstly, a novel discrete-time model is
present based on uncalibrated visual servoing. Secondly, a discrete-sliding mode
controller is designed for this model which is different from the available methods.

The organization of this paper is as follows. In Section 2, the pin-hole camera
model is introduced to describe the camera-robot system. And the discrete-time model
is present. In Section 3, the discrete-time sliding mode control law is designed. And
the asymptotic convergence of the tracking errors is proved rigorously. Section 4
illustrates the proposed method via simulation. Some concluding remarks are offered
in the last section.

2 System Configuration and Problem Statement

The nonholonomic mobile robot considered here is mobile robot of type (2,0) (see [9]
for more details) shown in Fig.1. Assume a pin-hole camera is placed on the ceiling
and the robot plane and the camera plane is parallel. There are three coordinate
frames, namely the inertial frame X-Y-Z, the image frame u-o-v and the coordinate
system attached to the camera X;-Y;-Z,. Suppose that X;-Y; plane of the camera frame
is parallel with the u-v of the image coordinate plane. (p,,p,) denotes a projection of
the optical center of the camera on the X-Y plane, the coordinate of the original point
of the camera frame with respect to the image frame is defined by (O,.1,0.,), and (x, y)
is the coordinate of the mass center P of the robot with respective to X-Y plane.
Consider that (x,,y,) is the coordinate of (x, y) relative to the image frame. &
represents the angle between the heading direction of the robot and the X axis. Pinhole
camera model yields [8].
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BN (1

where ¢4, o are the unknown constants that depend on depth formation, focus length,
and scale factors along x axis and y axis, respectively.

cos@, sinf,
R= ; 2

—sing, cosé,

6, denotes the positive, anticlockwise rotation angle of the image frame system with
respect to the inertial frame.

Z\ Camera

o(Pop,)

Driving Wheel

assive Wheel

Driving Wheel

Fig. 1. Camera-robot system configuration

The system to be controlled is robot of type (2,0), whose body is of symmetric
shape and the center of mass is at the geometric center P of the body. The robot
consists of two driving wheels mounted on the same axis and a passive front wheel
which could prevent the robot from turning over. We assume the driving wheels
purely roll and do not slip, and the motion of the passive wheel can be ignored in the
kinematics of the mobile robot. Thus kinematic of the mobile robot considered by
many researchers can be expressed in accordance with the frame defined in Fig.1 as
follows:

X=vcosé,
y=vsing, 3)
0=ow.

where v and @ denote the linear velocity and angular velocity of the mobile robot,
respectively.
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In the image frame, the kinematic model can be deduced by (1) and (3)
X, =ovcos(0-6,),
y, =a,vsin(6-6,), 4)
0=w.

In the following, we make the same assumption as in [3].

Assumption 1. The sample time 7 is small enough to make the variations of
cos(@—6,) and sin(@-46,) ignored. Simultaneously, considering a zero-order hold

for control input v and @ and integrating equations (4) from k7 to (k+1)7, then the
following approximated discrete-time model can be obtained.

Xok+1 = Xk +Toy, COS(Qk -6, )’
Yimk1 = Yk +To,y, sin(@k _90)’ &)
6,.,.=0+To,.

In order to simplify the following analysis, the next assumption is made.
Assumption 2. Assume that @, is known, and ==« are unknown. But there

exists two known positive constants &,&__ such that the following conditions hold:

max

+a,|&

Rl

o=

<A,

With some abuse of notation, we replace 6-6, with@, x,, with x and y,, with y,
then (5) can be rewritten as
X, =x +Tav, cosf,,
Vo =Y tToav, sing,, (6)
6., =06 +Tw,.
The primary control objective is to design a tracking controller to let the mobile

robot track a desired trajectory defined by a prerecorded sequence of images or a
video, generated by a reference robot whose equation of motion is similar as (6) as

X' =x! +Tav! cosé!,
d d d _: d
Yiu =¥, tTav.sin@, @)

9 =0 +Ta.

where V; and @y denote the linear velocity and angular velocity of the reference
mobile robot, respectively. And in practical application x!,y!,8’,v{ @ are
available all time.

To facilitate the subsequent closed-loop error system development and stability
analysis, the auxiliary errors signal is defined as
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X _ _d
€ =X T X

e =y~ Y (8)

ekg =6, —de .
Then the tracking error dynamics can be obtained based on (6) and (7)

X X d d
e, =e, +Tav, cosd —Tav, cosb; ,
y
k+l1
4
k+1

.y . d . d
e, =e +Tav sing —Tav,sing, Q)

_ e ¥
e.,=¢e tTw, -Taw,.

In addition, the following auxiliary variables are defined

a, =v,cosb,,b, =v,sing,, (10)
then equations (9) can be reduced to

e, =e +Taa, —v{ cos@),

e, =e +To(b, —v{sing’), 11

6 _

0 Y]
e, =¢e +TT(w, —w,).

3 Discrete-Time Sliding Mode Controller Design

To finish the control objective of this paper, the following sliding surface is
introduced

X _ X X x —
Sk - ek+l ek + yxek—l - 0’

12)

Y,y Y Yoo
Sk =€ TG +7/yek—1 =0,

where y,,7, € (0,0.25]. The principle of this choice is to make sure the roots of the

subsequent polynomials
zz—z+7X:0,z2—z+7/y:0, (13)

inside the unit circle. Hence whenever a sliding mode is achieved on it, the position
tracking errors are asymptotically convergent.
The achievement of (12) can be guaranteed by the variables a, and b,

respectively. Since a, and b, are not independent, the subsequent condition must

b
v =4la; +b; .6, =atan2(—"} (14)

a

be guaranteed:

And the following sliding surface is introduced

S,f:atanZ(b—kJ—Hk =0. (15)

a,
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If the achievement of (15) can be guaranteed, then the second condition of (14) is
satisfied. In addition, it can be easily concluded that a, —v{ cos@’,b, —>v! sin 6

for e, = 0,¢; =0 from (11). So if the condition (15) is imposed, the orientation

error e/ tends to its desired value provided the position tracking errors e ,e;
vanish.

Theorem: A sliding motion on the surface (12) and (15) can be enforced by the

following control law:
1 b,
o, =—|atan2| ==L -6, |, (162)
T ak+1

v =+/(@)’ +(b,) (16b)

with
d d d . pd
a, =v,cosg +a, +a,,.b,=v, sing +b , +b,,, (17)
where
_ Y s
A == T?i -1
X
Sioa - | N
S
T max 1,k . e N (183)
_ ﬂ'x — A~ ’ lf > max al.k|
az k c(—i_a’,max
~ X
Otal’k . Sk—2 A~
~ lf S amax al,k|
o+o T
and
7
o =—Ty_6271,
' o
y
|| |
_ y
4 T max |21k ; |Sk72| - (18b)
y — ~ ’ T > max 1,k|
b,, = ata,,
dblk | k)—Z| A
6—¥+d” f S max bl,k|

and 4,4, € (-L1), &is the approximation of & performed by a neural network

(see [10] for more details, here omitted), which means the tracking errors will
converge to zero.

Proof: Substitute (16a) to (6), we have

0.., :ataHZ(hj. (19)

ak+l
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According to (19), the sliding surface (15) is achieved. Based on our previous analysis
and (16b), we can conclude that a,,b, will be consistent with their definition (17).

Considering the sliding surface S and replacing (17) in equations (11), gives
Si =€ —€ Ve
=Ta(a, —v{ cos&!)+y.e (20)
=Tl(a@+a)a,, +aba,,]

The following condition |S,f |<|Sk{2| is imposed to ensure the asymptotic

convergence of the position tracking errors. Noting that

Si|=T|@+&a,, +éa,|<T@+8&,,)|a,, |+ T8, |a,] 1)
Sia| _
when Ea > Uy |Gy |, from (18a) we have
T(O_( + &max ) aZ,k | + Té(max al,k | - |S1572|
(22)
= (A, -D|s;,[<0

Comparing (21) and (22), it is straightforward to get |S N | <

x
Sk—2

S*
P2lc g

max

When

al,k|, the sliding mode condition cannot be imposed exactly
and the approximation of & is used. Replace & by & , the approximation is obtained
from (18a)

S =Tl(@+Q)a,, +aa,, |=T[(&+)a,, +da,,]1=0 (23)

Note that this approximation is used only inside the sector. So the sliding surface S;

can be imposed based on the above proof.
Due to the proof that the sliding surface S; can be imposed by the controller (17)

is similar with S, , here omitted since limited space. Here we complete the proof of

the theorem.

4 Simulation

Suppose the reference robot initial states (0,0,0), the actual robot initial states
(0.5,0.5,0), v, =3, w, =7/2,=0.5,a¢=045,6,,, =0.1, Sample time 7T =0.1sec,

7.=02,7, =0.2,4, =0.5,ﬂy = 0.5 .the controller is chosen as (16a) and (16b). The

simulation results are shown in Fig 2~5.
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Fig. 4. The control input v Fig. 5. The control input @

5 Conclusions

A discrete-time sliding mode controller is proposed for the tracking problem of
nonholonomic mobile robot based on uncalibrated visual servoing. The asymptotic
convergence of the tracking errors is proved rigorously. And our theoretical results
have been confirmed by the simulation results. Our future work is extending the
results to other uncertain nonholonomic systems and uncertain dynamic of the mobile
robot.
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Abstract. In this paper, a systematic approach adopting sparse least-
squares SVMs (LS-SVMs) is proposed to automatically detect fire us-
ing vision-based systems with fast speed and good performance. Within
this framework, the features are first extracted from input images using
wavelet analysis. The LS-SVM is then trained on the obtained dataset
with global support vectors (GSVs) selected by a fast subset selection
method, in the end of which the classifier parameters can be directly
calculated rather than updated during the training process, leading to a
significant saving of computing time. This sparse classifier only depends
on the GSVs rather than all the patterns, which helps to reduce the
complexity of the classifier and improve the generalization performance.
Detection results on real fire images show the effectiveness and efficiency
of the proposed approach.

1 Introduction

Elaborate empirical studies have shown that least-squares support vector ma-
chines (LS-SVMs) can achieve good generalization performance on various clas-
sification problems [1-3] and it has been widely applied in many areas such as
medicine, economy, etc [4-6]. Among these areas, application involving videos
and images is an important and hot topic, since the image input for machine
is an important way for data collection and analysis the same way as the eyes
do to humans. Fire detection is a typical application area. Several vision-based
fire detection papers have appeared in the literature [7—-9]. The features of the
fire region in terms of color, shape, temporal, motion and information have been
studied to improve the detection accuracy. However, the complexity of the sys-
tem will increase and computing speed will reduce with more information being
added to verify the candidate fire pixels. Moreover, such scene-dependant infor-
mation may deteriorate the generalization performance of the system.

To tackle this problem, a data-driven method, namely support vector machine
(SVM) has been adopted. Recently, the application of SVMs in vision-based

M. Fei et al. (Eds.): LSMS/ICSEE 2014, Part IT, CCIS 462, pp. 351-362, 2014.
(© Springer-Verlag Berlin Heidelberg 2014
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fire detection, which can improve the reliability, accuracy and robustness with
good generalization performance has drawn a lot of attention. Moreover, a SVM
does not require heuristic features to be determined as in [7, 8]. In [10, 11], the
fire-colored pixels and moving pixels were detected. Non-fire pixels were then
removed using temporal luminance variation. After these two steps, the remain-
ing pixels were used for fire classification by SVMs using features extracted with
a Daubechies wavelet. The wavelet transform was also adopted to extract the
features for a SVM classifier. SVMs were also adopted in [12] to gain a low
generalization error rate with some more universal features suggested. Exper-
imental results on different styles of smoke in different scenes have shown the
proposed algorithm was reliable and effective. Although the application of SVMs
does improve the performance of fire detection, the training of a SVM classifier is
time-consuming. This is due to solving a convex quadratic programming of SVM
itself. Thus, the least-squares support vector machines [13, 14] was proposed to
cope with this problem. In LS-SVMs, a two-norm cost function is adopted to-
gether with equality, instead of inequality, constraints to obtain a linear set of
equations rather than a Quadratic Programming (QP) problem to be solved in
the dual space in SVMs. These modifications to the problem formulation im-
plicitly correspond to a ridge regression formulation with binary targets +1. As
a result, LS-SVMs can overcome the high computational complexity issue for
conventional SVMs. However, the main drawback of LS-SVM is the non-sparse
issue where all training patterns tend to be the support vectors (SVs), limiting
its application in fire detection.

In this paper, a systematic approach is developed which also enables the re-
cently developed sparse LS-SVM training method [15] to be used for constructing
the classifier for fire detection. Firstly, the information for fire detection is se-
lected by a three level decomposition of Daubechies wavelet, based on which, the
features for identifying the fire can be extracted and the training dataset for a
sparse LS-SVM can thus be established. Then, the sparse LS-SVM classifier will
be trained with a subset selection method in optimizing the same cost function of
the conventional LS-SVMs. Compared to the conventional LS-SVMs, this sparse
classifier is constructed based on selected global support vectors (GSVs), like the
SVsin SVMs, with subset selection method. The selected GSVs from the contin-
uous input space ensure the low complexity of the classifier and further improve
the generalization performance. The speed is improved through the employment
of a fast subset selection method, with less GSVs being selected and all classifier
parameters being calculated only at the end of the training. The performance
of the proposed approach will be tested on real fire images and further verified
through visualized detection results.

2 Fire Detection with LS-SVMs

The information contained in the pixels of fire image can be extracted as features
to be used in the classification methods, like least-squares SVMs. Thus based on
the previously proposed methods for LS-SVMs and fire detection methods from
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the literature, here a new structure for fire detection with LS-SVM is formed. In
the new structure, a LS-SVM is adopted to implement classification on the fire
dataset, the features of which are extracted using a wavelet transformation. Then
the fire detection can be automatically conducted with the trained classifier. The
detailed structure is shown in Fig. 1.

Fire
Data

Waveletl Update the Corresponding Rows
Transformation | and Elements in Auxiliary Matrices
] for the Selected GSV
Feature Extraction and v
Dataset Establishment Select the Next GSV
¥ with the Maximum Net Contribution
to the Cost Function
Initialize the Mapping Matrix and L
Auxiliary Matrices for Constructing
Sparse LS-SVMs
L] Termination
Select the first GSV Condition?

with the Maximum Net Contribution —
to the Cost Function in Equation 6

Display Detected Fire Output the Estimated Parameter w
Regions on Screen and the Sparse LS-SVM Classifier

Fig. 1. The structure of proposed fire detection with a sparse classifier of LS-SVMs

2.1 Feature Selection and Training Dataset Establishment

In the proposed structure, fire videos are first transformed into frames. Suppose
the image size is m x n pixels and there are k frames in the video sequences. Then
the number of pixels from the video will be m x n x k, which might result in a
huge dataset to be processed. So here, the block processing technique is adopted.
Every frame is divided into 32 x 40 blocks, each of which includes 8 x 10 pixels,
as shown in Fig. 2. Each block will be taken as one data pattern.

In this paper, five videos taken from [16] are used to form the fire dataset.
The images from those are all 256 x 400 in size. Five images are separately
selected from the five videos to form the whole dataset. The blocks with fire
are labeled manually as positive and non-fire blocks are labeled as negative for
the five images and the total number of blocks in the whole dataset is therefore
6400. That is to say, there are 6400 data patterns in the whole dataset. Then a
third of the data patterns (2134 patterns) are randomly selected from the whole
dataset as the test dataset and the rest (4266 patterns) are taken as the training
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=

TN

Fig. 2. A image [16] in 32 x 40 blocks with fire regions in blue
Table 1. Properties of the fire dataset

# Features # Patterns # Positive # Negative

Training Dataset 50 4266 459 3807
Test Dataset 50 2134 246 1888
Whole Dataset 50 6400 705 5695

dataset. The detailed information of positive and negative patterns in the fire
dataset are listed in Table 1. The ratio of positive to negative patterns in the
whole dataset is 1:8.

To visualize the fire detection results, a separate frame is randomly selected
from the five videos as shown in Fig. 2, which is also divided into 32 x 40 blocks
and labeled of the fire blocks manually.

The feature extraction is conducted with a wavelet transform. The wavelet
transform [17] provides the frequency of the signals and the time associated with
those frequencies. In the continuous wavelet transform (CWT), the input signal
f(t) is decomposed into a series of frequency components with a set of wavelet

coefficients as

W, ne L[ E=0yy 1

Wosle) = 5 [ el (1)
where 1 (a,b) is the mother wavelet function, based on which all the child
wavelets are derived by shifting with the shifting coefficient b and scaling with
the scaling coefficient a. If parameters a and b are discrete values, then this kind
of transformation is the discrete wavelet transform (DWT) [18, 19]. The input
signal is decomposed through filters with different cutoff frequencies at different
scales. The DWT is realized by successive lowpass and highpass filtering of the
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(a) A one level decomposition of two dimen- (b) A three level decomposition of
sional DWT two dimensional DWT

X(n) —»

Fig. 3. Decomposition of two dimensional DWT

input signal. In the two dimensional DWT, four coefficients are produced instead
of two in one dimensional DWT: approximation coefficients A and detailed co-
efficients H (horizontal), V (vertical) and D (diagonal) as shown in Fig. 3(a). In
multi-level decomposition, the approximation part will be further decomposed
into four components. For example, a three level decomposition is shown in Fig.
3(b).

Daubechies wavelet [20] is the most commonly used DWT. It is a family of
orthogonal wavelets defining a discrete wavelet transform and characterized by
a maximal number of vanishing moments for some given support. In [21], the
Daubechies second order moment has been evaluated as efficient in fire detection.
So in the proposed approach, it is also adopted for extracting features from the
images. Similar to [21], the three level of wavelets decomposition is used to obtain
the coefficients and five features are computed for each sub-band in Fig. 3(b):
arithmetic mean, standard deviation, skewness, kurtosis and entropy, resulting in
50 features in total as listed in Table 1. Based on the patterns preprocessed with
blocking method and the features extracted with the Daubechies wavelet, the fire
dataset is finally formed, the detailed information of which is demonstrated in
Table 1. Then the sparse LS-SVM classifier can be trained on the training dataset
and evaluated to show the generalization performance on the test dataset.

2.2 Sparse LS-SVMs

The problem of least-squares support vector machines is formulated as

1 1 &
: 2 2
i W+, ;6 2)

subject to &, =y, — W - d(x;),
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for patterns x; € R™ from a two class dataset {(x1,v1), (X2,y2),.-.,(Xn,UN)}
with corresponding labels y; € {—1,1}. Here, w - ¢(x;) is the classifier with the
associated vector w and the mapping function ¢(-). The regularization param-
eter p is for controlling the bias-variance trade-off.

The training of the LS-SVM classifier for obtaining the solution vector w can
be achieved using the Lagrangian method

ﬁ: H2 Zé —ZQZ{W d)XZ +e; — yz} (3)

where o = (a1, 0, ..., ay) € RV is a vector of Lagrange multipliers, positive or
negative in the LS-SVM formulation. The Karush-Kuhn-Tucker (KKT) system
is applied for optimization, with which the training of the classifier equals to
solving the following equation

Ma =y, (4)

where M = K + uI is a definite symmetric matrix and K(x;,x;) = ¢(x;) -
¢(x;) is known as kernel function. Solving this simpler set of linear equations
in (4) instead of the complex QP problem in SVMs makes the resultant LS-
SVMs superior to SVMs in terms of computational efficiency. However, this
improvement causes a vital drawback of LS-SVMs, a non-sparse classifier. That
is because the support values «; are proportional to the errors for the input
patterns, most of which are non-zero. This is to say, the final output of the
LS-SVMs classifier depends on almost all the training patterns, resulting in a
non-sparse classifier.

Since the conventional LS-SVM is non-sparse, a new sparse classifier was pro-
posed in [15]. In this paper, the sparse classifier is now examined to build up the
classifier for vision-based fire detection based on the previously selected features.
To initialize the sparse classifier, an alternative solution to the conventional one
is suggested. Here, assume that the mapping function is known a priori and
given as

B (xi) = [p1(xi), pa(xi), - -y pm ()],
or(xi) = exp{—o(x; —si) " (x; — sp)}; (5)
k=1,....,m

where m is the dimension of the mapped high-dimensional space H™, o is the
width and s, € R",(k = 1,2,...,m) are some data vectors from continuous
input space, which are not necessarily confined to the training patterns.

Accordingly, the original optimization problem in (2) can be reformulated as
the following regularized problem

N

min J(w) = [l + 3 (- w0 B ©)

=1

Here the idea of ridge regression [22] is adopted to solve the objective instead of
using Lagrangian method in the conventional approach. The parameter estimate
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of w can be given as in (7), considering that the gradient of (6) with respect to
the parameter w has to be equal to zero

W= (@7 + u1) '@y, (7)
where

P = [Sola(PQa"'a(Pm]v

o = [pr(x1), or(x2), ..., oe(xn)]" € RY. ®

Each column ¢, (called as regressor) in the whole mapping matrix ® corresponds
to one mapping dimension of the high-dimensional space for all the input pat-
terns. It is worth noting that solution (7) optimizes the same objective function
(2) as in conventional LS-SVMs.

With the computed solution vector w in (7), for a new test data vector x in
the input space, its decision value can be determined by

F) =W ¢(x) =) wipr(x). 9)
k=1

Based on this new solution, the sparseness can be achieved by selecting the
dimension m of the high-dimensional space, i.e. the columns of mapping matrix
®, with a fast subset selection method similar as in [23, 24]. Now with the
definition of a recursive matrix R € RV*Y of the form

RAT-®(®"® +ul) o7, (10)
and auxiliary matrix A and vector B including elements defined as

ki1, = Ppo Riuthi,

bit1 =y Ridrit,

(1)

where k =0,1,...,m—1landi=1,2,..., N, the net contribution of the (k+1)th
added regressor to the cost function will be

1 (bpgr)?

AJ = .
T 2 g ey

(12)

For each selection step, the regressor which results in the maximum net con-
tribution of the cost function will be selected. This selection only changes the
columns of mapping matrix without deleting any input patterns, thus keeping
the information contained in the input patterns, superior to other sparse meth-
ods by deleting some input patterns during training. The selection process will
be ended when some termination condition is met, for example, predefined num-
ber m (m << N) of GSVs. Finally, each element W,,,, ¢ = 1,2,...,m in the
estimated vector w,, is calculated directly with the values from the auxiliary
matrix A and vector B as

m

b; 1

@i T p BT

aj,ibj

. (13)
ajj+H

Wm,i =
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Table 2. Cost values on fire dataset with various number of GSVs

# GSVs Minimum J Running Time (s) Training Acc. (%) Test Acc. (%)

1 1.5906x 10° 0.3615 89.24 88.47
5 1.1933x 103 1.0509 90.83 89.13
10 966.3615 2.0551 93.95 93.25
15 915.8171 3.1085 94.30 93.67
20 889.9646 3.9200 95.54 93.63
30 857.4315 5.6070 94.70 93.96
40 835.3370 6.8930 94.73 94.38
50 817.3197 8.9410 94.80 94.28
60 803.5796 10.7773 94.77 94.28
80 780.6155 14.4710 94.73 94.33
100 765.9533 18.1485 94.87 94.24
125 752.0591 22.7409 94.89 94.14
150 741.3625 27.4526 95.08 94.24
175 732.9921 32.2084 95.19 94.19
200 725.3695 36.5419 95.26 94.19
250 714.7755 46.2379 95.29 94.24
300 707.6249 55.2485 95.29 94.38
350 702.3870 65.2093 95.34 94.38
400 698.2766 73.4476 95.36 94.38
450 694.8493 83.4306 95.38 94.38
500 692.1020 93.1268 95.38 94.38
1000 679.7927 204.4456 95.43 94.42
2000 674.7748 499.6815 95.43 94.42
4266 673.5321 1.6357x10° 95.43 94.42

It’s worth to mention that the calculation of the estimated vector w,, only at
the end of the subset selection further helps saving the training time.

3 Fire Detection Results

In this section, the performance of the proposed systematic approach will be
tested in terms of the accuracy and speed by applying the sparse LS-SVM clas-
sifier described in Section 2 to detect fire from images, which are established
after feature extraction as in Table 1. Also, the superiority of the sparse LS-
SVM classifier will also be verified comparing with conventional LS-SVMs for
the proposed vision-based fire detection system.

Firstly, suppose GSVs for constructing the final classifier in the LS-SVM are
selected from the input patterns and the hyperparameters including parameter
of the regularization p and kernel parameter o are set the same as those in con-
ventional solution. Given the values of hyperparameter pairs (u,0) as (0.5,0.01),
the values of the cost function, the classification accuracy on training dataset
and test dataset with different number of selected GSVs on fire dataset are listed
in Table 2.
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The reduction of the original cost function in each new adding SVs
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Fig. 4. The convergence curve of the cost value with the number of GSVs in fire
detection

From Table 2, it can be first found that the cost value decreases as more GSVs
are included in the classifier. Meanwhile, it can be noticed that the test accuracy
does not change too much after 15 GSVs being selected, even though the optimal
cost function values keep decreasing. Thus, in practice, 15 GSVs are selected to
construct the final sparse classifier considering acceptable performance and the
complexity of the classifier. As a matter of fact, reducing the complexity of the
classifier can always degrade the training performance, but this is not true for
the generalization performance when certain range of GSV numbers are included
in the classifier as a low complexity classifier with less GSVs can usually help
avoiding overfitting.

Alternatively, the change in the cost value with adding more GSVs into the
classifier is shown in Fig. 4. The upper figure shows the variation of cost value
when the first 50 GSVs being selected and the lower figure shows that for more
than 50 GSVs being selected. The figure also shows that the decreasing rate of
cost value is very small after 50 GSVs being selected, which means GSVs selected
after that have less contribution to the reduction of the cost value. That is to
say, the trained classifier only depends on certain important patterns from the
training dataset.

For comparison, the conventional LLS-SVM was also operated on the same
dataset as above. The training accuracy of the obtained non-sparse classifier
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(a) Detected fire on validation image by (b) Detected fire on validation image by
a sparse LS-SVM with 5 GSVs a sparse LS-SVM with 15 GSVs

(c) Detected fire on validation image by (d) Detected fire on validation image by
a sparse LS-SVM with 30 GSVs a sparse LS-SVM with 50 GSVs

Fig. 5. Fire detection results on validation image with proposed sparse LS-SVM

consisted of 4266 SVs is 95.92% with the training time of 151.0223 seconds and
the validation accuracy on test dataset is 94.56%. However, from the results in
Table 2, the proposed sparse LS-SVM classifier can obtain the training accuracy
of 94.30% in 3.1085 seconds with 15 GSVs, and the test accuracy of 93.67%.
This shows that for this fire detection application, the sparse LS-SVM classifier
can achieve competitive generalization performance while also using less support
vectors and being trained in shorter time, compared with the conventional LS-
SVM.

Similar results can be seen from the visualization of the validation image,
shown in Fig. 5. In these images, the logo of the video from which it was taken
are interestingly viewed as the background noise to test the noise tolerance of the
proposed approach. There are four sub-figures separately demonstrating the de-
tection results on the same validation image with sparse LS-SVMs constructed
from 5, 15, 30 and 50 GSVs. While the sparse classifier only depended on 5
GSVs, significant background blocks were incorrectly identified as fire regions
compared to that manual labeled in Fig. 2. With the number of the GSVs in-
creased to 15, 30 and 50, the false alarm reduced with more fire regions in the
center of the fire detected, which can also be reflected by the increased detec-
tion accuracies 91.72%, 95.00%, 95.16% and 95.31%. It is also noticed that, the
detection accuracy of the trained classifiers with 15, 30 and 50 GSVs did not
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change significantly, also shown as the detected fire regions are very similar to
each other in Fig. 5(b), Fig. 5(c) and Fig. 5(d). This verifies that the number
of 15 GSVs is acceptable for constructing the sparse LS-SVM with comparable
performance in this practical fire detection application.

4 Conclusions and Future Work

This paper has proposed a systematic fire detection approach using data driven
classification method to automatically detect fire from images. Instead of using
the time-consuming SVMs and non-sparse least-squares SVMs, a sparse LS-SVM
classifier was adopted in order to simultaneously speed up the training and re-
duce the model complexity. Within the framework of this new fire detection
approach, the wavelet analysis was first used for feature extraction and a fast
subset selection method was then applied for constructing sparse LS-SVM clas-
sifiers through selecting global support vectors. The application of this sparse
classifier on real fire images have demonstrated that, the proposed approach was
able to detect fire with high accuracy while also using less support vectors.
However, it was also noticed that in the application of fire detection, the
ratio of positive to negative patterns in the whole dataset is 1:8, which is an
unbalanced dataset. Although the fire detection results were generally satisfac-
tory, the unbalanced dataset problem may still produce a strong bias towards
the majority class with a consequence of increased false-negative rate and re-
duced classification accuracy. Common approaches for dealing with unbalanced
datasets can be categorized into two groups. One aims to re-sample the dataset,
such as randomly under-sampling and over-sampling. The other usually modifies
the algorithm, such as adding weights on different classes. Both strategies could
potentially be investigated under the proposed approach in the future.
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Corporation Project of Ningbo under Grant 2013D10009.
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Abstract. In order to achieve the sensorless vector control of PMSM in wide
speed range, a hybrid control mode strategy is presented, which included sliding
mode observer (SMO) and high frequency injection (HFI). At medium or high
speed, sliding mode observer method that was based on fundamental wave model
is applied to estimate of speed and position of PMSM. While at low speed, for
avoiding the shortcomings of SMO, it had to switch to the HFI method. Firstly,
the application of SMO method was achieved and the speed limit of SMO
method is calculated, and it is as basis for switching region of the speed of the
hybrid mode. The simulation results show that the hybrid mode can reduce
the buffet in the procedure of switching of algorithm effectively. And it achieves
the control of PMSM in wide speed range.

Keywords: PMSM, Sensorless Vector Control, SMO, HIF, Wide Speed Range.

1 Introduction

With the development of microelectronics technology, PMSM received more and more
attention and was used widely. In high dynamic performance servo control system of
PMSM, position or speed of the rotor was indispensable feedback information. The
traditional method is that the mechanical position sensors were installed in the PMSM.
But the cost of the system will increase and reliability and stability will lower [1].

Sensorless control strategy is based on the fundamental wave model of PMSM. And
the voltage and current of the motor stator windings are sampled; estimate and extract
the position and speed of rotor, through certain mathematical method. There are a lot of
related mathematical methods; but direct back emf [2] or flux estimation method, or
various types of state observer [3-6] and model reference adaptive method [7-8], are
based on estimate of back emf. However, at low or zero speed range, signal to noise
ratio of the back emf is too low or even zero, which is the inevitable. Through high
frequency injection method[9-10], the rotor position information can be extracted from
the feedback frequency signal at low speed.

In the paper, a hybrid control model strategy is established, using linear weighted
average approach to achieve a smooth transition of the two methods. And simulation
experiments validate the feasibility of the hybrid mode.

M. Fei et al. (Eds.): LSMS/ICSEE 2014, Part II, CCIS 462, pp. 363-369, 2014.
© Springer-Verlag Berlin Heidelberg 2014
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2 Sliding Mode Observer

2.1  Mathematical Principle of SMO

The mathematical model of PMSM in the gf3-reference frame is as follows:

di, R. 1
—“%=——j ——Ke, +—u,
dt L~ L L (1)
di R. 1
] .
——=——i,——K,e;+—u
T R A

Where u,,u 89 Iyl 52€y5€p ATE voltage, current, component of back emf in
the 3 axis. And R, L, K, are motor phase resistance, phase inductance, and back
emf coefficient. Correlations of the back emf in (1) can be represented as:

e,=—K,w sin6,
=-K,w, sin6,

(2)
s

Where @, is the speed of the rotor; Hr is the position angle of the rotor.

The back emf contains information of speed and position of the rotor from Eq. (2).
So based on mathematical model, SMO equation can be structured.

A

+Mf"’—§sign(ia)
)

_R:

LD{
dig :_BiA
d L’

+Mfﬁ—§sign(a)
A AN _——

Where ia,iﬁ are observed current; ia,iﬂ are observed current error; K is

coefficient of sliding mode observer; and Sign(x) is sign function, which can be

represented as follow:

Lx>0
sign(x)=4 0,x=0 (4)
-1Lx<0
The section of sliding mode is defined as:
Su =l Sp=lg )

Use sliding mode variable structure (SMVSC) of function switching:

u=u, +16ign(s(x)) =e+Kvign( s(x)) (6)
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o d
When the system is in sliding mode, we have § (x) =0, d_ ) (x) =0. And after a
t

L T - d — d —
finite time interval, there isi, =0, Iy = 0. We make—1i, = O,—lﬁ =0; we can
dt

dt

have:
Uy =(K¥ign(i))eq =e,

U,z :(Ksign(;)) =ey

eq

(7

The current switch error signal contains the information of back emf. We can obtain
estimated value of back emf from the signal, using a low pass filter that filters out the
high frequency signal. Therefore, estimated value is:

» o,

s

e ®)
A ,
Tt o, K
Therefore, we obtain the position angle and estimated value of speed of the rotor:
é', = arctan {— ef] (9)
€p
"oodt

For the phase lag that is caused by the low pass filter, it has to estimate the position
angle of the rotor for phase compensation. And depending on the operating speed @, ,

we obtain the relative displacement angle A@, as noted in Fig. 1. So the final estimated
value of position angle is:

A

09A, =arctan[—e"‘]+A0 (10)
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Fig. 1. Schematic diagram of SMO
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2.2  Simulation Analysis

Fig. 2 and 3 is respectively the speed waveforms when rated speed is 1000rpm,
100rpm. As can be seen from the figures, when the rotational speed starts to rise from 0,
there is a great buffet on the waveform. And when rotational speed reaches the
command speed, it exhibits good convergence property. With the speed reducing, the
error increases. When rotational speed is 100rpm, the output waveform has been unable
to converge, which means that estimation of speed is failed.

vs

Fig. 2. Waveform of speed when Rated speed is 1000rpm

Fig. 3. Waveform of speed when Rated speed is 100rpm

3 High Frequency Injection

When high frequency voltage signal is injected, the response current is also high
frequency signal. In this case, the value of the stator resistance and rotating EMF
voltage can be negligible. The voltage equation of salient PMSM is:

U, | |L+ALcos(20)  ALsin(26) || pi,

= 11
7y ALsin(20)  L—ALcos(26) || piy (5

And there’s L=(L,+L,)/2, A.=(L,~L)/2.

After the injection of high frequency sinusoidal voltage, the voltage space vector is
generated in the motor.
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|:I/tm}:l]i C.Os(a'?t) :U-iejcqz (12)
sin( @)

1

Where U, is amplitude of the high frequency voltage signal; @) is angular

frequency of high frequency voltage signal, and @, >> @, . The high frequency current

response is:

diai_
dr | |L+ALcos(28)  ALsin(260) "u,, (13)
dig | | ALsin(20)  L—ALcos(26)] |uy,
dt |
So
V4 V4
_im} IiI,COS(a;l—E]+1,."cos[ZH—agHEj (14)
s

I, sin((ql—%r]+1m sin(29—agl+zj

Where ]I_p ZZ{%} - =ﬂ{2_;“‘2}
| L-AL w | L-AL
There are positive and negative sequence component in the response current. Only
the negative component contained the position information of rotor. We can obtain the
negative component through band pass filter that can filters fundamental harmonic
current and low frequency current, synchronous frame filter that can filters positive
component.

2020 %) i 26-aZ
i, =1Ie ( 2je"'*’ =le ( 2] (15)
We can have the rotor position error signal by using heterodyne:
=i, 005(29— @tj”ﬁm sin(2c9—a)lt) =1, sin(2¢9—29) (16)

When A@is small enough, we have £ =2I, AG.

A tracking error signal can be obtained by using heterodyne method. Only when
error signal approaches zero, it can guarantee that estimation of angle could approach
true value.

4 Hybrid Control Mode Strategy

In order to achieve a smooth switch of two methods, at a certain speed range, the
estimations are calculated mean value, which could make estimation closer to the true
value. In the simulation results before the first section, you can see that the hybrid mode
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can be set: when less than 20% of rated speed, use high frequency injection; and when
more than 40% of rated speed, use back emf estimation method; at 20% ~ 40% of the
rated speed, the hybrid algorithm could be used for estimating the value by mean linear
scale processing. The estimated mean value of position angle is shown as:

8. (k,<02)
k02 5 04k,
' i+ bk, €[0204
b= 00O O hoe10204)

Bk, >04)

a7

5 Simulations and Verification

Figure 6 shows the output waveform when speed accelerates from 0 to 800rpm; and
figure 7 shows the speed error waveform. As can be seen from the simulation results, in
the acceleration process, the error increases firstly; and then decreases. After the speed
reaches 600rpm (the system is in the hybrid mode), estimation error is further reduced.
It indicates that the hybrid mode has high accuracy during acceleration. When at 1.8s,
the load increases from 3Nm to 6Nm by the sudden; accordingly, speed waveform
appears buffeting and restores homeostasis quickly.

r,x-"rr-*-r\lww.w\-'wm-»wm~mw

Fig. 4. Waveform of speed when accelerated from 0 to 800rpm

t n*\”""“"\uq‘ ”‘4 w\\ \w"l\Il;ﬂ'\m?l1"1“‘"*""”“*'(“'-’\"l WWWWWWWL

s

Fig. 5. Waveform of speed error
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6 Conclusions

At first, based on the principle of sliding mode observer algorithm, it achieved a
research of sensorless PMSM vector control. And for the disadvantages of sliding
mode observer at low speed state that it cannot estimate rotor position angle and speed
accurately. Be compensated by a high-frequency voltage injection method, which is
based on the rotation principle of extrinsic motivation. Finally, in order to achieve a
smooth switching of two estimation methods, a hybrid observer is designed, which is
based on the principles of linear weighted average rate in a certain speed range.
Simulation results show that the hybrid model can achieve sensorless control of PMSM
effectively in wide speed range, which will provide a strong theoretical basis for further
PMSM’s applications and experiments.
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Abstract. Pitch angle control for wind generation is one of the most important
segments in wind turbine. Wind turbine can capture the max wind energy which
is called Maximum Power Point Tracking through regulating the pitch angle and
then the output power of wind turbine is the best. On the base of it, one new
method of pitch angle is put forward in this paper. When the grid was failure, we
can reduce the output power through regulating the pitch angle in order to
improve the performance of LVRT of the wind turbine. When the grid voltage is
under the sudden dip, the rotor speed can be limited to reduce the engine and the
sudden disconnection of wind turbine and grid can be confined. The pitch angle
control is described in this paper in a short time when the emergency power
supply is discussed so that we can keep the coordination between the wind
turbine and the grid.

Keywords: Wind power, pitch angle control, LVRT.

1 Introduction

Recently, wind power is one of the fastest segments of clean-energy industry all over
the world. It is not only related to the development of energy strategy for many
countries, but also the wind power itself contains many advantages that the coals and
nuclear don’t have.

With the interconnection capacity of wind power higher, the dip of the grid voltage
may case the wind farms disconnect with the grid suddenly. It may break the balance of
voltage between the grid and the wind farm. So, when the grid has a dip on voltage, we
don’t want the turbine disconnect the grid and also transmit power to it. So it puts
forward to high quality to the wind power and the power system. All in all, the
technique of low voltage ride-through (LVRT) is paid much attention to the wind
power integration [1]. In order to improve the ability of LVRT in wind farms, a new
method of pitch angle control for improving the Low-Voltage Ride-Through based on
DFIG is described and its novelty and feasibility are put forward in theory.
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2 Mathematic Model of DFIG

2.1  The Principles of DFIG

The DFIG is similar to wound rotor induction motor in structure and it has two
windings of rotors and stators. When the wind speed that is variable and then cause the
generator speed n, the frequency of rotor current can make the stator current constant.
And it should be satisfied with the equation:

f,=pf,+ 1,
In the equation f1 is stator current frequency, and it is the same with the grid because
n
of connecting with it; fm is rotor machinery frequency, and fm = 6—'6 (n, is

mechanical speed of generator); p is the pole pair of generator; 2 is rotor current
frequency.

2.2 Dynamic Model of DFIG

The mathematic model of DFIG is an equation contained by time-variable coefficients
which are complicated. In order to simplify the process of calculating, we take the rotor
and stator into the conversation of coordinates.

In the following discussion, the mathematic model of DFIG in the condition of
Three-phase static coordinate system and Two phase synchronous speed rotating
coordinate system, stator uses the routine of generator and the stator current is positive
which is flowing; rotor uses the routine of electromotor and the rotor current is positive
which is inflowing.

We hold a hypothesis to emphasize the key questions that the DFIG is used in the
wind power system.

2.2.1 Mathematic Model in abc Three-Phase Static Coordinate System
a,,b,c; of Three-phase winding of the stator is fixed in the space and has a difference of
120 degrees each other. The axis of rotor winding is rotated with the rotor and a
hypothesis is hold that rotor a, and stator a; has an electric angle which is Or. Or is a
variable angular displacement in the space.

1. the voltage equations

According to Kirchoff’s law and Lenz’s law, the voltage equations of stator loop and
rotor loop can be expressed as:

u=Ri+de/dt (1)

voltage equations of Three-phase stator winding
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d
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: S dt
. do,
be = _Rslbl\. + dt )
do.
U, =-R, b L0
: S dt

d
U, =—R.i, ¢ Lo,
T dt
do,
dt 3)

d
U. =—R.i, +&
r r dt

U, =-Ri, +

In these equations, U, U, ,U, , U, ,U, ,U_ are the voltage instantaneous
value of stator and rotor and the index s and represent stator and rotor;
i, »1, ,i. ,i, ,i, ,i. are the phrases current instantaneous value of stator and rotor;

@, .0, Q. .0, ., ,@. are the phase winding magnetic chain and Rg, R, are the

equivalent of resistance.

2. the flux-linkage equations

In the equation (1), the full magnetic chain of every resistance is the sum of
self-induction magnetic chain and mutual inductance magnetic chain by other
resistances and it can be expressed as

L. L, |1
¢S — SS NA .S — Ll-
¢I" LI"S LI"V l (4)

r

In the equation, L is stator leakage inductance; L, is rotor leakage inductance; Ly, is
mutual inductance magnetic chain which rotor works on stator; L, mutual inductance
magnetic chain which stator works on rotor; y; is self-induction magnetic chain of
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stator; \, is self-induction magnetic chain of stator; i is the stator current and i, is the
rotor current.
3.the equations of torque
Put the equation (4) into equation (3), it can be got
u:Ri+Lﬂ+Lﬂi (5)
dt dt

In abc three-phase static coordinate system, electromagnetic torque equation of
DFIG can be expressed as

dL,

" T,
T.=0.5pi" "l
dL. . 6)

| de,

In the equation, T. is the magnetic torque of generator and p is number of pole-pairs.

4. the equation of motion

Provided that T, is the input mechanical torque of prime motor, magnetic torque T,
and rotational inertia J can keep balance to get the torque equation as

7, =1+
- on, dt

p

(N

3 Existing Technique of LVRT

Low Voltage Ride-Through (LVRT) refers to when the voltage net in wind farm has a
decline on voltage the wind farm could connect the grid and supply some reactive
power until the grid is recovered and then ride through the time of low voltage [2].

In wind power system, under the situation of the balance and unbalance of grid voltage
fault in principle the operational control of DFIG can be improved by GSC and RSC. But
the control effect is controlled by the converters. And so the hardware protection
measures should be added to through the fault time under the background of serious grid
fault. Nowadays many protection schemes are put forward with [3], such as the hardware
protection in stator side; the Crowbar technology on direct current side; the Crowbar
technology on active current side; the pitch angle technology. These technologies of
LVRT and Crowbar make up another research hot in wind power system.

4 Pitch Angle Control

4.1  The Principle of Pitch Angle Control in Turbines

Compared with turbines of the fixed pitch angle control, the turbines of variable pitch
angle control are featured by better power smoothing control performance and flexible
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in grid connection and then they are widely used in the wind power system [4].
According to the role of variable pitch angle control system in variable pitch angle, it
can be described as four models as control of starting, control of lacking of power,
control of rated power and control of stopping. Variable speed and variable pitch angle
are two main power regulation ways in wind turbines and also be the research hot at
home and abroad [5]. When the wind speed is under the rated speed, the variable
speed pattern (regulate the speed of rotor of generator) is chosen to capture the most
wind power; when the wind speed is over the rated speed, the variable pitch angle
control model (regulate the pitch angle) is used to balance the power between the wind
turbines and generators.

1. Control of Starting

When the variable pitch angle turbines in the situation of stopping and feathering state,
in order to ensure the security of turbines the angle of turbine is regulated to 90 degree
and then the blade and the airflow has a degree just 0. So airflow has no effect on blade
and in that time the blade is the same to a spoiling flap. When the wind speed increases
gradually and reaches to the cut-in wind speed (the starting speed), we could control
institution of variable pith to regulate the pitch angle in order to decrease it (in the
direction of 0 degree). In order to ensure the wind turbines to connect the grid smoothly
and decrease the impact to it, we can control the rotor speed of the generator nearby the
synchronous speed with a period of time to seek to connect the grid.

2. Control of Lacking of Power

When the wind turbines connect the grid and the indeed speed is under the rated speed,
the power of generator is less than rated power and the turbines are in the state of low
power situation, the situation of wind turbines is called control of lacking of power. In
order to improve the output power and capture the largest wind power, the maximum
power point tracking is used (MPPT). In the situation of lacking of power, the pattern of
MPPT controls the pitch angle nearby 0 degree. And then we can regulate the stator
current by motor-side converter to control the speed of generator to track the most
power of wind turbines.

3. Control of Rated Power

When the wind turbines connect to the grid, wind speed is over than rated speed and
less than cut-out wind speed, the output power of turbines is over than rated power and
then the wind turbines go into the pattern of rated power. The capacity of converter,
mechanical stress and capacity of generator is limited and the pitch angle control is
introduced. At that time the pitch angle is needed to enlarge to decrease the power of
turbines to keep balance between the wind power and the rated power.

4. Control of Stopping

When the wind turbines connect to the grid and the wind speed increases gradually,
according to the principle of pitch angle, the pitch angle is increased in order to
decrease the power of turbines. When the pitch angle is nearby 90 degree and at the
same time the wind speed also increases and the wind speed is over than the cut-out
wind speed, the wind turbines will stop by braking. Then the blade is in the process of
feathering state and out of the grid. Because of the wind speed variable constantly, the
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capturing power of turbines will be variable because of not using pitch angle control
and pattern of stopping state. When the wind speed is more and more big, the turbines
will capture the higher power. When the turbines capture power beyond its ability of
itself, the turbines may be blow down. And it may cause a bad effect on the grid and
even may lead to the grid to paradise.

4.2  The Principle of Pitch Angle Control to Achieve LVRT

Pitch angle can be changed between O degree and 90 degrees because of the
pitch-controlled system and then the output power can be controlled. The capacity of
generator can be controlled using the method of pitch angle in order to have little effect
on the grid to have a high quality of electricity. The rotor of DFIG is determined by the
difference of output power of turbines and output power of DFIG. When the grid has a
great dip on voltage, the input power of turbines keep fixed, the power of DFIG into the
grid is decreased and then the unbalanced power will cause the jump of rotor of
generator. At that time, the pitch angle should be increased to decrease the input power
of turbine in order to hinder the jump of rotor of generator. The typical method of pitch
angle is expressed as figure 1 [6]. When the grid is normal, the DFIG capture the most
power in variable speed constant frequency according to the pitch angle 0 to capture the
most power in variable speed constant frequency. When the grid has a dip, the pitch
angle control should be taken immediately. According to the limit of power to calculate
the index C,, ;i , we can get the reference of pitch angle through check the tables.
Through decreasing the input power of turbine, the grid fault can be adopted [7].

0 =f 6
Vwind > . >
(Vwind)
Ugrid —» — 0
. |cplim
Pwind » Limit of — 9 »
e | =@ D[
Pitch angle control

Fig. 1. Pitch angle control

5 Conclusion

Pitch angle control for improving the Low-Voltage Ride-Through based on DFIG is
put forward with in this paper. Firstly, the mathematic model of DFIG is described to
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derive the model and the existing method of LVRT is analyzed. In addition, the
principle of pitch angle control and through it to achieve LVRT is represented. Last,
the emergency power supply when the grid has a dip is taken.

Overview it, a new method for achieving LVRT is put forward with. It has an
advantage that it can guard against the jump of rotor of generator when the grid is
fault. But it may add a new pitch angle system to cause complexity and the high odds
of fault. When the grid is normal, the pitch angle system is supplied by the grid
directly. When the grid faults, it has to supply by the emergency power supply. It is a
complex program.

At last, considering the complexity of the model, it can’t make an experiment

through software and test bed. It is only testified in theory and principle. And it is the
task in the following research and study.
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Abstract. The conditioning temperature is one of the important parameters of the
hoop standard granulator production system. It can be influenced by temperature
system with nonlinear, time-varying and hysteresis characteristics and feed
quantity. This paper creates a control algorithm which combines disturbance
observer and fuzzy PID to control the temperature modulation. In this way, feed
quantity of the hoop standard granulator is also seen as a part of the interference. By
constructing disturbance observer, this paper predicts the disturbance on
temperature system and variations of parameters, so as to suppress the effect of
interference on the system. Meanwhile this paper introduces fuzzy PID for adaptive
PID tuning parameters to achieve optimal parameters. Finally, the numerical
simulation on temperature system has strong adaptability and robustness.

Keywords: hoop standard granulator, temperature control, disturbanc