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Preface

The 2014 International Conference on Life System Modeling and Simulation
(LSMS 2014) and 2014 International Conference on Intelligent Computing for
Sustainable Energy and Environment (ICSEE 2014), which were held during
September 20–23, in Shanghai, China, aimed to bring together international re-
searchers and practitioners in the field of life system modeling and simulation
as well as intelligent computing theory and methodology with applications to
sustainable energy and environment. These events built on the success of previ-
ous LSMS conferences held in Shanghai and Wuxi in 2004, 2007, and 2010, and
ICSEE conferences held in Wuxi and Shanghai in 2010 and 2012, and are based
on large-scale RCUK/NSFC jointly funded UK–China collaboration projects on
energy.

At LSMS 2014 and ICSEE 2014, technical exchanges within the research
community take the form of keynote speeches, panel discussions, as well as oral
and poster presentations. In particular, two workshops, namely, the Workshop
on Integration of Electric Vehicles with Smart Grid and the Workshop on Com-
munication and Control for Distributed Networked Systems, were held in parallel
with LSMS 2014 and ICSEE 2014, focusing on the two recent hot topics on smart
grid and electric vehicles and distributed networked systems for the Internet of
Things.

The LSMS 2014 and ICSEE 2014 conferences received over 572 submissions
from 13 countries and regions. All papers went through a rigorous peer review
procedure and each paper received at least three review reports. Based on the
review reports, the Program Committee finally selected 159 high-quality papers
for presentation at LSMS 2014 and ICSEE 2014. These papers cover 24 topics,
and are included into three volumes of CCIS proceedings published by Springer.
This volume of CCIS includes 60 papers covering 5 relevant topics.

Shanghai is one of the most populous, vibrant, and dynamic cities in the
world, and has contributed significantly toward progress in technology, educa-
tion, finance, commerce, fashion, and culture. Participants were treated to a
series of social functions, receptions, and networking sessions, which served to
build new connections, foster friendships, and forge collaborations.

The organizers of LSMS 2014 and ICSEE 2014 would like to acknowledge
the enormous contributions made by the following: the Advisory Committee for
their guidance and advice, the Program Committee and the numerous referees
for their efforts in reviewing and soliciting the papers, and the Publication Com-
mittee for their editorial work. We would also like to thank the editorial team
from Springer for their support and guidance. Particular thanks are of course
due to all the authors, as without their high-quality submissions and presenta-
tions the conferences would not have been successful.
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Research of Metro Illumination Control  
Based on BP Neural Network PID Algorithm 

Yong Shao, Fengbo Wang, Yuting Zhang, and Peng Zan∗ 

School of Mechatronics Engineering & Automation, Shanghai University 
Shanghai, 200072, P.R. China 
zanpeng@shu.edu.cn 

Abstract. This paper presents the metro constant illumination controller, which 
is designed to solve the current problem that the interior illumination in a moving 
metro fluctuates drastically with the changes of exterior environment. By 
detecting the real-time interior illumination values and adjusting the lights in a 
metro with PID controller based on BP neural network, the controller can keep 
the metro interior illumination values around the preset value. Simulations and 
actual test results show that the PID controller based on BP neural network has 
strong adaptability and robustness in a nonlinear system. It can both save energy 
and solve the problem of drastically fluctuating illumination in a moving metro, 
which cannot be achieved in conventional PID controllers.  

Keywords: PID Control, BP Neural Network, constant illumination, 
back-propagation-algorithm.  

1 Introduction 

In recent years, with the acceleration of industrialization and the development of urban 
civilization, the metro has been rapidly developed as an effective means of 
transportation to ease traffic pressure on many large and medium-sized cities in the 
world. Traditional metro illumination adopts fluorescent lamp, which is continuously 
flickering, energy-consuming, not adjustable, and often causes discomfort in 
passengers. To solve this problem, we designed the metro constant illumination 
controller that can tune the luminance of LED lights real-timely, so that the metro 
interior illumination is maintained at a relatively appropriate level. 

Currently, LED illumination control [1] mainly use linear dimming method and 
PWM dimming method. PWM dimming method is a good means, but linear dimming 
method is simpler, and no interference. Of course linear dimming is less flexible, and 
has low efficiency. In this paper, we take linear dimming to adjust a LED illumination, 
and improve its performance by using the BP neural network PID algorithm. 

PID control is one of the earliest developed control strategies, and it is widely used in 
industrial process control for its simple algorithm, good robustness, and high reliability. 

                                                           
∗ Corresponding author. 
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Conventional PID control is a linear control algorithm, and does not work well for a 
nonlinear system [2]. Thus many improved PID controllers are developed [3] [4] [5], 
including the PID controller based on BP neural network [6]. 

BP neural network (BP-NN), also known as the error back-propagation-algorithm 
[7], is one of the most widely and successfully applied neural networks. It is a forward 
neural network composed of non-linear transformation units [8]. With adequate hidden 
layers and neurons, the neural network has the ability of arbitrary non-linear expression 
[9]. By combining BP-NN and conventional PID controller in this paper, the 
deficiencies that exist in traditional PID controls are offset, making the controller 
achieve constant illumination control effectively. 

2 Fundamentals of PID Controller Based on BP-NN 

One of the design goals of the PID controller based on BP-NN is to apply PID 
controller to nonlinear systems. The controller is composed of two parts, a classic PID 
controller (shown in Fig. 1) and a BP neural network. The classic PID controller has 
direct closed-loop control over its objects, and the three optimal control parameters of 
the controller can be tuned through self-learning of the neural network and adjusting of 
the weighting coefficient. 

Aim 1
p

i

K
T s

p dK T s

⊗+
−

pK

( )e t
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( )y t( )u t+
+ +

    

j
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3y

1x

2x
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1

 

Fig. 1. Block diagram of the classic PID controller  Fig. 2. A three-layer BP network structure 

In general application, the system employs a sampling-based incremental digital 
PID to control. Its output expression is as following: 

  
( ) ( ) ( )

( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )
1

1 2 1 2

u k u k u k

u k k e k e k k e k k e k e k e k
p i d

 = − + Δ
Δ = − − + + − − + −

 .  (1) 

Where ,  ,  p i dk k k  are respectively the proportional coefficient, the integral 

coefficient and the differential coefficient. Once they are identified, the control 
increment can be evaluated according to the deviation of the values in three successive 
measures. In a nonlinear system, to achieve better control effect, it is necessary for a 
PID controller to be able to adjust and balance the proportional, integral and derivative 
control, and find the optimal nonlinear PID parameters from the infinite combinations. 
Therefore, the non-linear characteristics of BP-NN are used to tune the parameters of 
PID controller online. 
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Fig. 2 is the structure of a three-layer (4-5-3) BP neural network [10].The three 
inputs of the input layer are respectively the sample value y , the desired value Aim  

and the error e Aim y= − . The three outputs of output layer are ,  ,  p i dk k k .  

The basic principle of online tuning of PID parameters by BP neural network is that 
the sample signal y , the desired signal Aim , and the error signal e  are inputted 

from the input layer, processed by hidden layer, and then transmitted to the output 
layer, the three outputs of the output layer are currently taken as the parameters of the 
PID controller. And then modify the connective weights of neurons in each layer 
according to BP-NN algorithm. In this process, the state of neurons in each layer only 
influences that of neurons in the next layer. Thus, the network can tune the new PID 
parameters based on the next sampling. 

3 PID Control Algorithm Based on BP-NN  

For the three-layer BP neural network whose structure is 4-5-3, the algorithm is 
explained as following [11] [12] [13]. 

The input of the input layer is as following: 

( ) ( )( )1 1, 2,..., 4jO x j j= =  .                               (2) 

The output of the hidden layer (the middle layer) is as following: 

    
( ) ( ) ( ) ( ) ( )

42 2 1
1, 2,...,5

1
O k f w O i

i ij j
j

 
 = =
 = 

 .                 (3) 

Where ( )2
w

ij
 is the weighting coefficient for the hidden layer; superscripts (1), (2), 

(3) represent respectively the input layer, the hidden layer and the output layer. The 
activation function of neurons in the hidden layer is Sigmoid function: 

    ( )
x x

x x

e e
f x

e e

−

−

−=
+

 .                                   (4) 

The output of the output layer is as following: 

  

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )( )3 3 3
1 2 3

53 3 2
1, 2,3

1

p i d

O k g w O k i
l ij i

j

O k k O k k O k k

 
 = =
 = 

= = =， ，

 .                     (5) 

The output nodes of the output layer ( ,  ,  p i dk k k ) are three adjustable parameters of 

the PID controller. And the activation function of neurons in the output layer is 
non-negative Sigmoid function: 
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    ( )
x

x x

e
g x

e e−=
+

 .                                  (6) 

The performance index function is as following: 

  ( ) ( ) ( )( )21

2
E k Aim k y k= −  .                            (7) 

The weighting coefficients of output layer corrected using gradient descent 

algorithm are searched and adjusted as per the negative gradient direction of ( )E k  

against the weighting coefficient and an add-on minimal inertia item to make the 
search quickly converge the situation as a whole:  

      ( ) ( ) ( )
( )

( ) ( )3 3

3
1

li ijw w

li

E k
k k

w
η α

∂
Δ = − + Δ −

∂
 .                        (8) 

Where η  is the learning rate and α  is the inertia factor. 

From the formulas above, the following formulas can be obtained.  

      

( )
( ) ( )

( ) ( ) ( )
( ) ( )

( )

( )
( ) ( )

( ) ( ) ( )

3 3
1 2

3
3

1 ;
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u k u k
e k e k e k

O k O k

u k
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O k

∂Δ ∂Δ
= − − =

∂ ∂


∂Δ = − − + −∂

 .                (9) 

The learning algorithm of the output layer weighting coefficient is as following: 

      

( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( )

( )
( )

( ) ( )
( ) ( )( )

3 3 3 2

3 3'
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1
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li liw w l l

l l

l

k k O k

y k u k
e k g net k

u k O u k

α ηδ

δ

Δ = Δ − +


  ∂ ∂Δ
=   ∂Δ ∂   

 .          (10) 

The learning algorithm of the hidden layer weighting coefficient is as following: 

      

( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( )( ) ( ) ( ) ( )( )

2 2 2 1

3
2 2 3 3'

1

1

1,2,...,5
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l i l li
l

k k O k

f net k w k i

α ηδ

δ δ
=

Δ = Δ − +



= =



 .          (11) 

Where 

      ( ) ( ) ( )( ) ( ) ( )( )' ' 2. 1 , . 1 / 2g g x g x f f x= − = −  .           (12) 



 Research of Metro Illumination Control Based on BP Neural Network PID Algorithm 5 

 

4 The Algorithm Flow 

Above is the algorithm of PID controller based on BP-NN. Its control system structure 
is shown in Fig. 3, where Aim  represents the desired value and y  represents the 

sampled value [14]. 
The main design steps of BP neural network PID controller based on this algorithm is 

as following:  

(1) Give the initial weights of each layer, and select the learning rate η  and the 

inertia coefficient α . 
(2) Obtain ( )Aim k  and ( )y k  by sampling, and calculate the time error 

( ) ( ) ( )e k Aim k y k= − . 

    

Aim
PID

de

dt

⊗+
−

BP NN−

( )e t
Plant

( )y t( )u t

pk ik dk

          

N

N

Y

Y

      

Fig. 3. Principle of PID controller based on BP-NN        Fig. 4. Program chart 

(3) Calculate the input and output of neurons in each layer in the neural network, and 
take the outputs of the output layer ,  ,  p i dk k k  as the three parameters of the PID 

controller. 
(4) Calculate the PID controller output ( )u k  according to the formula (1). 

(5) Learn the neural network, adjust the weighting coefficient online, and achieve the 
adaptive adjustment of PID controller parameters. 

(6) 1k k= + , return to step (1). 

When the ambient illumination is less than set 0.8Min (minimum), indicating the 
metro enters underground tunnel, the light output is the maximum. When the ambient 
illumination is greater than 3Aim (desired value), indicating the metro is out of the 
tunnel, the light output luminance is zero. The program chart is shown in Fig. 4. 

5 MATLAB Simulation Results 

In this simulation, since the controlled object belongs to a nonlinear discrete system, 
we take the approximate mathematical model [15]: 

      ( ) ( ) ( )
( ) ( )2

1
y 1

1 k 1

k y k
k u k

y

α −
= + −

+ −
 .                      (13) 
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Fig. 5. Simulation results 

In the formula, 
( ) ( )0.11.2 1 0.8 kk eα −= −

. The inputted target signal ( ) 1.0Aim k = , 

is outputted as y  through the BP neural network PID system, and outputted as 1y  

through the incremental PID system. The BP neural network learning rate is 0.25. The 
inertia factor is 0.05. The neural network structure is 4-5-3. The initial value of the 
weighting coefficient is taken as a random number in interval [-1,1]. The initial values 
of the remaining variables are taken as 0. The parameters of the incremental PID are 
taken as  0.2,  0.2,  0.1p i dk k k= = = . The simulation results are shown in Fig. 5. Fig. 

5(b) is a magnification of Fig. 5(a). Aim  represents the inputted desired signal. 1y  

represents the output signal of the incremental PID control. y  represents output signal 

of the PID control with a BP neural network. The figures show that the outputs of the 
incremental PID control and the PID control with a BP neural network both can 
converge in 0.1 second. However, the overshot of the former is 4%, while that of the 
latter is almost zero. 

6 The Hardware Test and Analysis  

The structure diagram of the metro constant illumination controller we developed is 
shown in Fig. 6. “BH1750” is an illumination sensor and its highest precision is 0.12 
LUX. “HS0038” is an infrared receiving head. “POWER” represents the power 
module which provides a voltage of 5V for CPU and other parts of the controller. 
“TLC5615” is a 12-bit D/A converter. “LED LAMP” represents the controlled light. 
The real product of the controller is shown in Fig. 7. Via a illumination sensor, the 
controller first samples interior illumination intensity, which is then processed by the 
BP-NN PID control algorithm in MCU PIC18F2620, and at last the digital-analog 
converter (D/A) module outputs a corresponding voltage to control the output of 
LEDs to tune the internal illumination in metro.      
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Fig. 8. Hardware test results  

We have conducted three contrast tests on the controller with the incremental PID 
control algorithm ( 0.8,  0.8,  0.2p i dk k k= = = ) and the BP neural network PID control 

algorithm (three PID parameters got by calculating the output of BP neural network 
real-timely; 0.05, 0.25α η= = ). The desired illumination values in the three tests are 

set as 377LUX, 237LUX and126LUX. In the beginning of the tests, the controllers are 
put in total darkness. For more precise test results, the controller’s function of tuning 
brightness promptly in darkness is shielded. Fig. 8 is a collection of 100 results 
(collected every 0.5 seconds). Fig. 8(a) shows the output of PID controller with BP-NN 
and Fig. 8(b) shows the output of incremental PID controller. The figures show that the 
outputs of both controllers are close to a stable state at the 10th second. But the output 
of the latter experienced an overshot of 5LUX and an oscillatory of 20LUX before 
convergence. The main reason of the difference is that PID control based on BP-NN 
can tune the PID controller parameters real-timely while the parameters of 
conventional PID controller are fixed and cannot work well for nonlinear systems. 

7 Conclusion 

This paper presents the design of the metro constant illumination controller. In this 
controller, comfortable illumination can be set by infrared remote control. The 
controller adopts a new algorithm which combines traditional PID control and a BP 
neural network, and can tunes real-timely the three PID parameters. It overcomes the 
shortcomings of conventional nonlinear PID controller and achieve effective constant 
illumination control in a moving metro. This paper also presents the simulation and test 
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results of PID control based on BP-NN and the contrasts between it and the 
conventional PID control. Both of them show that the metro constant illumination 
controller designed on the PID control algorithm based on BP-NN has good 
adaptability and strong robustness. Of course, the controller is also have some 
shortcomings, for example, the calculation of neural networks need to take more  CPU 
time. More work need to be done in future. 
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Abstract. In a hydraulic support system of heavy equipment, the oil pressure is 
required to be a constant value. Due to the disturbances come from the external 
environment and the running process, the hydraulic support system would not 
be stable; therefore, we here present a closed-loop feedback system, which has 
an adaptive neuronal network control system to make the oil pressure stable by 
controlling the rotate speed of the hydraulic pump motor. In this hydraulic 
system, the response and stability are the key factors to judge the control 
method is good or not. In our simulation, it shows that this adaptive neural 
network control system can meet the design requirements. It has good response 
and stability characteristics. 

Keywords: Neural Network, Steepest-descent Method. 

1 Introduction 

Adaptive control system works by measuring the input value and output value from 
the actual conditions. Due to the dynamic characteristic of adaptive control system, 
the error of the output value can be reduced; so the control characteristics can 
maintain at optimum performance and the output value can meet the anticipated result 
[1]. Neural network is a non-linear system which may be relatively limited for an 
individual neuron, but many functions can be realized if a large number of neurons 
compose a network [2]. 

Adaptive control system has a relatively strong robustness and neural network is 
good at self-learning function; so adaptive neural network control has a great 
advantage due to the integration of both. Adaptive neural network control system can 
enhance fault tolerance, real-time control and robustness. Adaptive neural network 
control system can make uncertain and complex nonlinear control achieved more 
effectively [3]. 

This paper is in the research and design of the hydraulic support system of heavy 
equipment which needs enough supported oil for working effectively. So it requires 
us to ensure that the oil pressure can be maintained at a stable value. In actual 
practice, however, the hydraulic oil pressure control system would not be stable due 
to the presence of interference; therefore keeping the stability in the process of 
adjusting is very important for this control system. As we have already analyzed the 
advantages of adaptive neural network control system, we design such an adaptive 
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neural network control system to make the oil pressure stable by controlling the rotate 
speed of the hydraulic pump motor. In our simulation, it shows that this adaptive 
neural network control system can competent on the design requirements. It has good 
response and stability characteristics[8,9,11,12]. 

2 Adaptive Neural Network Control System 

2.1 Introduction of Hydraulic Support System  

The structure of this hydraulic support system of heavy equipment is shown in Fig.1. 
The motor makes oil up through the pipeline to become oil film layer. The thickness 
of oil film layer can reflect the size of oil pressure value. Supporting a stable oil film 
layer is a necessary condition for equipment work normally [4]. 

 

Fig. 1. Structure of this hydraulic support system 

The adaptive neural network control system designed in this paper is based on 
DSP. DSP has powerful digital signal processing capability and excellent embedded 
control function, so it is widely used in industrial control situations and it also 
provides support of the hardware in this system. As Fig.1 shows, the control system 
contains three parts: control unit, actuator, and oil pressure signal acquisition unit. 
Because of the system requires real-time acquisition and oil pressure signals 
processing, we choose DSP as the controller[14,15]. 

2.2 Design of Adaptive Neural Network 

For the large hydraulic control system, the key is the oil pressure should be stable by 
the controlling the rotate speed of the hydraulic pump motor. As the oil pressure is not 
easy to be collected directly, the oil pressure value can be converted to a 
corresponding voltage value. According to the corresponding relationship between oil 
pressure value X(Kg) and voltage value Y(V), we got 22 groups of sampling data. 
They are shown in the following table 1. 
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Table 1. Data of oil pressure values and voltage values 

pressure value X 
voltage value Y 

     

X,Y 15.01, 2.98 14.93,2.84 14.83,2.7 14.74,2.58 14.63,2.43 
X,Y 14.54,2.29 14.46,2.17 14.37,2.03 14.28,1.89 14.18,1.75 
X,Y 14.07,1.58 13.97,1.45 13.88,1.18 13.69,1.03 13.59,0.9 
X,Y 13.51,0.77 13.41,0.62 13.31,0.48 13.23,0.36 13.15,0.25 
X,Y 13.07,0.14     

 
By Matlab simulation with the least squares method, we find the curve of oil 

pressure values and voltage values is a first-order system. Fig.2 is the graph of this 
first-order system[13,18,19].  
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Fig. 2. Curve of oil pressure values and voltage values 

We need oil pressure value be stable at 14(Kg); so according to Fig.2, the voltage 
value should be 1.5V. Through the adaptive neural network control system, oil 
pressure can reach a stable value. In this paper, the design of this control system has 
two neural networks: NN1 and NN2. As Fig.3 shows, NN1 is a controller and NN2 is 
an identifier. The design of this system is shown in Fig.3. 

1ny

2ny

yR 1NN

2NN

plant

Correct NN2 parameters

E

Correct NN1 parameters

 

Fig. 3. Design of adaptive neural network system 

Neural networks NN1 and NN2 have different functions in this system. According 
to the simulation result of this system, we choose the hidden layer neurons number is 
5 which can effectively guarantee the accuracy and stability. The internal structures of 
NN1 and NN2 are showed in Fig.4. 
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Fig. 4. Internal structures of NN1 and NN2 

In Fig.4, E is the current error; E1 is the first sampling error; E2 is the second 
sampling error. Each learning time will have 100 samples, and we can change this 
number. By changing the frequency value ny1(Hz), we can collect a corresponding 
voltage value y(V), and 22 groups of sampling data are shown in table 2. 

Table 2. Sampling data of the frequency values and voltage values 

frequency value ny1 
voltage value Y 

     

ny1,Y 48, 2.98 47,2.84 46,2.7 45,2.58 44,2.43 
ny1,Y 43,2.29 42,2.17 41,2.03 40,1.89 39,1.75 
ny1,Y 38,1.58 37,1.45 36,1.32 35,1.18 34,1.03 
ny1,Y 33,0.9 32,0.77 31,0.62 30,0.48 29,0.36 
ny1,Y 28,0.25 27,0.14    

 
We find the curve of voltage values and frequency values is a first-order system in 

simulation with the least squares method. Fig.5 is the graph of this system.  
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Fig. 5. Curve of frequency values and voltage values 

The formula for this curve is shown below: 

10.1377 3.6283y ny= −  (1) 

Due to we need oil pressure value be stable at 14Kg, the voltage value should be 
1.5V; so the initial value of R should be set to 1.5V. As Fig.5 shows, when the 
voltage value is required to achieve 1.5V, the frequency should be stable at 37Hz. 
Due to there are a lot of interferences from external environment, frequency may be 
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unstable. But the neural network control system has a good generalization ability, and 
it can effectively solve this problem[16,17].  

2.3 Learning Process of Adaptive Neural Network System 

Adaptive neural network learning is a supervised learning process, so we need some 
target input and output samples for training. We can use random values as initial 
weights values at the beginning of the training; the target input samples are used as 
input values to get the output values of the network. The actual output value is 
compared with the target output value to calculate the error; then this system modifies 
the weights with the steepest descent method to reduce the error. Finally, the error 
almost has no decline in the network training [5]. Fig.6 is a block diagram of the 
adaptive neural network learning process. 

 

Fig. 6. Learning process of the adaptive neural network system 

The basis function of this neural network system is (ex-e-x)/(ex+e-x). KC is sampling 
frequency and KG is the number of learning times; both of the two numbers are 500. 
These numbers can be adjusted according to simulation result. The inter-node input of 
neural network NN2 is: 

10.1377 3.6283y ny= −    (2) 

Through the calculation of basis function, the inter-node output is: 
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2( , ) (exp( 2( , )) exp( 2( , )))/(exp( 2( , )) exp( 2( , )))nyz i KK nyzi i KK nyzi i KK nyzi i KK nyzi i KK= − − + −    (3) 

The output value of NN2 through the intermediate node is: 

2 2 22( ) ( ) 2( , ) ( );ny KK ny KK nyz i KK w i= +    (4) 

W21 is the weight from input layer of NN2; W22 is the weight from output layer of 
NN2; q2 is the function threshold of NN2; k1 and k2 are learning coefficients of NN1 
and NN2. Due to the derivative for the output value of NN2 will be used to NN1, k2 
should be larger than k1. 
The squared error formula for NN2 is: 

2
2

1
( )

2
J y ny= −    (5) 

The derivatives of this formula are: 

2
2 2

22 22

( )( ) ( )( 2)
nyJ

y ny y ny nyz
w w

∂∂ = − − = − −
∂ ∂     (6) 

2 2
2 2

2 2 2

2 2
( )( ) ( )( )

2 2

ny nyJ nyz nyzi
y ny y ny

q q nyz nyzi q

∂ ∂∂ ∂ ∂= − − = − −
∂ ∂ ∂ ∂ ∂ 

 

  (7) 

2 2
2 2

21 21 21

2 2
( )( ) ( )( )

2 2

ny nyJ nyz nyzi
y ny y ny

w w nyz nyzi w

∂ ∂∂ ∂ ∂= − − = − −
∂ ∂ ∂ ∂ ∂ 

 

  (8) 

Through the steepest descent method for neural network NN2, we can get the 
parameters corrections shown below: 

22 22 2 2( ) ( ) ( ( ) ( ))( 2( , ))w i w i k y KK ny KK nyz i KK= − − −    (9) 

2
2 2 2 2 22( ) ( ) ( ( ) ( ))( ( ))/ (exp( 2( , )) exp( 2( , )))q i q i k y KK ny KK w i nyzi i KK nyzi i KK= − − − + −   (10) 

2
21 21 2 2 22 1( ) ( ) ( ( ) ( ))( ( )) ( )/(exp( 2( , )) exp( 2( , )))w i w i k y KK ny KK w i ny KK nyzi i KK nyzi i KK= − − − + −   (11) 

Thus, the parameters of NN2 are corrected constantly. The process of NN1 is similar 
with NN2, and the inter-node input of neural network NN1 is: 

11 11 1 11 2 11( , ) (1, ) (2, ) (3, ) ( )nyzi i KK w i E w i E w i E q i= + + +  (12) 

Through the calculation of basis function, the inter-node output of NN1 is: 

1( , ) (exp( 1( , )) exp( 1( , )))/(exp( 1( , )) exp( 1( , )))nyz i KK nyzi i KK nyzi i KK nyzi i KK nyzi i KK= − − + −   (13) 

The output value of NN1 through intermediate node is: 
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1 1 12( ) ( ) 1( , ) ( )ny KK ny KK nyz i KK w i= +   (14) 

The squared error formula for NN1 is: 

21
( )

2
G y R= −   (15) 

The derivatives of this formula are: 

2 2 1

12 12 12 1 12

( )( ) ( )( ) ( )( )
ny ny nyG y

y R y R y R
w w w ny w

∂ ∂ ∂∂ ∂= − − ≈ − − = − −
∂ ∂ ∂ ∂ ∂     (16) 

2 2 1

1 1 1 1 1

1 1
( )( ) ( )( ) ( )( )

1 1

ny ny nyG y nyz nyzi
y R y R y R

q q q ny nyz nyzi q

∂ ∂ ∂∂ ∂ ∂ ∂= − − ≈ − − = − −
∂ ∂ ∂ ∂ ∂ ∂ ∂     (17) 

2 2 1

11 11 11 1 11

1 1
( )( ) ( )( ) ( )( )

1 1

ny ny nyG y nyz nyzi
y R y R y R

w w w ny nyz nyzi w

∂ ∂ ∂∂ ∂ ∂ ∂= − − ≈ − − = − −
∂ ∂ ∂ ∂ ∂ ∂ ∂     (18) 

Through the steepest descent method for neural network NN1, we can get the 
parameters corrections shown below: 

12 12 1( ) ( ) ( ( ) ) ( 1( , ))w i w i k y KK R YY nyz i KK= − −   (19) 

2
1 1 1 12( ) ( ) ( ( ) ) ( ) / (exp( 1( , )) exp( 1( , )))q i q i k y KK R YYw i nyzi i KK nyzi i KK= − − + −   (20) 

2
11 11 1 12(1, ) (1, ) ( ( ) ) ( )/ (exp( 1( , )) exp( 1( , )))w i w i k y KK R YYEw i nyzi i KK nyzi i KK= − − + −   (21) 

2
11 11 1 1 12(2, ) (2, ) ( ( ) ) ( ) / (exp( 1( , )) exp( 1( , )))w i w i k y KK R E w i YY nyzi i KK nyzi i KK= − − + −   (22) 

2
11 11 1 2 12(3, ) (3, ) ( ( ) ) ( ) / (exp( 1( , )) exp( 1( , )))w i w i k y KK R E w i YY nyzi i KK nyzi i KK= − − + −   (23) 

In the adaptive neural network system, the data propagate backward step by step 
through the input layer, the hidden layer, and the output layer. Network weights can 
be modified along the direction of reducing the error. The error could be smaller 
during the learning procedure. Finally, the error almost has no decline in the network 
training [6,7,10]. 

2.4 Simulation Verification 

According to the above method, Fig.7 is the error curve of system output values in the 
MATLAB simulation environment. The horizontal axis represents the number of 
learning times; the vertical axis represents the error values. Finally, E value is almost 
stable at 0. The simulation result shows that the adaptive neural network system can 
achieve the stability requirements of this hydraulic support system. 
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Fig. 7. Internal structures of NN1 and NN2 

3 Conclusions 

In this paper, an adaptive neural network control system based on DSP is designed for 
the hydraulic support system. This paper discusses the working process of adaptive 
neural network control system in detail by the steepest descent method. We have 
made a comprehensive explanation to the adjustment steps of all the relevant 
parameters. The design process of the system is described in detail. We have analysed 
the rationality and advantages of the adaptive neural network control system, and 
learned that it is suitable for the hydraulic support system. 

Finally, the error is very small and can fully meet the requirements of this system. 
The error simulation test shows that this adaptive neural network control system has 
good fault-tolerance and robustness abilities. 
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Abstract. In order to overcome the deficiency of fuzzy control algorithm, an 
adaptive fuzzy logic controller is proposed. In this method, the differential 
evolution algorithm (DE) was employed to optimize parameters of fuzzy 
controller: quantitative factor and proportional factor , they were designed as 
individuals of DE population, and evaluated using the fitness function provided 
until the termination condition was fulfilled. Then the selected parameter values 
were sent back to fuzzy logic controller. Simulation results concerning two-tank 
system show that the DE optimized fuzzy controller has good adaptability, as 
well as it`s effectiveness, which provides a new approach to improve fuzzy 
control system. 

Keywords: Fuzzy Logic Control, Differential Evolution Algorithm, 
Optimization. 

1 Introduction 

In1974, the British scholar E. H. Mamdani applied fuzzy logic control to boilers and 
steam engines controls, which indicated the birth of fuzzy control theory. Now fuzzy 
logic controllers have been widely applied to industrial process controls, and show to 
be a more accurate and efficient method. Although both fuzzy control theory and 
technology have been developed rapidly, there are still some shortcomings such as 
how to choose control rules, as well as how to adjust quantitative factors and 
proportional factor and so on. Some authors [1], [2] presented adaptive fuzzy 
controllers, which can be adjusted automatically by changing certain parameters such 
as shape and location of suitable membership functions. Pintu Chandra Shill et al [3] 
used QGA to optimize fuzzy control rules and membership function. However, the 
performance of the fuzzy controller mostly depends on human experience, and 
requires tedious trial and error processes, and it can’t quickly converge to the optimal 
values. 

Differential Evolution (DE) was proposed by R. Storn and K. Price in 1995[4]. As 
a new evolutionary computing technique, DE has some good properties, and it is 
simple, robust yet efficient in solving the global optimization problem. J. Vesterstrom 
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made a comparative study of differential evolution, evolutionary algorithms and 
particle swarm optimization on numerical benchmark problems, the results show that, 
DE outperforms PSO and other evolutionary algorithms[5]. 

In this paper, we proposed an optimized fuzzy logic controller based on differential 
evolution algorithm, through the quantitative factor and proportional factor to enhance 
the optimal design of fuzzy controller performance, and applied it to two-tank system. 

2 Differential Evolution Algorithm 

Differential Evolution (DE) is an evolutionary algorithm, which optimize problems by 
cooperation among individuals within populations and competition to. To apply a DE 
algorithm, we should generate a population, in which all individual initial values are 
chosen at random within bounds set by the user. Each individual is real-coded-
dimensional vector depending on the problems. In the evolutional process, vectors in 
every generation undergo evolution through natural selection. Every vector crossover 
with a donor vector generated by mutating to form a trial vector, if cost function of 
the trial vector is less than that of the old ones, the trial vector replace the old to form 
next generation. The process will not end unless the termination condition is 
satisfied[6].Usually, the performance of a DE algorithm depends on three variables: 
the population size NP, the mutation scaling factor F, and the crossover rate CR. Fig.1 
shows steps of the DE algorithm[7]. 

St ar t

Set  DE par amet er s: NP, F, CR, St r at egy and 

Maxi mum Number  of  I t er at i ons

Cr eat e i ni t i al  popul at i on.

Eval uat e obj ect i ve f unct i on.

St op

YES

NO

Mai n Loop: Mut at i on, Cr ossover , Sel ect i on

Next  gener at i on

Condi t i on of  t er mi nat i on:

max number  of  i t er at i ons met ?

 

Fig. 1. Steps of the differential evolution algorithm 
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3 Fuzzy Logic Control Based on Differential Evolution 
Algorithm 

3.1 The Design of Individual 

Differential evolution is a parallel direct search method, it utilizes NP vectors, each of 
dimension D, which is the number of decision variable in the optimization problem. 
The DE vector xi,j is: 

  ( )DjNPix ji ,...,2,1;,...,2,1, ==                                     (1) 

where i is the individual index, j is dimension index. 
In this paper, we choose quantitative factors ke、kec and proportional factor ku to 

constitute the individual x [8]: 

ek cek uk
 

Fig. 2. The structure of individual 

where ke and kec denote quantitative factor of inputs, ku denotes proportional factor 
of output. All these are based on real-coded. 

The initial population is selected randomly in the bounds defined for each variable 
x. These bounds are specified by the user according to the optimization problem. 
After initialization, DE performs several vector operations, in a process called 
evolution[9]. 

3.2 Differential Evolution Operations 

There are three DE operations: mutation, crossover, and selection. The initial value of 
vector x is selected randomly. Mutation and crossover are used to generate new 
vectors called trial vector, and selection then determines which of the vectors will 
survive into the next generation[10]. 

(a) Mutation Operation 
Mutation for each vector creates a mutant vector: 

( )GrGrGiGi XXFXV ,2,1,1, −∗+=+                            (2) 

where the indexes r1 and r2 represent the random and mutually different integers 
generated within range [1, NP] and also different from index i. F is a real number 
(F∈[0,2]) which controls the amplification of the difference vector (xr1,G- xr2,G). 

(b) Crossover Operation 
Through crossover operation, the target vector is mixed with the mutated vector, to 

yield the trial vector, following scheme: 
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( )1,1,21,11, ,...,, ++++ = GDiGiGiGi uuuU                         (3) 

Where  

( )( )
( )( )

( )( )
( )( )









≠
>

=
≤

=
+

+

imbrjor

CRjrandif
X

imbrjor

CRjrandif
V

u

Gji

Gji

Gji

,

1,

1,
,  

for i=1,2,…,NP, j=1,2,…,D, rand(j) is selected uniformly randomly within [0,1], 
mbr(i) represents a random integer within [1,D] , which is responsible for the trial 
vector containing at least one parameter from the mutant vector. CR∈[0,1], which is a 
crossover parameter presenting the probability of creating parameters for trial vector 
from a mutant vector. 

(c) Selection Operation 
The selection operation selects the vector which will survive to be a member of the 

next generation. Which vector will be selected depending on the fitness value to 
evaluate the performance of the controller, it is necessary to define a fitness function. 
The target of our controller is to evaluate the dynamic and static characteristic of 
control system, such as rapid response, short adjusting time, small overshoot and 
small stable error etc., so the following fitness function is proposed: 

( ) ( )
( ) ( )




≥
<

=
+

++
+

GiGiGi

GiGiGi
Gi xfufx

xfufu
x

,1,,

,1,1,
1, ,

,                                 (4) 

for  f(x) is the fitness function. 

3.3 The Fitness Function 

To evaluate the performance of the controller, it is necessary to define a fitness 
function. The target of our controller is to evaluate the dynamic and static 
characteristic of control system, such as rapid response, short adjusting time, small 
overshoot and small stable error etc., so the following fitness function is proposed: 

            
( ) +++= 22 ducebatf si σ                                   (5) 

for ts represents  regulating time. σis the overshoot. e indicates the difference 
between the desired value and the actual value. u indicates the output of fuzzy 
controller, and a, b, c and d are constant coefficients. 

3.4 The Algorithmic Step 

The proposed overall tuning process works in following ways[11][12]: 
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Fig. 3. Flowchart of DE based fuzzy control system 

4 Simulation Results and Comparative Analysis 

In this section, we applied the proposed method to the two-tank system [13]. Fig. 4 
gives the structure. The experimental device includes of two water tanks T1 and T2, 
reservoir, junction valve V1, leak valves V2, V3 and V4, as well as execution structures 
and sensors. Water is draw from the reservoir by pump P1, and through V3 into water 
tank T1, then through V1 into water tank T2, finally through V2 go back to the 
reservoir. The leak valve V4 is usually closed. We take the tank T2 liquid level h2 as 
the controlled variable.   

Based on the mass conservation condition and Bernoulli law, the two-tank system 
model is: 

2012
2

12
1 , QQ

dt

dh
AQQ

dt

dh
A −=−=                                 (6) 

for ( )( ) 2/1

2121112 2sgn hhghhSQ −−= μ  is the water speed from T1 to T2,  

( ) 2/1
2220 2ghSQ μ= is the water speed from T2 to the reservoir, sgn(z) is the sign 

function of z, A is the cross sectional area of the tank, S for the pipe cross-sectional 
area, g is the acceleration due to gravity, 

21, μμ are the flow coefficient, the values are 

as follows: 23- m103585.6 ×=A  , 25- m103585.6 ×==S , 083.01 =μ , 1133.02 =μ . 

 

Fig. 4. The structure of two-tank system 
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For double tank water level control system, the aim is making liquid level of tank 
T2 reach the set value. Tank 1 and 2’s initial liquid level is set to 0. To design fuzzy 
controller for double tank water level control system, we choose the error signal e(the 
difference between desired and actual value of h2) and the error derivative signal de as 
input variables, and the control signal u (water speed Q) as the output variable. Five 
fuzzy sets were used for each input/output variable, like [NM NS ZE PS PM]. Then 
DE is used to optimize ke, kec and ku. In the optimal process, each vector is set as 3 
dimensions and adopted the real-coded (look Fig. 2). DE population scale is NP=30, 
and mutation probability is F=0.6, crossover probability is CR=0.5, the maximum 
evolution generation is 30. The fitness function parameters are a=1, b=3, c=2, d=2. 
The sampling period is ts=0.01s, and The setting value of Tank 2’s liquid level is : 
h20=200mm for t=0~500s, h20=350mm for t=501~1000s, h20=160mm for 
t=1001~1600s. Fig. 5 shows the performance comparison curves.  

From the simulation results, we know that, fuzzy controller has better performance 
than the PID controller. When the fuzzy controller is optimized by the DE algorithm, 
the output of the system became much better than the fuzzy controller, both in overshoot 
and in rapid respond time. So the method proposed in this paper is more effective. 

To verify the anti-interference capability, we open the V4 valve to add a 
disturbance at t=40s when the system is stable, allowing water to flow from the leak 
valve for some time, and then close the valve. It cost 30s for the system became 
stable, as shown in Fig. 6. So, it has good performance to overcome disturbance. After 
30 generation, the best fitness value is 0.54784, Fig. 7 shows the fitness curve. Table 
1 gives the comparison of the parameter values before and after optimization. 

 
Fig. 5. Output response curves  
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Fig. 6. The curves of output and control variable with disturbance 

 

Fig. 7. Fitness function curve 

Table 1. The parameter values before and after optimization 

 ke kec ku 
before 30 1 1.2 
after 32.106 0.69367 1.9472 

5 Conclusions 

In this paper, we propose insight into the design of simplified tuning a fuzzy logic 
controller. The differential evolution (DE) algorithm is employed. The proposed 
method is able to optimize input and output weights ke , kec and ku. We applied the 
DE-based fuzzy logic method to deal with two-tank system, experimental results 
show that the proposed controller has better performance than existing fuzzy control 
system. 
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Abstract. In order to guarantee the control performance of the batch processes 
when uncertainties and disturbances exist, a neuro-fuzzy model (NFM) 
predictive controller based on batch-wise model modification is developed. 
Model modification along batch-axis is used to improve the accuracy of neuro-
fuzzy model, and predictive control along time-axis can guarantee the optimal 
control consequence, which lead to superior tracking performance and better 
robustness compared with the conventional quadratic criterion based iterative 
learning control (Q-ILC) approach. An illustrative example is presented to 
verify the effectiveness of the investigated approach.  

Keywords: batch processes, neuro-fuzzy system, model predictive control, 
batch-to-batch model modification. 

1 Introduction 

For deriving the maximum benefit from batch processes, optimal control of batch 
processes is very significant. The key of optimal control depends on obtaining an 
accurate model of batch processes, which can provide accurate predictions. Usually, 
developing first principle models of batch processes is time consuming and effort 
demanding [1].To overcome the problems, process input–output data based models, 
such as neural networks and fuzzy systems have been investigated to model nonlinear 
processes owing to their ability to approximate a nonlinear function to any arbitrary 
accuracy [2-6]. However, optimal control obtained from off-line process model is 
often suboptimal when applied to the real process because of the plant-model 
mismatches.  

Exploiting the repetition of batch processes, run-to-run control uses results from 
previous batches to iteratively compute the optimal operating conditions for each 
batch and iterative learning control (ILC) has been widely used in the batch-to-batch 
control of batch processes. Zafiriou and co-workers proposed an approach for 
modifying the input sequence from batch-to-batch to deal with plant-model mismatch 

[7]. Lee and co-workers presented the quadratic criterion based iterative learning 
control (Q-ILC) approach for tracking control of batch processes based on a linear 
time-varying tracking error transition model [8]. Xiong and Zhang presented a 
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recurrent neural network based ILC scheme for batch processes where the filtered 
recurrent neural network prediction errors from previous batches are added to the 
model predictions for the current batch and optimization is performed based on the 
updated predictions [9]. Based on NFM and Q-ILC, Jia et al. proposed an integrated 
iterative learning control strategy with model identification and dynamic R-parameter 
to improve tracking performance and robustness for batch processes [10]. 

Considering conventional Q-ILC is an open-loop optimal control approach, which 
is difficult to against non-repetitive disturbances, and motivated by the previous 
works, a neuro-fuzzy model predictive control strategy (called as NF-MPC) for batch 
process is proposed. This strategy features the ability to obtain the optimal control 
profile based on online one-step prediction and adjust the neuro-fuzzy model 
parameters batch-to-batch. As a result, model uncertainties can be handled to improve 
the control performance. Simulation results show that by updating the model from 
batch to batch, the control profile demonstrates good tracking performance and 
robustness. 

2 Batch-Wise Updating NFM for Batch Processes 

2.1 Neuro-Fuzzy Model  

Via integrating the TS-type fuzzy logic system and RBF neural network into a 
connection structure, the neuro-fuzzy system (NFS) is more suitable for online 
nonlinear systems identification and control. Similar to paper [10], the multiple input 
and single output (MISO) system is chosen: 

: , 1, 2,j
j jR IF X is A THEN y is w j N=  ,   [ ]1 2, ,

T

MX x x x=   

where jR denotes the j-th fuzzy rule, N is the total number of fuzzy IF-THEN 
rules, X  is the input variable of the system with M dimensions, y is the output 

variable of the j-th fuzzy rule, jA is the fuzzy set defined on the corresponding 

universe and jw is the j-th consequence of fuzzy rule. 

The following nonlinear function is used as the consequence of fuzzy rule 

0 ,
1 1 1

( ) ( ) ( ) ( )
M M M

j j j
j t i i t q p p t q t

i q p

w k a a x k b x k x k
= = =

= + +   . 

 

(1) 

The NFS consists of four layers. The first layer is the input layer. The second layer 
is the membership function layer that receives the signals from the input layer and 
calculates the membership of the input variable. The third layer is the rule layer and 
the last layer is the output layer. The output of the whole neuro-fuzzy system is then 
given by: 
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

Φ X


And 1 2[ , ]T
Nw w w=W  .  

Define that k is the batch index and t is the discrete batch time, the neuro-fuzzy 
model is employed to build the nonlinear relationship between input variable and 
product quality variable of batch processes as follow: 

ˆ ( ) ( ( ))k k ky t t=Φ X W . (3) 

where ( ) [ ( 1), ( 2), ( 1), ( 2)]k k k k kt U t U t y t y t= − − − −X , 

[ (1), (2) ( )]k k k kw w w N=W  are model adjustable parameters, and 

( ( ))k tΦ X is a matrix decided by ( )k tX . 

2.2 Model Modification 

From literature [10], we define the object function as eq. (4), which should be 

minimized by the new updated weight kW . 

min 
2 2

( ) ( )k k k k kJ U Y= − + Δ
21

PP
W Φ W W . 

(4) 

where  

1k k k −Δ = −W W W  

1 2( , )T T T T
k k winnum k winnum k− + − +=U U U U   

1 2( , )T T T T
k k winnum k winnum k− + − +=Y Y Y Y  

{ }1 min ,k winmum Tp ⋅= ⋅1P I  

{ }2 min ,k winmum Tp ⋅= ⋅2P I  

Where winnum  denotes the size of sliding window.  
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In this paper, 2
2p kα= , 1p and α are both positive real numbers. 

Let 0
J∂ =

∂ kW
, then we get eq. (5). 

( ) ( )1

2 1( ) ( ) ( )T T
k k k k k kY

−

−= + ⋅ +1 1 2W PΦ U Φ U P PΦ U P W  . (5) 

Similar to paper [10], under the assumption that  

( )kΦ U and kW are both bounded, and from eq. (5), we can obtain  

1

1

1 1
12 2

( ) ( ) ( )( ( ) )

k k k

T T
k k N k k k k

p p
I Y

k kα α

−

−

−

Δ = −

 = + × − 
 

W W W

Φ U Φ U Φ U Φ U W
 

lim 0k
k→∞

Δ =W  

This is to say, model-plant mismatch can be eliminated by yielding the new 

updated weight kW from batch to batch. 

3 NF-MPC for Batch Process 

Set ku and ky are, respectively, the input variable of the product qualities and product 

quality variable of batch processes, kU is the input sequence at the k-th batch, ˆ ( )ky t is 

the predicted values of product quality variable at time t of the k-th batch, NFM 
model is employed to predict the values of product quality variable step by step 
online. In every batch, this procedure is repeated to let the product qualities 

asymptotically converge to the desired product qualities y ( )d ft  at the batch end 

time ft .  

Owing to the model-plant mismatches, the offset between the measured output and 
the model prediction is termed as model prediction error defined by 

ˆ ˆ( ) ( ) ( )k k ke t y t y t= −  . (6) 

For employing one-step prediction of NFM, meanwhile, minimizing model 
prediction error to enhance control performance, the following objective function is 
chosen for NF-MPC.    

         

2 2 2ˆmin ( ( 1)) ( ) ( 1) ( ) ( 1)p
k d f k k kJ U t y t y t e t U t+ = − + + + Δ +

Q RQ  . 
(7) 
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s.t.  

ˆ ˆ( 1) ( 1) ( )p
k k ky t y t e t+ = + +  

( 1) ( 1) ( )k k kU t U t U tΔ + = + −  

( )
( )

low up
k

low up
k

u u t u
y y t y

≤ ≤
≤ ≤  

where lowu and upu are the lower and upper bounds of the input 

trajectory, lowy and upy are the lower and upper bounds of the final product 

qualities, Q and R are defined as nq= ×Q I and nr= ×R I where r and q are the 

factors. 
In summary, the following describes the steps to update the control sequences step 

by step using the above-mentioned approach at k-th batch: 

Step 1 Build NFM based on historical batch operation data. Initialize (1)kU and 

parameters Q, R. 
Step 2 Update the weight of NFM according to eq.(4), then get updated 

( )kU t according to eq.(7)， the corresponding output ( )ky t is measured. set t=1 

Step 3 Calculate ˆ ( )ky t and ˆ ( 1)ky t +  by eq.(3), next, compute the model 

prediction error ˆ ( )ke t  by eq. (6).  

Step 4 The objective function shown in eq. (7) is minimized and an updated input 

sequences ( 1)kU t + is updated.  

Step 5  If  t< ft ,set 1t t= +  and go to Step 2 

4 Convergence Analysis  

In this section, a rigorous theorem has been used to prove that the tracking error 

( ) ( ) ( )k d f ke t y t y t= −  ,under the NF-MPC law, can converge to a bound, as 

ft t→ .   

Theorem 1.  Let ( )ke t be the tracking error sequece based on the NFM under the 

NF-MPC law,if there is no model prediction error, namely 
ˆ ˆ( ) ( ) ( ) 0k k ke t y t y t= − = ，and under the assumption that the terminal tracking 

error is bounded, namely ( ) ( ) ( )k f d f k fe t y t y t ε= − ≤  , ε is  small positive 

constant, then 
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              lim ( )
f

k
t t

e t ε
→

≤  

Proof  As ( 1)kU t + is the optimal control trajectory of the optimization 

problem, if ( 1) ( 1)k kU t U t• + ≠ + ,then the following inequality is true: 

( ( 1)) ( ( 1))k kJ U t J U t•+ ≤ +  . (7) 

Set ( 1) ( )k kU t U t• + = ,from ineq. (7), we obtain 

2 2 2
( ( 1)) ( ( )) ( ) ( ) ( ) ( ) ( )k k d f k k k kR QQ

J U t J U t y t y t U t U t e t+ ≤ = − + − =

. 

(8) 

Next, under the assumption of no model prediction error，the following inequality  
holds.   

      

2 2 2
( ( 1)) ( ) ( 1) ( 1) ( ) ( 1)k d f k k k kR QQ

J U t y t y t U t U t e t+ = − + + + − ≥ +  . (9) 

From inequalities (8) and (9), we get 

                  
2 2

( 1) ( ( 1)) ( )k k kQ Q
e t J U t e t+ ≤ + ≤ . (10) 

Therefore, the limits of ( )ke t  exist as ft t→ , namely 

lim ( ) ( )
f

k k f
t t

e t e t ε
→

= ≤   

This completes the proof.  Q.E.D 

Remark 1.  From ineq. (10), It is clear that ( )ke t is convergent along with time-axis, and 

( )ke t decreases to zero as t → ∞ ,namely lim ( ) 0k
t

e t
→∞

= . In fact, the time interval 

within each batch is finite for batch process, hence ft can not be infinite, 

and ( )ke t converges to a bounded region at the batch end. Furthermore, we can derive that 

the bound of end tracking error ( )k fe t  depends on batch run length ft at k-th batch. 

5 Examples  

This case study is a typical nonlinear batch reactor, in which a first-order irreversible 

exothermic reaction 1 2k kA B C⎯⎯→ ⎯⎯→  takes place [10, 11, 12]. This process can be 
described as follow: 
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2
1 1

2 5
2 1 2

4000exp( 2500 / )
4000exp( 2500 / ) 6.2 10 exp( 5000 / )

x T x
x T x T x

= − −
= − − × −



 

where T denotes reactor temperature, 1x and 2x are, respectively, the reactant 

concentration. 
In this simulation, the reactor temperature is first normalized 

using min max min( ) / ( )dT T T T T= − − , in which minT and maxT are respectively 298 

(K) and 398 (K). dT is the control variable which is bounded 

by 0 1dT≤ ≤ and 2 ( )x t is the output variable. The control objective is to manipulate 

the reactor temperature dT to control concentration of B at the end of the 

batch 2 ( )fx t . 

The independent random signal with uniform distribution between [0, 1] are used 
to simulate 30 input-output data for training purpose and another 20 input-output data 
for testing purpose. And the robustness of the proposed method is evaluated by 
introducing Gaussian white noise with 0.0022 standard deviation to the output 
variable of the process. In the simulation, the model of six fuzzy rules is chosen. The 

following parameters in batch process are assumed: 1r = , 10q = , (1)kU =0, and 

( ) 0.6100d fy t = . Then 3% noisy is put into the quality output of the 5th batch, and 

fig.1 to fig.5 show the strong stability of the control strategy in minimizing the effect 
of the noisy. It can be observed from fig4 and fig5 that the investigated control 
strategy have faster convergence rate along batch-axis and better tracking 
performance against disturbances compared with conventional Q-ILC method. 
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Fig. 1. Control trajectory 
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Fig. 2. Product quality trajectory 
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Fig. 3. The error between the model and the plant 
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Fig. 4. The quality at the end of each batch 
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Fig. 5. The tracking error at the end of each batch between the quality and the desired quality 

6 Conclusion 

In this paper, a neuro-fuzzy model predictive control with batch-to-batch model 
updating mechanism is proposed. The results on a simulated batch reactor show that 
the superior tracking performance and better robustness have been obtained compared 
to conventional Q-ILC method. In future works, we will investigate how to combine 
time-wise NFMPC with batch-wise Q-ILC strategy, which can integrate time-wise 
information and batch-wise information into one uniform frame, and will get perfect 
control performance. 
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Abstract. The Pallet Grouping Problem (PGP) is defined as minimizing the 
number of pallets for placing all materials in a collection and distribution 
center. A key to solving the PGP is to tackle the Pallet Loading Problem (PLP). 
The Pallet Loading Problem aims to maximize the number of identical 
rectangular boxes placed within a rectangular pallet. All boxes have identical 
rectangular dimensions and, when placed, must be located completely within 
the pallet. In this paper, a novel pallet grouping technology is proposed and a 
new learning algorithm, namely Learning Only from Excellence, (LOE) is 
presented for solving the pallet loading problem. Simulation results show that 
compared with the conventional Genetic Algorithm (AG) for two pallet loading 
problems with different scales, the new learning algorithm is proved to be more 
efficiently. 

Keywords: pallet grouping, collection and distribution, learning algorithm, 
genetic algorithm. 

1 Introduction 

The Pallet Grouping Problem (PGP) has direct impact on the enterprise logistic 
transportation speed, thus the production efficiency. If the pallet grouping size is too 
big, i.e. all materials are contained in one pallet, then the workshop will not be 
supplied with materials on time, unless some materials arrive too early, implying 
storage at the shop floor, further, take up workshop site resources, affect production 
and processing. If the pallet grouping size too small, i.e. one small portion of 
materials on one pallet, which will then make the whole transportation so busy that 
the transportation speed will be slowed down, the efficiency is reduced and big cost is 
incurred.  

The pallet grouping problem is a kind of scheduling problem. How to optimize the 
number of pallets placing all given materials is the so called Pallet Loading Problem 
(PLP). More specifically, the Pallet Loading Problem (PLP), as an optimization 
problem, aims to place products into boxes on a rectangular pallet, in order to 
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optimize its utilization without overlapping. Dyckhoff [1] shows that the problem can 
be classified as 2/B/O/C (Two-dimensional, Selection of items, One object, Identical 
items). So the problem extends to a special case of cut and packing problems. 

The PLP widely exists in materials and goods distribution chain. An increase in the 
number of boxes packed into the pallet will lead to a decrease in the logistics cost [2]. 
According to Hodgson [3], the pallet loading problem is generally classified into two 
types including the Manufacturer’s Pallet Loading Problem (MPLP) and Distributor’s 
Pallet Loading Problem (DPLP). The difference is that the MPLP considers boxes 
with identical dimensions while the DPLP deals with boxes of different dimensions. 
It’s noted that the boxes are packed in horizontal layers in both cases. 

In this paper we consider the MPLP, where given a fixed pallet volume V, load-
bearing  W, the problem is to arrange the maximum number of identical boxes {(v1, 
w1),(v2, w2) (v3, w3),…, (vn, wn)} into the pallet (V,W). In addition the loading 
problem this paper researched also constrained in time, namely the loading on 
the material must timely be sent to the destination. The paper consider Weight, 
Volume and Time constraints for the pallets.  

Some intelligent algorithms have been proposed to solve NP-hard 
problems[4][5][6], especially the MPLP, For example, Lau et al. [7] presented a 
hybrid approach based on heuristic and genetic algorithms (GA), for solving the 
profit-based multi-pallet loading problem which was mathematically formulated as a 
nonlinear integer programming problem. Kocjan and Holmström [8] described an 
Integer Programming model for generating stable loading patterns for the Pallet 
Loading Problem under several stability criteria. Within a tree-search structure [9,10], 
new algorithms have been developed for the pallet loading problem. For some special 
cases of the pallet loading problems with upper bounds, Martins and Dell [11], 
Ribeiro and Lorena [12] and Pureza and Morabito [13] came up with several solution. 
Martins and Dell [14] presented new bounds, heuristics, and an exact algorithm for 
the Pallet Loading Problem. Yaman and Şen [15] studied the contents of a pre-
determined number of mixed pallets so as to minimize the total inventory holding and 
backlogging costs of its customers over a finite horizon. The problem was formulated 
as a mixed integer linear program, and valid inequalities were incorporated to 
strengthen the formulation. Further, techniques based in identified structures shown as 
G4 [16] and L [17,18] were also reported. Some meta-heuristic methods were also 
reported, such as the Tabu Search Genetic Algorithms [19,20]. 

In this paper, a novel pallet grouping technology is proposed and a new learning 
algorithm, which is defined as Learning Algorithm Only from Excellent～Pbest,Gbest 
and Gpbest, for short LAOE～PGpG is developed to solve the pallet loading problem. 
The core of this novel algorithm is the learning methods including ML1 and ML2, which 
represent point-learning and period-learning respectively. Further, the manufacturing 
problem is shown to be a particular case of the linear programming 0-1 model. 

2 Problem Model 

For a better understanding of the problem, a general example is introduced as follows.  
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In a shop-building factory, all materials needed for the production work are 
collected, distributed and transported timely by the scheduling center. Details are 
listed as follows (it is assumed that pallets used and transportation destinations are the 
same.) 

Let all kinds of materials placed on the i-th pallet be 1 2, , ,i i inx x x  and the number 

of materials are 1 2, , ,i i inn n n  respectively. Time to collect and distributing the j-th 

materials in the i-th pallet is ijd . The model for the proposed objective problem is 

expressed as follows: 
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(1) 

In the above equation (1), 2j jd D<  suggests that the time of collecting and 

distributing is less than the due date. 2 1j jd d>  means that the material jx  

collection complete time is greater than beginning time.  

3 Algorithm Development 

3.1 The Learning Algorithm 

Suppose that the searching space is D-dimensional, and m particles form the colony. 
The i-th particle represents a D-dimensional vector ( 1, 2, , )iX i m=  . It means that 

the i-th particle locates at 1 2( , , , )( 1,2, , )i i i iDX x x x i m= =   in the searching space. 

We could calculate the fitness of the particles by putting its position into a designated 
objective function. Denote the best knowledge represented by Ibest of the i-th particle 
as 1 2( , , , )best i i iDP i i i=  , the best knowledge represented by Gbest of the colony 

as 1 2( , , , )best DG g g g=   and the best knowledge searched by the time of the k-th 

running of the colony as 1 2( ) ( , , , )pre
bes p p pDG k g g g=   respectively.  If the particles 

learn from bestP , bestG  and ( )pre
besG k , the algorithm is defined as Learning Only from 
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Excellence (LOE), The algorithm could be performed according to the following 
equations. 

( ) ( ) ( ) ( )pre
teacher best best bestX k G k P k G k=   . 

 
(2) 

 

( 1) ( ) ( )i i teacherX k X k X k+ = ⊕ . (3) 

where k  is the times of iteration; ( )teacherX k  is the superior particle obtained via 

( )iX k learning from ( )bestG k  and ( )bestG k . Due to signal coding or natural number 

coding in the algorithm, 1 2( ( ), ( ), , ( ))i i iDx k x k x k  of ( )iX k  are signal or natural 

number; ⊕ represents learning;   represents choosing best particles in the next 
generation. The ending condition is either the maximum iteration number is reached 
or the pre-set value is achieved.  

3.2 Encoding 

While the algorithm is applied to optimize different problems, the encoding scheme 
can be different. For the production scheduling problem, the integer encoding is used 
as it is a combinatorial problem and the solution space is discrete. In this paper, for 
the Pallet Grouping Problem (PGP), binary encoding scheme is adopted.  

0-1 encoding: Making an instance with N kinds of materials, then a series of 
sequence is generated as follows:  

0-2  
 

( ) [1,0, ,0,1,0]
N

se sequence =  . (4) 

In equation (4), it has different meanings. 1 and 0 indicate whether or not a 
material is presented in a pallet.  

A new model, namely LOE model, is introduced in details as follows, including the 
encoding and learning method. 

3.3 LOE Learning Method  

For the LOE optimizing model, several learning methods are illustrated with charts 
for twelve kinds of materials.  

In ML1and ML 2 shown above, two learning points are chosen for an operation. 
Some points in ① are chosen and copied to immature particle ②, which form a 
novel particle ②. Then some other effective learning points are chosen to match with 
the novel particle ②. Then, new particles are formed for the next operation. The 
operation process are illustrated in Fig. 1(a,b), in which the operated position is 
marked with a line. 



40 W. Lin et al. 

 

Fig. 1. The LOE learning method for PGP 

ML3 is like as ML1 and ML 2 shown above, three learning points are chosen for 
an operation. Some points in ① are chosen and copied to immature particle ②, 
which form a novel particle ②. Then some other effective learning points are chosen 
to match with the novel particle ②. Then, new particles are formed for the next 
operation. The operation process is no cumbersome. 

3.4 Mutation Operation in GA 

Details on the mutation scheme in GA can be found in a number of literatures.  
For the mutation M1 shown above in one section, one insert point is chosen for 

moving and inserting operation, and one section in ① is chosen and moving to insert 
after insert point, which forms a novel particle ②. The operation process is illustrated 
in Fig. 2(a), in which the operated position is marked with a line. 

 

Fig. 2. Mutation method for GA optimizing PGP 

For the mutation M2 shown above in two sections, two insert points are chosen for 
moving and inserting operation, and two sections in ① are chosen and moving to 
insert after insert point respectively, which form a novel particle ②. The operation 
process is illustrated in Fig. 2(b), in which the operated positions are marked with two 
line. 



 A Novel Learning Algorithm for Pallet Grouping Technology 41 

4 Experiment 

To illustrate the effectiveness and performance of LOE for the pallet loading problem 
(PLP), two representative instances taken from Internet based on practical data have 
been used. The comparisons are made between LOE and the standard GA. 

Test 1: Suppose that ten kinds of materials are provided for production work, for 
which the needed material delivery is named as XQWLT, and the list of due date 
XQWLT =[2,4,6,8,10,12,14,16,18,20]; quantity of demand items is name as 
XQWLN, and the needed number of materials’ XQWLN,  =[12,16,9,19,47,63,51, 
52,87,32]; collected material procurement/finish dates are named as WLT and the due 
date of completing the materials collection WLT =[1,2,4,6,9,10,13,15,16,18]. 10 item 
weight and volume are named as WLW and WLV respectively, weight and volume of 
ten materials are listed as WLW =[57,64,8,21,46,17,97,32,72,99] and WLV 
=[11,4,30,13,35,21,36,28,15,25]. The upping values of the pallet’s weight W and 
volume V are 1000 and 2000.  

Test 2: Suppose that twenty kinds of materials are provided for production work,for 
which the due date is set as XQWLT =[2,3,4,7,9,10,11,12,13,14,16,17,18,19,20,23, 
25,26,29,30], demand number of materials is XQWLN =[12,16,9,19,7,13,21,18,8, 
20,10,4,30,25,20,19,5,10,26,18] and the due date of completing materials collection is 
WLT =[1,3,4,5,6,7,9,11,12,13,15,16,17,18,20,23,24,25,28,29]. In details, weight and 
volume of ten materials are listed as WLW =[83,120,139,51,140,70,84,120,77, 
67,166,62,88,156,75,79,190,80,161,89] and WLV =[132,69,148,70,161,81,177,69, 
156,65,146,143,77,90,181,60,136,82,184,64]. Also, the upping values of the pallet’s 
weight W and volume V are 1000 and 2000.  

Remark: Min, Average and Max stand for minimum, Average and maximum fitness 
value. EGN is the maximum generation number. Size is the size of population for GA 
and LOE. Run defines the number of running circles. Goods represent number of 
materials. P: Gp:G Percent represents the ratio of present individual historic best, 
historic global best from previous several generations to present generation and 
present global best, namely the ratio of ( )teacherX k . L1,L2,L3 give three different 

learning methods. Also, for the GA algorithm, m is the mutation rate, M1,M2 are the 
mutation methods and C1,C2,C3 are the three different crossing operations can been 
seen in paper [21], which are like L1,L2,L3 learning methods respectively. There is 
no the same parameter in two different algorithms, so in this paper their best or 
average solution is used to compare their performance.  

The experimental result is shown in Table 1.  
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Table 1. The comparisons of LOE and GA for test 1 and test 2 

algorithm Min/Average/Max 

LOE 
EGN=1000 
Size=120 
Run=10 

 Learning method 

Proble
m 

P: Gp:G Percent L1 L2 L3 

Test1: 
Goods:
10 

50:25:25 32/32.8/33/0 31/32.6/34/1 31/32.5/34/1 

25:50:25 32/32.8/34/0 31/32.6/34/1 31/32.5/33/1 

Test2: 
Goods:
20 

50:25:25 49/50.6/52/0 49/50.2/51/0 49/51.7/52/0 

25:50:25 48/49.6/51/1 48/50.7/52/1 49/50.5/52/0 

GA 
EGN 

=1000 
Size=120 
Run=10 

Proble
m 

Mutation Percent Crossover 

Pm 
mutati
on 

C1 C2 C3 

Test1: 
Goods:
10 

0.1 M1 33/34/35/0 33/33.9/35/0 32/33.5/34/0 

0.0
8 

M2 33/33.9/35/0 33/33.7/35/0 33/33.6/34/0 

Test2: 
Goods:
20 

0.1 M1 50/51.1/52/0 49/51.4/53/0 50/51.2/53/0 

0.0
8 

M2 49/50.8/52/0 50/51.1/53/0 50/51.2/52/0 

 
From Table 1, we can conclude that the LOE outperforms the GA for the pallet 

loading problem. Firstly, comparing the results between LOE and GA, we find that 
the best fitness values are obtained by LOE in both tests 1 and test 2, which are 
marked with bold letters. Secondly, for LOE the better fitness value can be obtained 
when Learning method L3 is chosen and the P: Gp:G Percent is equaled to 25:50:25 
in test 1, and in test 2, the better solution is obtained when L1 is chosen and  P: Gp:G 
Percent is 25:50:25. Comparing the results using the GA, we can find the better 
fitness value can be obtained when C3 is used for Crossover and for M1, Pm =0.1 in 
Test 1. For Test 2, the better solution is obtained when C1 and M2 are used, where 
Pm=0.08.  

From Fig.3, it is obvious that the convergence rate of LOE is faster than the GA. 
LOE finally gives the better fitness value than GA algorithm in both test 1 and test 2. 
Also, the average fitness value found by LOE are better than GA for optimizing both 
test 1 and test 2. Finally, LOE is better than GA according to average value.  

In summary, LOE has shown to be an effective and stable algorithm for PLP. 
Compared with the GA algorithm, the novel algorithm is more efficient and effective.  

Associated with the example of Table 2, from table 2 part, the solutions have been 
described below: First batch is two palettes. Pallet 1: 1 unit of material 1 and  
6 units of material 2. Pallet 2: 11 units of material 1; Second batch is one palette. 
Pallet 3: 10 units of material 2. 

Pallet Grouping and Dispatching Problem of issues discussed in this article are not 
just the loading problem, which is related to delivery to the destination on time 
constraints limit. Loads much be distributed better onto pallets by time as much as 
possible, no delay is needed and of course it is better not to advance dispatching. 
Maybe advanced delivery to destination is not needed, and there is no place to pile up. 
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This is not a simple discussion about how to load all materials into the 
pallet using the least. Instead, our objective is to use minimum pallets and optimal 
deliver material to the destination, no delay is needed and of course it is better not to 
advance dispatching. 

Finally, the convergence of the two algorithms for optimizing the PLP are shown in 
Fig. 3. 
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Fig. 3. Convergence curve of GA and LA-PGpG for problem test 1 and test 2  
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In the actual production, if material distribution is science, it will greatly reduce 
the number of pallet and times of back and forth transportation, reduce costs, and 
improve efficiency. The problem this paper presented has a strong practical 
background; it can be applied to logistics and transport industry. The novel learning 
algorithm proposed in this paper is a kind of excellent performance optimization 
tool, and it can be applied to complex engineering calculation, combinational 
optimization problems. 

This paper researched on the Pallet Grouping Problem from the actual production. In a 
shop-building factory, all materials needed for the production work are collected, 
distributed and transported timely by the scheduling center. The main contribution of this 
paper is established the model of PGP. The problem presented in this paper has a 
strong practical background. The novel learning algorithm proposed in this paper for 
PGP is practical and effective, and it is a kind of excellent performance optimization 
tool, and it can be applied to logistics, transport industry, complex engineering  
calculation and combinational optimization problems. 

5 Conclusion 

This paper has researched the Pallet Loading Problem (PLP), which maximizes the 
number of identical rectangular boxes placed within a rectangular pallet. To solve this 
problem, two issues are considered for the pallet grouping technology and 
optimization algorithm. Firstly, MPLP is chosen to associate with the pallet grouping 
problem. Secondly, Learning Only from Excellence is exploited to tackle the pallet 
grouping problem. The core of this novel algorithm is the learning methods including 
ML1 and ML2, which represent point-learning and period-learning respectively. Also, 
the manufacturing problem can be shown as a particular case of the linear 
programming 0-1 model. Finally, experiments to compare the LOE and GA algorithm 
have been conducted. 
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Abstract. As wireless sensor networks are widely used in industry, the wireless 
monitoring system for sniffing data packets from wireless sensor networks has 
been realized. Many novel methods has been utilized to efficiently store data 
and provide reliable query and display functions in real-time listening, such as 
adjustment of storage structure and introduction of memory module. This paper 
designs and realizes a wireless monitoring and visualization system, which can 
accurately collect data from the communication among a variety of wireless 
terminal devices in real-time through changing original data storage structure, 
improving data query algorithms and optimizing data display algorithms.  

Keywords: Wireless sensor networks, sniff, query, display, algorithm. 

1 Introduction 

Currently, wireless sensor networks (WSN) has been widely used in a number of 
areas because of its low cost, low power consumption and so on. Militarily, the US 
Science Application International Corporation adopted WSN to build an electronic 
perimeter defense system. In precision agriculture, Intel establishes the world's first 
wireless vineyard in Oregon. In addition, the Institute of Computing Technology, 
Chinese Academy of Science, makes a safety monitoring system using WSN for the 
National Palace Museum, which contributes WSN technology in the field of civil 
security [1]. 

The current development of WSN shows the following characteristics: First, the 
number of data and the size of wireless communication surge; Second is the 
instability of communication links which is caused by the complexity of WSN 
deployment environment and the resource-constrained sensor nodes; Thirdly, more 
and more users are not satisfied with just a simple record of the original data and 
repeated display. 

WSN-based wireless monitoring system can monitor wireless communication and 
effectively store, manage and use these real-time data. For a wireless monitoring 
system, there are several major difficulties, namely how to accurately receive wireless 
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data, the second is how to efficiently store and manage data, the third is how to 
efficiently query and display data. In this paper, a wireless sensor network monitoring 
and visualization system (WSNMVS) has been designed and implemented. This 
system can achieve data communications between wireless devices for real-time 
monitoring, and supports for a variety of monitoring equipment. It also can receive 
information simultaneously from multiple devices, which means several different 
channels can be monitored simultaneously; Meanwhile, WSNMVS has two modes: 
online and offline mode. The former supports for the database. On this basis, the 
paper changes the original data storage structure, improves data query algorithms and 
optimizes the data display algorithm, thus greatly improving the efficiency of data 
storage, query and display. 

In the remaining chapters, the second part will show some relevant research; the 
third part describes the design and implementation of WSNMVS, including the 
optimization of data storage structure and data query and display algorithms; some 
practical results of real-work will show in Part 4; the last part is a brief conclusion for 
this paper. 

2 Related Works 

There are several similar wireless monitoring and visualization systems for WSN, for 
example CoMaDa[2], SpyGlass[3], M-DAD[4], SNAMP[5], NSSN[6], CROWD[7], 
Mote-VIEW[8], Z-Monitor[9], etc. Brief description will be presented for some 
representative systems. 

CoMaDa is an adaptive framework with graphical support for configuration, 
management, and data handling tasks for WSN, which can provide supports for 
management tasks of different types of hardware and the data visualization. CoMaDa 
consists in a modular fashion, making it easy for users to expand according to their 
own needs. 

SNAMP is a multi-sniffer and multi-view visualization platform for WSN. It uses a 
variety of listening node for wireless data collection, avoiding data bottlenecks. And 
SNAMP has a variety of visual module: topology analysis module, sensor data 
module, packet analysis module, and network management module. 

NSSN is a network monitoring and packet sniffing tool for WSN. It can 
automatically search the channel of the target WSN, parsing and displaying ZigBee, 
6LoWPAN and other protocols. And NSSN provides functions like network 
troubleshooting and performance energy analyzing. In addition, NSSN also supports 
remote data monitoring. 

These systems mentioned above have their own advantages and characteristics, and 
also drawbacks. Some only support specific hardware, some support only one 
wireless listening devices, some are not good at storing and managing large amounts 
of data, and others’ efficiency of query and display is not high. All these are achieved 
or improved in WSNMVS. 



48 J. Chen, J. Fu, and W. Bao 

 

3 System Design and Implementation of WSNMVS 

3.1 Architecture of WSNMVS 

The overall architecture of WSNMVS is shown in Fig.1, consisting of four main 
parts: the target WSN, wireless monitoring terminal, PC client and the database 
server. 

The target WSN is a running wireless sensor networks in industry field, which 
should support the IEEE 802.15.4 protocol in physical layer and MAC layer and 
Zigbee protocol in network layer support. Then the target WSN will become a 
monitoring goal for WSNMVS. 

Wireless terminals contain a variety of wireless listening devices, mainly including 
wireless gateways, wireless handheld devices, etc. These wireless terminals can 
receive wireless data from the whole 16 channels in 2.4G band (2400 ~ 2483.5MHz), 
then they send those data to the PC client through a wired (including serial, USB, 
Ethernet, etc.) or wireless (Wi-Fi) way. 

 

Fig. 1. The architecture of WSNMVS 

The PC clients can be divided into local clients and remote clients, which receive 
data from the wireless terminal monitor and store it to a data storage (including 
database or local temporary files, etc.). The data in storage will be queried, analyzed 
and finally visualized to users. 

The database server is responsible for data manage and user permissions, providing 
online query and analysis capabilities. 
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3.2 Software Design of WSNMVS 

The software design of WSNMVS is divided into two parts: the embedded wireless 
terminal and PC clients. The design and implementation of the PC clients program 
will be discussed in detail. 

The entire PC clients consist the following four modules: graphical user interface 
(GUI) module, controller module, sniffer module and storage module, Fig.2 shows the 
interaction between the four modules. 

 

Fig. 2. Architecture of monitor client 

The flexibility of software is improved by using the MVC pattern on structure, 
separating visual interface, control strategies and data model. 

The GUI module actually contains two modules: one is the interface module, the 
other is the graphics module. The former responds to user input, the latter displays 
data controlled by the controller module. The visualization is also charged by this 
module. 

The control module receives all kinds of messages from sniffer module, GUI 
modules and storage module, and makes the final decision to notify the appropriate 
modules to respond. The control module also contains a dozen strategy modules, each 
responsible for their own decision-making functions. Here is the major strategy 
module: sniffer selection module, channel selection module, node selection module, 
protocol configuration module, display configuration module, display filtering 
module, data detailing module, monitor operating module. 

The sniffer module is in charge of unifying interface to use a variety of monitoring 
equipment or temporary replacement of monitoring equipment without affecting the 
other modules. Each sub-module under the unified interface is responsible for one 
listening device. 

The wireless monitoring data is saved and managed by the storage module, the 
interface of which also need  to be unified to use a variety of storage devices. 
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3.3 Optimization for the Query and Display Algorithm of WSNMVS 

To achieve the goal of capturing real-time data from WSN, the reliable monitoring 
equipment, good data storage structure, efficient query and display algorithms are 
necessary. The WSNMVS has the most functions which is essential to the traditional 
monitoring systems, such as topology structure and data display, and also it supports a 
variety of listening devices for sniffing at the same time. WSNMVS improves the 
query and display efficiency because of the improved storage structure, the optimized 
query and display algorithms and a memory module introduced between the display 
module and the storage module. 

3.3.1   Modify Storage Structure 
Due to the number of packets captured by WSNMVS is huge, a simple and reliable 
architecture of storage is expected to realize several fast storage and complex logic 
queries. In the conventional monitoring systems, the joint of node ID and TimeStamp 
is the prime key for data distinguish. However, in the database, this kind of prime key 
is not quite efficient, even increasing the complexity of the storage structure. 
Therefore the auto increment ID is adopted as a unique primary key, namely that each 
time a data received the DataId added automatically. Table 1 shows the storage 
structure of the raw data in database (table structure). The data in storage first ordered 
by DeviceId, then according to TimeStamp. 

Table 1. Data storage structure in database 

Field Type Null Key Default Extra 
DataId int(10) unsigned NO PRI NULL Auto_increment 
DeviceId varchar(25) NO  NULL  
TimeStamp bigint(25) NO  NULL  
DataLength tinyint(3) unsigned NO  NULL  
RawData varbinary(255) NO  NULL  

3.3.2   Introduction of the Memory Module 
Whatever data storage pattern (memory, temporary files or databases) it is, it takes 
much time to extract data through query command from storage. Especially when 
much query command is executed frequently in a short time, the extraction operation 
will be repeated, however, in fact a large part of which is duplicated. Because usually 
it is the index range of query changed rather than the query itself. 

In order to eliminate the factor that affects the efficiency, a memory module has 
been introduced between the display module and the display filter module. The 
capability of the memory module is that when a query command inputted by a user, 
whether to extract data from the storage module relies on the memory module. Three 
judging criteria are as followed: first, query commands with or without changes; 
second, whether the new data comes; last, the range of data display is or not beyond 
the scope of the data storage buffer. 
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Fig. 3. Flow chart of data query and display 

As long as there is one of the three criteria is met, the query command in the 
memory module will be updated. Meanwhile the table of index data will be built, by 
which the data will be extracted from the buffer to the storage module. Otherwise, 
instead of executing the real query operation, the scope of the table of index data, will 
be changed and then the data will be got directly from the buffer. Fig.3 shows the 
entire flow of the data query and display. 

3.3.3   Improve the Algorithm of Query and Display 
In order to ensure fluency of data display, you need the appropriate algorithms of 
query and display. Firstly, a query structure according to the storage structure should 
be defined, as shown in Table 2. 



52 J. Chen, J. Fu, and W. Bao 

 

Table 2. Data structure of query parameter 

Parameter Name Meaning 
DataLimit Maximum number of data to be displayed 
DeviceLimit Maximum number of device to be displayed 
DataIndex Index of first data 
DeviceIndex Index of first device 
BeginTime First time to receive data 
EndTime Last time to receive data 
DataLengthDownLimit Lower limit of data length 
DataLengthUpLimit Upper limit of data length 
SelectedIndex Index of data to be selected 
SelectedDeviceIndex Index of device to be selected 
DeviceID Table of device ID 
DeviceIdIndex Device ID to be queried 
SpecificIndex Specific index of data to be queried 
QueryBeginTime First time of data to be queried 
QueryEndTime Last time of data to be queried 

 
Secondly, the maximum number of data to be displayed (DataLimit), namely the 

maximum number of data seen by user each time, can be calculated according to the size 
of screen. And the data from query should be numbered (DataIndex) for easily obtained 
by query again. Then the index value of the first term of data among current display area 
will be got every time the display zone is updated (where id, t, l, is respectively 
representatively for the current device ID, the length and timestamp of the received data): 

        








<=<=
<=<=

∈

UpLimitDataLengthlDownLimitDataLength

EndTimetBeginTime

DeviceIDid

     (1) 

It will be found and marked in the storage. Finally, according to the mark the next 
data will be got fast, and the number of data equals to DataLimit. Figure 4 shows the 
comparison of the performance between old and new query and display algorithms. 

 

Fig. 4. Compare of performance between old and new query display algorithm 
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Figure 4 shows the time required for query and display in each time. It prettily 
proves the query efficiency has been significantly improved and more stable after the 
query and display algorithm optimized. This means that every query command needs 
less than 40 milliseconds for response, which makes the instantaneity of the system 
better. 

3.4 Eal-Time Running Effect 

After the sniffer has been selected, WSNMVS will automatically connect to the 
monitoring equipment, and prepare for everything. When sniffing starts, those 
listening device will transfer the wireless data to the PC client, which will be stored in 
the corresponding storage. The function of real-time monitoring in multiple different 
channels is supported by WSNMVS. Fig.5 shows the real-time raw data packets 
captured from target WSN by WSNMVS. 

 
Fig. 5. Real-time network monitoring 

Besides the raw data display showed above, WSNMVS also supports the timeline 
display. Unlike grouping data by the device ID in main interface, the timeline module 
orders data by time, which shows the sequence between multiple devices, but also 
can, identify the communication error clearly. As shown in Fig.6. 
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Fig. 6. Time line module for communication diagnosis 

4 Conclusion 

Since WSN are usually deployed in complex environments and wireless nodes are 
limited to their own computing and storage capacity, it is necessary to monitor the 
real-time status of communications and the interactive information to guarantee the 
proper functioning of the entire WSN. In this paper, a wireless sensor network 
monitoring and visualization system (WSNMVS) is designed and implemented, 
which supports real-time monitoring of the target WSN and functions like data 
storage, analysis and visualization, communication error diagnose and so on. On the 
basis of changing original data storage structure, optimizing data query and display 
algorithms, the efficiency of data query and display has been improved. 
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Abstract. This paper presents a novel Simple Human Learning Optimization 
(SHLO) algorithm, which is inspired by human learning mechanisms. Three 
learning operators are developed to generate new solutions and search for the 
optima by mimicking the learning behaviors of human. The 0-1 knapsack 
problems are adopted as benchmark problems to validate the performance of 
SHLO, and the results are compared with those of binary particle swarm 
optimization (BPSO), modified binary differential evolution (MBDE), binary 
fruit fly optimization algorithm (bFOA) and adaptive binary harmony search 
algorithm (ABHS). The experimental results demonstrate that SHLO 
significantly outperforms BPSO, MBDE, bFOA and ABHS. Considering the 
ease of implementation and the excellence of global search ability, SHLO is a 
promising optimization tool. 

Keywords: human learning optimization, meta-heuristic, global optimization, 
learning operators, optimization algorithm. 

1 Introduction 

The computational drawbacks of existing derivative-based numerical methods such as 
complex derivatives, sensitivity to initial values, and the large amount of enumeration 
memory required have forced researchers to rely on meta-heuristic algorithms to solve 
complicated optimization problems, such as Genetic Algorithms [1], Ant Colony 
Optimization [2], Particle Swarm Optimization [3], Harmony Search [4], and Fruit 
Fly Optimization Algorithms [5]. To effectively and efficiently solve hard 
optimization problems, new powerful meta-heuristics inspired by nature, especially 
by biological systems, must be explored, which is a hot topic in evolutionary 
computation community now [6].  

Many human learning activities are similar to the search process of meta-heuristics. 
For instance, when a person learns how to play Sudoku, he or she repeatedly studies 
and practices to master and improve new skills and evaluate his or her performance 
for guiding the following study while meta-heuristics iteratively generate new 
solutions and calculate the corresponding fitness values for adjusting the following 
search. In most activities human can solve problems by random learning, individual 
learning, and social learning. For the example of learning Sudoku again, a person may 
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randomly learn due to lack of prior knowledge or exploring new strategies (random 
learning), learn from his or her previous experience (individual learning) and learn 
from his or her friends and related books (social learning). Inspired by this simple 
learning model, a simple human learning optimization algorithm is proposed.  

The rest of the paper is organized as follows. Section 2 introduces the idea, 
operators and implementation of SHLO in detail. Then, the presented SHLO is 
applied to tackle a set of 0-1 knapsack problems to evaluate its performance in 
Section 3. Finally, Section 4 concludes the paper.  

2 Simple Human Learning Optimization Algorithm 

2.1 Initialization 

The binary-coding framework is adopted in SHLO, and consequently an individual in 
SHLO is represented by a binary string as Eq. (1), 

{ }1 2 , 0,1 ,1 ,1i i i ij iM ijx x x x x x i N j M = ∈ ≤ ≤ ≤ ≤    (1) 

where xi denotes the i-th individual, N is the size of the population, and M is the 
dimension of solutions. Each bit of a binary string is initialized as “0” or “1” 
randomly, which stands for a basic element of the knowledge or skill that people want 
to learn and master. 

2.2 Learning Operators 

2.2.1   Random Learning Operator  
At the beginning of learning, people usually learn at random as there is no prior 
knowledge of problems. In the following studying, due to forgetting, only knowing 
partial knowledge of problems and other factors, individuals cannot fully replicate 
previous experience and therefore they still learn with a certain randomness. To 
emulate these phenomena of randomness in human learning, a simplified random 
learning operator is developed for SHLO as Eq. (2). 

0,   0 () 0.5
(0,1)

1,    ij

rand
x Rand

else

≤ ≤
= = 


 (2) 

where rand() is a stochastic number between 0 and 1. 

2.2.2   Individual Learning Operator  
Individual learning is defined as the ability to build knowledge through individual 
reflection about external stimuli and sources [7]. It is very common that people use 
their own experience and knowledge to avoid mistakes and improve their 
performance during the process of study. To mimic individual learning of human in 
SHLO, an individual knowledge database (IKD) is used to store personal best 
experience as Eq. (3-4) 
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(4) 

where ikdi denotes the IKD of person i, L is the pre-defined number of solutions saved 
in the IKD, and ipikd  stands for the p-th best experience of person i.  

When SHLO conducts individual learning, it generates new solutions based on the 
knowledge in the IKD, which is operated as Eq.(5)  

ij ipjx ikd= (5) 

 

2.2.3   Social Learning Operator  
Although a person could learn and solve problems on his or her own experience, i.e. 
through individual learning, the learning process may be very slow and inefficient if 
problems are complicated. In the social environment, people can learn from a 
collective experience through social learning to further develop their ability [8, 9]. In 
this context, people directly or indirectly transfer knowledge and skills, and hence the 
efficiency and effectiveness of learning will be improved from experience share [10, 
11]. For emulating this efficient learning strategy, the social knowledge data (SKD) is 
used to reserve the knowledge of the population as Eq. (6)  
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where H is the size of the SKD and skdq is the q-th solution in SKD.  
Based on the knowledge in the SKD, SHLO can perform social learning as Eq. (7) 

to generate better solutions in the search process.  

ij qjx sk=  (7) 

 
In summary, SHLO uses the random learning operator, individual learning operator 

and social learning operator to yield new solutions and search for the optima based on 
the knowledge stored in the IKD and SKD just like human learning and improving 
skills by these three learning forms, which can be integrated and operated as Eq. (8) 

(0,1),   0 ()

,               ()

,               
ij ipj

qj

Rand rand pr

x ik pr rand pi

sk else

 ≤ ≤


= < ≤



 (8) 

where pr is the probability of random learning, and the values of (pi-pr) and (1-pi) 
represents the probabilities of performing individual learning and social learning, 
respectively.  

2.3 Updating Operation 

After all individuals generate new candidate solutions, the fitness of each individual is 
evaluated according to the pre-defined fitness function which is used to update IKD 
and SKD for the following search, just like people evaluate their performance of new 
practices to summarize and update their experience for leaning better in the following 
steps. For the updating of the IKD, the new generated solution will be stored in the 
IKD if its fitness value is better than the worst one in the IKD or the current number 
of solutions in the IKD is less than the pre-defined value. For the updating of SKD, 
the best solution of the current generation will be saved in the SKD if its fitness value 
is superior to that of the worst one in the SKD or the current number of solutions in 
the SKD is less than the pre-defined number. Note that the SKD updates no more than 
one solution at each iterative step, which can keep a better diversity of the algorithm 
to avoid the premature.  

SHLO runs the learning operators and updates the IKD and SKD repeatedly till it 
finds the optima of problems or the termination criterions are met. The procedure of 
SHLO can be illustrated as Fig. 1. 

3 Experimental Results and Discussions 

To evaluate the performance of the algorithm, SHLO, as well as other four binary-
coding optimization algorithms, i.e. binary PSO (BPSO) [12], modified binary 
differential evolution (MBDE) [13], binary fruit fly optimization algorithm (bFOA) 
[14] and adaptive binary harmony search algorithm (ABHS) [15], was applied to 
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solve 0-1 knapsack problems (0-1 KPs). For a fair comparison, the recommended 
parameters of BPSO, MBDE, bFOA and ABHS were used to tackle these problems. 
As there is no adaptive strategy in the original bFOA and MBDE which significantly 
spoils their performance on high-dimensional problems, the adaptive strategy is 
introduced into these two algorithms and the parameters are set based on a parameter 
study. The parameters of all the algorithms are listed in Table 1. As the benchmark 
problems are the “single-objective” problems, the sizes of the IKD and SKD are both 
set to 1 based on trails and error to enhance search efficiency and reduce the cost of 
computation. 

Randomly initialize the 
population X, IKD and 

SKD

Terminate the iteration?
Yes

No

Calculate the fitness of 
each individual

Output  results

Generate the new 
generation according to 

Eq.(8)

Calculate the fitness of 
new individuals

Begin

Update the IKD and 
SKD

End

 

Fig. 1. The flowchart of SHLO  

3.1 0-1 Knapsack Problems 

Knapsack problems have been studied intensively in the last few decades, attracting 
both theorists and practitioners. From a practical point of view, knapsack problems 
can model many application problems such as capital budgeting, cargo loading and 
cutting stock [16].  
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Table 1. Parameters settings of SHLO, BPSO, MBDE, bFOA and ABHS 

Algorithm Parameters 

SHLO 
5 2

, 0.85pr pi
M M

= = +  

BPSO [12] c1=1.5, c2=1.5,wmin=0.1, wmax=0.9, Vmax=4, Vmin=-4 
MBDE [13] F1=0.5, F2=0.005, CRmax=0.8, CRmin=0.2 
bFOA [14] S = 3, L = 3, bmax = 30, bmin=6 
ABHS [15] C = 15; PAR = 0.2; HMS = 30; NGC = 20; 

* M is the dimensionality of the solution. 

 
Given a set of n items and each item j having an integer profit jp  as well as an 

integer weight jw , the 0-1 knapsack problem (0-1 KP) is defined to choose a subset 

of items such that their overall profit is maximized while the overall weight does not 
exceed a given capacity, which can be formulated as Eq. (9) 
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where the binary decision variable jx  is used to indicate whether item j is included 

in the knapsack or not. Without loss of generality, 0-1 KPs assume that all profits and 
weights are positive and all weights are smaller than the capacity C. 

Note that 0-1 KPs are constrained problems, and thus the penalty function as Eq. 
(10) is adopted to deal with infeasible solutions of which the total weight exceeds the 
limit C. No heuristic strategy of KPs is introduced in this paper to avoid the influence 
on the real performance of the algorithm, 

1

( ) ( ) max(0, )
N

j j
j

MaxF x f x c

c w x C

λ

=

= − ×

= −  (10) 

where λ , called the penalty coefficient, is a big constant which guarantees that the 
fitness of the best infeasible solution is poorer than that of the worst feasible solution. 

A set of 0-1 knapsack problems were devised to validate SHLO as well as BPSO, 
MBDE, bFOA and ABHS. The numbers of items were set to 100, 200, 400, 600, 800, 
1000, 1200, and 1500, and two instances of each scale were generated to test the 
performance of the algorithms more exactly. The weight jw  and the profit jp  were 

generated according to [16], i.e. from 5 to 20 and from 50 to 100, respectively. The 
weight capability C was set to 1000, 2400, 4000, 6000, 8000, 10000, 14000, and 
16000, respectively. The population size and maximum generation of all the 
algorithms were set to 100, 10000 and 200, 40000 for the instances less and no less 
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than 1000 items, respectively. The experimental results are presented in Table 2 and 
Table 3. 

Table 2. The results of SHLO, BPSO, MBDE, bFOA and ABHS on low-dimensional 0-1 
knapsack problems 

 
Algorithm Best Mean Worst Std 

Kp100.1 

SHLO 6526 6526.0 6526 0.000 
bFOA 6526 6525.9 6524 0.889 

ABHS 6526 6526.0 6526 0.000 

MBDE 6526 6524.2 6523 1.962 
BPSO 6526 6525.6 6522 1.265 

Kp100.2 

SHLO 6824 6824.0 6824 0.000 
bFOA 6824 6823.8 6823 0.731 
ABHS 6824 6824.0 6824 0.000 
MBDE 6824 6823.2 6822 0.872 
BPSO 6824 6822.9 6822 1.039 

Kp200.1 

SHLO 14999 14999.0 14999 0.000 
bFOA 14999 14998.0 14993 1.944 
ABHS 14999 14998.6 14997 0.843 
MBDE 14999 14999.0 14999 0.000 
BPSO 14999 14998.8 14997 0.632 

Kp200.2 

SHLO 14791 14791.0 14791 0.000 
bFOA 14791 14786.4 14780 4.879 

ABHS 14791 14787.7 14784 3.613 

MBDE 14791 14791.0 14791 0.000 
BPSO 14791 14791.0 14791 0.000 

Kp400.1 

SHLO 27100 27099.1 27095 1.524 
bFOA 27100 27094.9 27091 3.381 
ABHS 27097 27096.0 27086 4.879 
MBDE 27099 27095.4 27092 2.119 
BPSO 27100 27097.5 27092 3.126 

Kp400.2 

SHLO 27099 26448.7 26209 7.969 
bFOA 26657 26454.2 26253 1.643 
ABHS 26859 26425.5 26237 8.679 
MBDE 27099 26453.3 26092 2.119 
BPSO 27099 26461.8 26250 3.512 

Kp600.1 

SHLO 40216 40216.0 40216 0.000 
bFOA 40216 40212.4 40202 4.648 
ABHS 40216 40210.3 40204 8.644 
MBDE 40216 40212.7 40204 4.596 
BPSO 40216 40216.0 40216 0.000 

Kp600.2 

SHLO 39602 39601.2 39594 17.769 
bFOA 39602 39601.0 39597 12.236 
ABHS 39602 39599.5 39531 23.282 
MBDE 39602 39600.8 39583 11.155 
BPSO 39602 39600.3 39587 12.284 
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Table 3. The results of SHLO, BPSO, MBDE, bFOA and ABHS on high-dimensional 0-1 
knapsack problems 

 
Algorithm Best Mean Worst Std 

Kp800.1 

SHLO 53855 53851.8 53837 5.473 
bFOA 53855 53845.8 53832 7.451 
ABHS 53850 53844.1 53822 4.838 
MBDE 53850 53841.9 53829 6.045 
BPSO 53855 53851.9 53843 3.510 

Kp800.2 

SHLO 52705 52701.5 52692 8.697 
bFOA 52703 52683.8 52667 13.312 
ABHS 52695 52691.3 52690 6.883 
MBDE 52692 52690.7 52689 1.528 
BPSO 52705 52698.3 52688 7.329 

Kp1000.1 

SHLO 66882 66857.4 66844 13.082 
bFOA 66867 66837.7 66829 14.930 

ABHS 66855 66840.2 66814 18.520 

MBDE 66860 66849.4 66828 9.009 
BPSO 66853 66830.8 66801 15.803 

Kp1000.2 

SHLO 66905 66899.2 66898 23.122 
bFOA 66891 66867.4 66849 17.097 
ABHS 66900 66887.1 66830 33.084 
MBDE 66905 66895.3 66893 16.429 
BPSO 66853 66841.6 66823 11.393 

Kp1200.1 

SHLO 86823 86820.7 86805 5.559 
bFOA 86805 86796.8 86776 10.497 
ABHS 86811 86710.5 86703 42.393 
MBDE 86812 86796.9 86776 10.775 
BPSO 86823 86810.2 86798 9.578 

Kp1200.2 

SHLO 86715 86702.8 86698 8.927 
bFOA 86701 86700.2 86694 1.304 

ABHS 86705 86698.8 86677 4.083 

MBDE 86701 86694.7 86686 6.506 
BPSO 86715 86702.2 86698 7.430 

Kp1500.1 

SHLO 102657 102622.4 102551 28.982 
bFOA 102608 102598.0 102586 29.541 
ABHS 102619 102575.9 102534 27.843 
MBDE 102603 102583.2 102563 12.674 
BPSO 102602 102523.1 102473 41.089 

Kp1500.2 

SHLO 104860 104851.8 104748 30.506 
bFOA 104860 104833.2 104742 36.573 
ABHS 104840 104820.8 104761 29.835 
MBDE 104831 104816.3 104754 19.655 
BPSO 104824 104801.6 104770 23.384 

 
As can be seen in Table 2 and Table 3, SHLO finds the best numerical results on 

14 out 16 instances and is only inferior to BPSO on Kp400.2 and Kp800.1, bFOA on 
Kp400.2, and MBDE on Kp400.2, respectively. For the instances in which the items 
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are less than 200, all the algorithms can find the best-known solutions and achieve 
satisfactory results. When items increase to 1500, BPSO, ABHS and MBDE cannot 
reach the best-known values any more. Based on the ranking results given in Table 4, 
it is clear that SHLO outperforms BPSO, MBDE, bFOA and ABHS on the 0-1 
knapsack problems. 

Table 4. The ranks of SHLO, BPSO, MBDE, bFOA and ABHS on 0-1 knapsack problems 

 SHLO bFOA ABHS MBDE BPSO 

Kp100.1 1 3 1 5 4 
Kp100.2 1 3 1 4 5 
Kp200.1 1 5 4 1 3 
Kp200.2 1 5 4 1 1 
Kp400.1 1 5 3 4 2 
Kp400.2 4 2 5 3 1 
Kp600.1 1 4 5 3 1 
Kp600.2 1 2 5 3 4 
Kp800.1 2 3 4 5 1 
Kp800.2 1 5 3 4 2 

Kp1000.1 1 4 3 2 5 
Kp1000.2 1 4 3 2 5 
Kp1200.1 1 4 5 3 2 
Kp1200.2 1 3 4 5 2 
Kp1500.1 1 2 4 3 5 
Kp1500.2 1 2 3 4 5 
Average 1.25 3.50 3.56 3.25 3.00 

4 Conclusion 

Inspired by the mechanisms of human learning, this paper presents a novel meta-
heuristic algorithm, named simple human learning optimization (SHLO), in which 
three learning operators, i.e. the random learning operator, individual learning 
operator, and social learning operator are developed by mimicking human learning 
behaviors to generate new solutions and search for the optimal solution of problems. 
To evaluate the performance of the proposed algorithm, low-dimensional and high-
dimensional 0-1 KP benchmarks are adopted as benchmark problems to test SHLO. 
For a fair comparison, other four binary-coding optimization algorithms, i.e. BPSO, 
MBDE, bFOA, and ABHS, are also used to solve the benchmark problems with the 
recommended parameters. The experimental results demonstrate that SHLO 
outperforms BPSO, MBDE, bFOA and ABHS.  
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Abstract. An improved non-dominated sorting genetic algorithm (INSGA) is 
introduced for multi-objective optimization. In order to keep the diversity of the 
population, a modified elite preservation strategy is adopted and the evaluation 
of solutions’ crowding degree is integrated in crossover operations during the 
evolution. The INSGA is compared with the NSGA-II and other algorithms by 
applications to five classical test functions and an environmental/economic 
dispatch (EED) problem in power systems. It is shown that the Pareto solution 
obtained by INSGA has a good convergence and diversity. 

Keywords: genetic algorithm, crowding distance, elite preservation, multi-
objective optimization. 

1 Introduction 

Multi-objective optimization is an integral part of optimization activities and has a 
tremendous practical importance, since almost all real-world optimization problems 
are ideally suited to be modeled using multiple conflicting objectives [1]. As such, 
how to optimize these objectives simultaneously becomes a very important issue. 

Over the past decades, a number of multi-objective evolutionary algorithms 
(MOEAs) have been developed and practically applied [2-4]. Among these 
algorithms, the genetic algorithm (GA) is one of the most commonly applied 
evolutionary optimization approaches. Especially, the non-dominated sorting genetic 
algorithm (NSGA) and its later improved version (NSGA-II) proposed in [5] are 
widely applied in real-life multi-objective optimization problems. In NSGA-II, a fast 
non-dominated sorting approach and elite preservation strategy is introduced to 
improve the efficiency of the algorithm, and crowding distance comparison between 
solutions maintains diversity of the population. However, the NSGA-II does not 
assure non-elite solutions be part of the population, which will suppress the 
population diversity and global convergence of the algorithm. 

In this paper, we use a modified elite preservation strategy. It assures non-elite 
solutions be part of the population. In addition, the evaluation of solutions’ crowding 
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degree is integrated in crossover operations during the evolution. By comparing the 
crowding distance of parent solutions in crossover operation, offspring solution is 
mainly formed by parents with better diversity. From the simulation results, we 
illustrate that the Pareto solutions obtained by the proposed algorithm are more 
uniformly distributed and the algorithm have a good global convergence. 

2 Multi-objective Optimization Problem (MOP) 

Assume that a multi-objective optimization problem is consisted of n decision 
variables, m optimization objectives, p inequality constraints and q equality 
constraints. A typical MOP can be formulated as follows: 
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1 2
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Here, D is the decision region defined by decision variables’ lower 

boundary min
ix and upper boundary max

ix . To aid descriptions, we introduce the 

following definitions regarding multi-objective optimization. 

Definition 1. Solution 1{ , , }nx x x= ⋅⋅⋅ is said to dominate solution 1{ , , }ny y y= ⋅⋅⋅ , 

denoted as x y , if and only if 
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                       (2) 

Reciprocally, solution y is said to be dominated by solution x, denoted as y x . 

Definition 2. Solution *x is said to be a Pareto optimum only if there is no such a 

solution x D∈  existed that makes *x x , where * * * *
1 2{ , , , }nx x x x= ⋅⋅⋅  and 

1 2{ , , , }nx x x x= ⋅⋅⋅ . All Pareto optima constitute a Pareto optimal set, denoted as 
*X . 

Definition 3. Pareto-optimal front is defined as * * *{ ( ) }PF F x x X= ∈ , i.e., the 

mapping of Pareto-optimal set in the objective space. 
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3 Improved Non-dominated Sorting Genetic Algorithm 
(INSGA) 

3.1 Crowding Distance 

Crowding distance is used to estimate the density of solutions surrounding a particular 
solution in the population. The solution with a relatively large crowding distance in 
the same Pareto front indicates that it has a relatively low density of solutions 
surrounded and a better diversity. Contrarily, less crowding distance indicates worse 
diversity of the solution. As shown in figure 1, the crowding distance calculation 
requires sorting the population according to the value of each objective function in 
ascending order. Then, for each objective function, the boundary solutions (solutions 
with the smallest and largest objective values) are assigned an infinite distance value. 
All other intermediate solutions are assigned a distance value equal to the absolute 
normalized difference in the function values of two adjacent solutions. The overall 
crowding distance value is calculated as the sum of individual distance values 
corresponding to each objective. Each objective function is normalized before 
calculating the crowding distance. 

 

Fig. 1. Calculation of crowding distance 

The calculation of solution i’s crowding distance is as follows: 

,

1 max min

( )
m

i j

j j j

f
d i

f f=

Δ
=

−  .  (3) 

where ,i jfΔ is the absolute normalized difference in jth objective function values of 

solution i’s two adjacent solutions, m is the number of optimization 

objectives, maxjf , minjf is the maximum and minimum value of jth objective function 

in the same Pareto front, respectively. 
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3.2 Elite Preservation Strategy 

Elite preservation strategy is commonly adopted in evolutionary algorithm to ensure 
the elite solutions in the population can be selected in the next generation, and it is a 
common practice to copy the elite solutions to next generation directly, just as 
presented in NSGA-II. By observing the NSGA-II algorithm experimental test, we 
found that the population becomes all non-dominated solutions composed after about 
30 iterations, which means there are no other solutions but elite ones are involved and 
participate in evolution operations. This may restrain the diversity of the population 
and lead the algorithm more likely to converge to local optimum. As such, we adopt a 
modified elite preservation strategy. First, the solutions of the population are clustered 
according to their non-domination ranks and form a number of sub-populations. By 
pre-assigning a series of ratios corresponding to these sub-populations, a regular 
number of solutions in each sub-population will be selected to form the new 
population. It makes non-elite solutions be part of the population and improves the 
diversity of the population. The ratio assignment equation is as follows [8]: 

(1- )
( ) sin

1- sin k

P r
N i r

r
=  .                     (4) 

where N(i) is the maximum number of solutions that can be selected in sub-
population with non-domination rank equal to i. P is the size of the population, k 
represents the number of non-domination rank that exists in the combined population 
with size of 2P, r(0<r<1) is a user define parameter. For P=100, k=8, r=0.65, the 
distribution diagram of N(i) is shown in figure 2. 
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Fig. 2. Distribution curve of N(i) 

As we can see from figure 2, this method makes non-elite solutions be part of the 
population and maintains the diversity of the population. Some modifications should 
be noted. 

1) We can determine the number of solutions that can be selected in each sub-
population with non-domination rank equal to i by Equation (4). When the size of 
distributed population (the sum of N(i)) is less than P, we fill the deficit with solutions 
with higher non-domination rank. 
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2) If N(i) exceeds the number of solutions in non-domination rank i, we make that 
extra portion redistribute to the solutions with lower non-domination rank. 

We can deduce from Equation (4) that the number of non-dominated solutions in 
the population must be less than P. In order to search for more elite solution, we 
define a parameter NI to denote the number of iterations of using this new elite 
preservation strategy. The algorithm adopts the modified strategy from the beginning 
to iteration NI, after that the original elite preservation strategy presented in [7] is 
adopted. 

3.3 Crossover 

The algorithm use a n×L matrix as solution expression by binary encoding where n is 
the number of variables and L is the encoding length. The window crossover operator 
as mentioned in [6] is used for the binary crossover. It works by randomly selecting 
two parents from the mating pool and then randomly selecting a window size. The 
entries within the window portion are exchanged between the two parents to generate 
offspring. To compare the fitness of two parent solutions, it is very common by taking 
the solutions’ non-domination rank or function value as the measurement. However, it 
ignores the distribution property of solutions and decreases the diversity of the 
algorithm to some extent. Therefore, we compare the non-domination rank of 
solutions during the comparison in the first place, the one with higher rank gets more 
portion be presented in the offspring. If the two parent solutions have the same non-
domination rank, we compare their crowding distance. 

Because of the distribution of population is irregular during the iteration, it cannot 
reflect the solution’s distribution density accurately by using Equation (4). To get an 
estimate of the density of solutions surrounding a particular solution i in the 
population in a better way, we calculate the Euclidean distance between solution i to 
others. By given a set value R, we calculate the number of solutions whose distance to 
solution i is less than R, and take the result as the crowding distance of solution i. 
Each objective function is normalized before calculating the crowding distance. Note 
that lower values of the crowding distance indicate worse diversity of population. 

3.4 Update of External Archive 

The non-dominated solutions are stored in external archive and crowding distance is 
used to maintain diversity. Initially, this archive is empty. As the evolution moves, 
good solutions enter the archive. When there is a new solution obtained by evolution 
in an iteration of the algorithm, the following operations will be applied to update the 
external archive: 1) If the new solution is dominated by any solution in the external 
archive, it will be discarded; 2) If there are solutions in the external archive dominated 
by the new solution, remove them from the archive while the new solution will be 
added into the archive; 3) If the new solution is non-dominated with all the solutions 
in the external archive, it will be added into the archive. Finally, when the external 
archive reaches its maximum allowed capacity, the one with the lowest crowding 
distance is removed from the archive and add the new solution into the archive. 
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3.5 Main Process of the INSGA 

Step 1: Initialization. A random parent population is created. The iteration count of 
gencnt is set to 0 and the maximum iteration number is maxgen. 

Step 2: gencnt=gencnt+1. If gencnt>maxgen, the iteration stops, otherwise, calculate 
the objective function value of each solution. 

Step 3: Sorting the population based on the non-domination. Each solution is assigned 
a fitness value equal to its non-domination rank. 

Step 4: Crossover; Mutation. 

Step 5: Update the external archive. If gencnt=1, then generate the archive within the 
current population. 

Step 6: Selection. If gencnt<NI, the modified elite preservation strategy is adopted, 
otherwise, use the original one. Jump to step 2. 

4 Experiments and Discussions 

4.1 Metrics 

There are some metrics that can be used to quantify the quality of the Pareto front 
obtained by the algorithms. The following metrics will be used in this paper: Spacing 
and Maximum spread. 

4.1.1   Spacing 
The goal is to measure the spread (distribution) of non-dominated solutions 
throughout the Pareto front. It can be evaluated by Equation (5): 
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number of solutions in the Pareto front, di is the total distance between solution i to its 
adjacent solutions on every objective dimension and m is the number of objectives. A 
lower value of SP indicates that the algorithm is able to maintain a better spread of 
solutions. 

4.1.2   Maximum Spread 
This metric is to evaluate maximum extension covered by the non-dominated 
solutions in the Pareto front. In a two-objective problem, the maximum spread 
corresponds to the Euclidean distance between the two farther solutions. 
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One should note that higher values of MS indicate better performance. 

4.2 Comparative Numerical Study 

4.2.1   Test Functions 
In order to test the performance of algorithm, we used 5 classical test functions 
described in Table 1 as benchmark functions. The algorithm is compared with NSGA-
II, both binary coded. We have used 10 bits to code each decision variable. The 
population size of popsize=100, maximum iteration number of maxgen=500. The 
crossover probability of Pc=0.9 and a mutation probability of Pm=0.1. The size of 
external archive is 200, NI=200. The test runs 20 times on each case. 

Table 1. Test problems used in the study 

Problem Objective functions Variable bounds 
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Fig. 3. Pareto front obtained by INSGA 

We can see that the Pareto fronts all converge to global optimum on ZDT1, ZDT2, 
ZDT3 and KUR from Fig. 3. ZDT4 is very difficult to optimize because of its local 
optimums, both algorithms didn’t converge to the global optimum. But we can see 
that the front obtained by INSGA is better than NSGA-II from Fig. 3 (e).  

Table 2 shows that INSGA performs better than NSGA-II in all test problems. 
INSGA also has a better robustness than NSGA-II. From Table 3 we can see that the 
numerical difference of mean values of MS is very small, but INSGA performs more 
stable with lower standard deviation. 

We also compared INSGA with several other evolutionary algorithms (MOPSO, 
m-DNPSO, MOPSO-CDLS, CSS-MOPSO, MOPSO-CDR) mentioned in literature 
[7]. On most test problem, INSGA performs better in diversity metric SP than other 
algorithms, only CSS-MOPSO in ZDT1 and m-DNPSO, MOPSO-CDR in ZDT4 are 
better than INSGA. 
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Table 2. Mean (first rows) and standard deviation (second rows) of SP 

Test Functions ZDT1 ZDT2 ZDT3 ZDT4 KUR 

INSGA 
0.0030 0.0031 0.0032 0.0051 0.0643 

2.7246e-04 2.3501e-04 1.0173e-03 7.0686e-04 1.5103e-03 

NSGA-II 
0.0044 0.0047 0.0055 0.0055 0.0659 

1.5600e-04 2.4387e-04 9.1802e-03 9.7126e-04 1.6117e-03 

Table 3. Mean (first rows) and standard deviation (second rows) of MS 

Test Functions ZDT1 ZDT2 ZDT3 ZDT4 KUR 

INSGA 
1.4100 1.4112 1.9658 2.2048 12.9023 

5.6785e-03 2.9165e-03 3.5873e-03 2.0236e-01 6.4018e-03 

NSGA-II 
1.4171 1.4146 1.9451 2.2064 12.8966 

9.4946e-03 8.7616e-03 9.1377e-02 3.1652e-01 7.1529e-03 

4.2.2   Environmental/Economic Dispatch (EED) Problem 
With an increasing concern over the environmental pollution caused by thermal 
power plants, environmental/economic dispatch (EED) problem in power systems has 
drawn much more attention [9]. A reasonable dispatch scheme would not only result 
in great economic benefit, but also reduce the pollutants emission. The simplified bi-
objective EED model can be described as follows: 
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(7) 

Where ng is the number of committed generation units; ia , ib and ci are the fuel 

cost coefficients of ith unit; αi , βi and γ i are coefficients of the ith unit’s emission 

characteristics; Pi is the output of ith unit; PD is the total load demand; Pimin and Pimax is 
the minimum and maximum output limit(MW) of ith unit, respectively. 

To validate the feasibility of the proposed INSGA algorithm for the EED problems, 
we apply it to a 6-unit test system. The study period is 1 hour. The fuel cost, emission 
coefficients and output limits of the units are given in Table 4. 

Both algorithms are binary coded. We have used 30 bits to code each decision 
variable which is the generation output of units. Solutions in the population are 
repaired using priority list (PL) [10] based on either fuel cost or emission coefficients 
(with equal probability) to satisfy the load demand equality constraint. The population 
size of popsize=100, maxgen=200, Pc=0.9 and Pm=0.1. The size of external archive is 
100, NI=100. The test runs 20 times for each algorithm. 
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As we can see from Table 5, INSGA performs better than NSGA-II with more 
uniformly distributed and better spread Pareto solutions. INSGA is also more stable 
than NSGA-II. 

Table 4. Test results of SP and MS obtained by INSGA and NSGA-II 

Algorithm SP MS 

 Max Min Ave Std Max Min Ave Std 
INSGA 1.429 0.684 0.997 0.161 203.80 193.05 200.62 3.00 

NSGA-II 1.790 0.931 1.102 0.181 211.99 151.41 198.27 11.63 

Table 5. Fuel cost, emission coefficients and output limits of units 

  G1 G2 G3 G4 G5 G6 

Fuel Cost ai 0.15247 0.10587 0.02803 0.03546 0.02111 0.01799 
 bi 38.53973 46.15916 40.39655 38.30553 36.32782 38.27041 

 ci 756.7989 451.3251 1049.3251 1243.5311 1658.5696 1356.6592 
Emission αi  0.00419 0.00419 0.00683 0.00683 0.00461 0.00461 

 β i 0.32767 0.32767 -0.54551 -0.54551 -0.51116 -0.51116 
 γ i 13.8593 13.8593 40.2669 40.2669 42.8953 42.8953 

Output Pimin 10 10 40 35 130 125 
limits Pimax 125 150 250 210 325 315 

5 Conclusion 

We have proposed an improved non-dominated genetic algorithm based on crowding 
distance. By adopting a modified elite preservation strategy, it improves the diversity 
of the population and global search ability of the algorithm. We introduce the 
crowding distance comparison into crossover operation to maintain solutions’ 
dispersed distribution. According to the numerical test results, we believe that the 
INSGA is able to converge to the true Pareto front efficiently with a better 
distribution of solutions. 
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Abstract. Inspired by the collective intelligence of natural mixed flocking, the 
paper develops a mixed swarm cooperative search model for particle swarm 
optimization(MCPSO). Firstly, makes some analysis about the hinting 
principles and search mechanism behind the natural mixed flocking, and 
proposes the construction of mixed swarm for optimization. Secondly, 
introduces the mixed swarm into PSO and researches the main search behaviors 
of MCPSO, including coarse search and fine search, cooperative search and 
learning. Finally, the proposed MCPSO was applied to some well-known 
benchmarks. The experimental results and relative analysis show mixed swarm 
cooperative search mechanism can greatly benefit the global optimization 
performance of PSO.  

Keywords: swarm intelligence, particle swarm optimization, mixed swarm, 
cooperative search. 

1 Introduction 

Swarm intelligence is a new fruit inspired by the social behavior lying in certain 
biologic systems in nature, for example: bird flocking, fish schooling or ant 
colonizing etc… Generally, the individual in those biologic systems is of low 
intelligence and is small or weak in nature, but a swarm of them as a whole will 
emerge high collective intelligence and is robust or rival with startling complex 
behavior. Particle swarm optimization(PSO) is a notable optimization algorithm based 
on swarm intelligence. Since the original version of PSO is introduced in 1995 by 
Kennedy and Eberhart[1], it has attracted lots of researchers from different 
background around the world, and has been applied successfully in many areas 
recently [2-6]. However, like general evolutionary algorithms, PSO also suffers from 
the premature convergence problem, especially for the large scale and complex 
problems. 
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Many techniques have been proposed to improve the original PSO. Shi and 
Eberhart introduced a parameter of inertia weight to control the search of PSO[7]; 
Ratnaweera developed PSO with time-varying acceleration coefficients to balance the 
local and the global search ability[8]. Cui improved PSO using fitness landscape [9]. 
Jie proposed a knowledge-based cooperative particle swarm optimization to keep the 
balance of the exploration and the exploitation of the algorithm[10]; Van den 
Bergh[11] also used multiple swarms to optimize different components of the solution 
vector cooperatively. Besides that, many researches have been done to analyze the 
behavior and the convergent ability of PSO. Clerc[2] made an analysis of the stability 
properties of the algorithm based on a simplification of the original PSO, and 
proposed a set of coefficients to control the system’s convergent tendencies. Later, 
Kadirkamanathan[12] carried out a stability analysis of the particle dynamic based on 
the passive theorem and Lyapunov stability, and concluded that the PSO system is 
controllable and observable. He further pointed out the primary aim of PSO is 
optimization, not only maintaining its system stability.  

In order to develop new valid model of PSO, we try to go back and seek help from 
some natural biological flocking here. In nature, it’s not uncommon to find that birds 
of several species flocking come together to be a mixed-species flocking. The reason 
may be that such flocking can make different species defend predators or detect 
forages better. Inspired and attracted by its existing mode and collective intelligence 
in nature, we try to develop an initial and simple idea about the cooperative PSO in 
[13]. Here, we go on improving the idea about the mixed swarm cooperative search 
model, and make some comprehensive analysis about its hinting principles, the search 
mechanism and the optimization performance.  

The remaining of the paper is organized as the follows. Section 2 presents some 
inspiration from mixed swarm in nature. Section 3 describes the construction of the 
mixed swarm for optimization. Section 4 introduces the details of MCPSO, including 
the computation model, the coarse search and the fine search, the cooperative search 
and learning. Some experimental results and some comparison analysis about the 
proposed models are provided in section 5. Finally, Section 6 concludes with some 
remarks 

2 Inspiration from Mixed Swarm in Nature 

Mixed flocking is often observed in tropical forests, especially in the non-breeding 
season or migration dates. No doubt, the phenomena are the result of nature selection. 
The main reason may be that the mixed flocking can increases the number of eyes and 
ears available to detect predators, defend attackers or find food sources. Obviously, 
such mixed flocking can make full use of different ability of each species and enhance 
the existence ability of those species as a whole. For example: nearsighted gleaning 
birds such as Red-eyed Vireos can be permitted by farsighted sallies like Yellow-
margined Flycatchers to move in their groups on the tropical wintering grounds; 
Downy Woodpeckers generally can admit chickadees and titmice in their foraging. 
Apparently, farsighted sallies or Downy Woodpeckers are superior to nearsighted 
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gleaning birds or titmice in the viability in such mixed species. The former seem to 
lose some prey to the latter, but the lost can be compensated by the improving safety 
due to the latter's early detection of approaching dangers.  

The hinting principles behind the mixed-species flocking firstly is cooperation or 
social symbiosis that leads every species to benefit from acting as a whole, whether in 
detecting food or dangers, and then is competition for sources each other. As far as 
the optimization is concerned, the mixed-species flocking not only provides a proper 
mode to construct the searching swarm, but also can help us develop a global 
optimization model based on its social behavior principles.  

3 Mixed Swarm for Optimization Search  

Inspired from mixed flocking in nature, we construct a mixed swarm for optimization 
search. Here, the optimization problem is one kind of non-linear programming 
problem that can be described as the following: 

Where, f(X) is a multi-modal function while X represents any one solution matching 
to the function; Ω is the solution space.  

Considering the optimization search, the mixed swarm is constructed by two kinds 
species which are referred to as exploration species (S1) and exploitation species(S2) 
here. Each species consists of a group of individuals, each individual is provided with 
a position to represent a solution to the optimization problems.  

In order to describe the dynamic relationship between the two species of the mixed 
swarm we introduce the following definitions first. 

Definition 1. Supposed the best and the worst positions of Sj are ( )jS

bestX t , ( )jS

worstX t  

respectively in the tth iteration, its activity territory can be defined as: 

min max( ) [ ( ), ( )]j j jS S S D
TX t X t X t= . (2) 

Here, 

min min, min, , ,( ) { ( ) | 0,1, , 1} and ( ) min(min{ ( )},min{ ( )})j j j j jS S S S S

d d worst d best dX t x t d D x t x t x t= = − =

max max, max, , ,( ) { ( ) | 0,1, , 1} and ( ) max(max{ ( )},max{ ( )})j j j j jS S S S S

d d worst d best dX t x t d D x t x t x t= = − =

Obviously, ( )jS

TX t  indicates the max super-space overcastted by the exploration 
species Si(t) . 
 
Definition 2. Supposed the activity territory of Sj is ( )jS

TX t , its activity radius can be 

computed by the following: 

min ( ) ; [ , ]D Df X X R a b∈Ω⊆ Ω = . (1) 

max min

1
( ) ( ( ) ( ))

2
j j jS S S

Tr t X t X t= −  . 
 

(3) 
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In the mixed swarm, the two species take on different tasks with different ability. S1 
(Exploration species) acts on the role of the farsighted sallies in nature and is 
designated to go on the coarse exploration in the solution space, which generally can 
find out the potential territory of a better solution; while S2 (the exploitation species) 
mainly undertakes the fine exploitation in the local territory which has been located 
by the exploration species S1, just as the nearsighted gleaning birds, who generally 
follow the farsighted sallies to food. With the same aim to find out the global 
optimum, the two species are cooperative and learn from each other during the search, 
which can greatly benefit the tradeoff of global search and local search in the 
optimization. 

4 Mixed Swarm Cooperative Search Model for PSO 

Here, we introduce the mixed swarm search mechanism into SPSO and try to develop 
a valid MCPSO. Its main search behaviors can be discussed in this section.   

4.1 Computation Model of MCPSO 

In SPSO, a swarm of particles have been defined to represent the potential solutions 
of an optimization problem. In order to search an optimum, each particle begins with 
an initial position randomly and flies through the D-dimensional search space. The 
flying behavior of each particle can be described by its velocity and position, so the 
update equations about the velocity and position of the individual in mixed swarm can 
be formulated as the follows:  

1 1 2 2( 1) ( ) ( ( ) ( )) ( ( ) ( ))j j j j j jS S S S S S

id id id id gd idv t wv t cr p t x t c r p t x t+ = + − + − . (4) 

( 1) ( ) ( 1)j j jS S S

id id idx t x t v t+ = + +  (5) 

Where, Sj (j=1,2) just stands for the species S1 or S2. 

4.2 Adaptive Coarse Search and Fine Search  

Though the update equation of velocity is the same for the particles in the deferent 
species, the search behaviors of the particles in the two species are basically different 
from each other. The main difference essentially lies in the length of the search step 
and the search area of the particles in the two species. 

As we know, the velocity of each particle generally should be limited to avoid 
flying out the solution space. A bigger boundary value means the particle can choose 
a bigger step to search, while a smaller value indicates the particle only search with a 
smaller step. So we manipulate the two species to go on the coarse search and the fine 
search through adopting different velocity limitation to their particles. 
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Since the exploration species S1 is expected to make the coarse search in a broader 
area, the velocity of its particles is designated in the limitation of [- 1

max
SV (t), 1

max
SV (t)]D , 

and 1
max
SV (t) is set as the dynamic partition of the search boundary during the search:  

1
max( ) ( )S MaxIteration t

V t b a
MaxIteration

−= − . 
(6) 

Obviously, the velocity limitation 1
max ( )SV t  can adaptively permit the particles of S1 

to search with a relative bigger step over time, and make a coarse search in a broader 
area.  

As a helper of exploration species, the exploitation species S2 mainly undertakes 
the fine exploitation in the territory of S1. So, the search step of its particles just 
depends on the territory diameter of S1 in the tth iteration, which is limited in 

2 2
max max[ ( ), ( )]S S DV t V t− , 2

max( )SV t can be computed as the following: 

2 1 1
max max min( ) ( ( ) ( ))S S SV t R X t X t= − . (7) 

Observing the equation above, it’s easy to know 2
max ( )SV t can be modified adaptively 

with the change of the territory of S1, and its value is always more smaller than the 
value of 1

max ( )SV t , which just ensure the exploitation species can make a good fine 

search among the territory of S1. 
Here, we denote the update operators of the mixed swarm, the exploration species 

and the exploitation species as MS
UΟ , 1S

CΟ and 2S
FΟ respectively. 

4.3 Cooperative Search and Learning  

After the initialization, the two species of the mixed swarm go on their search for 
some times in parallel. The exploration species act on the coarse search and try to 
discover new potential area with a bigger step, while the exploitation species keep the 
fine search in the current best area found by the exploration species with a smaller 
step. During their search, the two species exchange information each other. If one 
species discovers the other side detecting new better position, its particles will modify 
their search direction at a special time. In this means, the two species in the mixed 
swarm not only are cooperative, but also compete to each other during the search.  

In order to ensure the exploitation species to make enough fine searches, we 
introduce a parameter to control the cooperation between the two species, which is 
denoted as cooperation gap 0T . Once each cooperation gap 0T is reached (that means 

t=kT0, k=1,2,…K), the cooperation will begin, and the two species will obtain the 
useful information from each other to decide where to go on their following search.  

Denoting 1 ( )S
gP t and 2 ( )S

gP t  as the best positions found by the exploration species and 

the exploitation species respectively in the current iteration, 1( ( ))S
gF P t and 2( ( ))S

gF P t  are 

the fitness value of the two positions. If 1 2( ( )) ( ( ))S S
g gF P t F P t< , it indicates S2 has captured 

one better position omitted by S1, so all the particles of S1 should modify their search 
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direction and go back to learn from S2. The learn operation can be implemented by the 
following: 

1 1 1 1 2 1
1 1 2 2( ) ( 1) ( ( 1) ( 1)) ( ( 1) ( 1))S S S S S S

id id id id gd idv t wv t cr p t x t c r p t x t= − + − − − + − − − . (8) 

 
If 1 2( ( )) ( ( ))S S

g gF P t F P t> , it indicates S2 fails to find out a new better position around 

the history territory of S1, so S2 should give up its history search area and fly to the 
new territory of S1. At this moment, we can choose its best position 1 ( )S

bestX t , the worst 

position 1 ( )S
worstX t  and the center position 1 ( )S

centerX t  as three guide information to generate 

S2. Around the three positions above, three parts of particles will be generated by 
normal distribution respectively to form the exploitation species S2, and the standard 
deviation is decided by the territory radius of S1 in the current iteration: 

2 1( ) ( )S S
Tt r tσ = . (9) 

Denote the above learning operation of S1 as 1S
LΟ , the reproducing operator of S2 

as 2S
RΟ , and the cooperation operation of the mixed swarm SM as MS

CPΟ . After that, the 

two species will go on the search of other T0 iterations to make coarse search and fine 
search independently each other until a satisfied position is found or a termination 
criterion is matched.  

4.4 Stagnation Avoiding Operation 

Based on the above analysis, it’s easy to know that MCPSO can keep the tradeoff of 
the exploration and the exploitation validly through the coarse search and the fine 
search of mixed swarm. However, one phenomenon should be pointed out and 
deserved to pay more attentions, which is the stagnation of the particles. With the 
search going on, all of particles tend to converge to the best position found by the 
mixed swarm in a sense, and the velocity of each particle is about to reduce slowly 
until the particle stagnates around the best position in the end. The most unfortunate 
thing is that the best position where most particles stagnate is a local optimum, but the 
particles have no any energy to make another potential search, what just means a fail 
search happens. In order to avoid the stagnation phenomenon of the particles and a 
fail search, the simplest method is to observe the dynamic velocity of the best particle 
in the mixed swarm. If the velocity of the best particle in SM is smaller than the 
designated value ε(a small positive value), the best particle can be regards as being 
stagnated and its velocity will be reinitialized with a proportion to the interzone [-
Vmax, Vmax]

D. After that, the best particle will get new energy and guide others particles 
to search into another area, which will contribute to the global optimization of 
MCPSO greatly. Here, the operation is referred to as the stagnation avoiding 
operation and is denoted as MS

SAΟ . 
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4.5 Pseudocode of MCPSO 

MCPSO main   
{ t=0; Initialize SM through 1 2MS S S

I I IΟ = Ο + Ο  

  While (not (termination criteria)) do 
{Update SM through 1 2MS S S

U C FΟ = Ο + Ο ; 

If(t %T0 = =0) 
{Carry out MS

CPΟ on SM;  

       {If 1 2( ( )) ( ( ))S S
g gF P t F P t<       

Let 1 2( ) ( )S S
g gP t P t←  and do 1 2MS S S

CP L FΟ = Ο + Ο  ; 

Else reproduce S2 and do 1 2MS S S
CP C RΟ = Ο + Ο ;} 

If（ ( )MS
gV t <ε）{ carry out MS

SAΟ } 

t ++; 
} 

} 

5 Experimental Studies 

In this section, we choose four multimodal function optimization problems to 
demonstrate the validity of MCPSO. The optimization problems are listed in the 
following table.  

Table 1. Test Functions F1-F4 

Func. Name Equations  

F1 
Rosenbrock 
Function 

1 2 2 2
3 1

1
( ) (100( ) ( 1) )

D

i i i
i

F x x x
−

+
=
= − + −x  

F2 
Rastrigrin 
Function  

2
4

1
( ) 10 cos 2 10

D

i i
i

F x xπ
=

= − +x （ （ ） ） 

F3 
Griewank 
Function  

2
5

1 1

1
( ) cos( ) 1

4000

DD
i

i
i i

x
F x

i= =
= − + ∏x  

F4 Ackley Function  2
1 16

1 1
( ) 20 20exp( 0.2 ) exp( cos2 )D D

i ii iF e x x
D D

π= = = + − − −x  

 
A series of experiments have been done to make some performance analysis about 

MCPSO. In all cases, the parameters of MCPSO have been set as the following: the 
swarm size N=60 and each sub-swarm size M is 30. Inertia weight w is decreased 
linearly from 0.9 to 0.4 over time, the two learning factors c1=c2=1.49, the 
cooperation interval T0=10. All the statistic results are achieved by 25 runs 
independently. 
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5.1 Search Ability Analysis of MCPSO  

In order to observe the performance of MCPSO in different hyperspaces, we use the 
algorithm to solve F1-F4  with 10-D, 20-D, 30-D, 100-D, 500-D and 1000-D 
respectively, and get the following box-plots of the statistics results in 25 runs . 

 
(a) F1                                                  (b) F2  

   
(c) F3                                                 (d) F4 

Fig. 1. Box-plots of the statistics results in 25 runs when optimizing F1 (a), F2(b), F3(c) and 
F4(d) 

In Fig.1, the column numbers from 1 to 6 indicate the 10-D, 30-D, 50-D, 100-D, 
500-D and 1000-D respectively, and the figure in each column describes the 
distribution of the 25 statistic results in each hyperspace. Observing the Fig.(a)-(d), it’ 
easy to know the best results come from the optimization of the Ackley function F4. 
Though MCPSO has one or two distinct outlier in several columns denoted by the red 
“+”, the values of the outliers all are near to the optimum(0). The worst case happens 
on the Rosenbrock function(F1). According to Fig.1.(a), it’s obvious that the box in 
each column is more and more higher with the dimension increasing, that means 
MCPSO has more and more troubles in optimizing the function F1 with the dimension 
increasing.Seen Fig.1.(b), MCPSO is very robust and almost reach to the optimum (0) 
in 25 runs for Rastrigin function (F2) in the 10-D hyperspace. With the dimensions 
increasing, one or two outliers appear in each column, and the value of the outliers is 
more and more far from the global optimum, especially for 500-D and 1000-D, which 
means MCPSO encounters the premature convergence in large scale hyperspace. 
Fig.1.(c) show us MCPSO performs very well for F3 with 30-D, 50-D, 100-D, 500-D 
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and 1000-D. In each cases, MCPSO always can capture the global optimum with a 
high precision in 25 runs. As we known, Griewank function is more difficult to 
optimize in lower dimension hyperspace than in higher dimension hyperspace, so we 
find that the performance of MCPSO isn’t robust for F3 in 10-D. observing the box-
plots in the first column of Fig.1.(c), three red “+” indicate MCPSO falls into the local 
optimum for 3 times in the search,  but the other values all fall into a relative 
compact extent [0, 0.05]. Moreover, the medial value in 25 runs(denoted by the red “-
” in the box-plots) is superposed to the bottom of the box-plots, that indicates half of 
the 25 values are converge to the global optimum “0” of the function. All above show 
MCPSO also is a rival technique for complex optimization. 

5.2 Performance Comparison of MCPSO with MSPSO 

In this section, we design the following experiment to make a comparison analysis 
between MCPSO and the standard PSO based on multiple sub-swarms (MSPSO). Here, 
MSPSO adopts two sub-swarms to cooperative search just as MCPSO, but the two sub-
swarms obey the same search operation and the same update mode as the standard PSO. 
Except for the above points, the other components all are the same for the two 
algorithms. The two algorithms are used to solve F1- F4 with 100 dimensions one by one.  

Table 2 lists the statistics results got by MCPSO and MSPSO in 25 runs, including 
the best values, the worst values, the mean values and the standard errors(Std). 
Comparing each item of the two algorithms, it’s easy to know that MCPSO 
outperforms MSPSO greatly. Different from MSPSO, MCPSO take advantage of 
exploitation species as a helper of exploration species to conduct the fine search. 
During the fine search, the velocity of each particle can be modified adaptively 
according to the current territory radius of the exploration species. Through the coarse 
search of the exploration species and the fine search of the exploitation species, and 
their cooperative search, MCPSO can keep the balance of the global search and the 
local search truly, so it can present an outstanding global performance than MSPSO. 

Table 2. Comparisons of MCPSO with MSPSO 

Algorithm Items F1 F2 F3 F4 

MSPSO 

Best 4.291e+001 3.087e+001 1.316e-004 2.425e+000 
worst 2.645e+003 7.768e+001 5.755e-002 7.649e+000 
Mean 2.979e+002 5.565+001 1.120e-002 5.591e+000 
Std 5.074e+002 1.028e+001 1.389e-002 1.261e+000 

MCPSO 

Best 4.043e-019 4.392e-013 0.000e+000 5.887e-016 

worst 4.752e+001 5.945e+001 8.537e-005 6.994e-006 

Mean  2.758e+001 8.654e+000 7.016e-006 3.666e-007 
Std 2.278e+001 2.425e+001 1.944e-005 1.375e-006 
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6 Concluding Remarks 

The paper develops a cooperative search model for PSO based on mixed swarm, and 
makes comprehensive analysis about its hinting principles, the search mechanism and 
the optimization performance. The proposed MCPSO was applied to some well-known 
benchmarks. Some comparison analyses have been made. According to the relative 
statistics results, MCPSO is superior to the compared algorithm in most of the functions. 
All the results show MCPSO is a robust global optimization technique for the complex 
optimization problems. However, some failures also appear when MCPSO is used to 
optimize the large scale functions in the hyperspace with higher dimension. The future 
work should focus on how to improve the convergent speed of MCPSO in the final 
search and achieve higher accurate solutions for the large scale optimizations. 
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Abstract. International trade is the exchange of capital, goods, and ser-
vices across different countries. Trading has been explored by economists
to be an important mechanism for maintaining development. In an im-
perialistic country, trading makes imperialists capture resources from
colonies, meanwhile providing technologies or cultures for colonies to
develop themselves. Inspired by this economic phenomenon, this paper
transplants the trading mechanism to imperialist competitive algorithm
(ICA) and proposes an improved ICA with import and export mecha-
nisms (IICA). IICA is designed to alleviate the problem of slow conver-
gence without significantly impairing the parallel competitive feature of
ICA. It is characterized by allowing the imperialist to capture useful as-
pects of colonies to enhance itself, and meanwhile making colonies learn
advanced components from their imperialist. In this way, the trading
mechanism enables imperialists and colonies to strengthen interactions
during them. The performance of IICA is validated on 23 benchmark
functions. Its high performance is confirmed by comparing with other
ICA variants.

1 Introduction

In recent years, swarm intelligence has received increasing interests and regarded
as powerful methods for the difficult optimization problems. Among them, impe-
rialist competitive algorithm (ICA) [1] is inspired by the behavior of imperialists
which attempt to control and possess colonies. It starts with a randomly gener-
ated population of countries composed of imperialists and colonies. ICA divides
its population into some sub-populations (empires) and searches for the optimal
solution through two processes: assimilation and competition. Imperialists are
the best candidate solutions, while colonies are divided among those imperial-
ists according to their objective function values. Assimilation operation moves
colonies towards their imperialists and competition operation removes a colony
from the weakest empire and adds it to another empire. These operations lead to
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the search for better solutions in ICA. Eventually, the population converges to
certain areas of the search space. Until now, ICA has been successfully applied
on various complex problems, such as pattern classification [2, 3], scheduling
problems [4–7] and machinery design problems [8, 9].

The distinct advantage of ICA is its inherent parallel evolutionary mechanism
which allows all empires to interact via competition with each other. To improve
the search performance of ICA, the scholars have put forward various improved
algorithms. For instances, Bahrami [10] utilized chaotic mapping to decide the
moving direction of the colony in assimilation operator. Zhang [11] randomly
selected a part of colonies to update their position after moving. Lin [12] pro-
posed the perturbed ICA and used artificial imperialists to replace the weaker
ones in order to enhance the information interaction between the empires. To a
certain extent, the above improved ICA variants increased the local optimization
ability of the algorithm. In original ICA, the imperialist improves its power only
used exchanging position with its colony, and the convergence speed is therefore
becoming slow. Inspired by this phenomenon, we tried to develop ICA by en-
hancing the information interaction between the imperialist and their colonies,
through considering the trading mechanism between two countries. Compared
with other variants of ICA, the proposed algorithm (IICA) can utilize the effec-
tive information from their colonies to speed up the imperialist moving towards
the optimal solution. Meanwhile, the colonies by trading with their imperialist
accelerate the speed of approaching imperialist. Thus, the trading mechanism
enables imperialists and colonies to strengthen interactions during them, accel-
erating the convergence speed of the algorithm.

2 Imperialist Competition Algorithm with Trading
Mechanism

International trade is exchanging activities of goods and services between differ-
ent countries and regions. International trade is bound to stimulate innovation
mechanism of the enterprize, promote the technical progress and the develop-
ment of a country’s economy. Inspired by such social phenomenon, colonies which
trade with economically powerful imperialist are expected to speed up their own
economic developments. On the other hand, although the power of colony is
weaker than its imperialist, there must exist advanced products or resources in
colonies. Therefore, within the process of trading, imperialist can also promote
the development of its economy. The algorithmic flowchart of IICA is shown in
Fig. 1 which is described in details in the following.

Initialize Empire:The goal of optimization is to find the optimal solution of the
problem. An appropriate format for representing a solution must be determined.
For the D dimensional optimization problem, a country can be represented as:
country = [p1, p2, ..., pD], The cost of a country is used the cost function f to
estimate: Cost = f(country) = f(p1, p2, ..., pD).

The initial population size is Npop. Nimp most powerful countries are selected
as imperialists and the rest Ncol(Ncol = Npop − Nimp) of the countries are as-
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BeginBegin

Ini�alize the EmpiresIni�alize the Empires

Generate the Imperialist and ColonyGenerate the Imperialist and Colony

Move the colonies toward the imperialistMove the colonies toward the imperialist

If Cost colony in an empire < Cost imperialistIf Cost colony in an empire < Cost imperialist

Compare the cost between imperialist and its conloiesCompare the cost between imperialist and its conloies

Exchange the posi�on of this imperialist and its conlonyExchange the posi�on of this imperialist and its conlony

Yes

Compute the total cost of all empiresCompute the total cost of all empires

No

Chose the lowest cost colony from the weakest imperialist and give it 
to the imperialist that has the most likelihood to possess it

Choose the lowest cost colony from the weakest imperialist and give it 
to the imperialist that has the most likelihood to possess it

If an imperialist with no colonyyIf an imperialist with no colony

Eliminate the imperialistEliminate the imperialist

Stop condi�on is sa�sfiedStop condi�on is sa�sfied

Yes

No

EndEnd
Yes

Interna�onal trade between the colonies and its imperialistInterna�onal trade between the colonies and its imperialist

No

Fig. 1. Flowchart of the proposed algorithm

signed to these empires according to the power of imperialists as their colonies.
To assign the colonies among imperialists proportionally, normalized cost ofm-th
imperialist is defined by:

Cm = cm −max{ci}, i ∈ 1, 2, ..., Nimp (1)

where Cm is the normalized cost of m-th imperialist and cm denotes the cost of
m-th imperialist. The normalized power for this imperialist is defined by

pm =

∣
∣
∣
∣
∣

Cm
∑Nimp

i=1 Ci

∣
∣
∣
∣
∣

(2)

The normalized power of an imperialist reveals the approximate number of
colonies that should be possessed by this imperialist. Thus the initial number
of colonies of m-th empire will be NCmcol = round{pm · Ncol}, where NCmcol

is the initial number of colonies of m-th empire and Ncol is the total number of
colonies. To generate each empire, we randomly chooseNCmcol colonies and give
them to each imperialist. Fig. 2(a) shows the initial population of each empire
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θ
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b

Fig. 2. (a) Generating the initial empires; (b) Moving colonies toward their relevant
imperialist in a randomly distance and deviated direction

Empire

Imperialist

colonies

assimila�ontrade
1 2 n...

1 2 n...
goods

or 
resources

a b

Fig. 3. (a) Trading between imperialist and its colonies; (b) Exchanging the positions
of the imperialist and a colony

including imperialist and colonies labeled with the same color. It is obvious that
bigger imperialists have greater number of colonies and vice verse.

Colonies Assimilation: Each imperialist has their own colonies and attempts
to develop their colonies. This process is called assimilation and is shown in
Fig. 2(b), in which the colony moves toward the imperialist by x units. The new
position of colony is shown in a darker color and bigger icon. During this process,
colonies of an empire move toward the imperialist. x ∼ U(0, β × d), β > 1 is a
random variable with uniform distribution.

The original direction of movement is the vector from colony to imperialist.
To search wider area around the imperialist, a random amount of deviation to
the direction of movement is added. Fig. 2(b) illustrates the new direction and
θ ∼ U(−γ, γ) angle is a random number with uniform distribution, where γ is a
parameter that adjust the deviation from the original direction.

Trading Mechanism: Each empire takes possession of many colonies and the
colonies are weaker than their imperialist. Nevertheless both colony and impe-
rialist are countries which are composed of many factors, for example, natural
resources, commodities and cultures, etc. Not all factors of colonies are weaker
than those of their imperialist. Thus the imperialists trade with its colony to
make them become more powerful. Inspired by this thought, an improved impe-
rialist competition algorithm is proposed as shown in Fig. 3(a). In this figure, the
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Empire 1

Empire 2 Empire 3 Empire _N imp

...

The weakest empire

Weakest colony
in weakest empire

a b

Fig. 4. (a)Imperialistic competition; (b)Empire convergence

rectangle represents a factor in a country and small blue and red rectangle stands
for a part of this factor which trades between imperialist and colony. In the orig-
inal variants of ICA, the colonies of an empire are assimilated by its imperialist
and the imperialist is developed only based on exchanging position. However, in
the proposed algorithm, the imperialist also develops itself by trading with its
colonies.

Exchanging Positions of the Imperialist and a Colony: While colonies
moving toward the imperialist, one of them may reach to a position with lower
cost than that of imperialist. In this case, the imperialist and the colony switch
their position. Then the algorithm will continue by the new imperialist and
colonies start moving toward position of new imperialist. Fig. 3(b) shows the
position exchange between the imperialist and the best colony which is shown
in a yellow color and has lower cost than its imperialist.

Total Cost of Empire: The power of the entire empire is mainly determined
by its imperialist. The total cost of m-th empire is defined as:

TCm = Cost(imperialistm) + ξ ·mean{Cost(colonies of empirem)} (3)

where TCm is total cost ofm-th empire and ξ is a positive number between 0 and
1. Different values show the corresponding weights that the cost of imperialist
is in the total cost. The small value for ξ causes the cost of the entire empire
to mainly depend on the cost of imperialist. As the value of ξ increases, the
influence of the colony over the cost will be increased. In the experiments, the
value of ξ is set to be 0.1.

Imperialist Competition: In ICA, all the empires are trying to occupy colonies
from other empires and control them. Empire competition will lead to weakest
empire lose their colonies which will be allocated to other empires. In the pro-
cess of competition, each empire is likely to have the colonies. However, the more
powerful empire will have more opportunities to occupy the colonies and will be
getting stronger. As the competition, the weakest empire will lose all of the
colonies and be collapsed finally. Fig. 4(a) shows the process of the imperialist
competition. The population is composed of Nimp empires. Possession probabil-
ity of each empire is computed based on its total power. Normalized total cost
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of m-th empire obtained by

NTCm = TCm −max{TCi}, i = 1, 2, ..., Nimp (4)

where TCm and NTCm are total cost of mth empire and normalized total cost
respectively. Then the possession probability of each empire is

pm =

∣
∣
∣
∣
∣

NTCm
∑Nimp

i=1 TCi

∣
∣
∣
∣
∣

(5)

It is obvious that p1+p2+...+pNimp = 1. The colonies are divided among empires
based on their possession probability. Based on the computation speed, a new
method is used in algorithm that has less computational effort than Roulette
Wheel selection. At the beginning, we form vector P as P = [p1, p2, ..., pNimp ].
Then a vector is created with the same size as P and its elements must be
uniformly distributed random numbers between 0 and 1.

R = [r1, r2, ..., rNimp ], r1, r2, ..., rNimp ∼ U(0, 1) (6)

Then vector D is obtained by

D = P −R = [D1, D2, ..., DNimp ] = [r1, r2, ..., rNimp ]

= [p1 − r1, p2 − r2, p3 − r3, ..., pNimp − rNimp ] (7)

Based on vector D, we will give the weakest colony in weakest empire to an
empire with maximum index in D.

Eliminating the Powerless Empires and Convergence: In imperialist com-
petition, weaker empires will collapse and their colonies will be divided among
others. Many criteria are made to eliminate the powerless empires. In this arti-
cle, an empire collapsed when it loses all of its colonies. When all empires have
collapsed except the most powerful one, the imperialist competition will be ter-
minated and all colonies will be under control of the existed empire. In such
case, the algorithm stops and finds the optimal solution. Fig. 4(b) shows this
procedure.

3 The Pseudocode of Trading Mechanism

The pseudocode of implementing the trading mechanism between imperialist
and colony is shown in Algorithm 1.
Algorithm 1– Implementation of the trading mechanism
Begin-learning: Input a imperialist Oldimp and one of its colonies Oldcol;
set β = rand(); Newimp = Oldimp, Newcol = Oldcol;
For i=1:n
set k is the randomly chosen dimension;
Oldcost.imp = cost(Oldimp);
Oldcost.col = cost(Oldcol);
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Newimp(k) = β ∗Oldimp(k) + (1 − beta) ∗ (Oldcol(k));
Newcol(k) = β ∗Oldcol(k) + (1− beta) ∗ (Oldimp(k));
Newcost.imp = cost(Newimp);
Newcost.col = cost(Newcol);
if Newcost.imp < Oldcost.imp; Oldimp = Newimp; end-if;
if Newcost.col < Oldcost.col; Oldcol = Newcol; end-if;
end-For;
End-learning: Output improved imperialist Newimp and colony Newcol;

4 Experimental Studies

4.1 Experiment Settings

In this section, a set of 23 benchmark functions, adopted from Yao and Liu [13],
is tested in this experiment to evaluate the relative strength and weakness of
IICA. The lower bound and upper bound of variant, the number of dimension
and the optimal value of each function are also listed in function table. Functions
f1 ∼ f7 are unimodal and f8 ∼ f13 are multimodal functions with many minima,
f14 ∼ f23 are multimodal functions with less minima.

In this experiment, IICA compares with original ICA [1] with the same initial
parameters and operating steps except the proposed trading mechanism. For the
two ICA methods, the number of countries and the number of imperialists are
set to 88 and 8 respectively. In the process of trading, the number of exchanging
goods is very important and decides the performance of the algorithm. In opti-
mal algorithm, the goods in trading mechanism map to dimensions in function.
Fig. 5 shows convergence plot of unimodal function f1 and multimodal function
f9 (30 dimensions) with different number of exchanging dimensions. From f1, it
is clear that the bigger number of exchanging dimensions for unimodal function
is more excellent convergent result. The balance of execution efficiency and the
optimization results of the algorithm should be considered. So the number of
exchanging dimensions is set to 5 for unimodal functions. For multimodal func-
tion f9, different numbers of exchanging dimensions lead to a greater difference
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Fig. 6. Convergence plot of benchmark functions (f1 ∼ f14)

between the results. But the number of exchanging dimensions from 3 to 9 (re-
moving 6) has the approximate results. So the number of exchanging dimensions
for multimodal functions with 30 dimensions is set to 3 and with less minima is
set to 1.
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Fig. 7. Convergence plot of benchmark functions (f15 ∼ f23)

4.2 Performance Comparison

For validation of the proposed IICA, experiments have been performed on simi-
lar functions belonging to different categories. Table 1 lists the statistical results
obtained by IICA and ICA algorithms for 23 benchmark functions. It is obvi-
ous observed that IICA with trading mechanism can prompt the algorithm to
reach the optimal solution speedily and get better results than ICA. For each
test function, 30 runs are performed and the average outcome is plotted in the
figure for 2000 generations with 30 dimensions and for 100 generations with less
dimensions.

From Table 1, for the unimodal functions f1 ∼ f7, 3 out of 7 functions has been
found out the optimal values. The results of the remaining unimodal functions are
also superior to ICA. The progress of mean best solution with the number of gen-
erations is shown in Fig. 6. From the figure, it can be easily visualized that IICA
performs much better than ICA in terms of convergence speed and quality of solu-
tion. Multimodal functions have been used to check the performance of algorithm
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Table 1. The statistical results obtained by IICA and ICA algorithms for all bench-
mark functions

Func. IICA ICA
Mean ± Std Min Max Mean ± Std Min Max

f1 0±0 0 0 5.74E-02±1.13E-01 3.40E-03 5.59E-01
f2 3.21E-195±0 1.09E-196 1.54E-194 5.20E+01±1.40E+01 3.00E+01 7.00E+01
f3 0±0 0 0 1.68E-01±4.30E-01 7.00E-03 1.39E-00
f4 2.26E-15±4.77E-15 3.82E-19 1.51E-14 8.94E-00±1.56E-00 7.19E-00 1.25E+01
f5 1.97E-31±1.10E-31 7.40E-32 2.96E-31 1.08E+06±2.54E+05 5.40E+05 1.55E+06
f6 0±0 0 0 9.67E-01±1.88E+00 0 9
f7 3.37E-02±1.25E-02 1.36E-02 4.81E-02 4.25E+01±1.32E+01 2.30E+01 6.81E+01
f8 -1.10E+04±2.59E+02 -1.15E+04 -1.08E+04 -7.91E+03±6.71E+03 -8.87E+03 -6.96E+03
f9 1.14E-13±5.48E-14 0 2.27E-13 8.60E+01±2.59E+01 2.89E+01 1.40E+02
f10 4.62E-14±7.29E-15 3.91E-14 6.75E-14 6.03E+00±8.14E+00 1.34E-02 2.00E+01
f11 3.55E-02±3.81E-02 0 1.12E-01 1.16E-01±1.17E-01 1.93E-02 5.78E-01
f12 1.59E-32±9.43E-34 1.57E-32 2.08E-32 1.99E+08±7.81E+07 6.30E+07 3.76E+08
f13 1.35E-32±5.57E-48 1.35E-32 1.35E-32 2.32E-02±2.42E-02 1.30E-03 9.53E-02
f14 0.9980±3.43E-16 0.9980 0.9980 0.9980±2.58E-12 0.9980 0.9980
f15 4.30E-03±9.31E-07 4.30E-03 4.30E-03 1.47E-02±9.90E-03 5.00E-03 2.86E-02
f16 -1.0316±1.11E-15 -1.0316 -1.0316 -1.0316±4.24E-07 -1.0316 -1.0316
f17 0.3979±0 0.3979 0.3979 0.3979±5.59E-07 0.3979 0.3979
f18 3.0000±2.05E-15 3.0000 3.0000 3.0000±4.15E-06 3.0000 3.0000
f19 -3.8628±2.39E-15 -3.8628 -3.8628 -3.8625±1.40E-03 -3.8628 -3.8549
f20 -3.3220±3.02E-14 -3.3220 -3.3220 -3.2556±7.07E-02 -3.3201 -3.1298
f21 -10.1532±2.80E-13 -10.1532 -10.1532 -8.6936±2.16E+00 -10.1517 -4.6715
f22 -10.4029±5.32E-13 -10.4029 -10.4029 -9.2144±1.90E+00 -10.4013 -3.7028
f23 -10.5364±6.50E-12 -10.5364 -10.5364 -9.0160±2.36E+00 -10.5289 -2.8685

Table 2. Average and standard deviation of the best objective values over 30 runs
after 1000 generations

Func. IICA Perturbed ICA ICAAI ICACI
Mean ± Std Mean ± Std Mean ± Std Mean ± Std

f1 3.76E-145 ± 7.29E-145 8.31E-06 ± 1.30E-05 3.76E-10 ± 2.00E-09 2.10E-07 ± 9.70E-07
f2 2.93E-79 ± 3.90E-79 3.56E-04 ± 7.48E-04 1.10E-07 ± 2.38E-07 5.08E-05 ± 2.10E-04
f3 2.50E-144 ± 4.04E-144 2.69E-04 ± 4.50E-04 1.53E-10 ± 6.40E-10 2.84E-06 ± 7.00E-06
f4 1.09E-05 ± 2.29E-05 6.61E-00± 2.20E-00 1.99E-01 ± 2.00E-01 8.13E-00 ± 3.10E-00
f5 2.79E-31 ± 1.27E-31 2.30E+02 ± 2.96E+02 1.00E+02 ± 1.31E+02 1.27E+02 ± 1.45E+02
f6 0 ± 0 1.96E-01 ± 3.77E+01 3.00E-01 ± 7.90E-01 4.62E+01 ± 1.46E+02
f8 -1.12E+04 ± 2.88E+02 -1.140E+04 ± 2.80E+02 -1.142E+04± 2.56E+02 -1.143E+04 0± 3.04E+02
f9 1.99E-01 ± 4.20E-02 5.95E-00 ± 3.03E-00 5.17E-00 ± 2.94E-00 6.00E-00 ± 2.89E-00
f10 3.94E-14± 7.76E-14 1.20E-03 ± 1.30E-03 4.14E-06 ± 8.60E-06 1.06E-03 ± 2.00E-03
f11 2.91E-02 ± 3.33E-02 2.28E-02 ± 3.00E-02 1.23E-02 ± 1.70E-02 3.81E-02 ± 3.70E-02
f12 1.57E-32 ± 2.89E-48 6.91E-03 ± 2.60E-02 1.04E-02 ± 3.20E-02 6.91E-03 ± 2.60E-02
f13 1.35E-32 ± 2.89E-48 1.81E-03 ± 4.04E-03 1.83E-03 ± 4.16E-03 1.83E-03 ± 4.16E-03

from locating global optima and local optima. The main reason for introducing
these functions is to test the characteristics of the algorithm in continuous and
multimodal search space. The whole multimodal functions are divided into two
classes based on their functional behavior. The multimodal functions f8 ∼ f13
are the combinations of multimodal and unimodal functions. The proposed al-
gorithm IICA compared with ICA for these functions is also shown in Fig. 6. It
is obvious that IICA performs much better than ICA due to advance searching
strategy that effectively exploits and explores the search space without depend-
ing on the silhouette of the functions. Function f14 ∼ f23 with few local minima
appear to be simple and similar to that of the unimodal functions. But the major
difference is their convergence trend. From Fig. 7, It is not difficult to find that
the convergence graph consists of standstill point in comparison to the unimodal
functions. All functions except f15 find the optimal solution. ICA get stacked for
longer number of generations, whereas IICA appear to converge speedily.

Table 2 lists average and standard deviation of the best objective values over
30 runs after 1000 generations. For unimodal functions f1 ∼ f6, the mean values
within limited generations obtained from IICA is much better than PICA, ICAAI
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and ICACI [14]. It accounts for trading mechanism used in ICA can accelerate
the speed of convergence. For multimodal funcitons f8 ∼ f13, the result of f8
obtained from IICA is inferior to PICA, ICAAI and ICACI and there is no
significant difference between the four methods for f11, the rest of the multimodal
functions with IICA are superior to other three variants. It draws a conclusion
that trading mechanism can avoid falling into local optimum.

5 Conclusions

A new ICA variant called IICA has been developed. The IICA is characterized
by allowing the imperialist to capture useful aspects from colonies to enhance
itself, and meanwhile making colonies learn advanced components from the im-
perialist. In this way, the trading mechanism enables imperialists and colonies
to strengthen interactions during them. The significance of IICA mainly lies
on two aspects. First, in terms of algorithmic design, trading is a noteworthy
phenomenon. By now, as the idea that trading is closely related to crossover
evolution and learning has been accepted by more and more economists, it is
worthwhile verifying if the trading mechanism is helpful to swarm intelligence
techniques. In this research, such attempt is demonstrated by applying trad-
ing on ICA. Second, in terms of performance, the proposed IICA manages to
alleviate slow convergence and keep the parallel competitive feature of ICA as
well.
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Abstract. An improved Artificial Fish Swarm Algorithm (AFSA) based on 
Hooke-Jeeves (HJ) algorithm is proposed and improved AFSA is applied to 
design lamps of changeable color temperature and high luminous efficacy in this 
paper. The disadvantage of AFSA stochastic moving without a definite purpose 
is improved by HJ algorithm, owing to HJ’s great ability of local searching. 
Accuracy of solution is improved by the adaptive weight. The improved AFSA is 
verified through an example of how to search for the most luminous efficacy of 
LED mixing color. The white, red, green and blue LEDs are chosen to design 
LED lamp samples. LED proportions of 5000K color temperature among those 
LEDs are optimized by AFSA and new AFSA in the Matlab. The obtained results 
indicate that improved AFSA is faster and higher accuracy. After LED lamps are 
tested by integrating sphere, the results show that the difference between the 
actual value and simulation calculation value is tiny, the new AFSA is effective. 
The improved AFSA provides a new efficient calculation method of LED 
proportions. Compared with the traditional manual calculation LED proportions, 
new method not only saves a significant amount of time, but also achieves higher 
luminous efficacy for lamps. All this shows that the new method is effective and 
has high practical value. 

Keywords: LED, AFSA, HJ, color mixing, optimization. 

1 Introduction 

Because the Light Emitting Diode (LED) has advantages of long lifetime, energy 
saving, high efficiency and environment protection, LED lamps are widely used on 
various occasions. With the rapid development of the LED lighting industry, the color 
temperature issue attracts attention of many researchers. Color temperature has effect 
on the nocturnal change in core temperature and melatonin in human body [1]. Lighting 
source color temperature has influence on visual performance in tunnel and road area 
[2]. Color temperature affects user‘s emotional feelings as well [3]. The right color 
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temperature relaxes consumer and makes them feel comfortable; the inappropriate 
color temperature may reduce consumer’s ability of distinguishing things. To solve this 
problem, a flexible color temperature light source is need. Compared to the traditional 
light source, LED light source has advantages in changing the color temperature by 
mixing different proportion brightness of different color LEDs. The mixing color 
method of theoretical calculation has been shown in some papers [4-8]. The white, 
amber and blue LEDs are selected to mix color in the paper [7], the luminous efficacy 
are almost 80lm/w. The red, green and blue LEDs are selected in the paper [8] and the 
luminous efficiency are about 24.13lm/W. Using both solutions in paper [7] and paper 
[8] can achieve the same color temperature at the same power consumption level, but 
the former luminous efficiency is higher than the latter; the former is brighter than the 
latter. Therefore, there are lots of methods to implement the same color temperature and 
luminous efficiency may be different. It is a very worthwhile study to find out higher 
luminous efficacy mixing color method. 

AFSA [9] is a swarm intelligence optimization algorithm, which is inspired by the 
behavior of fish. Through the simulation of fish’s behavior, such as preying, swarm, 
random and following, the optimal solution is found in the target space. AFSA uses 
target function as algorithm evaluation function and finds out the appropriate solution 
quickly. Therefore, AFSA can quickly search for the optimal LED brightness 
proportion at a certain color temperature. However, AFSA has its shortcomings: the 
solution accuracy is not high and the convergence rate at the later stage of calculation is 
slow. 

On the other hand, Hooke-Jeeves (HJ) algorithm [10] as the traditional algorithm has 
strong local search ability, but the global convergence ability is poor. HJ algorithm 
alternates searching n-dimensions coordinate directions, and changes one of the 
coordinates every time, then finds a new start point. 

How to improve AFSA by HJ algorithm and how to optimize LED brightness 
proportion by AFSA and improved AFSA will be discussed in this article. 

2 Mixing Color Method 

The Fig.1 is a CIE 1932 chromaticity diagram. The diagram shows the all possible 
hues and their relationship to the green, red and blue indicated by the vertices of the 
triangle. In CIE xyY color space, x and y are the chromaticity coordinates, and Y is 
lumen value, which we can often see in the LED datasheet. 

A special color can be mixed by XYZ (that corresponds to RGB) is known as the 
CIE XYZ color space. X, Y and Z are tristimulus values, which come from CIE 
standard observer functions [6]. 
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Fig. 1. The CIE 1931 color space chromaticity diagram 

The relation between CIE xyY color space and CIE XYZ color space can be 
described as the formula (1) [11].Here i means LED kind. If LED kinds are n (n>2), 
mixing color formula can be written as formula (2) shown.Chromaticity value 
(xmix,ymix) and tristimulus value Ymix are  given as the target value , than formula (3) can 
be derived from formula (1) and formula (2). 

Normally, LED kinds selection finished, the LED kinds’ number is constant, and 
the LED combinations’ chromaticity values (xi, yi) are also constant. Then, formula 
(3) is transformed into a kind of linear equations of higher degree, and tristimulus 
values Yi can be solved from the equations. If Ymix is variable, obviously, Yi may have 
many kinds of solutions. Ymix is bigger, the luminous efficacy is higher. It converts the 
problem about Yi  solutions to the problem about maximum for Ymix. 
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3 LED Down Light Lamp Design  

Considering the high color rendering index of lamp, red, green and blue LED are 
selected in the lamp [8]. Normally, white LED luminous efficacy is higher than red, 
green and blue LED’s luminous efficacy. In order to improve the luminous efficacy of 
lamp, white LED is added. In other words, WRGB mode replaces the RGB mode. A 
down light lamp is designed which includes 10pcs white, 6pcs red, 5pcs green and 
4pcs blue Osram LED , the parameters of four different color LED are shown in 
Table1. In Table1, x and y are the chromaticity coordinates; Lumen/c means 
lumen/current. 

5000K is set as target color temperature. So, the formula (3) is transformed into Eq. 
(4). Yw, Yr, Yg and Yb are white, red, green and blue LED lumen value. Those are linear 
equations with 4 variables. Through the Eq. (4), the relationship among Yw, Yg and Ymix 
is shown in Fig. 2. The best Ymix is found out by traditional manual calculation firstly, 
and values are 2448.01.This value will be used as setting target to test optimization 
algorithm. The Eq. (4) is just an optimal problem with restrictions. 

Table 1. LED group chromatic coordinate and luminous 

LED Lumen/c x y x/y (1-x-y)/y 

White 156/350mA 0.37 0.42 0.8810 0.5000 
Red 60/400mA 0.7006 0.2993 2.3408 0.0003 
Green 93/350mA 0.1547 0.8059 0.1920 0.0489 
Blue 28/350mA 0.1208 0.0705 1.7135 11.4709 
Mix Y

mix
0.3451 0.316 0.9815 0.8629 
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Fig. 2. Relationship among Yw, Yg and Ymix 

4 Improved AFSA 

4.1 AFSA Analysis 

Artificial Fishes (AFs)  are randomly generated in the AFSA. The maximum value is 
found out by AFs’ preying, swarm and following behavior[9]. Preying behavior can be 
described as formula (5).The part  (Xi-Xj)/ ||Xi-Xj||  indicates AFs moving direction. 
The constant Step and random variable decide the moving distance. The Xi|next is 
updated by random variable also in some status, this help AFSA escape from the local 
optimal solution. Swarm and following behavior can be described as formula (6) and 
formula (7).They help AFSA locate the optimal solution. The prey () function just is 
Preying behavior. From the formula (5) - (7) analysis we can see that the updated step 
of AFSA has effect on the accuracy of the optimal solution and convergent rate. 
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Here, Xi is current fish position. Yi is the fitness function value at Xi position. Xj is 
next fish position. Yj is the fitness function value at Xj position. Yc is the fitness 
function value at current neighborhood center.  Ymax is the maximum fitness function 
value at current neighborhood. The δ is crowd level in the current neighborhood. The 
nf is AF number in the current neighborhood. 

4.2 Improvement of AFSA 

The AFSA has slow convergent rate at last iteration stage. Its local search ability needs 
to be enhanced . Coincidentally ,HJ  algorithm has excellent local search ability.  

HJ algorithm is described  as follows. 
Step1. Defining the initial base point x (1), the initial step length d, the jth coordinate 

direction ej, the calculation accuracy r and the acceleration factor α. Coordinate system 
is n-dimensional coordinate. Let y (1) =x (1), k=j=1. 

Step2. If  f(y(j)+dej)<f(y(j)), the direction is correct; let  y(j+1)=y(j)+dej , and go to 
Step3. If  f(y(j)+dej)≥f(y(j))，the direction is not correct. In this case, if f(y(j)-dej)<f(y(j)), 
let  y(j+1)=y(j)-dej, and go to Step3. If f(y(j)-dej)≥f(y(j)), let y(j+1)=y(j). 

Step3. If j<n, let j =j + 1, repeat Step2. If j=n, and f(y(n+1))≥ f(x(k)), go to 
Step5;otherwise,  if f(y(n+1))< f(x(k)), go to Step4. 

Step4. Let x(n+1)=y(n+1), and let y(1)=x(k+1)+ α(x(k+1)-x(k)). Let k =k + 1. Reset j=1, and go to 
Step2. 

Step5. If d ≤ r, the computation is end, x*≈x(k). Otherwise, let d = d/2, y(1)=x(k), 
x(k+1)=x(k), k = k + 1,  j=1, and repeat Step2. 

A new variable (1- 0.5*(gen/GEN) 2-o) is applied to AFSA to improve the accuracy 
of AFSA. The gen is iteration generation. The GEN is the setting maximum iteration 
generation. The o is the adjustment coefficient, o∈ (0 1]. At the last iteration stage, 
the updated step value becomes smaller, and the accuracy of solution is higher. Thus, 
formula (6) and formula (7) are replaced by formula (8) and formula (9). 
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Ymix target is defined as actual best solution; Ymix is defined as best solution of 
optimization algorithm. The ε is defined as accuracy sign, and it is one of ending 
conditions. 

| Ymix target - Ymix |<=ε                    (10)  

4.3 New AFSA Flow 

New AFSA process is described as below: 

Step1. Initialization: N pieces of AF are generated randomly, xi ={x1, x2, … , 
xn}.Initializing N as 100、ε as10-4 、vision field as 20、moving step as 4、crowd 
level as 0.618、 maximum trying number as 100 and maximum iterations as 60. 

Step2. Fitness function value of every AF is calculated and compared with each other . 
Maximum fitness function value is got and written in the bulletin board. 

Step3. AF implements swarm, following and preying behavior. Fitness function value 
of every AF is calculated and compared with the value in the  bulletin board. 

Step4. Updating the bulletin board. If the fitness function value is better than the value 
in the bulletin board, the latter is replaced by the former. Otherwise, the value of the 
bulletin boards remains the same. 

Step5. Determining whether to update AF. If the updated condition (iteration number is 
even) is satisfied, every previous AF is updated by new one  based on HJ algorithm, 
xj={x1, x2, … , xn}. HJ algorithm start point is just old point(AF),which uses pattern 
search to find out a new point (AF)that fitness value is bigger than old point (AF ). 

Step6. Judging whether it reaches the maximum number of iterations or satisfies other 
ending conditions, if it satisfies one of ending conditions, it stops. Otherwise, it goes to 
Step3, and enters next loop. 

5 Results and Discussion 

The AFSA and the new AFSA both are implemented 30 times in the MATLAB 
R2010a, simulation results are shown in Table 2. Convergence is defined as: 
algorithm reaches the setting accuracy. From Table 2, several conclusions can be 
drawn. The convergence rate of the new AFSA is twice as high as the original AFSA; 
the new AFSA’s average iterations of reaching the setting accuracy are less than half 
of the original AFSA. The new AFSA can converge in 4 iterations, but the old 
algorithm requires at least 10 iterations.   



106 X. Luan et al. 

Table 2. Simulation results 

Algorithm AFSA New AFSA 

The rate of convergence at 30 times 50% 100% 
Average iterations at convergence 39 16 
Minimum iterations at convergence 10 4 

 
In the Fig. 3, blue points are original AFs; red triangles are new AFs which are 

optimized by HJ algorithm once. Every New AF fitness value is bigger than original 
one. This is advantageous to the convergence rate. Here Yg, Yw and Ymax mean green, 
white LED and optimal solution lumen value correspondingly. 

The new AFSA‘s fastest iteration results are shown in the Fig. 4. The new AFSA 
reaches the accuracy at 4th iteration. Here, Gen means generation. 
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Fig. 3. New AFSA optimal solution space 
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Fig. 4. The changing of the new AFSA optimal solution 

The original AFSA‘s fastest iteration results are shown in the Fig. 5, and the 
original AFSA reaches the target at 10th iterations. In the Fig. 6, blue dots are optimal 
values. The whole optimal process is represented by dots moving. After optimal 
solution moves to the 4th position, it keeps the same value until end. This means new 
AFSA gets optimal solution at 4th iteration.  
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These results demonstrate that the improved methods are effective. New AFSA’s 
performance is better than original AFSA’s. 
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Fig. 5. Original AFSA optimal solution iteration process 
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Fig. 6. The optimal solution of new AFSA moving process 

From the optimal solution, the ratio between 4 kinds LED is calculated. Meanwhile 
the LED proportions at 5000K color temperature are calculated by manual, and 
lumens are 1200lm. These parameters will be stored in flash of microcontroller to 
control LED drivers (see Table 3).  

Table 3. Lumen ratio 

LED Best solution Total lm Ratio 

Y
w
 1560.00 1560 100.00% 

Y
r
 312.67 360.00 86.85% 

Y
g
 456.00 456.00 100% 

Y
b
 110.34 112.00 98.52% 

Y
mix

 2448.01 2497.00 98.04% 
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Where, Yw, Yr, Yg, Yb and Ymix are simulation calculation lumen value; Best solution 
means the optimal solution of new AFSA; Ratio, Total lumen was divided by 
simulation best solution lumen value (see Table 3). 

Several LED down light lamps are made to verify these data. Both two kinds LED 
proportions are programmed into microcontroller. One kind is that lumens are 
calculated by new AFSA and lumens are 2448.01lm .Another kind is that lumens are 
calculated by manual and lumens are 1200lm .Table 4 is the test results of three lamps 
by integrating sphere. 

Table 4. Test results by integrating sphere 

NO. 
Target 

CT 

Target 

lm 

Actual 

CT 

SD 

CM 
 Ra x y 

Actual 

 lm  
 lm/W  

1 5000K 
2448.01 4947 0.8 98.7 0.3474 0.3608 2110.20  97.21  

1200.00 4938 1 99.3 0.3475 0.3593 1077.60  95.72  

2 5000K 
2448.01 4845 3.2 98.8 0.3511 0.368 2086.92  100.75  

1200.00 4843 3.4 99.2 0.351 0.3662 1067.23  99.62  

3 5000K 
2448.01 4911 1.8 98.4 0.3491 0.3643 2138.78  100.19  

1200.00 4908 2.6 99.1 0.3488 0.3666 1090.92  98.79  

Avg. 5000K 
2448.01 4901  1.9  98.6 0.3492  0.3644  2111.97  99.38  

1200.00 4896 2.3 99.2 0.3491 0.3640 1078.58  98.04  

 
Here, NO. is numerical order. Avg. is the average abbreviation. Target CT is target 

color temperature. Target lm is target luminous flux. Actual CT is actual color 
temperature. Color temperature unit is K. SDCM, means standard deviation of color 
matching. Ra means color rendering index. The x and y mean color coordinate in CIE 
xyY color space. The actual lm means actual lumen of lamp. lm/W is the luminous 
efficacy unit (see Table 4). 

The USA Standard ANSI C78.377-2008 requires SDCM is less than 7. The 
maximum SDCM is 3.4 in the Table 4.Thus, these lamps meet this standard. 

The diffuse board makes the light of lamp look more uniform and soft, but it 
decreases luminous efficacy and lets color coordinate drift slightly also. At same time, 
reflective sheeting color has effect on the color coordinate; Reflection efficiency of 
reflective sheeting has effect on luminous efficacy. And the LED driver not only 
drives LED but also consumes power. These are reasons that Actual average lumens 
of lamps are only 86% of target lumens.  

When the average lumens are 2111.97lm, the color temperature is 4901K. The 
color temperature value is almost same as the value when the average lumens are 
1078.58lm. But luminous efficacy of former is higher than the latter’s. In the group 
which target lumens are calculated by new AFSA, the maximum luminous efficacy is 
100.75lm/W. In another group witch target lumens are calculated by manual, the 
maximum luminous efficacy is 99.62lm/W. New AFSA not only increases total 
lumens, but also improves luminous efficacy.  

2700K and 5000K color temperature actual effects are shown the Fig.7. The 
diffuse board is in the front bezel and diffuses light. The white paper part is reflective 
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sheeting in the lamp.99.38 lm/W lamp luminous efficacies are obtained. These 
luminous efficacies are quite satisfactory, comparing with 24.13lm/W luminous 
efficacies in paper [8]. 

Actually, to achieve the target color temperature, 4 kinds or more kinds of LEDs 
can be selected to mix color based on this method. With LED kind’s increment, it’s 
increasingly difficult to get maximum brightness by manual solving equations; time 
complexity has increased dramatically. On the other hand, new AFSA is heuristic 
search algorithm, decreases time complexity sharply. The advantage of new AFSA is 
fairly obvious. 

 

Fig. 7. The comparison of different color temperature 

6 Conclusions 

In this paper, some methods are adopted to improve AFSA, and improved AFSA is 
applied to design lamps of changeable color temperature and high luminous efficacy. 
The HJ algorithm and the adaptive weight are introduced into AFSA. The solution 
space of AFSA is optimized by the HJ algorithm; accuracy of solution is improved by 
the adaptive weight. Simulation results demonstrate that new AFSA is effective. Some 
lamps are designed based on simulation results. After these lamps are tested by 
integrating sphere, the results indicate that simulation results meet designed target.  

Compared with original AFSA, improved AFSA gets faster convergence rate and 
higher accuracy. The improved AFSA provides a new efficient calculation method of 
LED proportions. Compared with the traditional manual calculation LED proportions, 
new method not only saves a significant amount of time, but also achieves higher 
luminous efficacy for lamps. 

All this shows that the new method is effective and has high practical value.     
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Abstract. This paper presents a novel deterministic quantum swarm 
evolutionary (DQSE) algorithm based on the discovery of the drawback of the 
standard quantum swarm evolutionary (QSE) algorithm, in which a 
deterministic search strategy, inspired by the nature of qubit-based evolutionary 
algorithms and the characteristics of qubits, is proposed to avoid the misleading 
of search and strengthen the global search ability. The experimental results 
show that the developed DQSE outperforms the quantum-inspired evolutionary 
algorithm, the quantum-inspired evolutionary algorithm with NOT gate and 
QSE in terms of the search accuracy and the convergence speed, which 
demonstrates that DQSE is an effective and efficient optimization algorithm.  

Keywords: quantum evolutionary algorithm, particle swarm optimization, 
quantum swarm evolutionary algorithm, Q-bit, qubit. 

1 Introduction 

Inspired by the concept and principles of quantum computing, Han et al. proposed the 
quantum evolutionary algorithms [1, 2] which provided links between quantum 
computing and evolutionary algorithms. After that, quantum-inspired evolutionary 
algorithms (QEAs) have been studied and applied to a variety of optimization 
problems, such as multidimensional knapsack problems [3], fault diagnosis [4], 
traveling salesman problems [5], clustering [6] and network design problems [7]. 
Recently hybrid QEAs have been a main research direction of QEAs for improving 
the performance, and various hybrid QEAs are developed, such as the quantum ant 
colony optimization algorithms [8, 9], genetic quantum evolutionary algorithm [10], 
immune quantum evolutionary algorithms [11, 12] and quantum swarm evolutionary 
algorithms [13-15]. Among these hybrid QEAs, quantum swarm evolutionary (QSE) 
algorithms employ the search mechanism of particle swarm optimization (PSO) to 
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112 X. Wang et al. 

 

update the quantum angles automatically, and therefore the robustness and the search 
ability of the algorithm are enhanced and it is easy to be implemented. The previous 
works show that QSE outperforms the standard QEA on 0-1 knapsack problems, 
traveling salesman problems and multiuser detection problems [13-15]. However, as 
quantum observing is also used to generate binary solutions in QSE, which would 
mislead the search direction, the performance of QSE on complicated problems may 
be very poor. To make up for it, this paper presents a novel deterministic quantum 
swarm evolutionary (DQSE) algorithm in which a deterministic search strategy is 
proposed to improve the global search ability of QSE.  

The rest part of the paper is organized as follows. The standard QEA is first 
introduced in Section 2 for understanding DQSE better. Section 3 describes the 
presented deterministic quantum swarm evolutionary algorithm in detailed. In Section 
4, the simulation results and the comparisons with QEAs and QSE are given and 
analyzed. Finally, Section 5 concludes the paper. 

2 Quantum-inspired Evolutionary Algorithms 

2.1 Initialization  

Unlike other evolutionary algorithms using the classical representation approaches 
such as binary, numeric or symbolic coding, QEAs use Q-bits. One Q-bit is defined 

with a pair of complex number [ ],
Tα β , which is characterized as 0 1ψ α β= + , 

where 0  and 1  are the quantum states. α and β are complex numbers that 

specify the probability amplitudes of the corresponding states; 2α denotes the 
probability that the Q-bit will be found in the “0” state and 2β  gives the probability 

that the Q-bit will be found in the “1” state. For an M-dimensional individual q of 
QEAs, it can be defined as Eq. (1) 

1

1

... ...
 1

... ...
j M

j M

q j M
αα α
ββ β

 
= ≤ ≤ 
 

 . 
 

(1) 

where M is the length of Q-bit chromosome, jα  and jβ  are the corresponding 

probability amplitudes of the j-th Q-bit and satisfy the normalization condition 
2 2

1j jα β+ = . All the Q-bits are set to 
1

2
 which means that each Q-bit 

chromosome is initialized with the linear superposition of all possible states with the 
same probability. 

2.2 Quantum Observing 

To solve optimization problems, the corresponding solutions of Q-bit chromosomes 
are needed. In QEAs, a conventional binary solution is constructed by observing Q-
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bits. For a bit pij of the binary individual pi, a random number r is generated. If 
2

ij rα > , then set pij with “0” ; otherwise set pij with “1”, i.e.  

2
1

0
i

ij

if r
p

otherwise

α >= 


 . (2) 

Then the population P of binary solutions can be generated by observing the states 
of the current Q-bit individuals. 

2.3 Quantum Rotation Gate 

By using the corresponding binary solutions, the fitness of quantum individuals can 
be calculated and adopted to evaluate the performance. Then the quantum rotation 
gate is used to update quantum individuals in the QEA and leads the algorithm close 
to the best solution gradually, which is defined as follows:

  

( ) ( )
( ) ( ) ( )

'

'

cos sin

sin cos

ij ij ij ijij
ij

ij ijij ij ij

U
θ θ α αα

θ
β ββ θ θ

 −      = =              
 .  (3) 

( ),ij ij ij ijSθ θ α β= Δ ⋅  . (4) 

where ijθ  is the quantum rotation angle, ( ),ij ijS α β is the sign of ijθ  that determines 

the direction, and
 ijθΔ  is the magnitude of the rotation angle which is determined 

according to the lookup table [1]. With the updating of the quantum angle, 
2

iα  or 
2

iβ
 
approaches to 1 or 0, that is, the Q-bit chromosome converges to a single state, 

and finally the optimal solution can be found. More details of QEAs can be found in 
[1, 2]. 

3 Deterministic Quantum Swarm Evolutionary 

QEAs only use the information of the optimal individual to guide the search, and 
therefore the algorithm is likely to be trapped in the local optimum when solving 
complex problems. In addition, the rotation angle, as the main updating strategy, 
determines the optimization performance in QEAs, which is given based on the 
empirical values. Note that it is not balanced for QEAs to update the “1” state and “0” 
state which may spoil the search ability of algorithms for some problems, and it is 
very difficult to set new quantum angle rotation rules for QEAs in a new application. 
To make up for it, QSE presents a simply but efficient approach for quantum angle 
rotation, and as the local best information, as well as the global best information, is 
used and therefore the search ability of QSE is enhanced. However, the search 
direction of QSE may be misled due to the characteristic of quantum observing which 
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will be discussed in the following section, thus a new deterministic updating approach 
is developed and used in the proposed DQSE. 

3.1 Initialization 

For simplification, the quantum individual of DQSE uses the quantum angle as the 
coding scheme, and the population Q of DQSE can be represented as Eq.(5) 
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 . (5) 

where 
1

[0, ]
2ijθ π∈  is the rotation angle, cos ij ijθ α= , sin ij ijθ β= , and 

2 2sin cos 1ij ijθ θ+ = . Obviously, ijθ  can be used to replace ijα  and ijβ .  

3.2 Quantum Angle Updating 

In the standard QSE, the search mechanism of PSO is introduced to search for the 
optimal quantum angle to solve optimization problems, which can be represented as 
Eq. (6-7): 

( ) ( )1 1 2 2ij ij ij ij j ijv v c r p c r gω θ θ θ θ= × + × × − + × × −  . (6) 

ij ij ijvθ θ= +  . (7) 

where ω  is inertia factor; c1 and c2 are constants; r1 and r2 are random numbers 
between 0 and 1; vij, ijθ , and ijpθ , are the velocity, the current quantum angle, and 

the corresponding individual best quantum angle, respectively; jgθ  is the global best 

quantum angle value.  
Compared with QEAs, QSE updates the quantum angle based on the evolution 

strategy of PSO easily and efficiently. However, due to the characteristic of quantum 
observing, the search direction of the quantum angle may be misled in QSE. For 
instance, consider 2cos 0.01ijθ = , which indicates the corresponding binary value is 

“0” with probability of 0.01 and “1” with probability of 0.99, respectively. If the 
finally observed bit is “0” and the corresponding binary individual is the optimal 
solution, the quantum angle of this dimension of the population will be attracted to 
move to the current angle value, which means that more and more “1” will be 
generated by QSE in the following quantum observing operation process while we 
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actually need the algorithm to move to “0” state. This misleading may seriously spoil 
the performance of QSE.  

Note that in qubit-based evolutionary algorithms including QEAs and QSE, the 
updating operation is used to rotate the quantum angle and thus each Q-bit converges 
to a single state gradually, i.e. approaching either 1 or 0. In DQSE or QSE, the 
quantum angle is used, and therefore the goal of updating operation is to lead 
quantum angles to 0 or / 2π , i.e. approaching 0 or 1. Inspired by this nature of qubit-
based evolutionary algorithms, a novel deterministic velocity updating strategy is 
developed and used in DQSE to remedy the misleading and improve search efficiency 
as Eq. (8-10) 

( ) ( )1 1 2 2ij ij ij ij j ijv v c r D p c r D gω θ θ θ θ= × + × × − + × × −  . (8) 
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= 
=

 . (10) 

where Pbestij and Gbestj are the corresponding binary values of the local best solution 
and global best solution, respectively.  

However, considering the characteristics of Q-bits as well as quantum observing 
operation and avoiding the premature of the algorithm, the converging states of 
quantum angles are improved as Fig.1 where γ  is a constant angle, and consequently 

the deterministic velocity updating operation used in DQSE is modified as follows:   

( ) ( )1 1 2 2ij ij ij ij j ijv v c r D p c r D gω θ θ θ θ= × + × × − + × × −  . (11) 
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Fig. 1. The modified relationship between bits and quantum angles in DQSE 

3.3 Implementation of NQSE 

In summary, the implementation of DQSE is described as follows: 
Step 1: Initialize the population Q, and each quantum angle is random generated 

between 0 and / 2π . 
Step 2: Generate the corresponding binary population P by performing quantum 

observing as Eq. (2), calculate the fitness value of each individual with the binary 
solutions, and set the initial local best solutions and the initial global best solution.  

Step 3: Compute the velocity of quantum angles according to Eq. (11-13), and then 
update quantum angles as Eq. (7).  

Step 4: Generate new binary population P by executing the quantum observing 
operator as Eq. (2) and calculate the fitness of new individuals. 

Step 5: Update the local best solutions and the global best solution according to the 
fitness values.  

Step 6: If the termination condition is satisfied, output the best binary solution; 
otherwise goto Step 3. 

4 Parameter Study 

Obviously, the parameter γ  affects the search ability of DQSE. To briefly observe 

the performance of DQSE and set a fair γ , a parameter study of γ  is performed. 

Two functions among the 15 benchmark functions listed in Table 1, i.e. f4 and f14, are 
used for testing DQSE with different γ  , i.e. 0, 0.01 , 0.05 , 0.08 , 0.1 , 0.11 , 0.12 , 

0.13 , 0.15 , 0.20 and 0.25. The population size, Q-bit length of each decision 
variable, and number of generations are set to be 30, 32, and 3000, respectively. The 
recommended parameters of PSO are used, that is, ω =0.7289, c1=1.42 and c2=1.47. 
DQSE was run 50 times independently for each function. The results of the parameter 
study are given in Table 2 including the success rate (SR), the best solution (Best), the 
average solution (Ave), the average generation of finding the optimal solution 
(AveG), and the minimum generation of finding the optimal solution (MinG). 

Table 2 shows that DQSE works well with γ  in a fair range. However, it is not 

surprised that a too small or too big value of γ  significantly spoils the performance 

of DQSE as the algorithm loses the capability of escaping from the local optima and 
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the advantage of Q-bits when γ  is equal or very close to “0” while DQSE degrades 

to a random search when γ  is equal or very close to “ / 2π ”. Based on the results of 

two benchmark functions, 0.11γ π=  is recommended and adopted in this paper. 

5 Experimental Results and Analysis 

To evaluate the performance of DQSE, we ran DQSE on the 15 benchmark functions, 
as well as the standard QSE [13], the standard QEA [2], and an improved QEA, i.e. 
the QEA with NOT gate (NQEA) [10]. Each algorithm with the recommended 
parameters was run 50 times independently on all the functions. The results are 
presented in Table 3.  

Table 1. Benchmark functions 

 Functions Type 
f1 Sphere Model unimodal 
f2 Schwefel’s Poblem 2.22 unimodal 
f3 Schwefel’s Poblem 1.2 unimodal 
f4 Rosenbrock’s Valley multimodal 
f5 Schaffer F6 multimodal 
f6 Shubert Function multimodal 
f7 F1 Problem unimodal 
f8 Rastrigin’s Function multimodal 
f9 Ackley’s Function multimodal 
f10 F2 Problem multimodal 
f11 Six Hump Camel Back Function multimodal 
f12 Branin’s Function multimodal 
f13 Levy F5 multimodal 
f14 Glankwahmdee Function multimodal 
f15 Freudenstein-roth Function multimodal 

 
Table 3 shows that DQSE outperforms QSE, QEA and NQEA on 15, 14, and 12 

functions and is inferior to QSE, QEA and NQEA on 0, 1, 3 functions, respectively. 
However, although the SR results of DQSE are poorer than those of NQEA on f14 and 
f15, the average values of DQSE are superior to those of NQEA, which indicates that 
DQSE can efficiently avoid being trapped in the local optima. The performance of 
QSE is even worse than that of QEA due to the misleading. Compared with QSE, 
DQSE has much better results which demonstrates that the proposed deterministic 
search strategy can fix the misleading problem.  
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Table 2. Parameter study of γ  

F γ  SR(%) Best Ave AveG MinG 

4f  

0 0 4.8281E-4 0.25502874 / / 

0.01 π  0 6.2015E-4 0.15092999 / / 
0.05 π  8 0 0.05446532 1115 241 
0.08 π  34 0 0.02457259 874 129 
0.10 π  46 0 0.01028581 639 128 
0.11 π  70 0 7.5550E-5 784 86 
0.12 π  60 0 1.2516E-7 720 170 
0.13 π  62 0 1.2485E-7 755 311 
0.15 π  24 0 3.2377E-6 1770 503 
0.20 π  0 1.7227E-6 1.1919E-4 / / 
0.25 π  0 5.8238E-5 0.00416987 / / 

14f  

0 2 0 0.88311280 6 6 
0.01 π  4 0 0.69021723 52 31 
0.05 π  16 0 0.16990252 38 17 

0.08 π  18 0 0.16977962 33 22 

0.10 π  20 0 0.05555525 57 32 
0.11 π  20 0 1.6659E-4 70 50 
0.12 π  12 0 1.9696E-4 118 75 
0.13 π  12 0 5.2872E-4 231 132 
0.15 π  8 0 4.5201E-4 357 175 
0.20 π  0 1.1472E-5 0.00186329 / / 
0.25 π  0 1.8890E-4 0.19118453 / / 

Table 3. Results of QEA, NQEA, QSE, DQSE on benchmark functions 

  SR (%) Best Ave AveG MinG 

f1 

QEA 88 0 1.24454E-6 528 41 

NQEA 100 0 0 93 53 

QSE 2 0 0.01315277 122 122 

DQSE 100 0 0 59 13 

f2 

QEA 98 0 7.8125E-5 422 46 
NQEA 100 0 0 101 44 
QSE 2 0 0.05087223 1331 1331 

DQSE 100 0 0 56 27 

f3 

QEA 40 0 0.00241363 75 59 

NQEA 100 0 0 120 57 

QSE 4 0 0.959670410 953 882 

DQSE 100 0 0 81 24 

f4 

QEA 0 1.49011E-8 0.040532328 / / 
NQEA 62 0 0.008534873 395 55 
QPSO 0 2.38424E-7 0.048355591 / / 

DQSE 70 0 7.555E-5 784 86 
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Table 3. (continued) 

f5 

QEA 48 -1 -0.99533627 1046 46 
NQEA 68 -1 -0.99689090 215 58 
QSE 2 -1 -0.99172843 4 4 

DQSE 42 -1 -0.99455897 692 56 

f6 

QEA 0 -186.7193 -172.378978 / / 
NQEA 20 -186.7308 -182.077938 1701 460 
QSE 0 -186.7279 -175.330374 / / 

DQSE 38 -186.7308 -184.402919 725 70 

f7 

QEA 2 -38.8503 -38.6553702 57 57 
DQEA 18 -38.8503 -38.7609278 987 125 
QSE 0 -38.8448 -38.6744453 / / 

NQSE 34 -38.8503 -38.8263129 898 140 

f8 

QEA 14 -80.7066 -80.3395065 281 78 
NQEA 12 -80.7066 -80.6559051 767 182 
QSE 4 -80.7066 -79.9507025 400 324 

DQSE 36 -80.7066 -80.6768844 723 21 

f9 

QEA 82 0 0.002101440 404 56 
NQEA 100 0 0 108 58 
QSE 10 0 0.448213776 1105 3 

DQSE 100 0 0 56 18 

f10 

QEA 0 -1.1283 -1.125200744 / / 
NQEA 6 -1.1511 -1.130163501 344 74 
QSE 2 -1.1511 -1.128282123 2968 2968 

DQSE 6 -1.1511 -1.131805166 238 120 

f11 

QEA 36 -1.031628 -1.030175749 851 84 
NQEA 96 -1.031628 -1.031624569 979 85 
QSE 2 -1.031628 -0.995954155 2840 2840 

DQSE 100 -1.031628 -1.03162812 318 16 

f12 

QEA 48 0.39789 0.4041765031 182 35 
NQEA 64 0.39789 0.3994956086 250 44 
QSE 24 0.39789 0.4169677564 856 77 

DQSE 74 0.39789 0.3987495188 232 10 

 
f13 

QEA 4 -176.1375 -162.1123380 1459 323 
NQEA 78 -176.1375 -173.9238963 1293 93 
QSE 0 -176.1322 -153.7435019 / / 

DQSE 94 -176.1375 -176.1359707 556 71 

 
f14 

QEA 10 0 0.0342618884 471 76 
NQEA 22 0 0.0014913356 122 85 
QSE 0 8.1057E-6 0.2711418264 / / 

DQSE 20 0 1.6659E-4 70 50 

 
f15 

QEA 18 0 2.0294479787 753 92 
NQEA 26 0 1.7870134E-4 142 78 
QSE 2 0 12.361067861 18 18 

DQSE 20 0 1.2085406E-4 137 65 
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6 Conclusions 

In this paper the drawback of QSE is pointed out. To make up for it, a novel 
deterministic quantum swarm evolution algorithm is presented in which a 
deterministic search strategy is developed to avoid the misleading of quantum angle 
rotation, inspired by the nature of qubit-based evolutionary algorithms and the 
characteristics of qubits. The performance of DQSE is evaluated and compared with 
QEA, NQEA and QSE on benchmark functions. The results show that DQSE 
outperforms QEA, NQEA and QSE in terms of the search accuracy and the 
convergence speed, which demonstrates that the presented DQSE is an efficient 
optimization tool. 
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Application of the Improved Quantum Genetic Algorithm 

Yufa Xu, Xiaojuan Mei, Zhijun Dai, and Qiangqiang Su 

Electrical Department, Shanghai Dianji University, Shanghai 200000 

Abstract. The paper put forward an improved QGA in order to solve the 
shortcomings of traditional QGA in optimizing the multimodal function, like 
lower convergence speed、easier to local optimum. The improved QGA will 
adjust the rotation angle of quantum gate according to the dynamic evolutionary 
process, so it can speed up the convergence of the multimodal function. In order 
to avoiding the individual evolved to local optimum, so mutation was introduced. 
Lastly, through the typical complex multimodal function test to prove the validity 
of the improved QGA. 

Keywords: Quantum Genetic Algorithm(QGA), Multimodal Function, 
Quantum Gate, Quantum Mutation. 

1 Introduction 

QGA was dated from 1990s [1].Narayanan and the others put forward the concept of 
QGA firstly. In essence, QGA is belongs to GA. QGA just introduce the concepts of 
quantum computing into GA. Like QGA introduces the parallelism of quantum 
computing into GA, so the speed of GA increased, QGA introduces the Many 
Universes concept of quantum computing into GA, so the scope of GA increased and 
the efficiency of GA is improved. 

When QGA was put forward, it came into notice at once, so there were big 
achievements of QGA. Reference [3] improves the coding method of QGA and   
through testing the high dimensional function, improved QGA is better than traditional 
QGA. Reference [4] a chromosome of the standard QGA is regarded as a node and the 
chromosome population is seen as a network. Improved QGA chromosomes are 
divided into some sub-groups, when updating chromosomes, an optimal chromosome 
in locality or in other sub-groups is chosen based on a certain probability as the 
evolution target for each chromosome. The new network structure of the chromosome 
is favorable to the diversity of individual chromosomes. Reference [5] puts forward an 
improved QGA that adjust the quantum gate rotation angle dynamically and optimize 
complex function. Reference [6] put forward an improved QGA based on catastrophe 
and local search, and give a new algorithm—MarQ. The improved QGA solve the 
problem of precocity, local search and so on. Reference [7] adopts a new quantum 
rotation gate- Hε to updating the population. It can avoid the algorithm fall into local 
search and improve the ability of global search. Reference [8] put forward single real 
number encoding instead of real number encoding to improving the efficiency of QGA 
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and reduce the elapse time. And simplify rotation matrix into add and subtract step in 
order to reduce elapse time. The paper put forward an improved QGA in order to solve 
the shortcomings of traditional QGA in optimizing the multimodal function, like lower 
convergence speed、easier to local optimum. The improved QGA will adjust the 
rotation angle of quantum gate according to the dynamic evolutionary process, so it can 
speed up the convergence of the multimodal function. In order to avoiding the 
individual evolved to local optimum, so mutation was introduced. Lastly, through the 
typical complex multimodal function test to prove the validity of the improved QGA. 

2 Quantum Genetic Algorithm（QGA） 

Quantum genetic algorithm is a kind of algorithm that combines GA and quantum 
computing. It is based on q-bit and some concepts of quantum mechanics [9]. Q-bit is 
the smallest information storage unit. On the basis of the expression of quantum bit, put 
the application of the probability amplitude into chromosome coding, then a 
chromosome is a not sure number and it can express some different superposition 
state[10].This is the reason that we said quantum computing has parallelism. In the 
process of evolution, quantum revolving door realizes the evolutionary operation and 
makes it evolve in the direction of optimal solution. 

2.1 Quantum Bit (Q-bit) [5, 9] 

Q-bit is the smallest storage unit in quantum computer and it is similar to binary bit 0 
and 1. However, unlike ordinary computer, q-bit can not only be in 0 state and 1 state, 
but also can in any superposition state between 0 and 1. The basic unit can be presented 
as | 0 >、 |1 > . Then any superposition state can be presented as:  

| | 0 | 1ϕ α β>= > + >  (1)  

Where α、 β  are complex numbers that specify the probability amplitudes of 

| 0 >、 |1 > . And α 、 β  must meet: 

2 2
1α β+ =  

(2)  

Where 
2α  gives the probability that the q-bit will be found in state 0, 2β gives the 

probability that the q-bit will be found in the state 1. 

2.2 Quantum Revolve Gate [7,8,11] 

Quantum revolve gate realize the process of evolution. So, the design of revolve gate is 
the most important operation to QGA. Quantum revolve gate can be presented as:  
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(3)  

Where ( )' ',i iα β  is the probability amplitudes of i bit after updating, ( ),i iα β  is the 
probability amplitudes of i bit before updating, iθ is the angle, ( ), *i i i iSθ α β θ= Δ , 

( ),i iS α β  is the direction of rotation. 
In the traditional QGA, angle usually adopts fixed strategy. So this strategy is 

confirmed and it can not be change according to the question. The strategy as follows: 

ix : the current chromosome's i-bit; ibest ；the current best chromosome’s i-bit ; 
( )f x : fitness function; 

iθΔ : the size of rotation angle. 

Table 1. The choice of angle strategy 

ix  
ibest  ( ) ( )f x f best>  iθΔ ( , )i iS α β  

0i iα β >  0i iα β <  0iα =  0iβ =  

0 0 False 0 0 0 0 0 

0 0 True 0 0 0 0 0 

0 1 False 0.01*pi 1 -1 0 1、-1 

0 1 True 0.01*pi -1 1 1、-1 0 

1 0 False 0.01*pi -1 1 1、-1 0 

1 0 True 0.01*pi 1 -1 0 1、-1 

1 1 False 0 0 0 0 0 

1 1 True 0 0 0 0 0 

 
The rotation angle can be choice according to the table 1. The strategy can be as 

follows: firstly, compare the current fitness function ( )f x  with the current best fitness 
function ( )if best , then ,if ( ) ( )f x f best> , change the q-bit and let it evolve to the 
direction of 

ix ; otherwise change q-bit and let it evolve to the direction of best. 

3 Improved Quantum Genetic Algorithm(IQGA) 

3.1 Dynamic Quantum Rotation Gate 

From the table 1, we can see, θΔ  is a fixed value and it can not be changed according 
to the need of procedure. In the fact, θΔ  belongs to [0.001*pi, 0.05*pi] and it is 
concluded by experience without some theoretical guidance [5]. Therefore, this strategy 
has shortcomings. If the value of θΔ  is small, the precision will be high, but the 
speed of convergence will be slow; if the value of θΔ  is too large, the speed will be 
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increased, but it will cause to “early-maturing”. So the better strategy should modulate 
the angle according to the need of process. The specific strategies are as follows: firstly, 
at the beginning of evolution set a large angle, usually it is 

maxθΔ =0.05*pi; secondly, 
decrease the angle gradually with the increase the evolution. There has: 

m ax
N

θ
θ

Δ
Δ =  

 

(4)  

Where N is the size of population. We know, in the begin of the evolution, 
individual evolution direction and optimal solution has a big gap, so it is good to use big 
angle called “rough search” and it can accelerate the search speed; with the evolution 
becomes big, individual evolution direction and optimal solution draws near, so it is 
good to use small angle called " fine search" and it can increase the search precision. 
That is to say, combine “rough search” in the beginning and “fine search” in the process 
can not only speed up convergence, but also solve the problem of early-maturing. It can 
be better to evolution. 

3.2 Quantum Mutation 

From the formula (4) above, when N is big, θΔ  will change a little. That is to say, 
with the increase of the size of population, the evolution of individual will be standstill. 
It is a fatal mistake for multimodal function optimization, so in case of individual being 
caught in local extremum, the paper introduces the quantum mutation. The aim of 
quantum mutation is when size of population goes to a certain times like 200 times 
adding a little disturbance to disturb its evolution direction that can stop evolution fall 
into local optimization. The mutation method as follows: exchange the probability 
amplitude ( , )i iα β , then the direction of evolution will be reversal about 180 and change 
the direction of evolution and avoid the local optimization. 

3.3 The Workflow of Improved Quantum Genetic Algorithm 

(1) Population initialized. All the probability amplitude initializes with 1 1( , )
2 2 , 

and every state is equiprobable; 
(2) Give one measurement of the population and record the value, that is, binary 

coding; 
(3) Give the value fitness assessment, and record the best individual and fitness; 
(4) Judge the precision meet the demand (precision must <10^(-4)). If the conditions 

meet, then end, otherwise continue. 
(5) Use formula (4) and (5) to update rotation angle and gain a new population; 
(6) Judge whether the individual need mutation. If needed, then introduce mutation 

operation; otherwise continue (7); 
(7) Let t=t+1, turn to (2) and continue cycling. 
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4 Typical Function Test 

Test the property of the improved algorithm through doing the minimum value of 
typical function: 
(1) De Jong function 

   2 2 2100( ) (1 )1 1 2 1F x x x= − + −                       
2.048 2.0481
2.048 2.0482

x

x

− ≤ ≤

− ≤ ≤





          

This is a pathological single peak function and it is difficult to convergence. In 
theory, it has the minimum value f(1,1)=0. 
(2) Six peak hunchback function 

12 4 2 2 2(4 2.1 ) ( 4 4 )2 1 1 1 1 2 2 23
F x x x x x x x= − + + + − +          

3 31
3 32

x

x

− ≤ ≤

− ≤ ≤



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This function has 6 local minimum value and the smallest is 
f(-0.0898,0.7126)=f(0.0898,0.7126)=-1.031628. 
(3) Schaffer function 

2 2 2sin 0.51 20.53 2 2 2[1 0.001( )]1 2

x x
F

x x

+ −
= +

+ +
                    

100 1001
100 1002

x

x

− ≤ ≤

− ≤ ≤



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This function has a minimum value f(0,0)=0 in its domain. 
(4) Shubert function 

  
5 5

cos[( 1) ]* cos[( 1) ]4 1 21 1
F j j x j j j x j

j j
= + + + + 

= =
       10 101

10 102

x

x

− ≤ ≤

− ≤ ≤



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This is a multiple hump function. In its domain, it has 760 minimal values and the 
smallest one is f=-186.731. 

The test result are presented in table 2: the initial value are set as follows；the 
maximum number of iterations N=500, population size sizepop=50, chromosome q-bit 
coding is 20. The maximum angle of improved QGA delta=0.05*pi, the range of 
mutation is (0,50). 
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Table 2. The result of testing typical function  

function Algorithm Average 
convergence 
number  

Average value of 
function 

Optimal value 
of function 

F1 QGA 92 0.0000992  

0 
ImprovedQGA 40 0.00000615 

F2 QGA 100 1.03002  

-1.031628 
ImprovedQGA 50 1.03221 

F3 QGA 158 0.000732  

0 
ImprovedQGA 90 0.000089 

F4 QGA 146 -186.29512  

-186.731 
ImprovedQGA 62 -186.57132 

 
The testing result is presented in table 2. From table 2, we can see, the improved 

QGA is better than traditional QGA in convergence number and accuracy of 
computing. The performance of the algorithm is considered from convergence speed 
and accuracy. From the table 2, we can see improved QGA has a higher speed of 
convergence. Compared function from experience with the real value, we can see, 
improved QGA is nearer to real value, so the accuracy of improved QGA is improved. 
In a word, the improved QGA is better in the speed of convergence and computing 
accuracy. It verifies that the improved QGA’s efficiency. 

5 Conclusion 

The paper put forward an improved QGA and it makes the convergence speed and 
computing accuracy in some extent. Through the Matlab simulation of 4 typical 
functions, it proves that the improved QGA is better. However, the paper only does a 
little improve on quantum angle and add mutation to QGA. QGA is a new algorithm 
relatively, so it has many to research and development. Besides, because of the 
introduction of mutation and the complex of procedure, so the elapsed time increased. 
How to decrease the elapsed time on the basis of not slowing down convergence speed 
and computing accuracy is a direction in the future. 
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Abstract. Evolutionary game has been shown to greatly improve the spectrum 
sensing performance in cognitive radio. However, as selfish users are 
shortsighted for the long-term profits, they are not willing to collaborate to 
sense. In this paper, we propose an evolutionary spectrum sensing game to 
improve the long-term spectrum utilization. The new spectrum sensing model 
takes advantage of the long-term effect of the future actions on the current 
actions by using the concept of present value (PV) in repeated game. The 
collaboration conditions of two strategies, i.e., tit-for-tat and grim strategy are 
discussed. It is proved that the grim strategy can enhance secondary users’ 
sensing positivity greatly, and so is the overall spectrum efficiency. Finally 
these new developments are illustrated in our experiments.  

Keywords: Cognitive radio, evolutionary game, present value, spectrum sensing.  

1 Introduction 

Cognitive radio (CR) is a dynamic spectrum access soft technology [1], which means 
that secondary users (SUs) can identify whether the licensed spectrum is empty or not 
by spectrum sensing. If primary users (PUs) are not using the licensed spectrum, the 
SUs can utilize this vacant spectrum to increase the throughput of CR to its full 
potential. Game theory provides a theoretical framework that studies the process of 
how to cooperatively sense the licensed spectrum, which has attracted much attention 
recently [1--9].  

In [2--7], it has been shown that the performance of spectrum sensing can be 
improved through spectrum sensing game modeling. In [2], light weight cooperation 
in sensing based on hard decisions was proposed to reduce the sensitivity 
requirement. It was shown in [3] that cooperative sensing could reduce the detection 
time of the PU and increase the overall agility. How to choose proper SUs for 
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cooperation was investigated in [4]. The design of sensing slot duration to maximize 
SUs’ throughput under certain constraints was studied by [5]. Two energy-based 
cooperative detection methods using weighted combining were proposed in [6]. The 
spatial diversity was introduced in [7] to improve spectrum sensing capabilities of 
centralized cognitive radio networks. The main reason is that the time a SU spent on 
spectrum sensing can be reduced greatly by sharing sensing results. Recently it was 
verified in [8, 9] that, the proposed evolutionary framework can achieve a higher 
throughput than the case where SUs sense individually without cooperation. Among 
these developments, a fully cooperative scenario is assumed that all SUs voluntarily 
cooperate to sense and share the sensing results.  

However, not all SUs are willing to share their results. The spectrum sensing game, 
by its very nature is non-cooperative. Given a required detection probability to protect 
the PU from interference, SUs are willing to sense the licensed spectrum for a higher 
immediate throughput. For SUs who do not take part in sensing, they can overhear the 
sensing results and have more time for their own data transmission. If none of them take 
time to sense the licensed spectrum, all of the users (include the PU) would not get a 
higher throughput than it obtained by themselves. On the contrary, even if all users 
succeed in cooperating to sense, the licensed spectrum sharing may be unable to 
complement the cost of sensing. Therefore, instead of seeking the current maximization 
of payoffs, SUs need to predict the long-term payoff according to different strategies.  

In this paper, we utilize the concept of present value (PV) in repeated game [10] to 
describe the long-term effect on the current actions from the future actions. The 
payoffs of SUs are PVs of future possible throughputs, rather than the immediate 
throughputs. We establish it as an evolutionary spectrum sensing game (ESSG). Two 
common strategies, i.e., tit-for-tat and grim strategy are discussed. It is proved that the 
grim strategy can enhance SUs’ sensing positivity greatly, and so is the overall 
spectrum efficiency. Our main contributions are divided to three aspects as follows.  

(i) To authors’ best knowledge, this is the first to propose ESSG by use of the 
concept of PV.  

(ii) The conditions of cooperation using the tit-for-tat strategy and the grim trigger 
strategy in ESSG are provided. The grim trigger strategy is tested as a suitable 
strategy for cooperation in ESSG.  

(iii) Our model is tested with a satisfactory performance.  

The remainder of the paper is organized as follows. The spectrum sensing model of 
CR is introduced in Section 2. In Sections 3, ESSG is proposed, where the strategy 
analysis are provided for two strategies, i.e., tit-for-tat and grim strategy. Simulation 
and performance is discussed in Section 4. Finally Section 5 concludes this paper and 
provides some future works.  

2 Spectrum Sensing Model 

Consider a CR network with a PU and ܭ SUs, where each SU can take spectrum 
sensing and sharing, and data transmission. The licensed spectrum is divided into ܭ 
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sub bands, and each SU operates exclusively in one of the ܭ sub bands when the PU 
is absent. The transmission time is slotted into intervals of length ௦ܶ. Once the PU 
become active, SUs within their transmission ranges can sense the PU jointly.  

The received signal ݎሺݐሻ of a SU can be expressed by  ݎሺݐሻ ൌ ൜݄ݏሺݐሻ ൅ ߱ሺݐሻ, ,ሻݐଵ,߱ሺܪ .଴ܪ                                (1) 

where the hypotheses ܪଵ,  ݄ ଴ denotes the PU is present or not. The channel gain isܪ
from the PU to SUs; ݏሺݐሻ is the signal from the PU, which is assumed to be an i.i.d. 
random process with zero mean and ߪ௦ଶ variance; and ߱ሺݐሻ is an additive circularly 
symmetric Gaussian noise with zero mean and ߪఠଶ  variance. ݏሺݐሻ  and ߱ሺݐሻ  are 
assumed to be independent.  

The spectrum is sensed in a SU by use of an energy detector [11]. The test statistics ܶሺݎሻ is defined as  ܶሺݎሻ ൌ ଵே ∑ ሻ|ଶே௧ୀଵݐሺݎ|                                  (2) 

where ܰ is the number of received samples.  
Assume the PU performs a complex PSK signal, the probability density function 

(PDF) of ܶሺݎሻ  can be approximated by ܰ ቀߪఠଶ, ఙഘరே ቁ  and ܰ ቆሺߛ ൅ 1ሻߪఠଶ, ሺଶఊାଵሻఙഘరே ቇ 

under ܪ଴, ଵܪ  respectively, where ߛ ൌ |௛|మఙೞమఙഘమ  is the received signal-to-noise ratio 

(SNR) of the PU under ܪଵ.  

Definition 1. [8] The probability of detecting the presence of the PU under ܪଵ is 
defined as the detection probability ௗܲ; the probability of detecting the presence of 
the PU under ܪ଴ is defined as the false alarm probability ௙ܲ.  

ௗܲሺߣሻ ൌ 12 ݂ܿݎ݁ ൮൬ ఠଶߪߣ െ ߛ െ 1൰ ඨ ܰ2ሺ2ߛ ൅ 1ሻ൲                (3) 

 

௙ܲሺߣሻ ൌ 12 ݂ܿݎ݁ ൮൬ ఠଶߪߣ െ 1൰ ඨ2ܰ൲                       (4) 

 

where ߣ is the threshold of the energy detector and ݂݁ܿݎሺ·ሻ is the complementary 
error function.                                                                      � 

Given a target detection probability തܲௗ , the threshold ߣ can be derived and the 
false alarm probability ௙ܲ can be written as  

௙ܲሺ തܲௗ, ܰ, ሻߛ ൌ 12 ݂ܿݎ݁ ቌඥሺ2ߛ ൅ 1ሻ݁ି݂ܿݎଵሺ1 െ 2 തܲௗሻ ൅  ඨ2ܰቍ        (5)ߛ

When a SU is sensing the licensed spectrum, its data transmission cannot be 
performed. If the sampling frequency is ௦݂  and the frame duration is ௦ܶ , the time 
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duration for data transmission can be represented by ௦ܶ െ ሺܰሻߜ ሺܰሻ, whereߜ ൌ ே௙ೞ is 

the time spent in sensing spectrum.  
Definition 2. [9] When the PU is absent, in those time slots where no false alarm is 
generated, the average throughput of a SU is defined as ܴுబ; when the PU is present, 
but not detected by SUs, the average throughput of a SU is defined as ܴுభ.  ܴுబ ൌ ௦ܶ െ ሺܰሻ௦ܶߜ ൫1 െ ௙ܲ൯ܥுబ                        (6) 

 ܴுభ ൌ ௦ܶ െ ሺܰሻ௦ܶߜ ሺ1 െ ௗܲሻܥுభ                        (7) 

 

where ܥுభ,  �           .଴ respectivelyܪ ଵ andܪ ுబ is the data rate of the SU underܥ
If the probability of the absence of the primary user is denoted by ுܲబ, the total 

throughput of a SU is represented by   
 ܴሺܰሻ ൌ ுܲబܴுబሺܰሻ ൅ ൫1 െ ுܲబ൯ܴுభሺܰሻ                   (8) 

 
In dynamic spectrum access, the target detection probability തܲௗ required by the PU 

is very close to 1. Due to the interference from the PU to SUs, the second term can be 
omitted because it is much smaller than the first term.  

 ෨ܴሺܰሻ ൎ ுܲబܴுబሺܰሻ ൌ ௦ܶ െ ሺܰሻ௦ܶߜ ൫1 െ ௙ܲ൯ ுܲబܥுబ               (9) 

 
Before data transmission, the SUs need to sense the PU’s activity. Two kinds of 

actions can be made by the SUs. The first is that the SUs can cooperate to sense and 
share the results. The opposite is not to serve for the common goal and act by 
maximizing own throughputs selfishly. Before take such actions, there are always a 
cooperative strategy and a defecting strategy. SUs can be labeled, according to their 
choice of strategy, as either cooperators or defectors.  

3 Evolutionary Spectrum Sensing Game 

In evolutionary spectrum sensing game (ESSG), actions of the SUs are based on the 
belief when the game is played repeatedly. In [8, 9], the mixed strategies may change 
between generations based on the comparison between the current payoffs for SUs 
and the average payoff. In our ESSG, we use the concept of present value (PV) in 
repeated game to describe the long-term effect of the future actions on the current 
actions. The collaboration conditions of two strategies, i.e., tit-for-tat and grim 
strategy are discussed. It is proved that the strategy of grim strategy can enhance SUs’ 
sensing positivity greatly.  

Firstly, we can model the spectrum sensing model as a spectrum sensing game 
(SSG).  
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Definition 3. In a SSG with ܭ SUs, the set of players is denoted by ܶ ൌ ሼ݌ଵ, ڮ ,  .௄ሽ݌
Each player ݌௜  can choose one of two actions in ܣ ൌ ሼܥ, ሽܦ , where ܥ  is the 
contribute sensing (cooperator) and ܦ is the refuse to contribute sensing (defector). 
The payoff of each player is the throughput of SUs under different strategies. � 

Definition 4. Assume the set ௖ܶ ൌ ൛݌ଵ, ڮ ,  .SUs who cooperate to sense ܬ ௃ൟ is the݌
The false alarm probability of the cooperative sensing among set ௖ܶ  with a fusion 
rule ‘RULE’ and a target detection probability തܲௗ  is defined by ௙்ܲ ೎ ൌ ௙ܲሺ തܲௗ, ܰ, ሼߛ௜, ݅ ∈ ௖ܶሽ, ௝݌ ሻ. The payoff of a cooperatorܧܮܷܴ ∈ ௖ܶ is defined as ෩ܷ஼,௣ೕ; the payoff of a defector ݌௜ ב ௖ܶ is defined as ෩ܷ஽,௣೔.  ෩ܷ஼,௣ೕ ൌ ுܲబ ቆ1 െ |ሺܰሻߜ ௖ܶ| ௦ܶቇ ൫1 െ ௙்ܲ ೎൯ܥ௣ೕ, | ௖ܶ| ∈ ሾ1,  ሿ            (10)ܭ

 ෩ܷ஽,௣೔ ൌ ቊ ுܲబ൫1 െ ௙்ܲ ೎൯ܥ௣೔, | ௖ܶ| ∈ ሾ1, ,ሿ0ܭ | ௖ܶ| ൌ 0                    (11) 

 
where | ௖ܶ| is the number of contributors, ܥ௣ೕ is the data rate of ݌௝ under ܪ଴.      � 

Given a തܲௗ  for ௖ܶ , the target detection probability തܲௗ,௣ೕ  of each SU can be 

obtained by solving the following equation. 

തܲௗ ൌ ෍ ቀ| ௖ܶ|݇ ቁ തܲௗ,௣ೕ௞ ቀ1 െ തܲௗ,௣ೕቁ| ೎்|ି௞| ೎்|
௞ୀ඄ଵା| ೎்|ଶ ඈ                  (12) 

 

We assume each contributor takes the same responsibility, തܲௗ,௣ೕ, ௝݌ ∈ ௖ܶ are the 

same. Similar to (5), we have  

௙ܲ,௣ೕ ൌ 12 ݂ܿݎ݁ ቌටቀ2ߛ௣ೕ ൅ 1ቁ ଵି݂ܿݎ݁ ቀ1 െ 2 തܲௗ,௣ೕቁ ൅ ඨ ܰ2| ௖ܶ|  ௣ೕቍ     (13)ߛ

 

In this paper, we use the majority rule [14] as the fusion rule ‘RULE’ in Definition 
4, that is  ௗܲ ൌ  ଵሽܪ|ଵܪ ݐݎ݋݌݁ݎ ௖ܶ ݊݅ ݏݎ݁ݏݑ ݂݈݄ܽ ݐ݈ܽ݁ ݐሼܽݎܲ

௙ܲ ൌ  ଴ሽܪ|ଵܪ ݐݎ݋݌݁ݎ ௖ܶ ݊݅ ݏݎ݁ݏݑ ݂݈݄ܽ ݐ݈ܽ݁ ݐሼܽݎܲ

Definition 5. An ESSG is defined as ܩ ൌ ሼܶ, ,ܣ ܵ, ܷሽ, where the set of players ܶ and 
the action set ܣ are defined in Definition 3. The number of SUs following strategies ݏ௝ is ௝݊. The population profile is ݔ ൌ ൛ݔ௝ൟ and ݔ௝ ൌ ௡ೕ௄ . The strategy set is ܵ.  

Consider a two-player game. Let ܲ ൌ 1 െ ௙்ܲ ೎, ܶ ൌ ௖ܶ, ௜ܤ ൌ 1 െ ௙ܲ,௣೔ , ௜ܦ ൌுܲబܥ௣೔, ݅ ൌ 1,2 and ߬ ൌ ఋሺேሻ் , the payoff matrix can be written as Table 1. 
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Table 1. Payoff matrix 

 SU 1 Cooperate SU 1 Defect 

SU 1 Cooperate ܦଵܲ ቀ1 െ 2߬ቁ , ଶܲܦ ቀ1 െ 2߬ቁ ܦଵܤଵሺ1 െ ߬ሻ,  ଵܤଶܦ

SU 1 Defect ܦଵܤଶ, ଶሺ1ܤଶܦ െ ߬ሻ 0,0 

 

Since this game is not the prisoners’ dilemma, we try mixed strategies to solve. Let ݔଵ and ݔଶ are the probabilities of SU 1, SU 2 taking action ܥ. If SU 1 choose C, the 
expected payoff is   ෩ܷ௦భሺܥ, ଶሻݔ ൌ ଵܲܦ ቀ1 െ 2߬ቁ ଶݔ ൅ ଵሺ1ܤଵܦ െ ߬ሻሺ1 െ  ଶሻ           (14)ݔ

 ෩ܷ௦భሺܥ, ሻܥ ൌ ଵܲܦ ቀ1 െ ఛଶቁ ଶݔଵݔ ൅ ଵሺ1ܤଵܦ െ ߬ሻݔଵሺ1 െ ଶሻݔ ൅ ଶሺ1ܤଵܦ െ  ଶ    (15)ݔଵሻݔ
 

Similarly, If SU 2 choose C, we can obtain the expected payoff accordingly. The 
replicator dynamics of SU 1 and SU 2 are expressed as the followings [9].  ݔሶଵ ൌ ଵሺ1ݔ െ ଵሺ1ܤଵሾܦଵሻݔ െ ߬ሻ െ  ଶሿ                  (16)ݔଵܧ
ሶଶݔ  ൌ ଶሺ1ݔ െ ଶሺ1ܤଶሾܦଶሻݔ െ ߬ሻ െ  ଵሿ                  (17)ݔଶܧ
 

where ܧଵ ൌ ଶܤ ൅ ଵሺ1ܤ െ ߬ሻ െ ܲ ቀ1 െ ఛଶቁ and ܧଶ ൌ ଵܤ ൅ ଶሺ1ܤ െ ߬ሻ െ ܲ ቀ1 െ ఛଶቁ.  

We assume that the SNR in each sub band within the same licensed spectrum band 
is the same, ߛ௦భ ൌ ,௦మߛ ௦భܥ ൌ ௦మܥ . The steady-state of (16) and (17) is defined as the 
evolutionary stable strategy (ESS), a detail analysis you can refer to [8, 9].  

In dynamic spectrum access, if none of them take time to sense the licensed 
spectrum, all of the users (include the PU) would not get a higher throughput than it 
obtained by themselves. On the contrary, even if all users succeed in cooperating to 
sense, the licensed spectrum sharing may be unable to complement the cost of 
sensing. Therefore, the current maximization of payoffs is unreasonable. Since the 
data transmission of SUs is a long-term process, we can describe the effective payoffs 
using the present valve (PV).  

Definition 5. [12] PV is the sum that a player is willing to accept currently instead of 
waiting for the future payoff, i.e., accept smaller payoff today that will be worth more 
in the future, similar to making an investment in the current period that will be 
increased by a rate ݎ in the next period.                                            � 

If the payoff is 1 in the next time, the payoff that a player is willing to accept will be ଵଵା௥ now. Actually there is a probability ݌ that the game will stop, the payoff that a 

player is willing to accept will be 
ଵି௣ଵା௥ ؜ ߜ where ,ߜ ∈ ሾ0,1ሿ is the discounted factor. If 

the expected payoff in the next time is ܺ, the PV of the next round game is ܺߜ. Assume 

the current payoff is 1, the PV of the infinite game is PV ൌ 1 ൅ ߜ ൅ ଶߜ ൅ ڮ ൌ ଵଵିఋ.  
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In repeated games, contingent strategies are frequently used to model the 
sequential nature of the relationship that users can adopt strategies that depend on 
behavior in preceding plays of the games. Most contingent strategies are trigger 
strategies. Two common trigger strategies are the tit-for-tat (TFT) and the grim trigger 
strategy [10, 12]. This paper only consider the case ݌ ൌ 0, that is the infinite game.  

Definition 6. In an ESSG, TFT means choosing, in any specified period of game, the 
action chosen by your rival in the preceding period of play. When playing TFF, you 
cooperate with your rival if she cooperated during the most recent play of the game 
and defect (as punishment) if your rival defected. This punishment phase lasts only as 
long as your rival continues to defect; you will return to cooperation one period after 
she chooses to do so.                                                               � 

Theorem 1. In an ESSG, both sides take TFT and tend to cooperate if the discount 
factor satisfies  ߜ ൐ 1 െ ௙ܲ,௦ೕ1 ൅ ௙ܲ,௦ೕ , ݆ ൌ 1,2                           (18) 

 

Proof. If both sides take TFT, the PV of strategy ܥ is  PV஼௢௢௣௘௥௔௧௘ ൌ 11 െ ߜ ଵܲܦ ቀ1 െ 2߬ቁ                     (19) 

The PV of strategy ܦ is the sum of the payoffs  PV஼௛௘௔௧ ൌ ଶܤଵܦ ൅ ଵሺ1ܤଵܦߜ െ ߬ሻ ൅ ଶ1ߜ െ ߜ ଵܲܦ ቀ1 െ 2߬ቁ                          

To promote one SU to cooperate, the PV of strategy ܥ is preferable for each SU, 
we have PV஼௢௢௣௘௥௔௧௘ ൐ PV஼௛௘௔௧ , that is (18). So far, the proof is completed.        � 

It is shown in Theorem 1 that if ߜ ൐ 1 , ௙ܲ,௦ೕ  will go to zero. So TFT is 

impractical. SUs have a strong desire to cheat for a high payoff as increasing ܰ, since 
the cost of sensing will be increased with a large ܰ.  

Another strategy which can promote cooperation is the grim trigger strategy, 
which is more harsh strategy than TFT.  

Definition 7. In an ESSG, the grim strategy entails cooperating with your rival such 
time as she defects from cooperation; once a defection has occurred, you punish your 
rival (by choosing the defect strategy) on every play for the rest of the game.        � 

The punishment for a SU who chooses not to sense is more serious using the 
grim trigger strategy than that using TFT.  

Theorem 2. In an ESSG, both sides take the grim trigger strategy and tend to 

cooperate if the discount factor satisfies ߜ ൒ ଵଶ.  

Proof. If both sides take the grim trigger strategy, the PV of strategy ܥ is 

                                PV஼௢௢௣௘௥௔௧௘ ൌ ଵଵିఋ ଵܲܦ ቀ1 െ ఛଶቁ                                (21) 
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If a SU chooses the strategy ܦ, it means that it will be punished to sense alone 
forever. Thus the PV of the strategy ܥ is  PV஼௛௘௔௧ ൌ ଶܤଵܦ ൅ 1ߜ െ ߜ ଵሺ1ܤଵܦ െ ߬ሻ                   (22) 

To promote one SU to cooperate, the PV of strategy ܥ is preferable for each SU, 
we have PV஼௢௢௣௘௥௔௧௘ ൐ PV஼௛௘௔௧ .  

ߜ                      ൐ ଵିቀଵା௉೑,ೞೕቁቀଵିഓమቁఛ , ݆ ൌ 1,2                             (23) 

As the increase of ܰ, ௙ܲ,௦ೕ  will go to zero and the right term of (23) can reach the 

maximum 
ଵଶ. � 

4 Simulation and Performance  

The simulation parameters of ESSG are set as follows. The PU’s signal is assumed to 
be baseband QPSK modulated, where the sampling frequency is ௦݂ ൌ  and the ݖܪܯ1
time duration is ܶ ൌ The probability of PU’s absent is ுܲబ .ݏ20݉ ൌ 0.9 and the 
required target detection probability തܲௗ ൌ 0.95. The SNR ߛ௦ೕ ൌ െ12݀ܤ.  

Firstly, we do not use the concept of PV. The algorithm of ESSG is shown in Table 
2. The initial values are set to ݔ ൌ 0.8, ܥ ൌ 1. The comparison between the cases ݔଵ ൌ ଶݔ ൌ 1 and ݔଵ ൌ ଶݔ ൌ  is shown in Figure 1, where the evolutionary stable ܵܵܧ
strategy is denoted as ܵܵܧ.  

When ߬ is smaller than 0.1, the cost of spectrum sensing increases with ߬. It is 
shown that two SUs are willing to sense. However, when ߬ increases larger than 0.2, 
the sensing probability of each SU decreases and they tend to defect. The worst is that 
the throughput decreases at the same time, which is shown in Figure 1. The maximum 
difference between cooperating completely and cooperating at ESS happens at ߬ ൌ 1. 
And the throughput of each SU is decreased too much. The main reason is that each 
SU only considers the current payoff in each round game. 

Table 2. The game algorithm 

STEP 1 Parameters initialization.  

STEP 2 Compute payoffs (10) and (11) for ࢓ circles. 

STEP 3 Compute expected payoffs (14) and (15).  

STEP 4 Update strategies ࢙(16) ࢏ and (17).  

STEP 5 If ESS is achieved, STOP; else go back to STEP 2.  
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Fig. 1. The average throughput and probability  

Now, we use the concept of PV to extend ESSG. To testify the grim trigger 
strategy can promote cooperation, the game algorithm in Table 2 is adopted with the 
same parameters. Note the payoffs in STEP 2 are replaced by (21) and (22). The 
simulation results are shown in Figures 2, 3 and 4. The ESS of ESSG is denoted as ݔ ൌ   .ᇱܵܵܧ

In Figure 2, the sensing probability increases faster at ܵܵܧᇱ  in ESSG than the 
result at ܵܵܧ. The throughput of each SU is improved, especially when ߬ is close to 
1. When a SU choose the strategy ܦ in current period, the other one will choose ܦ 
forever. So, each SU tends not to take the adventure to wait for the others’ sensing 
result.  

The sensing positivity is increased when ߜ is increased from 0.5 to o.53 in Figure 
3. As SUs consider the effect of future actions, the throughput of each SU is 
increased, especially when ߬ closes to 1. As shown in Figure 4, ݔ keeps stable when ߜ is increased to 0.6. It means that, when the cost of sensing is large, both SUs will 
keep cooperating to share for reducing individual cost. The throughput is just the 
same as they always choose to cooperate.  

 

Fig. 2. The average throughput and probability ࢾ ൌ ૙. ૞ 
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Fig. 3. The average throughput and probability ࢾ ൌ ૙. ૞૜ 

 

Fig. 4. The average throughput and probability ࢾ ൌ ૙. ૟ 

5 Conclusion  

In this paper, the concept of PV is introduced to improve the evolutionary spectrum 
sensing game. The SUs not only consider the current payoff, but also the current 
effect from future payoff. Two strategies, i.e., tit-for-tat and grim strategy are 
discussed. It is proved that the strategy of grim strategy can enhance secondary users’ 
sensing positivity greatly, and so is the overall spectrum efficiency. The simulation 
results show that the interaction of the two SUs using the grim trigger strategy can 
increase the throughput of each SU greatly.  

How to utilize the global information to promote the SUs to sense remains a 
tedious work. Our simulation results show the improvement was obvious. The future 
work is to investigate the general case of ݌ and find other suitable strategies.  
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Abstract. This paper proposes the particle swarm optimization based
on Shannon’s entropy to deal with the problem of odor source localiza-
tion. First, a measurement model by which the robots can always observe
a position is briefly described. When the detection events occur, the posi-
tion of the odor source lies in the vicinity of the observed position with a
higher probability. When the non-detection events occur, the position of
the odor source does not lie in the vicinity of the observed position with
a higher probability. Second, on the basis of the measurement model,
the posteriori probability distribution on the position of the odor source
is established where the detection events and non-detection events are
taken into account. Third, each robot can understand the search envi-
ronment by using Shannon’s entropy which can be calculated in terms of
the posteriori probability distribution on the position of the odor source.
Moreover, each robot should move toward the direction of the entropy
reduction. By means of this principle, the particle swarm optimization
algorithm is introduced to plan the movement of the robot group. Fi-
nally, the effectiveness of the proposed approach is investigated for the
problem of odor source localization.

1 Introduction

In nature, the creatures usually make use of the odor to find food and attract
mates [1–3]. For example, the moths can find mates in the air; the lobsters
can seek food under water; and the rats can avoid predators on land. With
the rapid development of the chemical sensor technologies, robots can be used
to imitate these creatures to conduct some searching tasks under the extreme
environments [4–6], such as the detection of harmful gases leak, the search of
fires source, and military missions, to name a few. These tasks can be formulated
as the problem of odor source localization. In the last two decades, the problem
of odor source localization has been widely studied based on a single robot in
the science and engineering field. Correspondingly, the various solutions such as
chemotaxis [14, 15], anemotaxis [5] and infotaxis [16] have been proposed.

Recently, how to use the multiple mobile robots to locate the odor source has
received much attention from researchers due to a major benefit over a single
robot, i.e. a wider detection range, which can enable the robot group to bet-
ter capture the time-varying plume [7–9,12]. As a swarm intelligence technique,

M. Fei et al. (Eds.): LSMS/ICSEE 2014, Part II, CCIS 462, pp. 140–148, 2014.
c© Springer-Verlag Berlin Heidelberg 2014
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the particle swarm optimization (PSO) algorithm has been well applied in co-
ordinating the multiple mobile robots to search for the odor source [12, 13]. For
example, Jatmiko et al. (2007) [13] proposed the charged PSO algorithm (CPSO)
to coordinate the multiple mobile robots where two types of robots (neutral and
charged robots) are used to search for the odor source. On the basis of the CPSO
algorithm, Jatmiko et al. (2007) [13] further gave two wind utility algorithms:
one is the WUI-45 algorithm while the other is the WUII algorithm. For the
WUI-45 algorithm and the WUII algorithm, the wind information is simply em-
ployed to guide the movement direction of the robot group. By analyzing the
PSO algorithm, Lu and Han (2011) [11] put forth a probability particle swarm
optimization with information-sharing mechanism (PPSO-IM) algorithm to con-
trol the robot group. It is worth mentioning that the PPSO-IM algorithm make
use of swarm information to model the probability distribution on the position of
the odor source such that the robot group is guided to search for the appropriate
range with a higher probability. It is worthwhile to note that the the aforemen-
tioned PSO algorithms mainly employ the concentration information to predict
the position of the odor source and then to plan the movement direction of the
robot group. However, the concentration cues pointing toward the location of
the source are not always available because mixing in a flowing medium breaks
up regions of high concentration into random and disconnected patches. In order
to deal with this issue, a method based on Shannon’s entropy was proposed to
guide a single robot to locate the odor source [16]. Specifically, according to the
priori knowledge about the odor dispersion, at each time, the robot would move
towards the reduction direction of entropy. However, there exist two issues for
this method based on Shannon’s entropy. On one hand, this method requires
priori knowledge, that is to say, the robot needs to know the odor dispersion
model before the search task. If the odor dispersion model is not appropriate
for the real odor distribution, this method will not obtain a better search result.
On the other hand, this method is only used to control a single robot rather
than the multi-robot system, which results in that this method cannot be used
to coordinate the multi-robot system. Therefore, how to deal with two issues is
the motivation of the current study.

To sum up, we will deal with the problem of odor source localization based on
Shannon’s entropy by using a multi-robot system. Firstly, we will briefly describe
a measurement model. By this measurement model, an observed position can
always be available. When the detection events occur, i.e., the robot detects the
odor cues, the observed position is in the vicinity of the real position of the odor
source with a higher probability. When the non-detection events occur, i.e., the
robot group loses the odor clues, the observed position is not in the vicinity
of the real position of the odor source with a higher probability. Secondly, we
will establish the posterior probability distribution on the position of the odor
source based on the measurement model. Thirdly, we will design the particle
swarm optimization based on Shannon’s entropy, which means that the robot
group always moves towards the direction of the entropy reduction. Finally, the
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effectiveness of the particle swarm optimization based on Shannon’s entropy is
investigated for the problem of odor source localization.

2 Particle Swarm Optimization Based on Shannon’s
Entropy

In this section, we will first describe the measurement model. Then, we will es-
tablish the posteriori probability distribution on the position of the odor source.
Finally, we will plan the movement of the robot group based on the particle
swarm optimization algorithm.

2.1 Measurement Model

The measurement model of filament has been established in [7]. Here, we make a
brief introduction about the measurement model. Movement process of a single
filament can be given by

ẋ(t) = μ(t) + n(t) (1)

where x(t) denotes the position of filament at time t; μ(t) is the mean wind
velocity at x(t); n(t) is a random process which satisfies a standardized normal
distribution. Suppose the filament released from the odor source at t1, and then
the filament position at tk (tk>t1) is

x(t1, tk) =

∫ tk

t1

μ(τ)dτ +

∫ tk

t1

n(τ)dτ + x0(t1) (2)

where x0(t1) denotes the real position of the odor source at time t1. Further, we
need to discretize the movement process of filament

∫ tk

t1

μ(τ)dτ ≈
tk∑

i=t1

μ(i)Δt (3)

Let

v(t1, tk) =

tk∑

i=t1

μ(i)Δt (4)

and

w(t1, tk) =

∫ tk

t1

n(τ)dτ (5)

Assume that the position of the odor source is stationary as

x0(tk) = x0(t1) (6)
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The equation (2) can be simplified as

x(t1, tk) = x0(tk) + v(t1, tk) + w(t1, tk) (7)

Since time tl is unknown, it can be regarded as the start time of the search
process. Hence,

v(tk) =
1

k

tk−1∑

t1=0

v(t1, tk) (8)

Similarly

w(tk) =
1

k

tk−1∑

t1=0

w(t1, tk) (9)

where w(tk) is a Gaussian process with zero mean and 1
k

∑tk−1

t1=0(tk − t1)σ
2 vari-

ance. In particular, v(t1, tk) is an effective movement distance which should sat-
isfy ‖v(t1, tk)− xi(tk)‖2 < β, ‖.‖ is 2-norm. β is a control parameter which is sig-
nificant for the quality of data obtained. If the inequality ‖v(t1, tk)− xi(tk)‖2 < β
is not satisfied, moving distance of filament can be ignored. Therefore, parame-
ters should be given to comply with the real search environment. xi(tk) denotes
the current position of the ith robot at time tk. Next, the discrete-time index k
can replace the tk, and then the equation (7) can be simplified as

x(k) = x0(k) + w(k) + v(k) (10)

Defining our measurement model is

zi(k) = x0(k) + w(k) (11)

where zi(k) = x(k)− v(k) can be regarded as a measurement of x0(k) at time k
for the ith robot and w(k) is viewed as a measurement noise.

2.2 Posterior Probability Distribution

It should be pointed out that the search range is divided into m grids and dl
denotes the center position of the lth grid. The posterior probability distribution
on the position of the odor source is based on the above measurement model. A
likelihood function can be given by

Ldl
= e−

∫ t
0
Q(zi(t′)|dl)dt

′
H∏

j=1

Q(zi(tj)|dl) (12)

with

Q(zi(k)|dl) = e−‖zi(k)−dl‖ (13)
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where H is the number of detection events on the search path; tj is the cor-
responding time; t′ is the time at which non-detection events occur; and zi(k)
is the measurement value of the ith robot on current position at time k. The
posterior probability distribution is defined by

Pt(dl) =
Ldl∫

Lxdx
(14)

Pt(dl) is probability where the position of the odor source locates on dl at time
t, and the posterior probability distribution combining (12), (13) with (14) is
obtained as

Pt(dl) =

exp[− ∫ t

0
e−‖zi(t′)−dl‖dt′]

H∏

j=1

e−‖zi(tj)−dl‖)

∫

(exp[− ∫ t

0
e−‖zi(t′)−x‖dt′]

H∏

j=1

e−‖zi(tj)−x‖)dx
(15)

The detection probability is closely correlated with the distance between the
measurement result zi(k) of the robot and dl. If the robot encounters the fil-
aments and the distance between dl and zi(k) is smaller, then the probability
that dl is the position of odor source is higher. On the contrary, if the robot
can not detect the filaments and the distance between dl and zi(k) is relatively
smaller, then the probability that dl is not the position of odor source is higher.

2.3 Particle Swarm Optimization Based on Shannon’s Entropy

If a probability distribution function is given, denoted by Pt(dl), the Shannon’s
entropy is

sit = −
∑

m

Pt(dl) lnPt(dl) (16)

where sit is the ith robot’s entropy at time t; m is the grid number of the search
range; dl is the center position of the grid and l ∈ {1, , 2, . . . ,m}. Moreover, we
can get a position that corresponds to the maximum probability among all grids
for the ith robot as

xl(k) = argmax(Pt(d1), Pt(d2), . . . , Pt(dm)) (17)

where xl(k) is the center position corresponding to the maximum probability
among all grids for the ith robot. Let s1, s2, . . . , sn be the corresponding previous
minimum entropies for each robot and then we have a position that corresponds
to the global minimum entropy.

xg(k) = argmin(s1, s2, . . . , sn) (18)

where xg(k) is the position corresponding to the global minimum entropy. Ac-
cording to the idea of the particle swarm optimization algorithm, we have

vi(k + 1) = vi(k) + ui(k)

xi(k + 1) = xi(k) + vi(k + 1) (19)
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with

ui(k) = (ω − 1)vi(k) + α1(xl(k)− xi(k))

+α2(xg(k)− xi(k)) (20)

where ω, α1, and α2 are the same parameters with the ones used by the standard
particle swarm optimization algorithm. xi(k) is the position of the ith robot while
vi(k) is the velocity of the ith robot.

3 Simulation Results

In this section, we will adopt Farrell’s odor model to build a simulation envi-
ronment to verify the feasibility of our algorithm. The parameters of simulation
environment are shown in Table 1, where C1, C2, C3, C4, C5 and C6 denote
the different initial wind velocities and σ1, σ2, σ3, σ4, σ5 and σ6 refer to the
different spectral densities. The dispersion velocity can be estimated by the dif-
ferent spectral density. The higher spectral density means the faster dispersion
velocity. The parameters vmax= 0.8 m/s and ωmax =1.57 rad/s are used to limit
the maximum linear velocity and angular velocity of robots, respectively. The
control parameter α=0.85.

Table 1. The parameters of the Farrell’s odor dispersion model

Variables Values

Area (m×m) 100 × 100

Odor source position (m) (10,0)

Q 5123.7618

Kx, Ky 10,10

Growth rate 0.001

Initial wind velocity (m/s) C1 − C6

Spectral density σ1 − σ6

Max linear velocity (m/s) 0.8

Max angular velocity(rad/s) 1.57

The six cases about spectral densities and velocities are shown in Table 2. For
Case 4, the wind velocity is faster and dispersion velocity is also faster, which
will result in the wider and fast fluctuant plume. Instead, for Case 2, the wind
velocity and dispersion velocity are smaller, which will result in the narrower
and gradually changed plume. A circle is predefined, which has the radius of 1
m. The real position of the odor source is viewed as the center of circle and the
search task is finished when any robot enters the circle.

Fig. 1 shows odor source localization process of five robots. In Fig. 1(a), the
initial positions of five robots are set at the right up corner in the search region
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(a) T=0s (b) T=71s

(c) T=134s (d) T=225s

Fig. 1. The search process of five robots

Fig. 2. The search time of five robots for six cases
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Table 2. The six cases

Cases The spectral density The initial wind speed

Case 1 (4, 2) (1, 0)

Case 2 (1, 1) (0.6, 0)

Case 3 (7, 4) (1.3, 0)

Case 4 (9, 7) (2, 0)

Case 5 (6, 3) (1.2, 0)

Case 6 (5, 2) (1.1, 0)

Table 3. The success rate based 75 runs

Cases Case 1 Case 2 Case 3 Case 4 Case 5 Case 6

Success rate 100 100 98.7 98.7 100 100

at T=0s. Each robot has different color. The black dots denote the filaments that
form a plume. The blue arrows denote the wind speed and direction. Fig. 1(b)
and Fig. 1(c) show the search process at T = 71 s and T = 134 s, respectively. In
Fig. 1(d), the odor source is found at T = 225 s. The success rates obtained by
the proposed algorithm is shown in Table 3. Fig. 2 shows the statistical results
of six cases for the search time.

4 Conclusion

The problem of odor source localization has been addressed. The measurement
model, which is designed based on wind information, has been described. By
the measurement, a position is always observed in order to judge the real po-
sition of the odor source. Then, we have established the posteriori probability
distribution on the position of the odor source. Next, in terms of Shannon’s en-
tropy, we have planned the movement of the robot group, where the idea from
the PSO algorithm is introduced. Finally, the effectiveness of the particle swarm
optimization based on Shannon’s entropy has been investigated for the problem
of odor source localization. Furthermore, the particle swarm optimization based
on Shannon’s entropy can be further improved and the new research result can
be found in [10].
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Abstract. Face detection is an important component of the intelligent video 
surveillance system. Based on the MeanShift algorithm, we have developed into 
the CamShift algorithm. Although the traditional Camshift algorithm can track 
the moving object well, it has to set the tracking object by manually. Meanwhile 
it fails to track the object easily while the object is occluded and interfered by 
the same color obstructions. In order to solve the problem, according to the 
CamShift algorithm features, in this article, I will combine Adaboost, CamShift 
and Kalman filtering algorithm, which can be relied on to realize face detection 
and tracking automatically and accurately.  

Keywords: Adaboost, CamShift, Kalman, face detection and tracking. 

1 Introduction 

In recent years, with the development of computer hardware technology, image sensor 
based on video surveillance system has developed rapidly [1]. Many of that facing the 
complex applications for background video surveillance system have appeared in 
large numbers. MeanShift algorithm is a non-parameter estimation algorithm, which 
uses the statistical characteristics, so it has strong robustness to noise. Moreover 
MeanShift has used the gradient optimization methods to reduce the time to search for 
matching features which makes it a strong real-time feature [2]. Based on MeanShift, 
Gary R.Bradski proposed CamShift (Continuously Adaptive Mean-Shift) algorithm, 
which overcomes the problem that the model could not be updated, etc. According to 
the color histogram, CamShift can adjust the window size automatically to fit the size 
of the tracked face in the image, which can effectively solve facial deformation and 
blocked problems. However, we find that CamShift has some problems, for example, 
we have to select the face manually, and it means inconvenient for us. In addition, it is 
easy to lose tracked objects facing with the same skin color and body [3]. For the 
above two issues, two different methods will be used to solve these two problems. For 
the former, Adaboost algorithm which based on the Harr classifier can be used to 
locate the position and extent of the face. For the latter, we need to introduce the state 
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estimator to predict the motion parameters of the target to reduce the misjudged rate. 
As we know, Kalman filter [4] is an optimal estimation error covariance in the 
minimum criteria, a small amount of calculation, real-time, and the actual motion 
parameters that can take advantage of constantly revised estimated value of the future 
to improve the state of motion estimation accuracy, timeliness and robustness. 
Therefore, we combine Camshift and Kalman filter to track faces that means 
automatic and accurate face tracking [5]. And we will firstly talk about the principle 
of algorithm and then try to do some experiments to confirm how this method works 
and its results. 

2 Principle of Algorithm 

2.1 CamShift Algorithm 

The RGB color space is relatively sensitive to changes in illumination brightness. In 
order to reduce the impact of changes in the brightness of light tracking effect, 
Camshift algorithm will transform form RGB color space into HSV color space and 
then subsequent processing. So, Based on the target image color histogram model, 
Camshift algorithm will convert the image to color probability distribution, to initiate 
a search window size and position, and adaptively adjust the position and size of the 
search window based on the results obtained in the previous frame, and then locate 
the central location for the current image [6]. The flowing shows how the CamShift 
algorithm works: 

 

Fig. 1. CamShift algorithm flow 
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The following gives the flow of CamShift algorithm:  

(1) Define the initial target and its regional. We define the point (x, y) as the 
pixel position in the search window. The point I(x, y) is the pixel value of 
(x, y) in projection map. So, we define M00 as the zero-order moment and 
M01,  M10 as the first moment: 

00
x y

M = I(x, y)  (1) 

 
01

x y

M = yI(x, y)                                    (2) 

 
10

x y

M = xI(x, y)                                    (3) 

 

And then calculate the direction and size of the target track, and the second 
moment: 

2
20

x y

M = x I(x, y)                                  (4) 

 
2

02 ( , )
x y

M y I x y=                                 (5) 

 
      11 ( , )

x y

M xyI x y=                                 (6) 

 
   10 00 01 00( , ) ( / , / )c cx y M M M M=                             (7) 

 
      And then define: 

                          2
20 00 ca = M / M - x                                    (8) 

 

11 00 c cb = 2(M / M - x y )                                (9) 

 
2

02 00 cc = M / M - y                                  (10) 

 
(2) Adjust the search window size, and move the center of the search window to 

the center of mass. If the moving distance is greater than the preset fixed 
threshold, we recalculate the center of mass after adjustment until the 
window center and quality heart moving distance is less than a preset fixed 
threshold, or cyclic operation count reaches the maximum number of times, 
it is considered to meet the convergence conditions [7]. Compared to the 
current frame, we define the length and width of the search window for the 
next frame as l and w, namely: 
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2 2(a + c) + b + (a - c)
l =

2
                              (11) 

 
2 2(a + c) + - b + (a - c)

w =
2

                             (12) 

2.2 Adaboost Algorithm 

Adaboost algorithm is an iterative algorithm, and the core idea is to set the different 
classifiers for the same training, namely the weak classifiers, and then put these weak 
classifiers together to construct a stronger final classifier. The basic idea is: when the 
samples classified by classifier, we reduce the weight of samples [8]; otherwise, 
increase the weight of samples, so that the learning algorithm concentrate harder 
training samples for comparative study in the subsequent study, eventually getting the 
ideal classifier recognition rate and we design such a weak classifier for face 
detection: 

1, if pf(x) < pθ
h(x, f, p,θ) =

0, otherwise





 (13) 

Where x is a sample, f (x) is a characteristic of a training sample, θ is a threshold, and 
p indicates the direction of inequality. Firstly, in order to understand the algorithm 
better, I will show you the flow of Adaboost algorithm as follows: 

 

Fig. 2. Adaboost algorithm flow 
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The following gives the flow of Adaboost algorithm: 

(1) Given samples image (x1, y1), (x2, y2), … , (xn, yn), where yi=0 ,1 means 
non-face samples and face samples.   

(2) Initialize the weights:  

1,

1 1
,

2 2iw
m l

=                                    (14) 

 
Where m, l means the number of non-face samples and face samples.  
(3) Normalized weights: 

t,i
t,in

t, j
j=1

w
w

w
→


                                 (15) 

 
Where t=1, 2, …, T 

(4) Choose the best weak classifier: 

min (x , f, p)t i i
i

w hε =                                 (16) 

 
   And set (x) h(x, f , p , )t t t th θ=  

(5) Update weights : 1
1, ,

ie
t i t i tw w ϕ −
+ = , if the sample ix  is correctly classified and 

set ie =0 else ie =1, and 
1

t
t

t

εϕ
ε

=
−

 

(6) Get the strong classifier: 

  

T

t
1 t=1

1
1, (x) α

(x) 2

0,

T

t t
t

h
c

otherwise

α
=

 ≥= 


                             (17) 

 

Where 

1 0 0

0 1 0
(k)

0 0 1 0

0 0 0 1

T

T
A

 
 
 =  
  
 

 

2.3 Kalman Algorithm 

The kalman filter, also known as linear quadratic estimation, is an algorithm that uses 
a series of measurements observed over time, containing noise (random variations) 
and other inaccuracies, and produces estimates of unknown variables that tend to be 
more precise than those based on a single measurement alone [9]. 



154 K. Chen, C. Liu, and Y. Xu 

0X̂

0C

k/(k+1) k,k-1 k-1
ˆ ˆX = φ X

T
k/(k-1) k,k-1 k-1 k,k-1 k-1P = φ = C φ + Q

T T
k k/(k-1) k(k-1) kK = P H (HP H + R )

k k-1 k k k/(k+1)
ˆX = X + K (Z - HX )

k k k/(k+1)C = (I - K H)P

ˆ
kX

 

Fig. 3. Kalman algorithm flow 

It contains two equations: prediction equation and observation equation: 
Signal equation: 

X(k) (k 1) X(k 1) W(k)A= − − +                                (18) 

Observation equation: 

(k) H(k) X(k) V(k)Z = +                                 (19) 
 

Where X(k) is the state vector of the system and Z(k) is the observation vector of 
the system at t(k), A(k-1) is the state transition matrix, H(k) is the observation matrix. 
Dynamic noise W (k) and observation noise V (k) is uncorrelated as follows: 

(W(k)) N(0,Q(k))P ～                                    (20) 

(V(k)) N(0, R(k))P ～                                    (21) 
 

For this part, to track face, three steps as follows: 

(1) Initializing Kalman filter. Set the initial value for Kalman state 
parameters. 

(2) State prediction. The position of the search window for the next frame 
will be predicted before searching. 

(3) Status update. Updating the state of the filter. 

During the tracking process, as the two adjacent frame images at a short interval of 
time (typically tens of milliseconds), the smaller target change the state of motion of 
face, a face can be approximated that the target uniform linear motion in the two 
frame interval.  
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Here, define T as the interval, (k) (x(k), y(k), v (k), v (k))T
x yX =  as the state vector, 

(k) (x(k), y(k))TZ =  as the observation state vector, x(k), y(k)  as the position of the face 
in the center of the image, v (k), v (k)x y  as the speed of face moving. 

So, define the state transition matrix of system: 

           
1 0 0 0

(k)
0 1 0 0

H
 

=  
 

                                  (22) 

 
And observation matrix: 

1 0 0 0
(k)

0 1 0 0
H

 
=  
 

                                   (23) 

 
In short, I plan to use Adaboost algorithm to find the face automatically not chose 

the tracking face manually. In this way, the workload will be reduced further, and 
make us feel more convenient. Meanwhile, by using the Kalman algorithm, we can 
distinguish the part which does not belong to the face but has the same color with 
face. Now, I will elaborate on the combination of the three methods [10].  

3 Face Detection and Tracking System by Combining 
Adaboost, CamShift and Kalman 

As mentioned above, the Adaboost algorithm will used to search the face from the 
image immediately the video system works. Of course, the video should contain face. 
And then Camshift tracking algorithm will be initialized automatically. Because 
Camshift algorithm is real-time tracking and non-rigid object, morph targets, and the 
rotation has better adaptability, but it does not make use of target direction of 
movement in space and velocity information, when there is a serious ambient 
occlusion or target motion during fast and easy to lose the target . So it will work well 
and CamShift algorithm is also a good algorithm. However, when the serious ambient 
happens, it seems worried. Therefore, we need to do something to improve it. Kalman 
algorithm is a good choice. As we know, Kalman filter is a sequence of linear 
dynamic systems minimum variance estimation algorithm that can accurately predict 
the position and velocity of the target, and a small amount of calculation, real-time 
computing. When tracking, according to the result of the Adaboost algorithm, we set 
x(0), y(0) as the center of the search window of CamShift algorithm, where xv (0) =0, 

yv (0) =0. By using CamShift algorithm, we calculate the position and the size of the 

tracking window. Define Z(k) as the center of mass calculated by Camshift algorithm 
output window is a measure value of Kalman Filtering. We should correct the face 
position of prediction, and set the center position for the search window of the number 
of (k+n) frame according to the center of mass: X(k+n|k) by tracking human face 
through Kalman filter. By this way, we can realize the predictable Camshift tracking, 
which not only saves time and improves tracking efficiency, but also can overcome 
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severe occlusion caused by defects in the target face losing. We have narrated a lot 
and I will let you know by doing some experiments. 

4 Results and Analysis 

Based on the platform of OpenCV, firstly, we test the Adaboost algorithm and find 
that it can get the human face quickly and automatically. The result achieves the 
excepted goals. 

           
(a) Detection with Adaboost        (b)  Detection without Adaboost 

 

    (c) Face detection for many people with Adaboost 

Fig. 4. Face detection results 

From the above we can see that the faces can be detected automatically and 
quickly. No matter the image contains one face or more faces, the results have 
achieved the expected results. 
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Then, when the face was blocked by some obstacles, we also need to track the face. 
Fig.5 shows the result by comparing the traditional CamShift algorithm with the 
algorithm of this paper. Picture a shows the CamShift algorithm that passing through 
the obstacle. Picture b shows the mixed method when dealing with the situation. 

 
(a) The result of using CamShift algorithm 

 
(b) The result of combining CamShift algorithm and Kalman filter 

Fig. 5. Two different ways dealing with blocked 

From above, we can see that if we use the traditional CamShift algorithm, you 
will not track the face if blocked. However, we are able to give the forecast estimates 
on the motion information by using Kalman filter algorithm. In this way, after 
seconds, the face will be tracked as fast as possible so that we will not lose the target. 
Now, let us make a thorough inquiry for this when the same color appears. Generally 
speaking, the neck and the hand will interference the result. We call it the Mixed 
algorithm. In order to express my idea, I will list it in this graph. 

Table 1. Comparison of the two methods 

Items CamShift Algorithm The Mixed Algorithm 

Automatic detection It can not Yes, it can 
Deal with obstacles Losing the target Track the target well 
Processing speed Fast Slow 

In all, by these experiments, the method proposed by this article can fulfill my 
requirements, and solve the occlusion problem effectively.  

5 Conclusion 

Based on Camshift tracking algorithm, we propose the algorithm that combining 
Adaboost, Camshift and Kalman algorithm to track the face. Maybe, when using the 



158 K. Chen, C. Liu, and Y. Xu 

method, it can cause some bad in performance. However, it has more advantages. On 
the one hand, by mixing Camshift algorithm and Adaboost algorithm, it solves the 
trouble that the face should selected by yourself which becomes inaccurate with the 
passage of time. So, it is auto and accurate. On the other hand, by mixing CamShift 
algorithm and Kalman filter algorithm, we can distinguish which is the face and 
where is neck or hand when facing the same color. Meanwhile, when your face is 
blocked by something, you will not lose your target and it can search for the face 
quickly and accurately. The experimental results show that the method is high 
efficiency of the method of calculation, real-time to track moving human face, and it 
is good to achieve a rapid, automatic and accurate for face detection and tracking. 
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Abstract. In visual inspection ， the object image subspace should be 
segmented and matched, then the affine relationship is built between the 
template image and the sample image. But sometime the illumination is uneven 
on the surface of object image, it is difficult to obtain accurate position of the 
object subspace quickly. In this paper，a novel strategy is proposed to adopt 
discrete radial search paths instead of searching all points in the image. 
Therefore, the searching time can be reduced. In order to reduce the influence 
coming from the industrial environment, the paper proposes another method 
that is local energy level set segmentation, which can locate the object subspace 
quickly and accurately. The detection upon crown caps is as an example in the 
paper, then the detection effects and computing time are compared between 
several detection methods, and the mechanism of inspecting has been analyzed. 
The industrial applications are also given in the paper. 

Keywords: visual inspection, object subspace, fast match, level set, local 
energy function. 

1 Introduction 

In visual inspection, the target image contour should be extracted firstly from the 
original image captured from the industrial produce line. Therefore, the target subspace 
should be located accurately so that the subspace can be detected in detail. In the 
process of the industrial production, the spatial position of the target images always 
keeps changing because of mechanical vibration, the expansion and contraction of the 
support structure, the delays of signal and so on. Thus, the mapping relation between the 
template subspace and the sample subspace generate deviation, which will make the 
increasing difficulty of the defect detection for the target image at the next steps. 
Eventually, the detection results and accuracy will be influenced. Therefore, the 
mapping relation should be built between the subspace of the standard image and the 
sample image by locating and segmenting the sample subspace fast and accurately. 

Among many methods of image segmentations and image matches, the energy 
function method for segmenting image has attracted many researchers attention. The 
basic idea of energy function method is to use curves to express the target contour. 
The process of segmentation will be turned into the problem to finding the energy 
minimum. It can be realized by solving the corresponding Euler (Eider-Lagrange) 
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equation. Then, the method of image segmentation can be divided into two categories 
based on edge information [1] and based on region information [2, 3]. The model 
based on edge information uses part edge information to look for boundary of the 
target, whose representatives are Active Contour Model and Snake Model [4]. These 
models mainly depend on the levels set of the edge information, which are irrelevant 
with the distribution of the global brightness. Therefore, it has the ability to segment 
uneven illumination images. However, the segmentation model based on edge 
information is very sensitive to noise and boundary leaking problem will happen 
easily in weak boundary of the image. That is, the models based on region 
information are proposed, for example Piecewise Constant (PC) [5] model, which 
drives the evolution from active contour toward the target boundary through defining 
the region description. The whole region characteristics are used for realizing image 
segmentation. This method has greater robustness than the edge-based segmentation 
method. But it is usually difficult to define the description of the region of the image 
since the description of the region is based on uniform illumination hypothesis. It 
cannot be carried out effective segmentation when the brightness of the image is 
uneven. Vese Chan and Tsai [6] proposed Piecewise Smooth(PS) [7] model for 
segmenting uneven illumination images, which turns the image segmentation into 
looking for the optimization and approximation of the block smooth function. So, this 
model can overcome the influence of the inconsistencies in brightness in some case. 
However, it needs search point by point over the whole image with very heavy 
computation load. It is very difficult to be used on the real-time detection on industrial 
line. Currently, the application of the level set method is mainly reflected in target 
tracking [8], image restoration [9], image denoising [10], robustness analysis of image 
segmentation [3], and so on. 

To overcome these disadvantages lie in segmentation algorithm in target subspace, 
this paper proposes the novel method which uses local energy and discrete paths 
based on level set method to match the target subspace with the template subspace. 
Our method can locate the object subspace quickly and accurately. The crown caps 
detection is as an example in the paper, then the detection effects and computing time 
are compared between several detection methods, and the mechanism of inspecting 
have been analyzed. The results show that our method can satisfy the real-time 
requirement in the industrial applications. 

This paper is organized as follows: we first describe our propose method in section 
2 include discrete paths level set method and local energy level set method. The 
experiments results and their comparing for these methods are presented in section 3. 
Section 4 shows the several applications on industrial line. Finally, in section 5 we 
describe the conclusion and future works. 

2 Discrete Path Search Strategy Based on Local Energy and 
Level Set 

2.1 Path Settings for the Level Set 

In order to match the target subspace to the template subspace, firstly, the edge of the 
target subspace should be found. Due to the fact that the level set method can reduce 
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the disturbance to search image edge of the uneven lighting illumination. Level Set 
(LS) was firstly established in 1988 by Osher and Sethian [11], they used this method 
based on thermodynamics equation for solving the problem about the flame shape 
change process. It is difficult for the traditional parametric to express describe the 
change of the flame shape since the flame shape is dynamics and uncertainty of 
topological structure. Therefore Osher and Sethian proposed the level set method to 
descript the interface whose movement is time-dependent. Their main idea is to move 
the curve (surface) as the zero Level Set embedded in the higher dimensional 
function. Level set method as a numerical technique to model for tracking the shape 
interface. Its advantages are in two aspects. The first one is that the evolution of the 
curve (surface) only need to be numerical calculated on Cartesian coordinates and 
does not need to get the parametric of the curve (surface). The calculation process is 
carried out on the fixed grid which accords the Euler (Euler) framework. Another 
advantage is that it is convenient to deal with the topology of the evolutionary curve 
(surface) changes and effectively avoid the hard problems in the parametric curve 
process. The zero level set is the middle part between the negative area and the 
positive area on images. Assuming the curved surface function is φ , the evolution 
curve at the time t is ( )C t , then the zero level set is ( ( ), ) 0C t tφ = . According to the 
composite function of derivation rules, derivation of ( ( ), ) 0C t tφ =  can obtain: 

0
C

t t

φ φ∂ ∂+ ∇ ⋅ =
∂ ∂

 .                                 (1) 

Where φ∇ is gradient, it is same orientation as normal vector.  
According to the curve evolution theory, the normal unit vector on the curve is 

N
φ
φ

∇= −
∇


 .                                   (2)

 

And the curve evolution equation is  

C
FN

t

∂ =
∂

  .                                   (3) 

By substituting(2), (3) into(1) , we get the level set evolution equation 

F
t

φ φ∂ = ∇
∂  .                                 (4) 

In order to solve the equation(4), a partial time-dependent differential equation is 
needed, which is the Hamilton-Jacobi expression [11]. The final result can be 
obtained by separation variables, that is, the variables should be processed in time 
domain and space domain. Apparently, it is difficult and complex to solve 
equation(4). So, the level set can be initialized as the Signed Distance Function (SDF) 
in engineering. The SDF calculation complexity is ( )O nm [12], where n denotes the 
points number in a grid and m  is the number of grids. In the initial case, the 
calculation is very large. In order to accelerate the speed to generate SDF, Sethian[12] 
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proposed the fast marching method (FMM), which sorts the all the neighborhood 
points using the complete binary tree. So, the computation complexity of distance 
function is reduced from ( )O nm  to ( log )O n m . In order to further reduce the 
computational complexity, The level set ( , , )x y tφ can be represented using the 
discrete grid forms. Assume the space length of a discrete grid is h , the time pace is 

tΔ , then the level set of grid point ( , )i j  at the time n  is ( , , )ih jh n tφ Δ  can be 
abbreviated as n

ijφ . Therefore, evolution equation (4) can be discrete as following 

   

1n n
ij ij n n

ij ij ijF
t

φ φ
φ

+ −
= ∇

Δ                           
(5) 

Where n
ijF denotes the value of speed function at time n . The equation (5) above 

can be solved using Upwind Finite Differential Method (UFDM). Firstly, six 
operators are defined as first-order difference, first-order forward difference and first-
order back difference 

 

0 0
1, 1, , 1 , 1
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0
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1 1
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1 1
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h h

h h

h h

φ φ φ φ φ φ

φ φ φ φ φ φ

φ φ φ φ φ φ

+ − + −

+ +
+ +

−
− −

= − = −

= − = −

= − = −

                 (6) 

Substitute (6)into(5), we can get 

 1 (max( ,0) min( ,0) )n n n n
ij ij ijt F Fφ φ+ + −= + Δ ∇ + ∇  .                 (7) 

Where +∇ and −∇  are defined as follow, 

 
2 2 2 2 1/2

2 2 2 2 1/2

[max( ,0) min( ,0) max( ,0) min( ,0) ]

[max( ,0) min( ,0) max( ,0) min( ,0) ]

x x y y

x x y y

φ φ φ φ

φ φ φ φ

+ − + − +

− + − + −

∇ = + + +

∇ = + + +
 .         (8) 

The equation (7) is used to segment image, the segment speed function is 

 prop curv advF F F F= + +  ,                            (9) 

Where 0propF V=  denotes the evolution speed on the length, curvF εκ= −  is the 

evolution speed on the curvature, advF U V= ⋅
 

 is convection velocity on the level 

where ( ( , , ), ( , , ))U u x y t v x y t=


. u is the gradient on x orientation and v is the gradient 
on y  orientation. Thus, equation (7) can be rewritten as 

1
0 0

0 2 0 2 1/2

[(max( ,0) min( ,0) ) (max( ,0) min( ,0) )

(max( ,0) min( ,0) ) (( ) ( ) ) ]

n n n n
ij ij ij ij x ij x

n n n
ij y ij y ij x y

t V V u u

v v

φ φ φ φ

φ φ εκ φ φ

+ + − − +

− +

= + Δ ∇ + ∇ + +

+ + − +
 .       (10) 

The level set can be updated continuously by(10). The step apace tΔ  should be 
met Courant-Friedrichs-Levy (CEL) as follow. In this case, the grid space h  has 
been given 
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     F t h⋅ Δ ≤                             (11) 

Since equation (10) is calculated for the whole area in the image, the computation 
is enormous when the image size is large. In order to reduce the computation, Chop 
[13] proposed the idea of Narrow Band in 1993, and Adalsteinsson et al. [14] given its 
specific realize in 1995. The method is able to rapid evolution to obtain the value of a 
level set. The main principle is only to update the narrow band around the shape of 
the level set region. Due to the less grid points, the computation is greatly reduced. 
Although Narrow Band can reduce the calculation, it still not satisfies the real-time 
application in the industrial field. Therefore, we propose a discrete path searching 
method, whose search is along several fixed lines but not full image. The 
computational complexity of the search becomes 1D from 2D. The search space is 
shrunk greatly, and the search efficiency is improved. Thus, the real-time search can 
be satisfied. 

In this paper, crown cap image is as an application example for exploring the level 
set method. Since the cap shape is a circular image, the search paths can along the 
direction of the radius, the search method is shown in Figure 1. 

 
As shown in Figure 1, the level set search is performed from the outer circle to 

inner circle. The search path is along the radius and the search direction is the same as 
the arrow direction. Because the arrow direction is almost orthogonally with the edge 
of the cap image, the search paths may be the shortest paths and the gradient may be 
the maximum along the paths. One search path can get one zero level set point. Thus, 
the number of level set points has been greatly reduced and the computing efficiency 
has been greatly enhanced. 

Because the crown cap image is captured as it is being transferred on the produce 
line, the target and transfer equipment are often adhesive in the image, which is 
shown as Figure 2. In Figure 2, the cap left edge is together with the holding ratchet, 
which will cause inaccurate to locate the edge of the cap image. Therefore, this paper 
proposes the local energy level set method based on the discrete path level set search, 
which can accurately search caps edge according to the energy difference between the 
caps surface and the caps skirt. 

 

Fig. 1. Discrete paths and direction 
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Fig. 2. Crown cap image from industrial line 

2.2 Local Energy Model 

Mumford and Shah [15] proposed image segmentation model based on energy 
minimization in 1989. The original idea is to find a contour curve 0( , )I C  to 

approximate a given image I , where 0I  is the piecewise smooth approximation of 

the original image, and C  denotes smooth closed contour curves. The energy 
functional expression of the model is written as follow 

 2 2

0

\

( , ) ( , ) ( , ) ( , ) ( )
C

E I C I x y I x y dxdy I x y dxdy v length Cμ
Ω Ω

= − + ∇ + ⋅   .  (12) 

Where μ  and v  are positive constants, Ω denotes image region, and C ⊂ Ω is 
the contour curve. 

The first term on the right side of the equation (12) is named fidelity, which is used to 
express the similarity between the segment image and the original image. The second 
term denotes smoothness, which is used to ensure the smoothness of the segment 
regions. The third term is the constraint, which is used to constrain the length to reach 
the minimum. When the equation (12) obtains the minimum value on the left, the I and 
C  on the right can get the desire results. However, the solution process for the equation 
(12) is very complicated, thus the Mumford-Shah model need be simplified in actual 
operation. If the Mumford-Shah model 0I  is simplified for the piecewise constant 

function, such as 0I is the constant in each target area, Chan-Vese (CV) model [16] can 

be obtained. That is, CV is the simplified approximation of the Mumford-Shah model, 
which can be obtained by minimizing the energy function as following 

2 2

1 2 1 1 2 2

( ) ( )

( , , ) ( ) ( , ) ( , )
inside C outside C

E u u C Length C I x y u dxdy I x y u dxdyμ λ λ= ⋅ + ⋅ − + ⋅ −   .  (13) 

Where μ , 1λ  and 2λ  are positive constants, they are usually constants as 

1 2 1μ λ λ= = = . 1u and 2u  are the grey scale average at the outside and inside of the 
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curve C . The first term of the energy function (13) is used to normalize the curve. 
The second and third together are as fidelity, their roles are to attract the curve to the 
target contour. 

In order to obtain the minimum energy of the 1 2( , , )E u u C , the level set ideas is 

used, that is, the level set instead of the unknown evolution curve. When the points 
are inside of the curve, the level set is defined as ( , ) 0x yϕ > . The points are outside of 
the curve, the level set is defined as ( , ) 0x yϕ < . The points are on the curve, the level 
set is defined as ( , ) 0x yϕ = . Thus, the equation (13) can be rewritten as 

 

22

1 2 1 1

2

2 2

( , , ) ( ( , )) ( , ) ( , ) ) ( ( , ))

( , ) ) (1 ( ( , )))

E u u C x y x y dxdy I x y u H x y dxdy

I x y u H x y dxdy

ε ε

ε

μ δ φ φ λ φ

λ φ
Ω Ω

Ω

= ∇ + ⋅ −

+ ⋅ − −

 


     (14) 

Where ( )zεδ  and ( )H zε  are Dirac and Heaviside. ( )zεδ  and ( )H zε  are expanded 

to write as follows 
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π ε
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.                        (16) 

The minimize result of the equation (14) can be solved by energy functional form 
of Euler-Lagrange. The following level set evolution equations can be obtained 

2 2
1 1 2 2( )[ ( ) ( ) ( ) ]div I u I u

t ε
φ φδ φ μ λ λ

φ
∂ ∇= − − + −
∂ ∇

,         (17) 

0(0, , ) ( , )x y x y inφ φ= Ω ,         (18) 

( ) ( )
0 on

n
εδ φ φ

φ
∂ = ∂Ω

∇ ∂
.       (19) 

Where the equation (18) is initial condition, and (19) is boundary. The grey scale 

1u  and 2u  are updated by following 
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3 Experimental Results 

In this paper, the results of the subspace matching experiments are compared among 
level set method, discrete path level set and local energy path level set method. In 
above matching experiments, the crown cap image is obtained on actual industrial 
line. According to the circular features of caps, the search path is pre-set to be along 
the radius of the caps’ circle, which is shown in Figure 1. The experiments were 
carried out on an Intel i5 PC with 4G RAM. All the computations were performed 
with C#. 

In order to compare the effectiveness and the efficiency of searching cap edge 
between different methods, the experiments in different paths is carried out. Figure 3 
and Figure 4 are the crown cap images captured on the line detection system. Figure 3 
shows the search of the crown caps seal side using discrete path level set method. 
Figure 4 shows the search of the crown caps surface side using discrete path level set 
method. The number of searching paths in two figures are 15, 30 and 60. As shown in 
figures, the edges of the seal side and surface side can be successfully grasped using 
discrete path level set method.  

As show in Figure 3 and Figure 4, the skirts of the edge and the gripping device 
interference the searching for the edge of the cap, the fitted circles deviates actual cap 
seal circle and the surface circle. Although the error can be reduced by adding the 
number of search path, the error still persists there. 

 
(a) Search paths 15        (b) Search paths 30       (c) Search paths 60 

Fig. 3. Fitting the inner seal circle and edge circle 

 

 
 (a) Search paths 15        (b) Search paths 30      (c) Search paths 60 

Fig. 4. Fitting the surface circle and edge circle 
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From equation(17), Figure 5 shows the results using the local energy discrete path 
level set method to search the edge of the bottle caps. The search paths in Figure 5 are 
the same as that of Figure 3 and Figure 4. 

As shown in Figure 5, the upper images are the inner seals fitted and the down 
images are the surface circles fitted. The edge search results have been satisfactory as 
the number of search paths is 30.  So Figure 5 is only shown the experiments results 
when the number of search paths is 15 and 30. The search results and fitting with 60 
paths are the same as that of 30 paths. Comparing fitted circles in Figure 5 and Figure 
3, the local energy discrete path level set method is superior to the only discrete path 
level set method. In Figure 5, it is perfect match on the subspaces of bottle caps seals 
and surfaces by the circle spaces. 

 

 

 
(a) Search paths 15  (b) Search paths 30 

Fig. 5. Local energy discrete paths level set method 

4 Conclusion 

In this paper, the subspace match method based on the level set is studied, and the 
discrete paths level set method is proposed to raising the evolution speed of the level 
set. On this basis, the local energy discrete paths level set method is developed, which 
overcomes the disturbance raised by the uneven illumination and gripping device 
image. Experiments on practical images of bottle caps on the produce lines show that 
the proposed method is the most effective in searching the defect of caps. This 
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method is robust for various species of crown caps. This precision subspace matching 
is the good foundation for further detecting defect of caps accurately. 
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Research on Visual Environment Evaluation System  
of Subway Station Space 

Fengqun Guo and Hui Xiao 

College of Electronic and Information Engineering, Tongji University, Shanghai 201804 

Abstract. Based on the energy crisis, LED with its energy-saving and 
environmental friendly is gradually used to the subway station space lighting. But 
now, there are little materials about the visual environment evaluation for 
semiconductor lighting, so that the use of LED lighting lacks theoretical basis and 
data support. So, in order to promote the LED lighting in subway station space, it’s 
very important to evaluate the visual environment. Therefore, the core of this paper 
was to build a theoretical model to evaluate the visual environment of subway 
station space using Particle Swarm Optimization. Firstly, chose 16 evaluation 
indexes which were fit for the subway station visual environment evaluation and 
got the initial judgment matrix through pair wise comparison, after that, established 
the non-linear consistency correction model. Finally, used Particle Swarm 
Optimization to calculate the judgment matrix with better consistency and the 
corresponding index weight, and constructed the theoretical model.  

Keywords: LED lighting, visual environment, evaluation system, particle 
swarm optimization. 

1 Introduction 

With fluorescent technology maturing gradually, fluorescent lamps are being widely 
used in subway station space lighting, but related research is mainly concentrated on 
the application of lighting technology. As the development of semiconductor 
technology and the demand for energy conservation, LED used in subway station space 
lighting becomes the hot topic in lighting area. At now, Shenzhen metro line 2 is the 
first metro line with LED for lighting directly in our country. However, there is less 
research on the visual environment with semiconductor lighting, and leading to the lack 
of theoretical basis and data supports for LED lighting in the subway station space. To 
promote the application of LED lighting in subway station space, this paper attempted 
to build a visual environment comprehensive evaluation system on the basis of 
subjective experience, to build the hierarchical organization of subway station space 
visual environmental assessment [1]. 

The core of this theoretical model included evaluation index and index weight. In 
this paper, chose 16 evaluation indexes which were fit for the subway station visual 
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environment evaluation and got the initial judgment matrix through pair wise 
comparison, after that, established the non-linear consistency correction model. And 
then, used Particle Swarm Optimization to calculate the judgment matrix with better 
consistency and the corresponding index weight, and ultimately built a relationship 
model between objective evaluation and subjective feelings. Meanwhile, the theoretical 
model was applied to evaluate the visual environment of subway station space lighting 
to get the best subjective evaluation value. 

2 Subway Station Space Visual Environment Evaluation 
Indexes 

Subway station space visual environment evaluation indexes include two categories: 
the functionality and energy efficiency indicators, functional indicators are divided into 
light environment and space environment. Light environmental factors, include the 
level of illumination, illumination uniformity, brightness level, brightness distribution, 
glare index, color temperature, color rendering index, visual induction, recognition, and 
so on. Spatial environment factors include lamps appearance, three-dimensional, 
environmental coordination, light level, artistic lighting and so on. Energy-saving 
factors include control strategy, control means, lighting power density value (LPD), 
and energy saving lamps, new energy utilization. 

This paper used Delphi method to filter out 16 indicators to build the index system: 
illumination level(D1), illumination uniformity(D2), brightness level(D3), brightness 
distribution(D4), glare(D5), color temperature(D6), color rendering(D7), visual 
induction(D8), recognition(D9), three-dimensional(D10), environmental coordination 
(D11), artistic lighting(D12), and control strategy(D13), control means(D14), lighting 
power density(D15), energy-saving lamps(D16), and established the hierarchical 
structure of visual environment evaluation. 

3 Calculating the Index Weight Sector 

The reasonable index weight is the prerequisite for the proper evaluation, after 
choosing sixteen indexes, calculating the index weight reasonably is the most important 
part of visual environment evaluation system. The accuracy of index weight is more 
related to the rightness and scientific of the final evaluation results. Based on this, this 
paper used AHP to construct hierarchical structure, created the initial judgment matrix, 
and used particle swarm optimization to calculate index weight so that established the 
city subway station space lighting visual environment evaluation system model [2]. 
The calculation process is as follows: 
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Consistent judgment matrix and index weights 

Calculate the mode with PSO 

Normalized index weights 

N 

 

Fig. 1. Index weight calculating process 

3.1 Hierarchical Structure of Subway Station Space Visual Environmental 

Evaluation  

The key of AHP is to establish hierarchical relationships of indexes, to decompose a 
complex decision problem into a number of interrelated levels, the uppermost layer 
named target, then the layer to reflect the target characteristics named criteria, followed 
by an index layer and sub-index layer to reflect criteria characteristics, and the last layer 
is the solution layer composed of evaluated objects. Through the analysis of indexes, 
built the hierarchical structure of subway station space lighting visual environmental 
evaluation hierarchical structure [3], as Figure 2: 
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Fig. 2. Hierarchical structure of subway station space visual environmental assessment 

3.2 Initial Judgment Matrix and the Initial Index Weight 

AHP is the effective method to calculate index weight, when calculating, function f (x, 

y) indicates the importance between x and y. If f (x, y)> 1, indicates x is more important 

than y, if f (x, y) <1, y is described more important than x, if and only if f (x, y) = 1, 

indicating x and y is equally important, and f (y, x) = 1 / f (x, y). 

For the subway station space visual environment evaluation, taking 
{ }1 2= , ,..., nU u u u as the index collection, by pairwise comparison, got the results 

matrix
0 =( )ij n nA a × , in it, = ( , )ij i ja f u u , where A0 is called the initial judgment matrix. 
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1 1 5 7 9 1 1 1/3 1

2 4 2 1/7 5 3 3 1 1 5 7 9 1 1 1/3 1

1/5 1/4 1/5 1/9 1/3 1/3 1/3 1/5 1/5 1 1 3 1/5 1/5 1/7 1/5

1/7 1/6 1/7 1/9 1/5 1/5 1/5 1/7 1/7 1 1 3 1/5 1/5 1/7 1/5

1/9 1/8 1/9 1/9 1/7 1/7 1/7 1/9 1/9 1/3 1/3 1 1/7 1/7 1/9 1/8

1/5 1/4 1/5 1/6 1/2 1/2 1/2 1 1 5 5 7 1 1 1/3 1

1/5 1/4 1/5 1/6 1/2 1/2 1/2 1 1 5 5 7 1 1 1/3 1

1 2 1 1/5 7 3 3 3 3 7 7 9 3 3 1 3

1/5 1/4 1/5 1/8 3 2 2 1 1 5 5 8 1 1 1/3 1
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3.3 Building the Least Squares Consistency Correction Model 

AHP is a subjective weighting method, the subjective choice and preferences play a 
very important role in this decision-making problem and have great unreliability. When 
solving problem with AHP, it requires decisions to be consistent, only through 
consistency test, the results of weight will provide a valuable reference for the actual 
decision-making problems. But currently, the judgment matrix is often difficult to meet 
consistency, leading to judgment matrix inconsistent with the actual thinking and 
relative weight distortion, which is the current decision-making problem to be solved. 

Because the subway station space visual environment comprehensive evaluation 
system contains many indexes, the order of initial judgment matrix is big so that it is 
difficult to check the consistency of initial judgment matrix and can not make accurate 
judgment. Therefore, for this 16-step initial judgment matrix, to test the consistency 
and calculate reasonable weight vector, this paper tried to build a proper consistency 
correction model and optimized with an intelligent algorithms, through this way, got 
the judgment matrix with better consistency and the corresponding weight vector 
quickly. After that, gave the result to expert to know whether the expert could accept 
the judgment matrix revised and index weight to assess the practical problem. If 
opinion is yes, the adjusted judgment matrix is acceptable and can do the further 
calculating and evaluation. 

2 2
1 2

1 1

1

1 2 1 2

min ( ) ( / )

. . 0; 1;

1, , 0;

1 / ;

(1 ) , (1 ) ;

0 1, , 1, 2, ..., .

n n

ij ij ij i j
i j

n

i i
i

ij ji

ij ij ij

Y x a x

s t

x x

x a a

i j n

λ λ ω ω

ω ω

λ λ λ λ

θ θ

θ

= =

=

 = − + − 

> =

+ = ≥
=

 ∈ − + 
< < =





     

(1)

 

Smaller the objective function Y is, smaller the magnitude of adjustment in the case 

of good consistency, and higher quality of the modified matrix. Among them, 1 2,λ λ is 

the weighting vector, their values can be decided based on the practical problem, one is 

the degree of expert judgment matrix followed; one is the degree of consistency index 

requirements. In this paper, the main target is to improve the consistency, so the degree 

of consistency is higher than adjustment degree of judgment matrix [4]. θ  is the 

constraint index for every factor adjustment in initial judgment matrix, smaller is better. 

i ja is the factor of initial judgment matrix, ij ix w， are the revised matrix and 

corresponding index weight. 
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3.4 Solving the Least Squares Consistency Correction Model 

After extensive research, the paper proposed particle swarm optimization (PSO) to 

solve the least square model established by AHP to obtain judgment matrix with better 

consistency, adjusted the index weight from both subjective and objective aspects, and 

improved the accuracy of the index weight. The basic principle is: There are M 

particles in D-dimensional space, the particle motion space is the solution space, the 

function to be optimized is the fitness of the particle, particle position vector indicates 

variables of optimizing problems in the solution space, and the motion process of 

particles is the solution search process. When searching, according to the advantage of 

individual history and the most advantage of all the particles within the group's history, 

updates flight speed and position [5]. 

[6][7] shows the principle of PSO: among M particles, the position of i particle 

is ( )1 2= , , . . . ,i i i i Dx x x x , flight speed is ( )1 2= , , . . . ,i i i i Dv v v v , the best 

history position is the local optimal location ( )1 2= , , . . . ,i i i i DP P P P , that is bestP , 

the best history position of all particles is b e s tG .  The speed and position updating 

formula are as follows: 

1 *
1 1 2 2

1 1

( ) ( );

; 1, 2, ...,

k k k k k k
i i i i i

k k k
i i i

v v c rand P x c rand G x

x x v i M

ω+

+ +

= • + • • − + • • −

= + = 。  
(2)

 

In it, k represents iteration number, rand1 and rand2 are rand numbers among [0, 1], 

c1 and c2 are acceleration weights, ω ∗
is inertia weight. The solving process of the 

least squares consistency correction model is as follows: 
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No

Yes

Start

Particle initialization

Particle fitness evaluation

Calculating best individual history position

Calculating the best group history position

Updating the speed and position of particle 

based on speed and position updating formula

Termination condition

End

Export result
 

Fig. 3. Particle Swarm Optimization Process 

The solving process with Matlab is as below: 

(1) Initializing 

First, set an initial particle population: the particle swarm contains M = 50 particles, 

each particle have D = 136 dimensional vectors, all these 50 particles have been given 

an initial position and velocity: 

 ( )0 0 0 0 0 0 0 0 0 0
1 2 1 2=( , ,..., ,..., ), = , ,..., , ,i M i i i iD i lb upX x x x x x x x x x x x ∈   

；
    (3) 

( ) [ ]0 0 0 0 0 0 0 0 0 0
1 2 1 2 max max=( , , ..., , ..., ), = , , ..., , ,i M i i i iD iV v v v v v v v v v v v∈ −  

。
   (4) 

The local optimal location Pbest and the global optimal location Gbest is: 

{ }0 0 0 0 0 0
1; = m in ( ) , . . . , ( ) , . . . , ( )i i i MP x G f P f P f P=  

。
   (5)
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(2) The evolutionary process of K generation 

Step1: fitness calculated by each particle position: 
( )k

if x
; 

Step2: updating
k

iP
and

kG  based on
( )k

if x
; 

1 1

1

, ( ) ( )

, ( ) ( )

k k k
k i i i

i k k k
i i i

P if f x f P
P

x if f x f P

− −

−

 ≥
=  <

；
                 (6)

 

{ }1 2m in ( ), ( ), ..., ( )k k k k
MG f P f P f P=  

。
                 (7)

 

Step3: updating particle velocity and position of each particle: 

1 *
1 1 2 2

1 1

( ) ( );

; 1, 2,...,

k k k k k k
i i i i i

k k k
i i i

v v c rand P x c rand G x

x x v i M

ω+

+ +

= • + • • − + • • −

= + = 。

    ( 8)
 

Step4: algorithm terminating test: testing whether the fitness related to the 

updated
kG arrives the terminating condition or the maximum iteration, if match, the 

algorithm terminates; if not, go back to step1. 

(3) Parameter settings 

Particle scale: M=50; Acceleration constant: c1=c2=2; Iterations: T=1000. 

Inertia weight: [0.8,1.2]ω ∗ ∈ , updated with the particle velocity and position 

updating. 

Weighting factor: 1 20.4] 0 .9][0.1, [0.6,λ λ∈ ∈，  , updated with the particle 
velocity and position updating. 

Constraints: [0 .1, 0 .3]θ ∈ , updated with the particle velocity and position 

updating. 

(4) Realization of PSO algorithm for solving the least squares consistency 

correction model with MATLAB: 
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① Algorithm Initialization 

v(:,:,i)=rand(n+1,n);    % initializing particle velocity 

pbp(:,:,i)=zeros(n+1,n); % initializing individual 

optimal location 

gbp=zeros(n+1,n);         % initializing global optimal 

location 

pbf=inf*ones(1,N);       % initializing individual 

optimal fitness 

gbf=inf;                   % initializing global optimal 

fitness 

② Iteration updating 

v(:,:,i)=w(iter)*v(:,:,i)+c1*rand(1)*(pbp(:,:,i)-partic

le(:,:,i))+c2*rand(1)*(gbp-particle(:,:,i));             

% updating  velocity  

particle(:,:,i)=particle(:,:,i)+v(:,:,i);  % updating  

location 

                              

③ Results 

Run the program above for 100 times using MATLAB and obtained optimal results: 

Parameters corresponding to the optimal weight:  

1 2=1.0959 =0.3219 =0.6781 =0.2479 ω λ λ θ∗
， ， ，  

The index weight vector W and judgment matrix with better consistency are: 

W =[0.0901  0.0729  0.1015  0.1184  0.0620  0.0881  0.0219  0.0743  

0.1024  0.0199  0.0139  0.0124  0.0454  0.0503  0.0755  0.0511]. 
1.0000    3.7546    1.2938    0.6153    3.9484    4.0837    4.6059    0.8770    0.8656    6.3956    7.9125    7.0804    5.2415    2.7360    0.9681    4.7196

0.2663    1.0000    0.4604    0.2051    2.

A =

4751    2.0203    2.6421    0.6505    0.5377    5.3838    4.1874    8.8592    2.5011    4.7027    0.8945    3.0621

0.7729    2.1719    1.0000    0.8178    3.2751    3.0136    4.8943    0.6192    0.5409    6.1263    5.9787   10.2223    4.9411    6.4967    1.1709    2.6859

1.6253    4.8751    1.2229    1.0000    8.2009    7.1862    8.4860    5.4709    6.1582    8.5504    7.2102    8.1443    5.3956    5.3448    5.1981    6.7086

0.2533    0.4040    0.3053    0.1219    1.0000    2.9746    2.3533    0.8178    0.4460    2.7866    4.5073    7.9453    1.7674    1.4836    0.4745    0.7858

0.2449    0.4950    0.3318    0.1392    0.3362    1.0000    1.9491    0.5555    0.8258    4.2157    4.4808    8.0263    2.4458    1.8148    0.3586    0.4013

0.2171    0.3785    0.2043    0.1178    0.4249    0.5131    1.0000    0.8762    0.5265    2.4495    4.5098    6.4763    2.7428    2.5728    0.2279    0.3984

1.1402    1.5372    1.6149    0.1828    1.2228    1.8000    1.1413    1.0000    1.4129    4.5270    6.0832    7.4503    0.9881    1.5295    0.4834    1.2822

1.1552    1.8597    1.8488    0.1624    2.2420    1.2109    1.8994    0.7077    1.0000    5.0884    7.3295    7.8836    1.2976    0.8414    0.3237    1.3586

0.1564    0.1857    0.1632    0.1170    0.3589    0.2372    0.4083    0.2209    0.1965    1.0000    0.7788    2.6962    0.2372    0.2697    0.5625    0.3075

0.1264    0.2388    0.1673    0.1387    0.2219    0.2232    0.2217    0.1644    0.1364    1.2841    1.0000    2.4934   0.1924    0.3379    0.2524    0.2675

0.1412    0.1129    0.0978    0.1228    0.1259    0.1246    0.1544    0.1342    0.1268    0.3709    0.4011    1.0000    0.3593    0.1884    0.1774    0.4551

0.1908    0.3998    0.2024    0.1853    0.5658    0.4089    0.3646    1.0121    0.7707    4.2156    5.1980    2.7834    1.0000    1.3251    0.3242    1.3149

0.3655    0.2126    0.1539    0.1871    0.6740    0.5510    0.3887    0.6538    1.1885    3.7077    2.9591    5.3083    0.7547    1.0000    0.5164    1.2545

1.0329    1.1179    0.8541    0.1924    2.1074    2.7889    4.3877    2.0687    3.0890    1.7777    3.9616    5.6371    3.0842    1.9366    1.0000    2.1600

0.2119    0.3266    0.3723    0.1491    1.2726    2.4918    2.5103    0.7799    0.7360    3.2525    3.7378    2.1972    0.7605    0.7972    0.4630    1.0000
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4 Establishing the Subway Station Space Visual Environment 
Evaluation System  

Because the expert could accept the revised judgment matrix and corresponding index 
weight vector, used the judgment matrix corrected as the final judgment matrix and the 
weight vector as the evaluation index weight to build a subway station space visual 
environment comprehensive evaluation model. The model is in the following table: 

Table 1. Visual environmental assessment system of subway station space 

Subway 

Station 

Space Visual 

Environment 

Evaluation 

System A 

Criterion 

Layer B 

Index 

Layer C 
Evaluation Index Layer D 

Index 

Weight 

Functional 

Index B1 

Light 

Environment 

C1 

 

Illumination Level D1 0.0901  

Illumination Uniformity D2 0.0729  

Brightness Level D3 0.1015  

Brightness Distribution D4 0.1184  

Glare D5 0.0620  

Color Temperature D6 0.0881  

Color Rendering D7 0.0219  

Visual Induction D8 0.0743  

Recognition D9 0.1024  

Space 

Environment 

C2 

Three-dimensional D10 0.0199  

Environmental Coordination 

D11 
0.0139  

Artistic Lighting D12 0.0124  

Energy-savin

g Index B2 

Lighting 

Control C3 

Control Strategy D13 0.0454  

Control Means D14 0.0503  

Lighting 

Energy-savin

g C4 

Lighting Power Density D15 0.0755  

Energy-saving Lamps D16 0.0511  

5 Conclusions and Prospects 

This paper used Particle Swarm Optimization to build a visual environment 
comprehensive evaluation model to evaluate the visual environment created by LED 
and fluorescent lighting in subway station space. Firstly, used AHP to create the 
hierarchical structure and further established the initial judgment matrix. Secondly, 
built the least squares consistency correction model to get the revised judgment with 
good consistency and the corresponding index weight, and then built a theoretical 
model. Finally, applied this theoretical model to evaluate the visual environment of 
subway station space in Shenzhen Metro Line 2 and Line 3 and got the optimal visual 
environment. 
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Abstract. For pattern recognition-based myoelectric prosthetic hand control, 
high accuracy of multiple discriminated hand motions is presented in related 
literature. But in practical applications of myoelectric control, considering cost 
and simple installation, fewer sensors are expected to be used. A method of 
pattern recognition based on the wavelet packet decomposition and support 
vector machine (SVM) is proposed in this paper. Firstly, energy spectrum as 
feature vectors of the surface electromyography (sEMG) signal is acquired by 
wavelet packet transform. Then, SVM is used for pattern recognition of hand 
motion modes. Four channels of sEMG signals obtained from sensors placed on 
different positions of forearm are used to experiment of hand motion 
recognition. And different combinations of 2 or 3 signals are tried to recognize 
hand motion modes. The results show that recognition rate of proposed method 
can get 92.5% while using 4 sEMG signals to recognize 8 different hand 
motions, which is 2.5% higher than using traditional method. And when using 3 
sEMG signals from specific positions,  it can reaches as high as 90%. When 
using 2sEMG signals only 6 motions can be discriminated with more than 90% 
recognition rate. Thus, the proposed method can meet the demands of sEMG 
prosthetic hand control and has high practical value. 

Keywords: Surface electromyography signal, Wavelet packet decomposition, 
Support vector machine. 

1 Introduction 

Surface electromyography signal is a kind of one-dimensional time-series signal, 
which is guided through electrode from the surface of muscles and recorded activity 
of the neuromuscular system [1], it accurately reflects muscles’ activity status and 
functional status in a non-injury status in real-time [2]. 

Sampling multi-channel sEMG signals on the skin surface is a safe, non-invasive 
measurement for the movement control of artificial prostheses. With the development 
of detection technology, signal processing methods and computer technology, how to 
use sEMG for prosthetic control has attracted more concerns, especially in the fields 
of rehabilitation medicine and intelligent robot [3] [4]. Feature extraction is an 
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important process of pattern recognition. the selection of feature vectors is the key to 
enhance identification ability of recognition systems. Traditional sEMG action 
recognition methods usually extract time domain or frequency domain statistical 
characteristics as feature vectors such as the integration of absolute value, the number 
of zero-crossings, variance, power spectrum analysis, cepstrum analysis, etc. ,or 
model sEMG time series and extract AR model coefficients as feature vectors. 
Integral absolute mean, variance, auto-regressive (AR) model coefficients, linear 
cepstrum coefficients and the adaptive spectrum parameters are used as feature 
vectors to achieve sEMG pattern recognition in literature [5] [6]. Based on the 
frequency domain characteristics of sEMG, a method is proposed in literature using 
power spectrum ratio to indicate feature information on limb movements [7]. These 
methods only analyze data in the time domain or frequency domain, and treat non 
stationary sEMG signals as stationary signals or piecewise stationary signals. In 
literature [8], a new wavelet packet based feature extraction method is proposed, 
which applies wavelet packet transform on sEMG signals from 6 hand motion modes 
of forearm muscles and the maximum eigenvalue of the covariance matrix of the 
resulting signals was used as an effective feature. 

Wavelet packet transform can be used to analyze non-stationary signals and is able 
to extract more reliable signal characteristics [9]. A method of hand motion 
recognition based on wavelet packet transform and SVM is proposed in this paper. 
The results show that the proposed method improves the recognition rate of sEMG 
hand motion modes. 

Since pattern recognition based on 4 or more sEMG signals has been a hot spot, the 
existing literature does not refer to the influence of sensors’ number and position. 
From practical point of view, using sensors as little as possible is wanted in order to 
install easily and reduce cost. So, we focus on using the minimum number of sensors 
and the best placement for actual application. 

2 Overall Idea 

The proposed method of pattern recognition of sEMG signal is based on the wavelet 
packet decomposition (WPD) and SVM. The flow chart of the algorithm is showed in 
Fig. 1. 

Four surface electromyography electrodes are used to acquire measurement data of 
hand motion. Four stage wavelet packet transform is applied to the signals from the 
forearm muscles which carries the information on eight kinds of hand motion modes. 
Wavelet packet coefficients energy spectrum of 1-4 sub-band are extracted 
respectively. 

 
 
 
 
 
 
 



182 F. Liang et al. 

 
 
 
 
 
 
 
 
 
 

Fig. 1. Blockdiagram for sEMG pattern recognition 

3 FeatureExtraction 

3.1 Preprocessing of Surface EMG 

The steady state sEMG signal is used for hand motion modes recognition. Moving 
average method is used to deal with instantaneous energy of surface EMG signal 
sequence, and active segment is detected by comparing with the threshold. The 
algorithm steps are as follows: 

(1) Calculating the mean square of four surface EMG with the following 
formula : ܩܯܧݏ௔௩௘ሺ݅ሻ ൌ ଵସ ∑ ሾܩܯܧݏሺ݅ሻሿଶସଵ                          (1) 

where, avesEMG is the mean square of four sEMG signals which reflect instantaneous 

energy of the signal, ( )sEMG i  is the sample data of four sEMG signals. 

(2) Using the activity window for avesEMG  processing, instantaneous energy of 

the signal is processed by itemized moving average with window width 64P = : 

11
( ) ( )

i P

MAV ave
j i

sEMG i sEMG j i P
P

+ −

=

= ≥            (2) 

(3) Setting an appropriate threshold TH. Each ( )MAVsEMG i  value will be set to 

zero if it is less than TH, otherwise it will be unchanged. The choice of the threshold 
value TH is based on the experimental results in specific application. 

0 s
( )

( ) sEMG>rec
MAV

EMG TH
sEMG i

sEMG i TH

≤
= 


              (3) 

(4) According to the data after the threshold processing, very small non-zero 
data segment should be treated as noise and should be removed. For each data 
segment, the first data point of 64 consecutive non-zero points should be selected as 
the start point of EMG activity, and the first data point of 64 consecutive zero points 
should be the end point of the active segment. 

Motion 
class 

sEMG 

signals 

4 channels 
Signal 

measurement 

WPD for 
each channel 

Feature 
vector 

Decision 
functions

Training

Class 
labeling

Extracted 
Wavelet packet 
energy spectrum 

SVM motion 
classification
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3.2 Wavelet Packet Decomposition(WPD) 

In the wavelet multi-resolution analysis, scale function ( )tϕ  and wavelet function
( )tψ satisfy the two-scale equation: 

( ) 2 ( ) (2 )
k

t h k t kϕ ψ= −                          (4) 

( ) 2 ( ) (2 )
k

t g k t kψ ϕ= −                          (5) 

With 0 1( ) ( ) = (t)t tμ ϕ μ ψ= ， , the two-scale equation rewrites as the following 

recursive form: 

2 ( ) 2 ( ) (2 )n n
k

t h k t kμ μ= −                          (6) 

2 1( ) 2 ( ) (2 )n
k

t g k t kμ ϕ+ = −                           (7) 

Thus it can be defined as an orthogonal wavelet packet of orthogonal scaling 
functions  [10]. 

Wavelet packet space comes from ( )tϕ stretching by the translation system, each of 
which consists of rectangular spatial composition. Operator forms for the multi-
resolution analysis are as follows: 

[ ] 2( )k k k j
k

H S j S h −=                               (8) 

2[ ]( )k k k j
k

G S j S g −=                                 (9) 

Let signal ( ) m
jf t U∈ , namely݂ሺݐሻ ൌ ∑ ܵ௞௝ߤ௡ሺ2ି௝ െ ݇ሻ௞ ,then 

1
12

2

1
12

2 1

( ) 2 [ ]( ) (2 )

2 [ ]( ) (2 )

j j
k n

i

j j
k n

i

f t H S i t i

G S i t i

μ

μ

− − −

− − −
+

= − +

−




                   (10) 

This is the wavelet packet decomposition formula, whose principle is that the 
signals in the wavelet packet decomposition can be decomposed into two parts: one is 
the signals transformed throughthe Hfunction,the other is the signals transformed 
through the Gfunction. The decomposing process is showed in Fig.2. 

High-frequency part of the signals of wavelet packet sequence is re-decomposition. 
It is better and more subtle than wavelet decomposition of localized functions [11]. 
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Fig. 2. Sketch map of wavelet packet decomposition 

3.3 Wavelet Packet Transform Energy Spectrum 

In the wavelet transform, 2-norm of the original signal ( )f x  in 2( )L R is defined as 

22

2
( )

R
f f x d x=                              (11) 

Thus, in the wavelet transform,2-norm of the signals is equivalent to the original 
signal energy in the time domain. If the basic wavelet ( )tψ  is a wavelet allowed, then 
there exists 

2 2 2

2
( , ) / ( )

R R
da db W f a b a f f L Rψ = ∈               (12) 

It means an equivalence relation exists between the wavelet energy and the energy 
of the original signal,so that energy band can be extracted from the result of the 
wavelet packet decomposition to represent the energy distribution of the original 
signal. 

Leteach sub-band signal sequences of the result of wavelet packet transform 
expressed as , ,{ | 1,2, , }i j kS k L= ⋅⋅⋅ ,where i is decomposition level; j is decomposed 

band number; 1, 2, , 2 1ij = ⋅ ⋅ ⋅ − ; L is the sample length sequence for each band of the 
wavelet packet. The total energy of the whole band is set to 1. With each sub-band of 
the energy normalized, thenormalized energy of each sub-band signal is 

2 12 2

, , , , ,
1 0 1

/
iL L

i j i j k i j k
k j k

E S S
−

= = =

=                          (13) 

4 Experimental Result and Discuss 

Firstly, subjects' extensor pollicis brevis, extensor indicisproprius, extensor 
digitorumcommunis and extensor digitiquintiproprius iscleanedwithalcohol.Surface 
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electromyography test system, Trigno wireless surface electromyography collection 
instrument produced byDELSYS company of USAwas used to collect four-channel 
surface EMG. Then the signal would be amplified to input into the acquisition card 
for samplecollection. For each hand motion, participants repeated 40 times at a pre-
defined sequence. Each hand motion startsfrom a relaxed state to the target state, and 
targetstateshould be maintained 3 seconds. Then subjects returned to the relaxed state, 
and after 3 seconds repeat the hand motion. Having 40 groups of data for each of 
eight hand motion modes, we get totally 320 groups of data for each subject. 160 
groups of randomly selected data areused to train the classifier, and the other 160 
groups of data areused for prediction. Three subjects participate in this experiment, 
one woman and two men. 

The eight kinds of basic hand motion modes are showed in Fig.3. 

 

                

  (1) Spherical grasping  (2) Cylindrical grasping    (3) Tripodal grasping   (4) Key grasping 

               

   (5) Wrist flexion        (6) Wrist extension       (7) Hand close        (8) Hand open 

Fig. 3. Eight kinds of basic hand motion modes 

Table 1. Recognition rates for hand motion modes 

Hand motionmodes Traditional method 
Recognition rate 

WPD and SVM method  
Recognition rate 

Spherical grasping 85% 87.5% 
Cylindrical grasping 80% 85% 
Tripodal grasping 
Key grasping 
Wrist flexion 
Wrist extension 
Hand close 
Hand open 
Average rate 

85% 
90% 
95% 
97.5% 
92.5% 
95% 
90% 

87.5% 
92.5% 
97.5% 
95% 
97.5% 
97.5% 
92.5% 

 
Performance of proposed method and traditional method is compared in Table 1. In 

traditional method, MAV(Mean Absolute Average), SD(Standard Deviation), 
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MPF(mean power frequency) and MF(median frequency) BP Neural Network are 
used as classifier. The recognition rate of proposed method is averages 92.5%, which 
is 2.5% higher than the traditional methods. For the eight hand modes, the first four 
grasp modes are difficult to be recognized than the last four wrist motions. Especially, 
Cylindrical grasping is easy to be mistake for Spherical grasping or Tripodal grasping. 
The proposed method in this paper has much better performance than traditional 
methods in the first four grasp modes recognition. 

In order to find a minimum numberand the best position of sensors, this paper 
adopts  different combination of channel 2 and channel  3 sensors for pattern 
recognition research.The combination of dual channel has six kinds：Index1(CH1, 
CH2),Index2(CH1,CH3),Index3(CH1,CH4),Index4(CH2,CH3),Index5(CH2,CH4),In
dex6(CH3,CH4); The combination of the three channels has four 
kinds:Index7(CH1,CH2,CH3),Index8(CH1,CH2,CH4),Index9(CH1,CH3,CH4),Index
10(CH2,CH3,CH4); A total of 10 kinds ofcombinations.10 combinations to identify 
eight action results such as Table 2-Table 5. 

Table 2. Recognition rates forfive kinds of action 

 HO HC WE 
 

WF NIP Average 
rate 

Index1 100% 100% 100% 95% 90% 97% 
Index2  85% 95% 75% 60% 90% 81% 
Index3 85% 100% 100% 75% 100% 92% 
Index4 80% 90% 75% 80% 85% 82% 
Index5 75% 95% 100% 70% 95% 87% 
Index6 90% 100% 100% 65% 95% 90% 
Index7 95% 95% 95% 95% 100% 96% 
Index8 95% 95% 100% 95% 90% 95% 
Index9 90% 100% 100% 80% 90% 92% 
Index10 100% 95% 100% 80% 100% 95% 

Table 3. Recognition rates forsix kinds of action 

 HO HC WE 
 

  WF CYL NIP Average 
rate 

Index1 100% 100% 100% 100% 80% 90% 95% 
Index2  85% 95% 75% 60% 70% 90% 79.17% 
Index3 90% 100% 100% 80% 70% 100% 90% 
Index4 80% 90% 60% 80% 80% 85% 79.17% 
Index5 70% 95% 100% 75% 80% 100% 86.67% 
Index6 90% 100% 100% 65% 80% 100% 89.17% 
Index7 100% 95% 95% 95% 100% 100% 97.5% 
Index8 95% 95% 100% 90% 95% 100% 95.83% 
Index9 90% 100% 100% 90% 80% 100% 91.67% 
Index10 100% 95% 100% 90% 100% 100% 97.5% 
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Table 4. Recognition rates forseven kinds of action 

 HO HC WE 
 

WF CYL TRI NIP Average 
rate 

Index1 95% 90% 70% 95% 65% 90% 70% 82.14% 
Index2  80% 90% 60% 55% 90% 50% 90% 73.57% 
Index3 75% 100% 90% 80% 100% 55% 100% 85.71% 
Index4 80% 95% 65% 85% 80% 95% 75% 82.14% 
Index5 85% 95% 100% 70% 85% 85% 80% 85.71% 
Index6 75% 95% 90% 60% 85% 35% 100% 77.14% 
Index7 100% 95% 100% 95% 80% 100% 85% 93.57% 
Index8 95% 95% 100% 95% 80% 80% 95% 91.43% 
Index9 80% 100% 100% 75% 95% 45% 100% 74.38% 
Index10 95% 95% 100% 80% 80% 90% 85% 89.29% 

Table 5. Recognition rates for eight kinds of action 

 HO HC WE 
 

WF CYL SPH TRI NIP Average 
rate 

Index1 90% 90% 65% 85% 50% 100% 95% 70% 80.63% 
Index2  85% 90% 65% 55% 90% 60% 40% 90% 71.89% 
Index3 75% 100% 90% 80% 95% 75% 45% 95% 81.88% 

Index4 80% 95% 50% 70% 75% 55% 95% 80% 75% 
Index5 75% 95% 95% 75% 65% 80% 85% 80% 81.25% 

Index6 75% 100% 90% 70% 90% 65% 45% 95% 78.75% 

Index7 100% 95% 100% 95% 75% 65% 90% 90% 88.5% 

Index8 95% 95% 100% 90% 75% 95% 70% 100% 90% 

Index9 100% 95% 100% 95% 75% 65% 90% 90% 88.5% 

Index10 100% 95% 100% 80% 75% 60% 90% 85% 85.63% 
 

It can be seen from these tables, the average recognition rate of the two sensors to 
identify eight kinds of action is low, especially in 3 different grasping actions, some 
mistakes happened ,and the average recognition rate of using three sensors for eight 
kinds of action is higher than 85%, which can be used in the actual control system,  
the effect of using three channels（CH1,CH2，CHz4） is the best one . 

the results reflect that the effect of using double channels（CH1,CH2） is the best 
one.The average recognition rate of using double channel （CH1,CH2） sEMG 
signalto recognise5 actionsis higher  than 95%,which is satisfied  the requirements 
of the electrical control system.The average recognition rate ofidentifying six 
actionsis higher than 90%, the average recognition rate ofidentifyingseven actionsis 
higher than 80%. 

5 Conclusions and Future Work 

In this paper, surface EMG for eight kinds of human forearm hand motion modes are 
collected. Firstly,to cope with the non-stationary signal property of the sEMG, 
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features are extracted by wavelet packetdecomposition.Then, support vector 
machine (SVM) is used for pattern recognition of eight kinds of hand motion modes. 
Experiments results show that: 

Four channels of sEMG signals obtained from sensors placed on different position 
of forearm are used to experiment of hand motion recognition. And different 
combinations of 2 or 3 signals are tried to recognize hand motion modes. The result 
shows that recognition rate of proposed method can get 92.5% while using 4 sEMG 
signals to recognize 8 different hand motions, which is 2.5% higher than using 
traditional methods. And when using 3 sEMG signals from specified positions, it can 
reach as high as  90%. When using 2 sEMG signals only 6 motions can be 
discriminated with more than 90% recognition rate. Thus, the proposed method can 
meet the demands of EMG prosthetic hand control and has high practical value. 

In future work, we will compare the experimental results performed on forearm 
amputees with those on healthy people for algorithm optimization purpose. Then a 
lightweight version of the optimized algorithm will be realized on embedded systems, 
and will ultimately be used in prostheses control system. 
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Abstract. A novel multiphase curve evolution based on level set
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overlaps, some images are intensity inhomogeneity. Such as, the magnetic reso-
nance image (MRI), vehicle detection, complex medical image, tablet packaging
image, and so on.

The traditional Chan-Vese (C-V) method [1] is generally applied to two phases
image segmentation, which is divided into the target and background regions.
It is difficult to achieve the desired segmentation effect, when the target and
background information are similar. At present, the effective method is used
multiphase level set evolution function for multiple target segmentation. [2] pre-
sented a framework for using multiple level set segmentation probability. The
bias correction method adopts the maximum-likelihood (ML) and the expecta-
tion maximization (EM) [3]. But it is expensive to the initialization variables.
Li et al. [4] proposed a weighted K-means variational level set (WKVLS) ap-
proaching to bias correction, which is an approximation process in bias field and
restore the true signals. In [5], Li et al. introduced one order variational level
set method based on the heterogeneous characteristics of the brain MRI. On the
basis, Zhu et al. [6] proposed a segmentation region for the entire image, whose
disadvantage is greatly increasing the computational complexity. In addition,
Gao et al. [7] presented a novel unified level set multiphase image segmenta-
tion framework, which developed a new weighted distance function (WDF). The
unified level set framework requires the establishment of a unified tensor, which
expresses the multiphase level set function evolution. The model used the Gaus-
sian distribution for the strength of the local mean and variance statistics. In
machine vision field, Zhou et al. [8, 9] put theory well apply to practical, which
the image segmentation is applied to the cap detection.

This paper investigates a new method of multiphase curve evolution based on
level set (MCELS). This method employs the Gaussian mixture model (GMM)
and the modified double curves penalty functions. The objective is the entire
image region is changed and using level set functions to partition sub-regions.

The paper is organized as follows. The section two introduces the traditional
region-based level set method. The section three proposes the MCELS method
for images segmentation. The simulation studies for tablet packaging images are
brought forth in the section four. The rest summarizes the current and future
work.

2 Preliminary Theory of Multiphase Level Set Function

Mansouri et al. [10] proposed the multi level set segmentation model, which used
N − 1 level set functions to partition N class inhomogeneity regional. Every
level set function expresses one region, the remaining region is the forth. The
characteristic function [11] of each region is defined by equation (1).
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R1 : H1 = (1−H (φ0))H (φ1) , H (φ0) ≡ 0,
R2 : H2 = (1−H (φ0)) (1−H (φ1))H (φ2) ,
R3 : H3 = (1−H (φ0)) (1−H (φ1)) (1−H (φ2))H (φ3) ,
R4 : H4 = (1−H (φ0)) (1−H (φ1)) (1−H (φ2)) (1−H (φ3))H (φ4) ,

H (φ4) ≡ 1

Ri : Hi =
i−1∏

j=0

[1−H (φj)]H (φi) , Hi =

{

1, (x, y) ∈ Ri

0, (x, y) /∈ Ri

. (1)

The C-V model [1] presents the curve evolution contains region data terms and
regularization terms. A given image I : Ω ⊂ Rd includes that the image field Ω,
the image dimension d and the image pixel vector x. The energy function of C-V
model is expressed as (2). According to function (2), the regularization term is
introduced, in order to make curve evolution sufficiently smooth and short. It is
the sum of all the energy within the level set curve evolution. The multi level set
method energy function has some parameters are set. u = {uRi , i = 1, · · · , N}
represents the average of pixel on the level set curve, λi, i = 1, 2, · · · , N is the
weight coefficient on each energy terms, and μ is the weight coefficient of the
regularization term. Particularly, λi and μ are positive constant, respectively.

E (Γi (t) , u) = ED (Γi (t) , u) + ER (Γi (t))

= λ1

∫

R1
(I (x)− uR1)

2
dx+ λ2

∫

R2
(I (x)− uR2)

2
dx+ · · ·+

λk

∫

Rk
(I (x) − uRk

)2dx+ · · ·+ λN−1

∫

RN−1

(

I (x)− uRN−1

)2
dx+

λN

∫

RN
(I (x) − uRN )

2dx+ μ
∑N−1

i=1

∫

Γi
ds

= λi

N∑

i=1

∫

Ri
(I (x)− uRi)

2
dx+ μ

N−1∑

i=1

∫

Γi
ds

. (2)

3 Multiphase Curve Evolution Based on Level Set

The computational complexity is augmented, because of using N − 1 level set
functions achieve to N classes in heterogeneous region segmentation. In order
to overcome the weakness of the multi level set segmentation model, this paper
investigates the multiphase curve evolution which using N level set functions for
2N regions. As shown as Figure 1, it is assumed that original image I is divided
into four no-overlapping regions by two level set functions φ1 and φ2.

3.1 Energy Fitting Function

The C-V model based on Mumford-Shah [12] model, is the piecewise invariable-
ness multiphase image segmentation (P-S). Refer to [13], the proposed MCELS
method corresponding with likelihood function (LF), the energy fitting function
is defined as
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R3

R2

R1

1(t)

2(t)

3(t)

R4

Fig. 1. Two level set functions express four regions

E (θ) =
2N∑

i=1

∫
Ω

∫
Ri

κr (x, y)
(
log

(√
2πσ2

i

)
+ (I (y)− U (x)Vi (x))

2
/(

2σ2
i

))
dydx,

σi = 1
/√

2π

E (θ) =
2N∑

i=1

∫
Ω

∫
Ri

κr (x, y) π(I (y)− U (x)Vi (x))
2dydx

.

(3)

The energy fitting function is similar to the WKVLS method [4], if is denote
as Gaussian kernel function [14].

3.2 Update Regularization Term

To avoided the appearance of small regions, the energy regularization term is
described as

ER (φi) = EL (φi) + EP (φi) . (4)

Length Smooth Term. MCELS method increase the length smooth regular-
ization term to the evolution curve is enough smooth and avoid the small region
appearance as far as possible. It is presented as follow

EL (φi) = μ
∑N

i=1

∫

Ω

|∇H (φi (y))|dy = μ
∑N

i=1

∫

Ω

δ (φi) |∇φi (y)| dy . (5)

Wherein, μ is a positive constant, H (φi) represents Heavide function and
δ (φi) represents Dirac Delta function, respectively, which are equal to

Hε (φi) =
1
2

[

1 + 2
π arctan

(
φi

ε

)]

δε (φi) = Hε
′ (φi) =

ε
π

1
ε2+φi

2

. (6)

Penalty Function. Refer to [15], the level set cluster {Γi}Ni=1 needs to be
structured the signed distance function (SDF). To avoid re-initializing SDF after
each iteration, the energy penalty term is developed. The energy penalty term
can be expressed as follow

EP (φi) =
ν

2

∑N

i=1

∫

Ω

(|∇φi (y)| − 1)2dy . (7)
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In order to raise the computing efficiency, MCELS method uses a double curve
evolution method. Li et al. in [16] proposed double-well distance regularized
level set evolution (DRLSE). According to the energy penalty function (7), a
kind of potential function term η (|∇φ|) is developed, which sets the function
η : [0,∞) → �2 and is defined as follow

η (s) =

{
1

(2π)2
(1− cos (2πs)) , if s ≤ 1

1
2 (s− 1)

2
, if s > 1

η′ (s) =
{

1
2π sin (2πs) , if s ≤ 1
s− 1, if s > 1

. (8)

When s = 0 and s = 1, η (s) attends the minimum. l (|∇φ|) = η′(|∇φ|)
|∇φ| < 1

contains three cases, which are |∇φ| > 1, 1
2 < |∇φ| < 1 and |∇φ| < 1

2 .

3.3 MCELS Curve Evolution

Depend on the above analysis the fitting energy of MCELS model contains three
parts, such as the regional fitting energy, the length smooth regularization term
and the penalty regularization term. Thus, the entire energy fitting function is
expressed as

EMCELS (φ) =
2N∑

i=1

∫

Ω
gi (y)Φidy + μ

N∑

i=1

∫

Ω
δ (φi) |∇φi (y)| dy+

ν
2

N∑

i=1

∫

Ω (|∇φi (y)| − 1)
2
dy,

gi (y) =
∫

Ri
κr (x, y)

[

log
(√

2πσi

)

+ (I (y)− U (x)Vi (x))
2
/(

2σ2
i

)]

dx,
⎧

⎪⎪⎨

⎪⎪⎩

Φ1 = H (φ1)H (φ2)
Φ2 = H (φ1) (1−H (φ2))
Φ3 = (1−H (φ1))H (φ2)
Φ4 = (1−H (φ1)) (1−H (φ2))

. (9)

Obviously, the energy function is determined by region parameter g =
{gi, i = 1, 2} and the GMM standard deviation σ = {σi, i = 1, 2, 3, 4}. U (x) Vi (x)
is the mean of region gray, U (x) is the bias field, which is ensured by the nor-
malized convolution [17], and σ are defined as follow

⎧

⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

V1 =
∫
(κr∗U)I(y)H(φ1)H(φ2)dy∫
(κr∗U2)H(φ1)H(φ2)dy

V2 =
∫
(κr∗U)I(y)H(φ1)(1−H(φ2))dy∫
(κr∗U2)H(φ1)(1−H(φ2))dy

V3 =
∫
(κr∗U)I(y)(1−H(φ1))H(φ2)dy∫
(κr∗U2)(1−H(φ1))H(φ2)dy

V4 =
∫
(κr∗U)I(y)(1−H(φ1))(1−H(φ2))dy∫
(κr∗U2)(1−H(φ1))(1−H(φ2))dy

U =

2N∑

i=1

κr∗(I(y)Φi)· Vi
σ2
i

2N∑

i=1

κr∗(Φi)· Vi
σ2
i

,

σi =

√ ∫ ∫
κr (y,x)∗(I(y)−U(x)Vi)

2Φi(y)dydx∫ ∫
κr (y,x)∗Φi(y)dydx

. (10)
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According to the definition of equation (9) and (10), it is universal for various
modalities images, and de-noising effect is significant. In term of the potential
penalty function η (|∇φ|) and equation (7), the gradient descent flow of potential
penalty term is expressed as follow

∂EP

∂φ = ∂
∂φ

∑N
i=1

∫

Ω
(|∇φi (y)| − 1)

2
dy

= div (l (∇φ1)∇φ1) + div (l (∇φ2)∇φ2)
. (11)

The curvature of evolution curve is expressed as div
(

|∇φ|
∇φ

)

. Similarly, the

gradient descent flow of length regularization term for the MCELS method is
determined as

∂EL

∂φ = ∂
∂φ

N∑

i=1

∫

Ω δε (φi) (|∇φi|) dxdy
= δε (φ1) div

(
∇φ1

|∇φ1|
)

+ δε (φ2) div
(

∇φ2

|∇φ2|
) . (12)

First of all, the gradient descent flow of the region control term E (φ) can be
expressed as follow

∂E(φ)
∂φ1

= ∂
∂φ1

∫
Ω
g1H (φ1)H (φ2) dy + ∂

∂φ1

∫
Ω
g2H (φ1) (1−H (φ2)) dy+

∂
∂φ1

∫
Ω
g3 (1−H (φ1))H (φ2) dy + ∂

∂φ1

∫
Ω
g4 (1−H (φ1)) (1−H (φ2)) dy

= [(g1 − g2 − g3 + g4)H (φ2) + g2 − g4] δε (φ1) ,
∂E(φ)
∂φ2

= ∂
∂φ2

∫
Ω
g1H (φ1)H (φ2) dy + ∂

∂φ2

∫
Ω
g2H (φ1) (1−H (φ2)) dy+

∂
∂φ2

∫
Ω
g3 (1−H (φ1))H (φ2) dy + ∂

∂φ2

∫
Ω
g4 (1−H (φ1)) (1−H (φ2)) dy

= [(g1 − g2 − g3 + g4)H (φ1) + g3 − g4] δε (φ2)

.

(13)

Next, the gradient descent flow of the regularization term can be evolved by

∂ER

∂φ = ∂EL

∂φ1
+ ∂EL

∂φ2
+ ∂EP

∂φ1
+ ∂EP

∂φ2

= div
(

∇φ1

|∇φ1|
)

δε (φ1) + div
(

∇φ2

|∇φ2|
)

δε (φ2)+

div (l (∇φ1)∇φ1) + div (l (∇φ2)∇φ2)

. (14)

Therefore, according to (13) and (14), the gradient descent flow corresponding
to the minimizing energy function is represented

⎧

⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∂φ1

∂t = − [(g1 − g2 − g3 + g4)H (φ2) + g2 − g4] δε (φ1)−
div

(
∇φ1

|∇φ1|
)

δε (φ1) + div (l (∇φ1)∇φ1)
∂φ2

∂t = − [(g1 − g2 − g3 + g4)H (φ1) + g3 − g4] δε (φ2)−
div

(
∇φ2

|∇φ2|
)

δε (φ2) + div (l (∇φ2)∇φ2)

. (15)

Setting the spacing of discrete grid mesh is h, and time step is Δt. After
n periods of time, the discrete multi-phase level set function cluster {φi}Ni=1

is expressed as {φi (ah, bh, nΔt)}Ni=1. The forward differential discrete level set
function cluster can be expressed

(

φn+1
i,ab − φn

i,ab

)/

Δt = L
(

φn
i,ab

)

. (16)
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Depend on equation (14), the level set evolution equation can be updated by
the following form

φn+1
i,ab = φn

i,ab +Δt ·
{

−δε

(

φn
i,ab

)

[(g1 − g2 − g3 + g4) ·H (φj) + g2 − g4 + ki] +

ν ·
(

φn
i,a+1b + φn

i,a−1b + φn
i,ab+1 + φn

i,ab−1 − 4φn
i,ab + ki

)}

,

ki = div
(

∇φi

|∇φi|
)

=
φi,xxφ

2
i,y−2φi,xφi,yφi,xy+φi,yyφ

2
i,x

(φ2
i,x+φ2

i,y)
3
/2

,

j = 2i−1 + (−1)
3−i

. (17)

3.4 Algorithm Steps

The algorithm steps of the proposed multiphase curve evolution based on level
set are summarized as the following.

Step 1: Initializing parameters. Δt represents the time step, h is grid spacing,
and ε represents the regularization parameter of Heavide function.

Step 2: Initializing level set curves. To be SDF the evolution cluster is {φi}Ni=1.

Step 3: Updating the evolution curve. According to equation (17) it is suitable
to update the evolution curve during the evolution.

Step 4: Determining the termination conditions. If condition is satisfied, out-
put the segmentation result. Otherwise, updating the initial level set
function φn+1 = φn as the next iteration, and go to Step 3.

4 Experimental Results

The implementation section compares the experimental results with RSF, 3-
Phase LSE and MCELS. In order to validate the availability of MCELS method,
the experiments introduce the tablet packaging images. The simulation environ-
ment uses MATLAB 2010, the computer configuration is Windows XP operating
system, Intel 2.2GHz CPU, and 3G capacity memory.

4.1 Experimental Evaluation for Tablet Packaging Images

Experiment one. The original image is one single-color and multi-tablets pack-
aging image, which size is 220*138 pixels. Table 1 shows the image segmentation
effect using the initial contour, finial contour and final level set function.

Experiment two. The original image is one non-tablets packaging image, which
size is 220*136 pixels. Table 2 shows the image segmentation effect using each
level set method for the initial contour, finial contour and final level set function.
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Table 1. Method verification for experiment one

Original image Method Initial contour Finial contour Final level set function

RSF

3-Phase LSE

MCELS

Table 2. Method verification for experiment two

Original image Method Initial contour Finial contour Final level set function

RSF

3-Phase LSE

MCELS

Table 3. The parameter comparison for each level set method

Parameter RSF 3-Phase LSE MCELS

Δt 0.1 0.1 0.45
σ 3.0 4.0 4.5
ε 1.0 1.0 1.0

Iterations number 200 Outer iterations=100, Inner iterations=10 40

Exp 1 Total time 19.3125 23.4688 2.3438
Exp 2 Total time 16.5156 22.2813 2.3281

4.2 Simulation Analysis

In experiment one and two, setting some initial contour parameters and the
experimental result value are listed by Table 3. The simulation analysis is sum-
marized as follow.
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The RSF [18] method, whose initializing contour is a rectangular, is able to
divide contour such as tablet, but the segmentation effect is non-significant.

The 3-Phase LSE [19] method uses N−1 level set functions partition N inho-
mogeneity regions. The level set functions are randomly initialized, the texture
also is divided. So the image segmentation result does not prioritize.

The MCELS method uses N level set functions expression 2N inhomogeneity
regions, which randomly initialized contour. Adopting the double curves decrease
the iterations and run time. The tablet contour, production date and other
decorative parts can be well segmented.

5 Conclusion and Future Work

This paper presents a new method for image segmentation, which is multiphase
curve evolution based on level set (MCELS). The method defines N level set
functions to partition 2N sub-regions. The profile curve is not sensitive to the
initial conditions. The double curves evolution improves the arithmetic speed
and decreases the iterations. The experimental verification uses tablet packaging
images. The simulation results demonstrate that MCELS can able to divide the
intensity in-homogeneities into multiple gray regions. The MCELS method is
superior robustness for noise images, and the texture segmentation is obvious.
The future work will be improved the accuracy of image segmentation.

Acknowledgments. The authors would like to thank the Science and Tech-
nology Commission of Shanghai Municipality, and the editors and anonymous
reviewers for their valuable comments and helpful suggestions, which greatly
improved the papers quality.
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Abstract. For the problem of experimental verification for plate structure shape 
perception and reconstruction algorithm, an experimental verification platform 
was designed and constructed consisting of experiment base station, excitation 
system, measurement system and relative software, to the fitting algorithm 
based on plane curve as reference algorithm and the static error analysis and 
dynamic error analysis for the effect of reconstruction was conducted precisely. 
The results showed that the experimental platform was with good real-time 
capacity and high accuracy to meet the needs for the verification and data 
analysis of algorithms. 

Keywords: Experimental platform, Shape perception and reconstruction 
algorithm, Surface fitting, Plate structure. 

1 Introduction 

For the problem of plate structure shape perception and visual reconstruction, there 
are two type of the existing methods: based on vision[1,2]and based on non-vision, 
among them the basic idea of based on non-vision approach is to obtain the strain 
information from the surface of the structure, then convert the strain to curvature or 
displacement and conduct geometric recursive and superimpose displacement field, 
make use of computer graphics technology to achieve the shape perception and visual 
reconstruction. As the method based on non-visual owning the advantages of less data 
collection and good real-time capacity, is the current research focus. Xiaojin Zhu 
decomposed the space surface into an array of plane curves, using curve fitting 
algorithm based on one-dimensional curvature information to achieve the shape 
perception and reconstruction of the flexible plate structure[3]; Hongtao Wang 
divided the space surface into surface patches array, using the internal relationship of 

                                                           
* Corresponding author - This research is supported by the National Nature Science Foundation 

of China (No.51175319), and key program of Shanghai Municipal Education Commission 
(No.13ZZ075). 



200 M. Li et al. 

 

two orthogonal directions curvature to establish surface patches equations and obtain 
the equation recursively for each surface patch using genetic algorithms to achieve 
shape perception and reconstruction of the flexible plate structure[4,5]; Rapp used 
modal displacement matrix by linear combination the modal information to achieve 
the estimation of plate structural displacement field[6,7]. 

Among these types of shape perception and reconstruction method, the method 
based on the plane curve array was matured and easy to implement, and had been 
verified experimentally[8]; the method based on surface patches just obtained a 
simulation test and still need further study and comparative analysis of the 
experiment; the method based on modal displacement matrix only achieved an 
estimation of structural displacement field, and the accuracy of static reconfiguration 
was not given, which also needed further experimental analysis. To verify the 
capacity of static and dynamic reconstruction as the above described algorithms, a 
measurement verification experimental platform with high-precision and good real-
time capability is a must. 

In this article, for the experimental verification of the method of plate structure 
shape perception and reconstruction, an experimental verification platform was 
designed and constructed consisting of experiment base station, excitation system, 
measurement system and related software. Considering the fitting reconstruction 
based on plane curve array as the reference algorithm, the platform was verified from 
both static and dynamic fitting accuracy, and the results showed that the platform with 
good real-time capacity and high accuracy to meet the needs for the verification and 
data analysis of algorithms. 

2 Method of Shape Perception and Reconstruction Based on 
Non-vision 

2.1 Fitting Algorithm Based on Plane Curve Array 

The idea of the fitting algorithm based on plane curve array is dividing the plate 
structure into plane curve array, using the fitting algorithm based on unidirectional 
curvature to achieve reconstruction of the entire surface, the recursive process of 
curvature shown in Fig.1: 

P(n+1)

P(n)

O(n+1)

O(n)
Ѳ(n)

Ѳ(n+1)

X

Y

0  

Fig. 1. The fitting schematic diagram of a recursive algorithm  
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In Fig.1, the tangential direction of the starting point is considered as x axis, ( )P n  

represents the curvature point of n and ( )O n is the center of the arc corresponding 

to the curvature point of n ; Assuming that nr is the corresponding radius of 

curvature, nθ  is the angle between the line curvature ( ) ( ) P n O n  and vertical 

direction. The process of center recursion and displacement recursion are showed as 
formula (1) and formula (2): 

 ( ) ( ) [ ]
( ) ( ) [ ]

1

1

1 . . *

1 . . *
n n n

n n n

O n x O n x r r sin

O n y O n y r r cos

θ
θ

+

+

 + = + −
 + = + −

 (1) 

  
( ) ( )
( ) ( )

1 1

1 1

1 . 1 . *

1 . 1 . *
n n

n n

P n x O n x r sin

P n y O n y r cos

θ
θ

+ +

+ +

+ = + +
 + = + −

 (2) 

Through formula (1), we can obtain the center coordinates of the next displacement 
point, and can calculate the corresponding coordinates of the displacement point by 
formula (2) and the result of formula (1). The each of curve coordinates of plane 
curve array can be coordinates by the above described method, and we obtain the 
dense set of points in the plane surface to achieve the reconstruction of the plate 
structure. This method calculates the coordinates of the points directly and is easy to 
implement in computer. 

2.2 Fitting Algorithm Based on Surface Patches Array 

The idea of the fitting algorithm based on surface patches array is dividing the plate 
structure into surface patches array, using orthogonal curvature information to achieve 
reconstruction of the entire surface. Taking one surface patch from the array as 
research object, the mutually perpendicular normal curvature information from four 

corners are obtained, they are 1
,
n
i jK , 2

,
n
i jK ( , 1, 2,3,4i j = ). 

Assuming that the curved surface as formula (3): 

( ) 2 2
1 2 3 4 5 6,xyf x y a a x a y a xy a x a y= + + + + +

 
                  （3） 

here 1 2 3 4 5 6, , , , ,a a a a a a are undetermined coefficient, and the first basic amount 

E, F, G and the second basic amount L, M, N of quadric equation are expressed as in 
formula (4): 
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2 4 5 3 4 6
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1 ( 2 )
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(4) 

Assuming that the function xyg expressed in formula (5): 

  ( )1 2
, ,2

2 n n
xy i j i j

EN FM GL
g K K

FG F

− += − +
−

 (5) 

According to the constraint equations of four control points and two boundary 
constraint equations from surface patch, formula (6) can be obtained: 

 

1 1 2 3 4 5 6

2 1 2 3 4 5 6

3 1 2 3 4 5 6

4 1 2 3 4 5 6

5 1 2 3 4 5 6

6 1 2 3 4 5 6

( , , , , , ) 0

( , , , , , ) 0

( , , , , , ) 0

( , , , , , ) 0

( , , , , , ) 0

( , , , , , ) 0

g a a a a a a

g a a a a a a

g a a a a a a

g a a a a a a

f a a a a a a

f a a a a a a

=
 =
 =
 =
 =


=

 
(6) 

Through formula (6), the surface equation of patch can be solved, and the fitting 
equation of each surface patch and coordinates of control points are obtained by 
analogy to achieve the fitting reconstruction process of surface patch. 

2.3 Method of Shape Reconstruction Based on Modal Superposition Method  

The idea of the fitting algorithm based on modal superposition method is analyzing 
each degree vibrational mode of plate structure, using the strain displacement 
transformation matrix to convert the strain information to displacement information, 
linear superposition each degree mode to achieve reconstruction of the curve surface. 

Assuming that displacement ( )a t  is the linear combination of each degree 

displacement mode iφ ( 1, 2, ,i n=  ), so the transformation formula (7) is 

expressed: 

( ) ( )1
1

a t ΦΧ
n

i iM
i

x tφ
×

=

= =  (7) 
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WhereΦ is the modal matrix M n× , M  is the number of nodes selected from 
finite element model, n  is the modal degree. 

Assuming that strain ( )ε t  is the linear combination of each degree strain mode, 

and is expressed as formula (8): 

( ) ( )1
1

ε t ΨΧ
n

i iN
i

x tϕ
×

=

= =  (8) 

Where Ψ is the modal matrix N n× , N is the required nodes of the finite 
element model, n  is the modal degree. We define formula (9): 

1Φ Ψ Ψ ΨT T
M NDST −

× = （ ）  (9) 

Through formula (7), formula (8) and formula (9), we obtain formula (10): 

( ) ( )1 1
a t ε tM NM N

DST ×× ×
=  (10) 

Where M NDST ×  is the transformative matrix of strain and displacement, 

while N M , we can measure the strain of fewer nodes, using the displacement 
transformation matrix to get more points displacement and superimposing each 
degree vibration modes to achieve reconstruction of curve surface. 

3 Design and Construction of the Experimental Platform  

3.1 Selection of the Experimental Base Station 

As a carrying device, experimental base station as a carrying device not only to be 
able to suppress the generated vibration of the exciter and avoid resonance with the 
bearer, but also take the advantages of easy installation, fix and movement, thus 
considering many aspects, the optics experimental test platform GZ103PTB was 
chosen as the experimental base station of the platform. Its natural frequency is 0.88-
1.0Hz, far less than the measured frequency of vibration and the amplitude is less than 
1um, while the surface is an array of M6 threaded bore and convenient to install 
various types of experimental apparatus and fixed components. 

3.2 Excitation System 

Excitation system is composed of function signal generator, power amplifier and 
exciter. The working process is shown in Fig.2: 

 

Fig. 2. The working process of excitation system 
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In Fig.2, the function signal generator can produce sine, square, ramp and white 
noise signal as the signal source into the power amplifier; the power amplifier 
amplifies the excitation and drives the exciter action; the exciter applies the 
corresponding vibration signal to the experimental object, leading the object vibrating 
according to preset vibration signal. Here the model of the function signal generator is 
SFG-2110, the model of power amplifier is YE5872 and the model of the exciter is 
JZK-10. 

3.3 Measurement System 

Measurement system comprises two parts, the measurement of strain information and 
the measurement of displacement information. The measurement of strain information 
is composed by FBG strain sensors, fiber grating network analyzer and data 
acquisition software, its working process is showed in Fig.3: 

 

Fig. 3. The working process of strain measurement 

In Fig.4, data acquisition software sends command of acquisition to the fiber 
grating network analyzers; the fiber grating network analyzers acquires the strain data 
(wavelength data) of FBG according to the set frequency after receiving command 
and sends the data to the data acquisition software. 

The model of fiber grating network analyzers is FONA-2008C, it owns 9 
acquisition channels, each channels can collect 60 grating points; the frequency of 
acquisition is 200Hz; the wavelength range of acquisition is 1532-1568 nm and the  
resolution is 1pm. 

The measurement of displacement information comprises laser displacement 
sensor, three-dimensional slider, control box and control software. Its working 
process is showed in Fig.4: 
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Fig. 4. The working process of displacement measurement 

In Fig.5, control software sends move command to control box; the microcontroller 
in control box operates the three-dimensional slider move according to the set 
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direction and speed; the laser displacement sensor installed on the three-dimensional 
slider sends the displacement information to the control software after the three-
dimensional slider moving to the set point. 

The model of laser displacement sensor is LK-G400, it use 650nm red laser as 
measurement signal, and the measuring range of ± 100mm while reference distance is 
400mm, and the measurement accuracy is 0.01um, in addition, the smallest movement 
unit of three-dimensional slider  is 2.5um, therefore the precision of displacement 
measurement system can reach for 2.5um.  

3.4 Software Platform 

The software platform comprises client and server, the detailed function is showed in 
Fig.5. 

  

Fig. 5. The function of software system 

In Fig.6, server can operate the movement of three-dimensional slider, control and 
receive data acquisition of the laser displacement sensor, control and receive data 
acquisition of the fiber grating network analyzers and interact with the client; the 
client provides the service of human-computer interaction, data processing, three-
dimensional display and error analysis; server and client interact in accordance with 
established protocol.   

To examine the effect of fitting algorithm, the fitting result needs for quantitative 
analysis, therefore error analysis is one of the key elements of the experimental 
platform design. Error analysis is composed by static deformation error analysis and 
dynamic deformation error analysis. Static deformation error analysis is that the 
point-to-point mean square error and extreme error of the fitting surface and reference 
surface while plate structure in fixed displacement. Mean square error represents the 
comprehensive situation of fitting error and can examine the accuracy of fitting 
algorithm; control software sends move command to control box; extreme error 
represents the maximum error of fitting algorithm and is also an important reference 
to examine the effect of fitting algorithm. Since the coordinates of the fitting surface 
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is corresponding to the coordinates of the reference, therefore the distance can be 
calculated, meanwhile the greater the distance, the greater the fitting error. Assuming 

that the displacement of reference surface is ( ) ( ) ( ) ( )0 0 0 01 , 2 , 3 ,D D D D n , the 

displacement of fitting surface is ( ) ( ) ( ) ( )D 1 , D 2 ,D 3 , D n , therefore mean 

square error aE and extreme error mE  are expressed as formula (11): 

( ) ( )( )

( ) ( )( ) ( ) ( ) ( ) ( )( )

2

01

0 0 01 D 1 , ( D ), ( D n )2 2

N

n
a

m

D n D n
E

N

E Max D D D n

=
 − =

 = − − −





 
(11) 

Dynamic deformation error analysis is that the point-to-point dynamic mean square 
error of the fitting surface and reference surface while plate structure in vibration 
process. Assuming that the displacement of reference surface 

is ( ) ( ) ( ) ( )0 1 0 2 0 3 0, , , nD t D t D t D t , the displacement of fitting surface 

is ( ) ( ) ( ) ( )1 2 3D , D , D , D nt t t t , therefore mean square error taE is expressed as 

formula (12): 

( ) ( )( )
1

2N

0 nt t
ta

D t D t
E

N

n=
−

=


 (12) 

Accordance with the above design ideas, an experimental platform is constructed as 
building a platform for experiments, as showed in Fig.6: 

  

Fig. 6. Experimental platform for plate structure shape reconstruction algorithm 
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4 Experimental Result  

According to the characteristic of the devices, Bragg grating is selected to be the 
experimental object, and the fitting algorithm based on plane curve array is chosen as 
the reference algorithm. In the experiment, plate structure is secured to one end of the 
size of 800mm * 800mm, showed in Fig.7: 

  

Fig. 7. Experimental verification platform for plate structure shape reconstruction algorithm 

In Fig.8, 6 points were selected to do error analysis, and not only did accurate 
analysis of static deformation error, but also acquired analyzed real-time dynamic 
deformation experimental data, and the results are showed in Table 1 and Table 2: 

Table 1. Result of static error analysis(units:mm) 

Point 1 2 3 4 5 6   Max 

Em 1.120 1.124 1.116 1.142 1.157 1.156 1.157 
Ea 1,112 1.103 1.105 1.123 1.126 1.129 1.129 

 
In Table 1, for 10 experiments of plate structure, the maximum of extreme error is 

1.157mm while the maximum of mean square error is 1.129mm, far higher than the 
accuracy of data in literature [9]. The effect diagram of reference surface and fitting 
surface is showed in Fig.8. 

Table 2. Result of dynamic error analysis(units:mm) 

Point 1 2 3 4 5 6  Max 

Eta 1.121 1.211 1.102 1.098 1.129 1.131 1.211 



208 M. Li et al. 

 

  

Fig. 8. The effect diagram of reference surface and fitting surface 

  

Fig. 9. Vibration graph of reference curve and fitting curve 

In Table 2, for 6 experiments of plate structure, the maximum of dynamic mean 
square error is 1.211mm, far higher than the accuracy of data in literature [9]. These 
data suggest that this platform is with good real-time capacity and high accuracy to 
meet the needs for the verification and data analysis of a variety of algorithms. The 
vibration graph of reference curve and fitting curve is showed in Fig.9. 

5 Conclusion 

For the problem of experimental verification for plate structure shape perception and 
reconstruction algorithm,  an experimental verification platform was designed and 
constructed consisting of experiment base station, excitation system, measurement 
systems and relative software, considering the fitting algorithm based on plane curve 
as reference algorithm, and the platform not only analyzes accurately for static 
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deformation error, but also acquires and analyzes the real-time experimental data of 
dynamic deformation. Results suggest that the experimental platform can conduct 
experimental verification and data analysis of a variety of algorithms with good real-
time capacity and high measurement accuracy. 
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Abstract. Image fusion is an advanced image processing, in which mean-value 
coordinates (MVC) algorithm based on Poisson image is a fast and effective 
algorithm. However, the algorithm may have unsatisfactory results if the source 
image and target image have many variations of color on the image boundary and 
image details. To solve the problem, this paper proposes two optimization 
methods, preserving color based on geodesic distance and matching details with 
modified detail layer. To verify the feasibility of the methods, the improved 
MVC results are compared with the original MVC results by experiments. The 
comparison results show that the improved approach can achieve better 
performance in image fusion. 

Keywords: image fusion, mean-value coordinates, improved mean-value 
coordinates, image color, image detail. 

1 Introduction 

Image fusion is a useful image editing operation. It means to integrate and synthesize 
the information of source image and target image to generate a single image with high 
quality and accurate description. In these years, many image fusion algorithms are 
developed to produce a seamless 2D image more rapidly and improve the fusion 
performance more favorably. 

The gradient-domain techniques applied in the image fusion can accomplish the 
editing task efficiently. The algorithm based on this technique was initially proposed by 
Fattal et al. in 2002 [1]. Perez et al. proposed a algorithm based on Poisson equation, 
which is a most useful tool in gradient-domain techniques in 2003 [2]. However, the 
Poisson fusion is inefficient because it needs to take a lot of time out of solving Poisson 
equation. Farbman et al. propose a coordinate-based approach -- mean-value 
coordinates(MVC) fusion, with which the fusion tasks can be fast and straight forward 
to implement [3].  

                                                           
* Corresponding author. 
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The implementation of MVC needs the boundary vertexes’ weights and the 
boundary interpolation, with which, the source image can be modified. Patching the 
modified source image into target image, the result image is obtained. Like Poisson 
fusion, the MVC result image is totally dependent on the boundary information of the 
image. So the MVC fusion cannot work well when the error along the boundary is 
obvious, especially the existed color deviation may cause color distortion, which results 
in unrealistic image. In addition, if the source image and the target image have big 
difference in details, the result may not be harmonious.  

Petrovic et al. present a multi-resolution image fusion based on the gradient 
Laplacian pyramid. This fusion approach transfers visual information from input image 
into result image without loss of information or distortion accurately. However, the 
noise may be blended in because of the operation for quantization and threshold setting 
in the processing procedure of Laplacian transform coefficient [4-5].  

Guo et al. present an approach to solve the color distortion by a image inpainting 
approach with user’s marks. The approach needs user’s brief marks, with which the 
result image can be modified to the correct color [6]. Sunkavalli et al. propose an 
approach to solve the problem of image harmonization in 2010 [7]. They present a 
framework that can explicitly matches the visual appearance of image before fusing. 
They use the multi-scale technique to transfer the appearance of source image to that of 
target image. 

In this paper, a new approach based on the MVC is introduced. Two preprocess 
approaches are combined with MVC and solve the problem of color and detail. Only a 
little user’s mark is needed in this fusion operation. After modifying the details of 
source image with image inpainted and correcting color with geodesic distance to 
correct, a harmonious and realistic result image can be obtained. 

2 Algorithm 

2.1 Mean-Value Coordinates Fusion 

The algorithm is an approach of mean-value interpolation. Consider a closed polygonal 
boundary curve, the mean-value coordinate of each inside pixel is given by 
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The angle 1−iα , iα and the boundary ip  is shown in Fig. 1, once computed, the 

coordinates can be used to interpolate for the value of inside pixels. 
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Fig. 1. Angle definitions 

 
=

−
1-m

0i

* ))()((= r(x) ii pgfxλ                       (3) 

( )xr  is the modified function, the result may be got by rgf += . 

To make MVC fusion fast, two optimizations can be used. 
1. Generating a Delaunay adaptive mesh in fusion area, only the vertices of the mesh 

need to use mean-value interpolation. The value at each other pixels is obtained by 
linear interpolation. 

2. Sampling the boundary hierarchically to make different inside vertices use 
different vertices at the boundary. The number of sampled boundary vertices is 
inversely proportional to the distance between the pixels and boundary vertices [8].  

2.2 Modified Algorithm 

This section explains the detail how to solve the problem of color distortion and details 
mismatch. The image editing process is shown in Fig. 2. As is shown in Fig. 2,  the 
workflow is consist of three main procedures, such as layer decomposition, detail layer 
operation and color layer operation. Since the two optimization approaches are based 
on different layers, the layer decomposition is necessary. Detail layer operation and 
color layer operation are the main approaches to implement the modification. 

 

Fig. 2. Workflow of the algorithm 
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2.2.1   Layer Decomposition 
To modify the problem of details and color respectively, layer decomposition needs to 
be implemented firstly. After decomposing layer, the luminance layer can be acquired, 
from this layer the detail layer can be separated. Specifically, it is obtained by 
converting to the CIELAB color space firstly, which includes luminance layer L and 
two color layer a, b, and the detail layer D is given by 

BLD −=                                  (4) 

Where L is the luminance layer and B is the base layer. The base layer containing the 
framework of image is got by filtering the luminance layer. The approach is a bilateral 
filter based on the adaptive mesh, which is accomplished by filtering the mesh using 
local neighborhoods. The approach is often used in 3D image denoising [9] [10]. 
Combining with the adaptive mesh that generated in MVC preprocessing, each vertex v 
is filtered to  
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Where cw sw  is weight, N(v)is the adjacent neighborhood vertexes. Like bilateral 

filter, this approach also preserves the edge of image [11].  
As shown in formula (4), the detail layer D used in modifying detail harmony and 

color layer a, b used in color preservation (or correction) can be finally got. 

2.2.2   Operation on Detail layer 
Since the MVC algorithm implements the fusion tasks without taking consider in the 
details, especially which of the target image may get lost seriously and result in an 
unharmonious fusion image. In other words, the details of fusion area may not match 
the other areas in the target image. Furthermore, some unwanted details may blended in 
the result image [12].  

Criminisi et al. present an approach to implement image inpainting, which combines 
the advantage of the texture synthesis with image inpainting [13]. The approach of 
inpainting the interested area by using the texture patch contains the pixels outside the 
area. The detail layer of the source image is modified by extracting the detail patch 
outside the fusion area in the target image, the modified detail layer can be obtained by 

ttssb D'γDγD +=                             (6) 

Where sD  is the detail layer from source image, and '
tD  is the modified layer for 

source image. sγ 、 tγ are respectively the weight for these layers. The weight affects 

the details of source image and target image used in the result image. If the details of 
both image have little difference, tγ  may be set to 0 with the sγ  set to 1. The default 

value of sγ  and tγ is set to 0.1 and sγ−1 . Note that tγ  cannot be set to a small 

value, this may cause the loss of details. 
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Finally, composing the modified detail layer and base layer, a new luminance layer 
of source image can be generated, after which, using MVC to fuse the luminance layer. 

2.2.3   Operation on Color Layer 
Since the MVC is totally dependent on the boundary information, it may cause more or 
less color distortion unless the color of boundary of both images are identical. If the 
color between two images has large difference, big color error may generate in the 
result image, especially the foreground area in it. This is because the foreground 
distortion is more sensitive than the background distortion. To preserve color of the 
foreground image, the foreground confidence is defined to control the value of color, 
with which, not only the foreground color can be kept, but also smooth transition can 
also be implemented. 

In fact, the foreground confidence is considered as the weight for the variations of 
MVC process. So the value of foreground confidence is inversely proportional to the 
distance between the pixel and the foreground and also inversely proportional to final 
color variations. To make the foreground color transit to background color naturally, 
the foreground confidence for the areas with same feature should be smooth. So the 
foreground confidence )(xB  is given as smooth interpolation of foreground distance 

function )(xD  
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Where minD is the minimum distance and maxD  is the maximum distance. The 

distance is not got by calculating Euclidean distance, which only shows the relations of 
pixels in coordinates space. The geodesic distance is used to replace the Euclidean 
distance [14-16], which combines the color space with the coordinates space, for each 
pixel x, the distance )(xD can be given by 

( )xfdD(x) ,min=                          (8) 

Where f  is the marked pixels, geodesic distance ( )xfd ,  is obtained by 

 ( ) ( ) ( ) −= ypxp,xxd
,xxS

21

min21                    (9) 

Where 
21 ,xxS  is a set of path between the pixel 1x and pixel 2x , )()( ypxp − is the 

value between the adjacent pixel. The formula (8) is shown that the geodesic distance is 
to search the minimum distance between two pixels. The formula (9) is shown that the 
foreground distance is to search the minimum distance between the given pixel x and 
all the marked pixels. The foreground confidence )(xB  can be finally got by formula 

(8-9). With the foreground confidence viewed as the weight of color variations, the 
modified MVC algorithm is defined as  
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                  ( ) ( ) ( ) ( )xrxBxgxf +=                       (10) 

The modified color layer a and b is obtained by using formula (10). At last, after 
combining the two color layers with the luminance layer given in 2.2.2, the result image 
with preserved color and harmonious details can be obtained. 

3 Experimental Results and Analysis 

In this paper, we modify the MVC algorithm to achieve a more harmonious and 
realistic image only with a little user’s mark and test the feasibility of this approach by 
OPENCV on VS2010. Firstly the original MVC algorithm is tested. If the color 
difference between the source image and target image is small, the result image is good, 
as shown in the Fig. 3(3). 

 

   

(1) Source image              (2) Target image                (3) Fused image 

Fig. 3. MVC fusion with satisfactory result 

   

 (1) Source image            (2) Target image                 (3) Fused image 

Fig. 4. MVC fusion with unsatisfactory result 

However, if source image is fused as in Fig. 4(1) and (2), the result may be 
unsatisfactory, just as shown in the Fig. 4(3), because of the big difference between the 
source image and target image, the color distortion become obvious, the car as the 
foreground of the image is yellowish overall and some background details doesn't 
match the target image. The improved algorithm is used to solve the problem as 
described above. On request, firstly the source image need to be marked as shown in 
Fig.5 and then the program can be run. With detail layer inpainting process and MVC 
process, the composited luminance layer can be obtained as shown in the Fig. 6(3). 
Since the detail feature of target image is not obvious and rich, so the composited 
luminance layer does not have large differences with the MVC luminance layer result. 
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Fig. 5. Marked source image  

Red line: foreground mark  Blue line: background mark 

   

(1) Source luminance layer image  (2) MVC luminance layer image (3) Modified luminance layer image 

Fig. 6. Comparison in luminance layer image 

With the marked pixels, the confidence distribution (or weight distribution) image 
can be easily obtain as shown in Fig. 7. The color of a pixel is blacker; the confidence 
for the pixel is smaller. Notably, the confidence distribution image is totally dependent 
on the marked lines. So, different marked lines have different confidence.  

 

Fig. 7. Foreground confidence image 

According to the weight information in the confidence image, the final color layer 
image can be obtained with the modified MVC as shown in right of Fig. 8-9. 
Comparing with the MVC color layer result, the modified color layer keep some image 
regions’ color of source image which benefits from the confidence image.  

 

   

       (1) Layer image               (2) MVC color layer image     (3) Modified color layer image 

Fig. 8. Comparison in a color layer image 
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 (1) Source color layer image         (2) MVC color layer image   

 

   (3) Modified color layer image 

Fig. 9. Comparison in b color layer image 

Compositing all the layer above and patching to the target image, a more 
harmonious and realistic image can be finally got as shown in the right of Fig. 10. For 
comparison, the original MVC approach is tested and the image is obtained in the left of 
Fig. 10. It is shown that the car as the foreground image is more similar to the car of 
source image (color preserved), although the detail optimization is not obvious, this is 
shown that the source image matches the target image better. Notably, the difference 
between source image and target image is inevitable existence.  

 

   

 (1) MVC result            (2) Modified result 

Fig. 10. Comparison between MVC result and modified result 

4 Conclusion 

In this paper, an improved mean-value coordinates algorithm is presented for image 
fusion. After decomposing the image to a luminance layer and color layers, the texture 
patch is used to modify the source image detail, with which the fusion area is made to 
match the target image for getting a more harmonious image. Afterwards, the geodesic 
distance is applied to estimate the distance between the pixels and the marked 
foreground pixels, with which the foreground image color can be preserved. Both 
approaches above are based on MVC, in other words, they are only the preprocessing 
procedure. The approaches only need a little user mark, and can easily get more 
satisfactory results. 
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Abstract. The gradual perfection of video retrieval technology has a positive 
effect in maintaining public order. However, with the improving complexity of 
monitoring environment, the increase of related video data requires further 
improvement to the efficiency of video retrieval technology. Video retrieval 
technology aiming at processing massive video data is needed urgently and it 
has become hot research subject in multimedia retrieval area. In this paper, the 
application of face recognition technology in video retrieval is discussed. To 
improve the retrieval efficiency, STASM algorithm based on OpenCV software 
platform is designed. The research involves the acquisition of video image 
frame data, face recognition and detection. Experimental results demonstrate 
the effectiveness and efficiency of the algorithms.  

Keywords: face detection, face recognition, STASM, video retrieval. 

1 Introduction 

The development of video retrieval technology provides technical support to maintain 
public order. Among the massive related video data, however, how to find the 
surveillance information about a specific person is a problem need to be solved 
urgently. Traditional video retrieval technology has the drawbacks such as strong 
subjectivity, slow speed and high error rate. Such drawbacks restrict the efficiency of 
video retrieval, so its application in emergency situation would be limited. To solve 
the problem, video retrieval technology based on content has become the hot research 
subject in multimedia research recent years. 

Currently, the related references about the application of face recognition 
technology in video retrieval are not so many. Everingham proposed face clustering 
method; Arandjelovic and Sivic put forward the video face recognition method on the 
front face for video retrieval, etc. 

Due to the complexity of video data, traditional video retrieval technology has low 
efficiency and high difficulty, and cannot make intelligent retrieval on video content. 
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Existing systems commonly used linear sequence storage strategy, so it is essential to 
acquire the related video time information in advance. Otherwise, a wide range of 
video playback mode is the only choice for video retrieval. To determine whether a 
specific face image occurs in a period of surveillance video, traditional method 
requires retrieving all the data in order. Thus, an automatic retrieval algorithm is 
particularly important. The paper presents STASM retrieval algorithm, which can get 
more accurate retrieval results [1]. 

2 The Retrieval System Frame 

The entire frame retrieval system is presented in Figure 1, including four parts [2][3]:  
1. The establish of a STASM video face detection model in special conditions;  
2. To detect the face region as a template, two-way track to the frame region of 

which was not detected and collect missed faces;  
3. The face region can be divided into a sequence of packet: Group 1, Group 2, …, 

and Group i. The order of grouped Eigen Face remains unchanged;  
4. To recognize human faces, if group i is similar to the target face, Gabor wavelet 

transform + pattern matching is used to identify retrieval. 

 

Fig. 1. Structure diagram of the retrieval system 

3 The Algorithm Introduction 

3.1 Stasm Face Detection Algorithm 

Stasm is a C++ software package to locate facial landmarks in human face. Input a face 
image and the positions of the landmarks returns. Stasm is designed to work on front 
views of approximately upright faces with neutral expressions. Poor effect may be 
achieved on faces with complex expressions. The Histogram Array Transform (HAT) 
descriptors, which is similar to SIFT descriptors, is used by Stasm for template matching.  



 Study of Face Recognition Technology Based on STASM 221 

 

Active Shape Model (ASM) algorithm is a global statistical shape model constraint 
local texture matching results. Active Appearance Model (AAM) shape and texture 
combined statistics (apparent) model parameters are optimized so that the best match 
with the input model. The effective combination of the two algorithms can be very 
precise to mark the human face facial features points. ASM is a point distribution 
model (Point Distribution Model, PDM) algorithm. In PDM, shapes similar to the 
object, such as a human face, hand, heart, lungs and other geometric shapes may be a 
shape vector, which is formed by a series of several feature points (landmarks) [1]. 

3.2 Face Recognition Algorithm 

Wavelet Transform and Image Matching Based on Gabor of Shape 

The algorithm uses an improved Harris corner detection to extract the first corner, 
gets the coordinate of corner, filters the two-dimensional image with the reference 
image, gets the wavelet coefficients, regards it as the characterization, and then 
introduces the two similar factors to match. A large number of different images 
through experiments that the algorithm to select the appropriate parameters, while 
using the case of the longest common subsequence metric factor of the same name 
can be successfully extracted more points, and can achieve a higher matching rate [4]. 

Face Recognition Algorithm Based on a Particular Subspace  

All people use a face subspace in “feature face” which builds a face subspace for each 
human face. It not only can describe the diversity between different individual faces 
better, but also discard the adverse noise and class diversity which is harm to face 
recognition. Thus it has a better distinguish ability compared to the traditional one. 
Moreover, we put forward a technology based on a single sample that generates 
multiple training samples for face recognition that has the single training sample, 
therefore, the method that needs many training samples can be used to face 
recognition for the single training sample [4]. 

4 Facial Feature Extraction and Recognition 

ATSM/AAM resulting model can cover a good variety of facial geometry and face 
texture subspace, and can be a good part of the region of non-face. The experienced 
knowledge of the parameters included in the model to extract the target has a good 
guide, and thus having robustness to blocking, degradation and other issues.  

In the practical application, STASM includes training and search: STASM 
Training; Establish the shape of the mode. 

4.1 Collected Training Samples 

If STASM training is needed in the critical areas of human face, n sample images 
containing personal facial area should be collected. It is noted that people’s facial 
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region should be included in the collected images, while the normalization issue can 
be ignored. 

4.2 Manual Records or k Key Feature Points Marked with a Small Program 

As shown in Fig.2 and Fig.3, for any training image, the coordinate information of a 
plurality of critical feature points should be recorded and stored in a text file. 

 

Fig. 2. STASM Single Eigen Face landmark 

 

Fig. 3. STASM Multiple Eigen Face landmark 
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4.3 Construction of the Training Set Shape Vector 

One shape vector (1) consists of k  key feature points marked in a graph: 

 1 1 2 2( , , , ,....... , ), 1, 2,3......i i i i i i
i k ka x y x y x y i n= =   (1) 

( )j
i

j
i yx ,  is the coordinate of the thj −  feature point in the number thi −   training 

sample. Define n  as the number of training samples, thus n  shape vectors are 
achieved [5].  

4.4 Shape Normalization 

The purpose of this step is to make the face shape calibrated manually be normalized 
or aligned. With this method, the non-shape interference, which is caused by external 
factors, such as different angles of the image, distance and posture transformation, can 
be eliminated. A more efficient point distribution model is achieved. Mainly through 
translation, rotation, scaling transformations, a point distribution model is conducted 
aligned without changing the point distribution model. STASM uses Procrustes to 
make point distribution model aligned, the steps are described as follow:  

(1) Align all face models in training set to the first person to face model 
(2) Calculate the average face modelα  
(3) Align all face models in training set to face modelα   
(4) Repeat (2) (3) until convergence  

4.5 The Shape of the Alignment Vector After PCA Process 

(1) Calculate the average shape vector:  
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(2) Calculate covariance matrix:  
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(3)Calculate the Eigen values of covariance matrix S  and sorted in order from 
largest to smallest. 

This will getλ1 ,λ2,……λq, (λi>0). Select t  eigenvectors 1 2(p , p ,..., p )tP =  so that 

its corresponding Eigen values satisfy [6]: 
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λ
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  (4) 
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cf  is a feature vector by a scaling factor to determine the number, the value is 

generally 95%, but TV  is the sum of all the Eigen values. Namely: 

 T iV λ=   (5) 

For any shape of a vector for the training can be expressed as: 

 i s sa a Pb≈ +   (6) 

sb  is a vector include t  parameters. 

 ( ) ( )T
s ib i P a a= −   (7) 

4.6 Final Construction of Local Feature Point for Each Feature 

In the both sides of thi −  feature point in the thj − training image, m  pixels are 
selected in a direction perpendicular to the point of change after the two feature points 
to form a vector of 2 1m +  length. The local texture ijg  is calculated by derivation 
of pixel gray value contained in the vector. For thi −  feature point in other training 
samples images, n  local texture 1 2, , ,gi i ing g   of thi −  feature point is made by 
the same operation and then be averaged: 

 
1

1 n

i ij
j

g g
n =

=    (8) 

And the variance: 

 
1

1
( ) .( )

n
T

i ij i ij i
j

S g g g g
n =

= − −   (9) 

Then obtain the local feature of the thi −  feature point and do same operation to 
all the other feature points and local features of each feature points can be obtained. 
The similarity between new feature point g  of a feature point and its trained local 
feature can be represented by Mahalanobis distance: 

 
1

( ) ( )T
i iisim

g g g gf S
−= − −   (10) 

5 The Application of Stasm in Video Retrieval 

Continuance in time is a very important characteristic of video image, and the 
uncertainty of the face information is generated. The biggest difference between the 
face recognition algorithm based on static images and face recognition algorithm is 
the use of time information when tracking and recognizing face image. At present 
such algorithms can be approximately divided into two categories: 
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The first method is Tracking-then-Identification. Human face is first detected and 
facial feature is traced over time. When a frame image meeting the certain standards 
(size, position) is captured, face recognition algorithm based on static image is 
adopted. Tracking and identification methods are performed independently, while 
time information is only used in the tracking stage. That is to say, time information is 
still based on static image. 

The other method is Track - and – Identification. With such method, face tracking 
and recognition is carried out simultaneously, and time information is both used in the 
tracking stage and recognition stage [7].Video retrieval test system is presented in 
Figure .4:  

 

Fig. 4. The frame of STASM test system 

The main library functions are described as below:  
We read the data from the video frame image using AVI CvCapture class 

cvCreateFileCapture() and cvQueryFrame() to achieve access to the data of the image 
frame. Using stasm_search_single() method to detect human faces and obtain STASM 
facial feature and features dot matrix. Using cvMahalonobis() to identify with the 
normalization of two Eigen Face’s position vector. Finally cvWriteFrame() function 
to retrieve all relevant written data frames to the destination video files , to achieve 
the purpose of retrieving .  

Table 1. Verification data and results analysis 

Test video 
set 

Total 
frame 

Correctly 
detection 

Uncorrected 
detection 

The ratio of 
retrieved face 

Retrieval 
accuracy 

Single face 803 645 61 80.30% 90.54% 

Multiple face 624 802 123 78.32% 84.66 % 

Mix face 687 545 68 79.33 % 87.52% 
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As can be seen from Table1, if the video contains more than one face image, the 
retrieval accuracy and efficiency will decrease to some extent. Miss of some facial 
expression, rotation of face image, complexity of image background and inaccuracy 
of training set are the main reasons. Experimental results show that the retrieval time 
for compressed video data is shorter. To improve the retrieval efficiency, video data is 
required to be compressed in advance. The WinForm of experiment is presented in 
Figure.5. 

 

Fig. 5. The windows of STASM Eigen Face system 

The main point of this paper is to achieve information retrieve in surveillance video 
by face recognition technology. The retrieve result shows its practicality in some 
aspects of this field. When applied to video retrieval, it avoids the drawbacks of 
traditional retrieve method based on massive manual playback, which improves work 
efficiency extremely and had a good positive prospect. 

6 Conclusion 

This paper designs and implements an example of video retrieval experiment based 
on the technology of face recognition. Video retrieval experiment includes face 
recognition and target face retrieving in the specific video. To some degree, the 
results show that this method can meet user’s demand for video retrieval and achieve 
the desired purpose. However, undetected error and false retrieval caused by the 
rotation of the face and complex expressions is inevitable, which is what we need to 
solve in the future. A more efficient, more robust feature extraction algorithm need to 
be designed. 
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Abstract. In this paper, we propose a new palmprint recognition system by 
using the fast Vese-Osher decomposition model to process the blurred 
palmprint images. First, a Gaussian defocus degradation model (GDDM) is 
proposed to extract the structure layer and texture layer of blurred palmprint 
images by using the fast Vese-Osher decomposition model, and the structure 
layer is proved to be more stable and robust than texture layer for palmprint 
recognition. Second, a novel algorithm based on weighted robustness with 
histogram of oriented gradient (WRHOG) is proposed to extract robust features 
from the structure layer of blurred palmprint images, which can address the 
problem of translation and rotation to a large extent. Finally, the normalized 
correlation coefficient (NCC) is used to measure the similarity of palmprint 
features for the new recognition system. Extensive experiments on the PolyU 
palmprint database and the blurred PolyU palmprint database validate the 
effectiveness of the proposed recognition system.  

Keywords: Biometrics, robustness, stable feature extraction, the fast VO 
decomposition model, weighted robustness with histogram of oriented gradient. 

1 Introduction 

Biometrics techniques are aimed to verify the identity of a living person effectively 
with physiological or behavioral characteristics. As one of these techniques, palmprint 
recognition has attracted much attention due to its various advantages, including high 
recognition accuracy, low-cost of hardware, easy availability, etc. In the past decades, 
palmprint recognition as an emerging technology in the field of biometric 
identification has achieved significant progress [1]. According to the representation 
methods of palmprint features, the current approaches can be roughly classified into 
three categories: principal line extraction [2], subspace learning [3-4], and texture 
coding [5-7].Texture coding methods have high recognition accuracy, which is one 
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type of the most effective recognition methods currently with an assumption that 
palmprint images must be clean. Usually, the clean palmprint images can only be 
obtained by using contact devices. Due to this strict limitation, the non-contact 
palmprint image acquisition and recognition gradually become the mainstream of 
research [8-9]. However, the Non-contact system also has some inherent defects. For 
example, it is easy to produce blurred images due to defocus because the palm 
sometimes lies outside the realm of depth of focus, and this would decrease the 
system performance. The image blur is a common problem in biometrics, and it has 
not attracted significant attention in palmprint recognition systems. Some typical 
works include [2, 3, 9]. All these approaches are just used the low frequency features 
directly and we believe there is plenty of room for improvement.  

In this paper, we propose an effective robust and fast blurred palmprint recognition 
method, which not only can achieve high recognition accuracy but also meet real-time 
requirement for a larger database. We first introduce the theory of blurry images with 
the Gaussian defocus degradation model (GDDM) and extract the structure layer of 
blurred palmprint images by utilizing the fast VO decomposition model. To further 
extract the stable features from the structure layer, we choose the histogram of 
oriented gradient (HOG) that is a desirable descriptor on the direction characteristics. 
In order to make this feature more robust for the translation and rotation, a fractal 
weight is added to the improved HOG for further improving the validity of 
characteristics. The proposed method is named as fast VO-WRHOG. Finally, we use 
the normalized correlation coefficient (NCC) to measure the similarity, and select the 
palmprint category for classification.  

The remainder of this paper is organized as follows: In Section II, the image blur 
theory and fast VO model are introduced. In Section III, the proposed fast VO-
WRHOG is presented including extraction of stable features from blurred palmprint 
images and description of the feature matching method. In Section IV, we first 
introduce the PolyU palmprint database briefly and then we report a series of 
experimental results. Finally we give some conclusions in Section V. 

2 Image Burr Theory and Fast VO Model 

2.1 The Image Blur Theory 

In [9], a blur Image can be considered to be equivalent to a clean image in 
convolution with a degradation function in the spatial domain, which can be shown as 
follow 

( ) ( ) ( ) ( ), , , ,i j i j i j i j= ∗ +d f h n     (1) 

where ( ),i j  is the position of image, ( ),i jf  is a clean image, ( ),i jh  is the 

degradation function, ( ),i jn  is additive noise, ( ),i jd  is blurred image, ‘ ∗ ’ is an 

operator of convolution. In [10], Wang et al. listed several common degradation 
functions, and the Gaussian defocus degradation model (GDDM) is one of the most 
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effective models for simulating the image blurriness. The GDDM can be expressed by 
using the following degradation function. 

( )
2 2

221
,

2

x y

i j e σ

πσ

 +−  
 =h           (2) 

where σ  is the sampling width of the filter, which controls the degree of image 
degradation. 

2.2 The Fast VO Decomposition Model 

2.2.1   The VO Decomposition Model 
Meyer pointed out in [11] that an image can be divided into the structure layer and 
texture layer by using an image decomposition model, which is given by 

= +f u v         (3) 

where f is the original image, u is the structure layer of image, v is the texture layer of 
image. Based on this theory, Meyer [11] presented the concept of G space, which 
used the L2-norm of total variation model (TV) to describe oscillating component of 
an image. Consequently, many numerical computation methods were proposed for 
TV-G model based on Mayer’s idea and validate that G space is effective for 
describing the oscillating component of an image. Among these methods, Vese and 
Osher [12] established the VO decomposition model. 

In fact, the solution procedure of VO model is very complicated, which is evitable 
to make the obtained results inaccurate with too much time consumption. Therefore, 
we need a fast algorithm for simplifying the solution procedure, and fortunately the 
Split Bregman algorithm [13] can address the problem effectively and accelerate the 
convergence speed. In detail, we need to solve the following optimization problem 

( ) ( ) ( ) ( ){ }2
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(4) 

1n n n n+ = + ∇ −b b u w     (5) 

where θ  is a penalty parameter. For such purpose, we obtained the corresponding 
Euler-Lagrange equation as follows. 
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where 1n+w can be solved by using the generalized soft threshold formula as follows 

1
1 1

1

1 0
, 0 , 0 0

0

n
n n

n
Max

θ

+
+ +

+

∇ + = ∇ + − =  ∇ + 

u b
w u b

u b
  (7) 

Hence, we repeatedly use explicit iterative method to deal with Eq.(6) and Eq.(7) 
for obtaining u and v until the equation to achieve convergence. 

3 The Weighted Robustness with Histogram of Oriented 
Gradient 

3.1 Histogram of Oriented Gradient 

Dalal et al. [14] proposed the histogram of oriented gradient (HOG). In order to 
obtain the HOG of a palmprint image, we first derive an orientation map of palmprint 
image by utilizing the gradient operator, which is defined as 

( ) ( ) ( ) ( ) ( )
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where I stands for original image with the size of M M× , ‘*’ is the operator of 

convolution, W=[-1,0,1] is a mask of convolution, ( ),i jMag and ( ),i jAng are 

gradient magnitude and angle of ( ),i jI , ( )/ 2 , / 2i jπ π− < <Ang . Here, Ang is 

considered as the orientation map of I. We first transform ( ),i jAng  from 

( )/ 2, / 2π π−  to ( )0, 2π , which is given as follows 
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fAng is the updated orientation map via Eq. (8) and Eq. (9). Then, HOG is obtained 

as follows 

( ) ( ) ( ) ( ) ( ) , 1 2 , 2k kF F i j if k N i j k Nπ π= + − × < < ×fMag Ang  (10) 

where 1, 2,k N= …… , kF  represents the value corresponding to each bin of HOG. 
Therefore, the feature of HOG is shown as 
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( )1 2 NF ,F , ,F=HOG ……            (11) 

HOG is usually normalized as 
1

N

k
k

F
=

= HOG HOG . 

3.2 Robust Histogram of Oriented Gradient 

As illustrated in Fig 1, P is a pixel point as the center of a circle with radius r and nP  
is one of the sample points in this circle, where the sample point quantity is 8 and r is 
2. Then, a local x—y coordinate system can be established by P and nP  for each 

sample point; Therein, as shown in the Fig 1, 4 2
n nP P


and 3 1
n nP P


 are defined as the 

positive y axis and x axis, respectively. Obviously, we can obtain a rotation invariant 
gradient operator (RIGO) as follows. 
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8 n n
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= −yRIGO I I . 

where i
nP , 1, 2,3, 4i =  are nP ’s surrounding points along the x axis and y axis 

and ( )i
nPI  is the gray value at i

nP . By observing and analyzing the RIGO, we 

can see that the RIGO is not only rotation invariant but also robust for the noise 
and illumination because of using the average gradient. 
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Fig. 1. Sketch of rotation for invariant gradient operator 

Therefore, the rotation invariant histogram of oriented gradient (RIHOG) is 
defined as 

( )1 2 NFN ,FN , ,FN=RIHOG ……      (12) 

where ( )1 2 NFN ,FN , ,FN……  stands for the updated ( )1 2 NF ,F , ,F…… by utilizing 

the RIGO. 
On the other hand, we divide the palmprint images into non-overlapped blocks of 

s s× pixels to reduce the interference of translation and improve the distinguishability 
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of extracted features, and then extract RIHOG from each block. Finally, the robust 
histogram of oriented gradient (RHOG) was obtained by putting the RIHOG of each 

block together. Therefore, the palmprint image is divided into 
M M

s s

×
×

 blocks, the 

RHOG is then defined as follows. 

1 2block block M M
block

s s

RIHOG ,RIHOG , ,RIHOG ×
×

 
=  
 

RHOG ……      (13) 

3.3 Fractal Dimensions 

Fractal dimension is usually used to measure the regularity of the object’s surface. In 
this paper, we combine fractal dimension with RHOG in this paper to obtain a 
superior descriptor for the palmprint images. There are several methods for solving 
the fractal dimension. Among these methods, differential box counting (DBC) method 
[15] is one of the most effective methods, which is described as follows. 

An image of size M M× is divided into non-overlapped grids of s s× pixels, where 
s stands for the current scale of image. Considering the image as a three-dimensional 

space with coordinates ( ), ,x y z , where ( ),x y  stands for a point in the plane 

coordinate system, and z  is corresponding to the gray value at the position of 

( ),x y . Now we fill the grid by using boxes with the size of s s s× × . If the minimum 

and the maximum gray value of each grid locate into the h-th box and the l-th box, 

respectively, the total number of boxes in the grid is ( ) 1rn x l h= − +  with r s M= , 

the total number of boxes in the image is ( )
1

X

r r
x

N n x
=

=  with ( ) ( )X M M s s= × × . 

Then the fractal dimension D is obtained by the following equation 
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     (14) 

 
Then the final feature of WRHOG is defined as follows. 

1 1 2 2 ,......block block M M M M
block

s s s s

D RIHOG ,D RIHOG ,D RIHOG× ×
× ×

 
= × × × 
 

WRHOG  (15) 

where 1 2 M M

s s

D ,D , ,D ×
×

 
 
 

……  is a vector of block fractal dimension corresponding to 

each block of image. Now we can present the framework of the proposed VO-
WRHOG method in Fig 2. 
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Fig. 2. Outline of the proposed fast VO-WRHOG method 

3.4 Feature Matching 

Based on above proposed framework, we need criteria to measure the similarity of 
two palmprint images. We use the Normalized correlation coefficient (NCC) [16] as 
the matching score to scale the comparability between palmprint features. Suppose 

that ( )1 2, , , nA a a a= ……  and ( )1 2, , nB b b b= …… are two vectors of WRHOG, and 

their NCC is defined as follows. 

( )( )
1NCC

n

i A i B
i

A B

a b

l

μ μ

σ σ
=

− −
=

× ×


   (16) 

where Aμ ( Bμ ) is the mean of A(B), Aσ ( Bσ ) is the standard deviation of A(B), l is 
the length of A or B. The value of NCC is between -1 and 1. If NCC is close to 1, 
which implies that the palmprint images are largely resulting from the same one; 
otherwise, it is more likely to be different from each other. 

4 Experiments 

4.1 PolyU Palmprint Database 

The PolyU palmprint database [5] includes 7752 palmprint images, which were 
captured from 386 different palms. Samples from each of these palms were collected 
in two separate sessions. The average time interval between two sessions was two 
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months, whilst 10 samples were captured in the first session and the second session, 
respectively. 

The proposed fast VO-WRHOG method is implemented by using MATLAB2010a 
on a desktop with the CPU (2.90GHZ), and 2GB random access memory. With the 
purpose of verifying effectiveness of the proposed method, we use two different 
palmprint databases to test our method; one is PolyU palmprint database, the other is 
the blurred PolyU palmprint database which is obtained by using GDDM with 
random scale of blurring (the range of σ is from 0 to 10, as shown Eq. (2)) for PolyU 
palmprint database, we carry out the same pattern to compute the recognition 
accuracy that each palmprint image is matched with all the other palmprint images, 
the calculation pattern and results coincide with [16]. False rejection rate (FRR) and 
false acceptance rate (FAR) are used as two evaluation standards, and they are 
defined as follows: 

NFR
FRR = 100%

NEA
×        (17) 

NFA
FAR = 100%

NIA
×        (18) 

where NEA (Number of Enrollee Attempts) and NIA (Number of Impostor Attempts) 
stand for the true matching number and false matching number, respectively; NFR 
(Number of False Rejections) and NFA (Number of False Acceptance) are the 
number of false rejection and false acceptance. 

4.2 Experiment Results 

In the proposed fast VO-WRHOG method, the block size ( s s× ) and divided 
orientation number (N) for the proposed WRHOG are two important factors. Here, the 
blocks with different sizes ( 4 4× , 8 8× , 16 16× , 32 32× ) and different orientation 
numbers (N=4,6,8,10,12) are used to perform some experiments in order to obtain the 
optimal parameters for the blurred palmprint database. We found that when the block 
size is 16 16×  and the orientation number is 12; the EER achieves the lowest value 
(0.1324%). 

We list the results in table 1 and 2 for results in comparison with other features and 
approaches. 

Table 1. EER values for different features 

Method EER(%) 

HOG 1.7068 
fast VO-HOG 1.3146 

RHOG 1.1979 
fast VO-RHOG 0.7532 

WRHOG 0.6222 
fast VO-WRHOG 0.1324 
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Table 2. Comparisons of EERs among reported methods and the fast VO-WRHOG method 

Method 
EER(%) 

PolyU palmprint 
database 

Blurred PolyU palmprint 
database 

2DPCA [2] 5.2653 6.5943 
LST [9] 2.7208 2.4676 

DCT-BEPL [3] 1.9249 1.6173 
PalmCode [5] 0.9810 5.2653 

FusionCode [6] 0.8156 3.5215 
Competitive Code[8] 0.4684 2.0037 

RLOC [7] 0.1685 1.1149 
fast VO-WRHOG 0.1421 0.1324 

 
From these results in table 1 and 2, we can obtain some conclusions. The EER of 

fast VO-WRHOG method can achieve 0.1324% on the blurred database, which is 
much lower than the rest of methods. In other words, the proposed fast VO-WRHOG 
method can achieve the desirable recognition result for blurred palmprint recognition. 

In addition, we should highlight the time-consuming for the proposed method 
because we use the fast algorithm in the paper. So the time-consuming T for handling 
each palm from collection to feature matching can be computed as follows 

ia ra fe fmT T T T T= + + +        (19) 

where iaT , raT , feT  and fmT  stand for image acquisition time, ROI acquisition time, 
feature extraction time and feature matching time, respectively. The table 3 shows the 
time-consuming for each step between VO-WRHOG and fast VO-WRHOG. 
According to the table 3, we can calculate the total time-cost of the proposed method 
for each palm via Eq. (19) (approximately 1s), which is quick enough to meet the 
real-time requirement. It should be noted that although the time-cost of the feature 
extraction for each palm has subtle change between VO-WRHOG and fast VO-
WRHOG, the gap for the time-cost is very obvious in a large-scale database. For 
example, there are 10000 palmprint images in certain database, the total time-
consuming for the feature extraction is a large gap between VO-WRHOG and fast 
VO-WRHOG (1198s VS 345s). Hence, the fast VO-WRHOG method can greatly 
reduce the time-cost in the aspects of feature extraction. In other words, the proposed 
method can cost down by shortening the time-cost. 

Table 3. Time-consuming for each step 

Step 

 

Time(ms) 

VO-WRHOG  fast VO-WRHOG 

Image Acquisition[5] <1000 <1000 
ROI Acquisition[5] 138 138 
Feature Extraction 119.8 34.5 
Feature Matching 0.059 0.059 
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5 Conclusions 

In this paper, we have proposed the fast VO-WRHOG method, which can not only 
solve the problem of blurred palmprint recognition, but also address the common 
problem in the palmprint recognition, such as translation and rotation. The structure 
layer of the blurred image, which is obtained by using the fast VO model, is 
considered as the stable information through theoretical analysis. Then, the WRHOG 
is designed to extract the robust features from the structure layer. In comparison with 
the previous high-performance palmprint recognition methods, the proposed fast VO-
WRHOG not only can obtain a more stable recognition result on the different 
palmprint databases, but also it can achieve a desirable EER. Also, we add the fast 
algorithm to the VO model, making the recognition speed so fast that the proposed 
method can extend to the large database. 
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Abstract. Incomplete data are often encountered in data sets for clus-
tering problems, and inappropriate treatment of incomplete data will
significantly degrade the clustering performances. The Affinity Propaga-
tion (AP) algorithm is an effective algorithm for clustering analysis, but
it is not directly applicable to the case of incomplete data. In view of the
prevalence of missing data and the uncertainty of missing attributes, we
put forward improved AP clustering for solving incomplete data prob-
lems. Three strategies(WDS, PDS and IPDS) are given, which involve
modified versions of the AP algorithm. Clustering performances at differ-
ent missing rates are discussed, and all approaches are tested on several
UCI data sets with randomly missing data.

Keywords: Incomplete data, AP algorithm, Missing rate.

1 Introduction

Cluster learning is an important research in machine learning. Recently, differ-
ent types of clustering models and algorithms have been developed([1],[2]). When
complex data become the subject of data sources, how to find the hidden class
structures has become an important research both in analysis and engineering
systems. Affinity Propagation(AP) is a relatively new clustering algorithm in-
troduced by Frey and Dueck (2007)([3]), which can handle large data sets in
a relatively short period to get satisfactory results. AP algorithm is superior
to other similar algorithms in terms of processing speed and clustering perfor-
mances. Unlike most prototype-based clustering algorithms, AP does not require
the pre-specified number of clusters and initial cluster centers, which attracts the
attention of many scholars([4],[5],[6]).

With developments of sensors and database technology, the ability to obtain
information and data is growing. However, in practice, many scenarios result in
incomplete data due to various reasons, such as bad sensors, mechanical fail-
ures to collect data, illegible images due to low pixels and noises, unanswered
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questions in surveys, etc. When we apply clustering methods to these data to
explore more information, we are often faced with the problem of incomplete
data, which makes the traditional clustering models inapplicable([7],[8]).

Missing data can be classified into three categories[9]: missing completely
at random (MCAR), missing at random (MAR) and not missing at random
(NMAR). The first two cases also called ignorable missing mechanisms are more
realistic models than the last one. The approaches to deal with incomplete data
include listwise deletion(LD), imputation, model-based method and direct analy-
sis. There is a close relationship between these methods on their implementation.
LD ignores those samples with missing values, which will lose a lot of sample
information. Imputation and model-based methods usually assume that the data
are missing at random, then substitute the missing value with an appropriate
estimate in order to construct a complete data set. However, it takes a long time
to do the imputation, and these techniques are also prone to cause larger estima-
tion errors as dimensionality and incompleteness increase. EM algorithm[10] is
a commonly used iterative algorithm based on maximum likelihood estimation
in missing data analysis. When there is a large number of clusters variables that
the current statistical imputation method is limited in the application due to
the robustness and implementation difficulties etc.

The current research on missing data problems in machine learning mainly
focuses on model-based methods and direct analysis. Direct analysis can improve
performance through improved clustering models. Despite the lack of clustering
data everywhere, there is no available principle method to the clustering of
variables with missing data. Neither statistical methods nor machine learning
methods for dealing with missing data can not meet the current actual needs.
Various methods for handling missing data still need to be further optimized.
There is few research on direct modeling method without the prior imputation
for missing data.

The existing research on improved methods for unsupervised clustering mod-
els mainly concentrates on the fuzzy C-means clustering (FCM) algorithm[11].
In 1998, imputation and discarding/ignoring were proposed to handle missing
values in FCM[12]. In 2001, Hathaway and Bezdek[13] proposed four strategies
to continue the FCM clustering of incomplete data and proved the convergence
of the algorithms. In addition, Hathaway and Bezdek (2002)[14] used triangle
inequality-based approximation schemes(NERFCM) to cluster incomplete rela-
tional data. Li et al.[15] put forward a FCM algorithm based on nearest-neighbor
intervals to solve incomplete data. Zhang et al.[16] introduced the kernel method
into the standard FCM algorithm.

FCM algorithms are sensitive to the initial centers, which makes the cluster-
ing results with great uncertainty. Especially when some data are missing, the
selection of the initial cluster centers becomes more important. To address this
issue, we consider the AP algorithm, which does not require initial cluster centers
and the number of clusters. AP does not require a vector space structure and
the exemplars are chosen among the observed data samples and not computed
as hypothetical averages.
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The remainder of this paper is organized as follows. Section 2 presents a
description of AP algorithm. Three strategies for solving AP clustering of in-
complete data sets are given in section 3. We present experimental results for
UCI data sets in section 4. Finally, some remarks are given in section 5.

2 AP Clustering Algorithm

AP algorithm and k-means algorithm have the same objective function, but there
are some differences in the principle of the algorithm.

AP is a clustering algorithm based on the nearest neighbor information. With
similarity matrix of the data as input, all the samples are regarded as potential
clustering centers in the initial stage of the algorithm, while each sample point is
considered as a node in the network. Attraction information transmit along the
node connection recursively until the optimal set of class representative points
is found(representative point must be the actual point of the data set, called the
exemplar), so as to maximize the sum of the similarity that all the data points to
the nearest representative point. Among them, the attraction information is the
degree that the data point is suitable to be selected as the class representatives
of other data points.

The mathematical model of AP algorithm:
Let the data set X = {x1, x2 . . . , xN}, ∀xi ∈ R. There are some relatively close

clusterings in the feature space. Each data point only corresponds to a cluster,
and xC(i) (1 < C < N) represents the exemplar for given xi. Clustering error
function is defined as follows

J(C) =
N∑

i=1

d2(xi, xC(i)). (1)

The goal of AP is to find the optimal exemplar set by minimizing the clustering
error function

C∗ = argmin[J(C)]. (2)

Firstly, AP simultaneously considers all data points as potential exemplars,
then establishes the attractiveness information between each sample point and
other sample points, i.e., the similarity between any two sample points.

The similarity can be set according to the particular research questions,
mainly including similarity coefficient function and distance function. In tradi-
tional clustering problems, similarity is usually set as the negative of Euclidean
distance squared

s(i, j) = −d2(xi, xj) = −‖xi − xj‖22 , i �= j, (3)

where s(i, j) is stored in a similarity matrix S, representing the suitability that
the data point xi is the exemplar of the point xj . The bias parameter s(i, i) is set
for each data point, which is greater, the more possible that the corresponding
point is selected as the exemplar. Algorithms usually assume the same possibility
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that all sample points are selected to be the exemplar, that is to set all the s(i, i)
for the same value P . Under normal circumstances, set P as the similarity mean
of the similarity matrix (median(s(i, j)), i �= j).

In order to select the appropriate clustering center, AP is constantly search-
ing for two different information: responsibility and availability. when meet the
termination conditions, algorithm ends.

As a common and effective clustering algorithm, AP clustering algorithm
is applicable to the case of complete data similar to the traditional clustering
model. To date, no AP algorithm with incomplete data has been available. We
propose three strategies for solving the problem by changing the similarity in
the next section.

3 AP Clustering Algorithm with Incomplete Data

In view of the prevalence of missing data and the uncertainty of missing at-
tributes, we select the exemplars using information transmission mechanism of
AP, and the strategies for doing AP clustering with incomplete data sets are as
follows

1 Whole Data Strategy(WDS)
If the proportion of incomplete data is small, then it may be useful to simply

delete all incomplete data and apply AP to the remaining complete data. We
will refer to this as whole data strategy(WDS), which is divided into WDS1 and
WDS2 depending on whether the properties of the original data set are consid-
ered. WDS1 deletes throughly the samples containing the missing data, a new
complete data set is formed by the remaining samples (non-missing data), which
is the input of AP. WDS2 considers all the samples whether attribute values
are missing, using AP clustering for the complete data set as WDS1, samples
containing missing data are automatically classified into one of the clusters, and
they are classified into cluster 1 in this paper.

For example, there are two samples xi = {1, ?, 3, 4, ?} and xj = {3, 4, ?, 6, 7},
1 � i < j � N , then X1 = {x1, . . . , xi−1, xi+1, . . . , xj−1, xj+1, . . . , xN}. WDS-
AP directly computes the similarity matrix of X1 by equation 3 as the input of
AP, in which the number of samples is N-2 and N respectively in WDS1 and in
WDS2. That is, xi and xj are discarded in WDS1-AP, and classified into cluster
in WDS2-AP.

WDS1 is the idealized case, it will not directly provide cluster membership
information for all samples. WDS2 is the more realistic case, in which information
of all samples considered.

2 Partial Data Strategy(PDS)
The second approach to AP with incomplete data is based on the partial

distance, which is called partial data strategy(PDS). It consists of calculating
partial (squared Euclidean) distances using all available (i.e., nonmissing) feature
values, and then scaling this quantity by the reciprocal of the proportion of
components used. That is, we will only calculate the data on the dimension of
observation data, and a similarity matrix of AP algorithm is formed using the
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distance between each point and exemplar. For example, there are two samples
x1 = {1, ?, 3, 4, ?} and x2 = {3, 4, ?, 6, 7}, then the distance between two points
is as follows

D12 = ‖x1 − x2‖22 =
5

5− 3

[

(1− 3)
2
+ (4− 6)

2
]

. (4)

When xa and xb are incomplete, the distance‖xa − xb‖22 cannot be directly
obtained, it can be handled as follows

‖xa − xb‖2 =

√
√
√
√

M∑

j=1

dj(xaj , xbj)
2 × M

ω
, (5)

where

dj (xaj , xbj) =

{

0, (1−maj)(1−mbj) = 0,

dN (xaj , xbj), others
(6)

dN (xaj , xbj) = |xaj − xbj | , (7)

mij =

{

1, xij is missing

0, xij is not missing,
(8)

where 1 ≤ j ≤ M, 1 ≤ i ≤ N . dj(xaj , xbj) represents the distance on the
jth attribute between the two samples. ω is the feature dimension that the two
samples are both not missing, M is the dimensions of all feature. mij is indicator
function to explain whether the variable is missing.

As the input of AP, similarity matrix of X can be calculated by equation 5.
Then the two informations update alternately, which are both zero in the initial
stage, and the update process of which as follows

r(i, j) ← s(i, j)−max[a(i, j′) + s(i, j′)], (9)

a(i, j) ←

⎧

⎪⎪⎨

⎪⎪⎩

min
i�=j

{

0, r(j, j) +
∑

i′ �=i,i′ �=j

max[0, r(i′, j)]

}

i �= j

∑

i′ �=j

max[0, r(i′, j)] i = j.
(10)

To avoid the numerical oscillation, the damping factor λ is introduced as
follows {

Ri = (1− λ)Ri + λRi−1

Ai = (1− λ)Ai + λAi−1.
(11)

3 Inproved Partial Data Strategy(IPDS)

Inmost of the cases standardizedEuclideandistance‖xa − xb‖22 =

M∑

j=1

dj(xaj ,xbj)
2

δ
gives better performance than the Euclidean distance. The calculation of standard
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deviation(δ) is not easywhen some data aremissing. So we introduce theWeighted
Euclidean distance based on the range of feature values.

The range of the variable on each dimension is considered on the basis of the
second approach, then a similarity matrix is formed. We reformulate Equation
7 as Equation 12 by introducing a weight in which the maximum and minimum
are considered.

dN (xaj , xbj) =
|xaj − xbj |

max(xj)−min(xj)
, (12)

where, max(xj) and min(xj) are the maximum and minimum of the observa-
tion data when there is missing data. Other parameters are the sane as strategy
2. When xa and xb are incomplete, the distance ‖xi − xj‖22 can be handled by
formula 5, where dN (xaj , xbj) is calculated by Equation 12. The similar weights
obtained by above calculation, then AP clustering algorithm can be adopted to
solve the clustering problem with incomplete data.

Preference P is a very important parameter for AP especially when the data
is incomplete. It determines the clustering number, it also exercises an crucial
influence over AP convergence rate. Through a lot of studies and experiments,
it shows that better experiment result can be gained when P is in the range:
median(s)∗2−5 ∼ median(s)∗25, where median(s)=(median(s(i, j)), i �= j). In
the iterative, we restrict P in the interval [median(s)∗25, median(s)∗2−5].

4 Simulation Analysis

In order to test the proposed clustering algorithm, we compare the proposed
WDS1, WDS2, PDS and APDS of AP using artificially generated incomplete
data sets. The scheme for artificially generating an incomplete data set X is
to randomly select a specified percentage of components and designate them
as missing. The random selection of missing attribute values is constrained so
that(Hathaway and Bezdek 2001)[13]

(1)each original feature vector xk retains at least one component;
(2)each feature has at least one value present in the incomplete data set X.
At least one dimensional data exists for each vector data, and at least one or

more data exist for each dimension. That is, the data in each row are not empty,
each column of data cannot be null.

In the following experiments, we tested the performance of proposed algorithm
on commonly used UCI data sets: Iris, Seeds and WDBC, which are taken from
the UCI machine repository [17], and often used as standard databases to test
the performance of clustering algorithms.

According to the characteristics of the Iris as the data source, the Iris data
contains 150 four-dimensional attribute vectors, which include petal length, petal
width, sepal length and sepal width. The Iris data set contains three kinds of
plant(Setosa, Versicolor and Virginica), each containing 50 vectors.

The Seeds data set comprised kernels belonging to three different varieties of
wheat: Kama, Rosa and Canadian, 70 elements each. The Seeds data contains
210 7-dimensional attribute vectors, which include area, perimeter, compactness,
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length of kernel, width of kernel, asymmetry coefficient and length of kernel
groove.

The Wisconsin Diagnostic Breast Cancer (WDBC) data set comprises 569
samples, and for each of the samples, there are 30 attributes. The individuals
are divided into two groups(malignant and benign).

To test the clustering performance, the clustering results of WDS1-AP, WDS2-
AP, PDS-AP and IPDS-AP are compared. For the three data sets, damping
factor λ = 0.7, decreasing step of preferences pstep = 0.01, max iteration time
nrun = 2000, convergence condition nconv = 100. Fowlkes-Mallows index[18]
is used to measure the clustering performance based on external criteria. The
larger the FM value is, the better the clustering performance is.
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Fig. 1. Aveaged FM of 30 trials using incomplete Iris data set

Because missing data was randomly selected, different tests lead to different
results. To eliminate the significant variation in the results from trial to trial,
Tables 1, 2, and 3 present the averages obtained over 30 trials on incomplete Iris,
Seeds andWDBC data sets. The same incomplete data set is used in each trial for
each of the three approaches, so that the results can be correctly compared. As
shown in Figure1, it demonstrates the clustering performances(aveaged Fowlkes-
Mallows index) for WDS1, WDS2, PDS and IPDS using incomplete Iris data set.
WDS1 is always the best performer except for the 5% cases of incomplete Iris
data set, where IPDS gives suboptimal solutions.
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Table 1. Aveaged results of 30 trials using incomplete Iris data set

%miss
Misclassification number %Misclassification ratio FowlkesCMallows index

WDS1 WDS2 PDS IPDS WDS1 WDS2 PDS IPDS WDS1 WDS2 PDS IPDS

0 14 14 14 14 9.33 9.33 9.33 9.33 0.8365 0.8365 0.8365 0.8370
5 15.5 19.9 16.0 14.1 11.89 12.67 11.33 9.33 0.8165 0.7752 0.8232 0.8407

10 14.0 23.8 16.9 16.3 10.33 15.89 11.24 10.87 0.8258 0.7324 0.8176 0.8216
15 13.0 27.3 18.1 16.7 10.10 18.22 12.04 11.11 0.8278 0.6948 0.8097 0.8191
20 12.5 30.9 21.5 17.6 10.25 20.64 14.33 11.71 0.8266 0.6625 0.7865 0.8129
25 11.9 34.4 22.0 19.0 10.16 22.93 14.67 12.67 0.8288 0.6320 0.7736 0.8004

Table 2. Aveaged results of 30 trials using incomplete Seeds data set

%miss
Misclassification number %Misclassification ratio FowlkesCMallows index

WDS1 WDS2 PDS IPDS WDS1 WDS2 PDS IPDS WDS1 WDS2 PDS IPDS

0 23 23 23 22 10.95 10.95 10.95 10.48 0.8068 0.8068 0.8068 0.8095
5 21.9 28.1 30.8 23.3 10.94 13.37 14.68 11.10 0.8070 0.7660 0.7632 0.8003

10 20.5 34.5 30.5 24.4 10.83 16.44 14.52 11.63 0.8074 0.7164 0.7576 0.7924
15 19.7 39.1 32.2 25.0 10.86 18.63 15.35 11.90 0.8074 0.6844 0.7433 0.7888
20 18.8 44.8 36.0 25.2 10.95 21.32 17.14 12.02 0.8061 0.6467 0.7385 0.7862
25 18.1 49.5 38.5 26.3 10.14 23.57 18.32 12.52 0.8027 0.6186 0.7315 0.7791

Table 3. Aveaged results of 30 trials using incomplete WDBC data set

%miss
Misclassification number %Misclassification ratio FowlkesCMallows index

WDS1 WDS2 PDS IPDS WDS1 WDS2 PDS IPDS WDS1 WDS2 PDS IPDS

0 83 83 83 44 15.59 15.59 15.59 7.73 0.7915 0.7915 0.7915 0.8707
5 84.2 98.1 99.0 44.8 15.55 17.23 17.40 7.87 0.7828 0.7601 0.7656 0.8689

10 78.0 106.0 99.9 45.5 15.13 18.63 17.55 8.00 0.7870 0.7370 0.7720 0.8671
15 74.9 115.6 103.3 46.3 15.29 20.32 18.15 8.14 0.7848 0.7185 0.7648 0.8653
20 70.6 120.7 95.3 46.8 15.14 21.22 16.74 8.22 0.7870 0.7127 0.7616 0.8643
25 68.8 130.5 97.3 48.8 15.58 22.94 17.09 8.58 0.7843 0.6971 0.7708 0.8596

In the three tables, the optimal solutions in each row are highlighted in bold,
and the suboptimal solutions are underlined.

From Tables1, 2, and 3, WDS and PDS reduce to regular AP for 0% missing
data. The results of IPDS are better on Seeds and WDBC data sets. For other
cases, different methods for handling missing attributes in AP lead to different
clustering results. With the growth rate of missing data, the misclassification
number and ratio of WDS2, PDS and IPDS are increased, FM is decreased.

In terms of misclassification ratio, WDS1 is always the best performer for
incomplete Iris and Seeds data sets, where IPDS gives suboptimal solutions.
IPDS is always the best performer for incomplete WDBC data set, where WDS1
gives suboptimal solutions. Although the results of WDS1 are mainly the optimal
solutions, which is at the expense of all the missing data as a precondition, it
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is unreasonable because of discarding all the samples containing missing data.
The samples of the data set generally should be considered. The results of WDS
are the worst if all samples of the data set are considered seeing the results of
WDS1 and WDS2. The above experimental results imply that IPDS is the best
among the three strategies for solving AP clustering of incomplete data.

Conclusion

In this paper, we considered three strategies for solving AP clustering of incom-
plete data sets. An important implication of our numerical experiments is that
although the simple approach of deleting incomplete data (WDS-AP) works well
if the information contained in the samples with missing data can be ignored,
other approaches are generally superior if a larger proportion of data is missing.
IPDS provides the highest accurate in the case of maximally incomplete data
sets.

The three strategies are simple and easily implemented methods which directly
deal with incomplete data set using AP algorithm. If we are rich in resources and
do not consider the samples containing missing data, WDS1-AP can be selected.
If the samples containing missing data can not be ignored, IPDS-AP can be
selected to cluster the incomplete data sets. In the future, our work will focus
on the selection of P and the damping factor λ with theoretical basis, and the
improvement on the similarity measurement of AP when the missing percentage
is large, which will be helpful to solve clustering problems with various missing
percentages.
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Abstract. Computer vision technology has wide application value in daily life 
and industrial production. Camera calibration is the base of computer vision 
technology, which is the key and necessary step to get three-dimensional spatial 
information from a two-dimensional image. In the paper, the geometric 
parameter of camera is considered as the research object. Firstly, the relationship 
model of camera calibration is established and used to unify the world coordinate 
system, the camera coordinate system and the image coordinate system. It takes 
the image pixel point as the optimization goal, then a differential evolution 
combined with particle swarm optimization algorithm is proposed to calibrate 
camera. Experimental simulation results show that the improved algorithm has 
good optimization ability and used for camera calibration has validity and 
reliability. 

Keywords: camera calibration, intrinsic parameter, external parameter, 
differential evolution, particle swarm algorithm. 

1 Introduction 

Camera calibration is the base of computer vision technology, which is the key and 
necessary step to get three-dimensional spatial information from a two-dimensional 
image [1]. Currently, the theory of camera calibration is already very mature and there 
are many calibration methods proposed. The basic methods of camera calibration can 
be divided into the traditional camera calibration methods and the camera 
self-calibration methods [2-3]. The traditional calibration method has a high calibration 
precision, but need specific calibration reference substance. The self-calibration 
method does not rely on calibration reference substance, but the calibration results are 
relatively unstable. Tsai [4] proposed a most common two-step calibration method, 
which can effectively obtain the most of camera parameters. Zhang [5] proposed a 
camera calibration method based the planar template, which is flexible and very simple. 
Ma [6] proposed a self-calibration method based on active vision. The calibration 
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method is simple and can get linear solution, but which used inflexibly and has a high 
cost. With the developing of the intelligent algorithms, many algorithms are applied to 
camera calibration. Deep et al. [7] presented a camera calibration method based on 
particle swarm optimization and can solve the camera parameters very well. Tian et al. 
[8] presented a camera calibration method based on BP neural network, which raises 
the camera calibration precision and robustness. But the limitations of these intelligent 
algorithms are unable to find the optimal solution and also increase the complexity of 
the calibration. So some simple stable and efficient algorithms are looked for applying 
to camera calibration, which has the very important research significance. 

This paper is devoted to use particle swarm optimization and differential evolution 
algorithm for camera calibration technology research. Particle Swarm Optimization 
(PSO) [9] is proposed by Kennedy and Eberhart, which is a kind of global random 
search algorithm based on swarm intelligence. It has less adjustable parameters and has 
better ability of global optimization. Differential Evolution (DE) [10] is proposed by 
Stron and Price, which is a kind of global random search algorithm based on real 
parameter optimization problem. It has fast convergence speed and good robustness. In 
view of the characteristics of the two algorithms and combining to avoid the defect of 
particle swarm algorithm which is easy to fall into local optimum, then which can be 
used for camera calibration technology research. 

2 Camera Calibration Model 

The camera imaging model is the basis of camera calibration. When determined the 
imaging model, the camera internal and external parameters and solving methods can 
be determined [11]. Assuming a three-dimensional point of the world coordinate is 
( )Twww zyx ,, , a homogeneous coordinate of the camera coordinate system is ( )Tccc zyx ,, , 
two-dimensional image pixel coordinate is ( )Tvu, , the camera imaging relationship as 
follows. 

(Ⅰ) The transformation between the world coordinate system and the camera 
coordinate system 
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According to the relationship of rotation matrix R  and translation matrix T , the 
coordinate transformation between the two coordinate systems can be realized. 

(Ⅱ) The transformation between the camera coordinate system and the image 
coordinate system 

The ideal perspective projection transformation under pinhole model is established 
as follows: 
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( )Tyx, is the homogeneous coordinate of the image physical coordinate system. The 
transformation between the image physical coordinate system and pixel coordinate 
system is expressed as: 
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0u  and 0v  are the intersection coordinate between the optical axis center and image 
plane. From (2) and (3), the transformation between the camera coordinate system and 
the image pixel coordinate system is expressed as: 
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(Ⅲ ) The transformation between the world coordinate system and the image 
coordinate system 

According to the transformation relationship between the above coordinate systems, 
from (1) and (4), the final camera imaging model is expressed as: 
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Where xx dff /=  and yy dff /=  are respectively the camera image plane scale 
factor of horizontal axis x  and vertical axis y . xc  and yc  are respectively the offset 
of horizontal direction and vertical direction between the camera center and optical 
axis. Calibrated camera internal parameter is mainly solving these four 
parameters ( )yxyx ccff ,,, . A  is the camera internal parameter array, TRM ,  is the 
camera external parameter array. They represent the basic relationship between the 
two-dimensional image coordinate and three-dimensional world coordinate, which can 
determine the camera calibration model.  

3 Algorithm Design and Application 

3.1 Differential Evolution Particle Swarm Optimization 

DE and PSO algorithm are based on the evolution of population, because of its own 
superiority, which has been successfully applied in many optimization problems 
[12-13]. Because there are some shortcomings of PSO, this paper proposes a kind of 
algorithm based on differential evolution particle swarm optimization (DEPSO). The 
mutation, crossover and selection of DE are introduced into the PSO. The mutation and 
crossover operation are adopted in each iteration, which can maintain the diversity of 
population particles and select the optimal particle of each iteration to the next iteration. 



252 G. Lu et al. 

 

It can improve the convergence of the algorithm and prevent the particles into 
premature convergence [14]. 

Assuming population size is N and each individual has a D-dimensional vector, the 
location target vector and speed test vector are respectively represented as 

( )TiDiii xxxX ,,, 21 =  and ( )TiDiii vvvV ,,, 21 = , Ni ,,2,1 = . The initial population is 
{ }NXXXS ,,, 21 = . The PSO renewal equations of speed and position are expressed as 

follows: 
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k
id
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The each target vector individual of G generation is represented as GiX , . In the 
paper, the mutation operator of DE is often used as shown below: 

                  ( )GrGrGrGi xxFxv ,3,2,1, −+=                        (8) 

From (8), the mutation mechanism is introduced into the particle swarm iteration 
computation, which generates mutation after each iteration and prevents particle swarm 
premature into local optimum. 

In order to increase the diversity of population, the crossover operation is 
introduced. The test vector iV  and the target vector iX  are permeated to achieve the 
purpose of improving the population global search ability. Assuming the cross vector is 
represented as ( )TiDiii uuuU ,,, 21 = . The crossover operator is expressed as: 
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Where Nj ,,2,1 = , [ ]Njrand ,1∈ . CR  is a cross control parameter and general 
value is between [0, 1]. If the value is greater, which generates the probability of 
crossover is greater and the diversity of population is better. 

According to the above mutation and crossover, the candidate individual GiU ,  is 
evaluated by fitness function and decided whether to select the new generation 
individual. The select operator is expressed as: 
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It is assume that the optimal value of objective function is the minimum value which 
is the fitness evaluation standard for select operation. The optimal individual is chose in 
each iteration and able to achieve optimization purpose. 

3.2 Algorithm Application 

According to the analysis of the camera model, the camera parameters are used as the 
optimization goal. The DEPSO algorithm is applied to solve the camera calibration. 
Then on the basis of the solved parameters, the image two-dimensional coordinates can 
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be obtained. The application process of particle swarm optimization based on 
differential evolution is as follows: 

Step1 Population initialization: it randomly generates the position and speed of N 
particles within the allowed scope, and sets the upper and lower limit of particle 
velocity.  

Step2 Selecting fitness function: the objective function is considered the distance of 
obtained pixels and actual pixels, which is used as the fitness evaluation standard and 
calculated to get the individual extremum and global extremum of the initialization 
population. Fitness function is expressed as: 

( ) ( )
=

−+−=
n

i
iiii yvxuf

1

22min                   (11) 

Step3 Renewing population: according to Eq.(6) and (7), the speed and position of 
each particle are renewed. 

Step4 Selective renewal: using the selection strategy of differential evolution, the 
fitness of the renewed particle is compared with the fitness of particle before renewing, 
and choosing high fitness particle to update location. 

Step5 Crossover operation: increasing diversity of the population and ensuring that 
the excellent individuals have a high fitness. 

Step6 Mutation operation: according to comparing fitness value, the low fitness 
individuals are generated mutation with greater probability, which is beneficial to 
produce excellent model and guarantee the existence of superior individuals. Thus a 
new generation of excellent population is forming. 

Step7 Renewing the population extremum: according to the fitness value of a new 
generation population, renewing the individual extremum and global extremum of 
population. 

Step8 Determining whether the termination condition is satisfied: if it reaches the 
maximum number of iteration, then the end of the loop and output results, otherwise go 
to step3 to continue iteration. 

4 Experimental Analysis 

In order to verify the application performance of the proposed algorithm, taking a 
company visual identification project as application background. The calibrating 
camera for experiment is the ARTCAM-150PⅢ CCD camera of ARTRAY Company, 
Japanese Seiko lens TAMRON 53513, the effective pixel is 1392×1040. To ensure the 
fairness of contrast, the experiment is carried out on Windows XP system platform, 
clocked at 2.67GHz, RAM is 2.00GB and the development environment of Matlab. 
Unified setting particle population size N is 30, the maximum number of iteration is 
1000 and 100 times continuous optimization. 

The calibration image used for experiment is the classic black and white chessboard 
whose size is 8×10, namely 80 corners. According to the camera internal and external 
parameters, solving all the geometric parameters will need at least two perspective 
images. In order to ensure the convergence and accuracy of the camera parameters, the 
camera calibration chooses 10 calibration board images of different perspective in the 
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paper and the corners are considered as calibration points. This paper proposed the 
algorithm is used for camera calibration and compared with the planar pattern 
calibration method of Zhang Zhengyou which is the most widely used method at 
present. In view of the different visual angles, the camera external parameters are 
uncertain. So only the camera internal parameter is calibrated in the paper, calibration 
results are shown in Table 1. 

Table 1. Camera parameters calibration results 

Parameters DEPSO DE PSO Zhang 

xf (pixels) 3580.468994 3585.466215 3588.167245 3590.147217 

yf (pixels) 3620.209961 3624.256194 3627.341156 3628.451172 

xc (pixels) 597.373413 600.623577 600.551365 602.444153 

yc (pixels) 249.571625 251.239451 251.276542 252.145920 

 

As shown in Table 1, it can be seen that the experimental simulation results are close 
to the calibration result of Zhang Zhengyou and the relative error is small. It is show 
that the algorithms used for camera calibration is feasible. According to the model 
transformation relationship, using the calibrated camera parameters and the 
three-dimensional space coordinates ( )www zyx ,,  to solve the corresponding 
two-dimensional image coordinates ( )vu, , and which are compared with the actual 
image coordinates ( )vu ~,~  obtained by the image processing. Then it can verify the 
validity and accuracy of the calibration method results. Experiment is basis on the 
visual identification project and 10 groups of the actual measured data are randomly 
selected to contrast, the verification results are shown in Table 2. 

Table 2. Validity verification results 

wx  
(mm) 

wy  
(mm) 

wz  
(mm) 

u~  
(pixels) 

u  
(pixels) 

uu −~  
(pixels) 

v~  
(pixels) 

v  
(pixels) 

vv −~  
(pixels) 

-10.5 420 126 563.5468 563.4729 0.0739 484.4662 484.5679 0.1016 
-31.5 420 147 368.1478 368.1244 0.0234 276.8552 276.6524 0.2027 
10.5 420 147 773.9859 774.0655 0.0795 274.4552 274.4674 0.0122 
-17.5 420 133 504.3714 504.4749 0.1034 412.2836 412.3035 0.0198 
17.5 420 140 842.4265 842.5655 0.1389 342.3060 342.1068 0.1992 
-3.5 420 119 640.1724 640.2547 0.0822 547.5030 547.5612 0.0581 

-31.5 420 112 370.5156 370.3410 0.1746 616.4668 616.4727 0.0059 
24.5 420 98 912.9185 912.7060 0.2124 748.3865 748.3856 0.0009 
10.5 420 133 774.6569 774.7635 0.1066 410.9766 410.8161 0.1605 
3.5 420 105 708.0079 708.2405 0.2325 682.8162 682.8112 0.0050 
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From Table 2 contrasting analysis results show that the derived image coordinates 
have a very small difference comparing with the actual image coordinates. Then it is 
show that this calibration method has good reliability and stability. In terms of the 
objective function objf  as the evaluation object, the object mean of all images pixel 
coordinates are calculated and compared with the other calibration methods. 
Comparison results are shown in Table 3. 

Table 3. Comparison results of the object mean 

Object mean DEPSO DE PSO Zhang 

objf (pixels) 0.167186 0.261793 0.305274 0.327475 

 
The comparison results in Table 3 show that the object mean which is solved by the 

algorithms in the paper is less than the Zhang Zhengyou method result. Differential 
evolution combined with the particle swarm optimization can effectively avoid falling 
into local optimum. It is show that the application of the DEPSO algorithm has a better 
optimization effect and calibration results have a higher precision. Comparing the 
above experiment results show that using the differential evolution particle swarm 
optimization has good feasibility and reliability for camera calibration.  

5 Conclusions 

Camera calibration has a very important position in the computer vision and is the basis 
of developing the other aspect research. Then what methods can be used to calibrate 
camera more accurate, which has become the current center problem of the camera 
calibration research. Based on actual project as the background in this paper, the 
relationship model of camera calibration is established and the differential evolution 
particle swarm optimization is used to calibrate camera parameters. The simulation 
results show that the algorithm is feasible and effective, which has a simple operation 
and good optimization ability. Currently, there are many methods proposed for camera 
calibration, the application of intelligent learning algorithm is a very good research 
direction. 
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Abstract. A method of fault diagnosis based on support vector machine trained 
by the improved shuffled frog leaping algorithm (ISFLA-SVM) is proposed to 
promote the classification accuracy of the wind turbine gearbox fault diagnosis. 
Because the parameter selection for penalty factor and kernel function in 
support vector machine (SVM) have a great impact on the classification 
accuracy, we may use the improved shuffled frog leaping algorithm to select 
excellent SVM parameters, use the optimized parameters to train machine. 
Then three groups of data in UCI are used for performance evaluation. Finally 
ISFLA-SVM model will be applied to the wind turbine gearbox fault diagnosis. 
The result of the diagnosis indicates that the common fault of wind turbine 
gearbox can be exactly identified by this method.  

Keywords: gearbox, shuffled frog leaping algorithm, support vector machine, 
fault diagnosis, optimization, accuracy. 

1 Introduction 

Gearbox is an indispensable key component of wind turbine, its main function is 
passed the dynamic which is generated by wind wheel under the action of wind to the 
generator and make the generator get corresponding speed [1]. For the wind turbine 
installed in a high tower, once the gear box failure, the maintenance cost will be high. 
According to Spanish EHN company data statistics, gearbox is one of the highest 
failure rate components for the wind turbine. Therefore, strengthening the on-line 
monitoring and fault diagnosis for gearbox plays a decisive role in reducing repair 
costs and improving the recovery efficiency of wind turbine. 

Support vector machine (SVM) based on the statistical learning theory can not only 
maximizing discover the hidden classification knowledge in the data, but also solved 
some problems such as small sample learning, high dimension in machine learning. 
From the generalized point of view, SVM is more suitable for wind turbine gearbox 
fault diagnosis. At present, the parameter selections of SVM are still no specific rules 
to follow. In recent years, researchers are constantly use new intelligent optimization 
algorithm to SVM parameters optimization. Literature [2] proposed the improved 
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PSO which was applied to the SVM parameter optimization for fault diagnosis of 
transformer. Literature [3] proposed the simulated annealing algorithm which was 
applied to SVM parameter optimization for mid-long term load forecasting .The more 
optimal parameters are acquired to use these methods, but they are also easy to fall 
into local optimization and the iterations are large and they are time-consuming. 

Shuffled frog leaping algorithm (SFLA) was emerging in 2003, there is no 
literature in gearbox fault diagnosis to be investigated. In view of the fault problems 
of the gearbox, a method of fault diagnosis based on SVM trained by improved 
shuffled frog leaping algorithm (ISFLA-SVM) is proposed. The improved SFLA 
(ISFLA) algorithm can adjust the balance between global and local search capabilities 
suitably and find the optimal values of SVM parameters. Firstly this paper puts 
forward ISFLA, and then use three groups of data in UCI for performance evaluation, 
finally gearbox fault diagnosis model will be applied to the wind turbine gearbox fault 
diagnosis and come to a conclusion. 

2 The Improved SFLA and Its Performance Analysis 

2.1 Shuffled Frog Leaping Algorithm (SFLA) 

An initial population of ܨ frogs is created randomly for a ݀ dimensional problem. A 
frog ݅ is represented by ݀ variables and the ݅ frog indicated as ௜ܺ ൌ ሺݔ௜ଵ, ,௜ଶݔ … ,  .௜ௗሻݔ
Frogs are sorted in descending order based on their fitness values, and write down the 
global best individual ௚ܺ, then the entire population is divided into m meme groups. 
Within each meme groups, frogs with the best and the worst fitness are identified as ܺ௕and ܺ௪.To improve the worst solution, perform the local search. 

For the basic rules of SFLA known the update formula is:  ࡿ ൌ ݎ כ ሺܺ௕ െ ܺ௪ሻ                                                     ሺ1ሻ ܺ௪ᇱ ൌ ܺ௪ ൅ ห|ࡿ|ห        ,ࡿ ൑  ܵ௠௔௫                                         ሺ2ሻ 

Where, r is a random number between 0 &1, ܵ௠௔௫is the maximum step size, S is the 

step of worst frog. 

2.2 Improved SFLA（ISFLA） 

(1) Rand function can’t guide the frog forward to the optimum direction. Through 
verification, in the early evolution, to some extent increase the local search ability of 
SFLA, can expand the search scope, in the middle and later of evolution, reduce the 
local search can escape from local optimal solution. According to the simulation 
experiment, the literature [4] shows that the logarithmic function is more suitable for 
the mobile factor, so this article will take the logarithm function as adaptive mobile 
factor. ߠ௧ ൌ ே݃݋݈ ݐ , ݐ ൌ 1,2, … , ܰ                                               ሺ3ሻ 
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In the formula, ߠ௧ on behalf of adaptive mobile factor, ܰ on behalf of the times of 
each meme groups searched.  

(2) SFLA is easy to fall into local optimal solution. In this article, join the mutation 
operation to the SFLA global search process, carrying out random mutation for F frogs. 
This can greatly increase the diversity of population, prevent SFLA into local optimum. 

Get a number between(0,1)randomly， if greater than 0.5, variate the frog, 
procedure is as follows:  ݄ ൌ ceilሺ2 כ randሻ; if  ݄ ൌൌ ,ሺ݅݌   1  ݄ሻ ൌ  ሺ20 െ 1ሻ כ rand ൅ 1ሺ݅ ൌ 1,2, … , ݄  ሻ ifܨ ൌൌ  2  The new initialization of ݌ሺ݅, ݄ሻ  

If less than 0.5, the frog will not change.  
(3) The bigger parameter c of SVM will lead to over learning state. We join the 

threshold limit to the frog individual update. If both the iterative optimal value minus 
the global optimal value is less than a certain threshold ( ߜ) and the value which is on 
behalf of the ܿ less than the value which is on behalf of global optimal frog ܿ , 
assuming the frog first dimensional ݔ௜ଵ on behalf of c. If formula (11) (12) satisfied, 
the global optimal value and the global optimal solution replaced by that iterative 
optimal value; Else, not for the update operation. ݂݅ݏݏ݁݊ݐሺ݅ሻ െ ௚ܺ_݂݅ݏݏ݁݊ݐ ൏ ,ሺ݅݌ ሺ4ሻ                                         ߜ 1ሻ ൏ ௚ܺሺ݅, 1ሻ                                                    ሺ5ሻ 

3 The SVM Model Based on ISFLA 

3.1 Using ISFLA Choose the Best c and g Parameters for SVM 

The fitness function defined in this paper is the classification accuracy achieved by 
the class test that SVM deals with the test data. The optimization procedure is as 
follows: 

The first step: to determine the fitness function in the sense of CV.  
The second step: the initialization of meme groups݉, frog number of each group ݒ, local search ܰ, global iteration number ܩ௠௔௫ , and the relevant parameters of 

SVM. 
The third step: calculate the fitness value.  
The fourth step: divide the frog individual into m meme groups. 
The fifth step: for each meme group, perform local search ܰ times. 
The sixth step: when the local search is completed, fitness scaling. 
The seventh step: To judge whether meet the termination conditions or not, if meet, 

output the global optimal solution and the individual of optimal solution; otherwise, 
return to the third step and recount.  
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3.2 Simulation Experiment 

The experiment uses Transformer Faults, Breast Cancer, Wine, three data sets of the 
UCI database (Table. 1) to do the simulation test. Transformer Faults data set for 5 
class classification problems, containing 33 samples, each sample has 3 properties; 
Breast Cancer data set for 2 class classification problems, there are 569 samples, each 
sample has 10 attributes. The Wine data set for 3 class classification problems, there 
are 178 samples, each sample has 13 attributes. 

Table 1. UCI standard data set 

Data sets Training sample Test sample 

Transformer Faults 23 10 

Breast Cancer 300 269 

Wine 89 89 

 
ISFLA parameter setting: ݒ ൌ 10, ݉ ൌ 10, ܰ ൌ 5, ௠௔௫ܩ ൌ 20 . The IPSO[5] 

parameter setting: c1=1.5, c2=1.7, maxgen=200, sizepop=20. 
In order to verify the effectiveness of improved shuffled frog leaping algorithm 

process and prevent random optimization results, compare ISFLA with SFLA, and 
algorithm of each case is independently operated 30 times. From the Fig. 1 we can see 
that the optimization effect of ISFLA is obviously better than the SFLA. ISFLA both 
for Breast Cancer data sets of multiple Transformer Faults data and for less data set 
all achieved good optimization results. The optimization effect is stable. So it proves 
the validity of ISFLA. 

 

   

(a)Transformer Faults (b)Breast Cancer (c) Wine 

Fig. 1. Average iterative curve of classification accuracy 

In order to verify the classification performance of ISFLA-SVM, compare 
ISFLA-SVM with SFLA-SVM, IPSO-SVM (Improved PSO, IPSO). What can be 
seen from table.2 is that ISFLA-SVM and IPSO-SVM have the same classification 
accuracy for Transformer Faults which is higher than that of SFLA-SVM. For the two 
classification problems of Breast Cancer data, the classification accuracy of 
ISFLA-SVM is higher than IPSO-SVM and SFLA -SVM classification accuracy. For 
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three classification problem of Wine data, ISFLA-SVM only misclassifies a set of 
data. It can be concluded that ISFLA-SVM can achieve good results in classification 
problems in general and reflects the superiority of its performance. 

Table 2. Classification accuracy 

Data set \ Methods SFLA-SVM IPSO-SVM ISFLA-SVM 

Transformer Faults 60% (6/10) 90% (9/10) 90% (9/10) 

Breast Cancer 94.05%(253/269) 96.28%（259/269) 97.026% (261/269)  

Wine 75.28% (67/89) 97.75% (87/89) 98.87% (88/89) 

4 Application in Fault Diagnosis of Wind Turbine Gearbox 

4.1 The Experimental Design 

A simulation experiment was carried out on the gear fault fan transmission system 
through the experimental platform of Shanghai Dianji University wind engineering 
research center. Gearbox fault diagnosis model is established by the characteristics of 
the gearbox fault, as shown in Fig. 2. The vibration signal is collected by the Fourier 
transform, and the normal gear vibration spectrum as a reference, obtain the 45 groups 
of gearbox diagnosis samples (Listed 16 samples of data in Table.3), ଷܶ଴ᇱ  as the 
amplitude of each wave in the spectrum, ଷܶଵᇱ  as corresponding frequency, and ଷܶଶᇱ  
as the frequency difference is near the crest, and ଷܶଷᇱ  as crest edge band frequency 
difference.  

In this section, respectively using the‘①’,‘②’,‘③’,‘④’,‘⑤’representing the 
normal, pitting, broken teeth, wear , broken teeth and wear five kinds of modes, each 
mode has 9 groups data. In order to ensure the reliability of the classification results 
from each fault type, random selected 6 samples as training data, 3 groups of samples as 
the diagnostic data.  

 

Fig. 2. The gearbox fault diagnosis model 
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Table 3. The samples of gearbox for diagnosis 

Sequence number ଷܶ଴ᇱ
 ଷܶଵᇱ

 ଷܶଶᇱ
 ଷܶଷᇱ

 Failure state Sequence number ଷܶ଴ᇱ
 ଷܶଵᇱ

 ଷܶଶᇱ
 ଷܶଷᇱ

 Failure state 

1 0.360 2383.125 10.000 24.375 ① 9 23.227 2335.625 6.250 24.375 ③ 

2 0.377 2407.500 10.000 25.000 ① 10 23.836 2360.000 6.875 24.375 ③ 

3 0.667 2456.875 9.375 24.375 ① 11 24.972 2382.500 10.625 25.000 ④ 

4 27.738 2134.375 5.625 24.375 ② 12 29.048 2308.750 10.625 25.000 ④ 

5 28.841 2158.750 5.625 24.375 ② 13 27.463 2333.750 10.625 24.375 ④ 

6 23.439 2208.125 5.625 24.375 ② 14 30.041 2363.125 0 -24.375 ⑤ 

7 29.511 2286.250 6.875 25.000 ③ 15 22.981 2412.500 0 -24.375 ⑤ 

8 26.005 2311.250 6.375 24.375 ③ 16 19.488 2436.875 0 -25.000 ⑤ 

4.2 Experimental Results and Analysis 

Train the ISFLA-SVM classifier by using training samples, the parameter of kernel 
function g=3.2224, penalty coefficient c=10.4005. Fault diagnosis to 3 groups 
samples for diagnosis which randomly extracted from each failure type by using the 
identified parameters. It can be seen from the results (Fig.3), the actual and predicted 
values were consistent, and the correct diagnostic rate was 100%.  

In order to validate ISFLA-SVM on classification performance of gearbox fault 
diagnosis, repeat the above steps for 6 times and compare the correct rate of fault 
diagnosis with SFLA-SVM and IPSO-SVM. It is seen from Table.4, the method 
proposed in this paper in gearbox fault diagnosis accurate rate is higher than 
IPSO-SVM and SFLA-SVM. The average classification time of the method in this 
paper is not only lower than the IPSO-SVM average classification time, but also 
largely lower than the SFLA-SVM classification time. So it verified the speed 
superiority of ISFLA-SVM in fault diagnosis of gearbox. Therefore, ISFLA-SVM in 
wind turbine gearbox fault diagnosis has good stability, speed superiority and 
classification accuracy. 

 

Fig. 3. The test samples of gear box fault classification 
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Table 4. Comparison of different gearbox fault diagnosis methods  

Fault diagnosis methods SFLA-SVM IPSO-SVM ISFLA-SVM 

The average diagnostic accuracy 88.89% 96.67% 98.89% 

The average classification time/s 114.75 25.86 22.02 

5 Conclusions 

An efficient approach with ISFLA-SVM has been proposed in this paper for solving 
the wind turbine gearbox fault diagnosis problem. The accuracy and stability of SVM 
classification is improved by ISFLA. The simulation results show that the method is 
suitable for wind turbine gearbox fault classification and has achieved fast 
classification, good stability, high classification accuracy, and provides a new 
approach for fault diagnosis of wind turbine gearbox. 
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Abstract. Based on the synchronization principle of three-dimensional discrete 
Henon chaos, this paper presents a new image encryption algorithm. A set of 
keys are generated by chaotic iteration from the sending part. Then the image 
can be encrypted. Via the same keys generated by chaotic synchronization, the 
receiving part can get decrypted image by inverse transformation. From the 
view of cryptology, high dimensional chaos in this paper is more complex than 
the general chaos, it is difficult to predict; and this algorithm can not only 
substitute the pixel values, but also scramble the pixel locations at the same 
time, but in most cases some algorithms can only encrypt the image in a way. 
As a supplement to the encryption process, this algorithm introduces the 
technology of chaotic synchronization and bits scrambling, increases the 
difficulty of cracking, and enhances the algorithm security. Simulation results 
illustrate the effectiveness of the proposed method. 

Keywords: Discrete Systems, Henon chaos, Chaotic Synchronization, Bits 
Scrambling, Image Encryption. 

1 Introduction 

Because of the characteristic of the pseudo randomness and sensitivity to initial 
values, chaotic map is suitable for image encryption. Even if the difference is very 
small between the parameters of two chaotic systems, their trajectories will be 
exponential divergent [1]. However, there is no breakthrough on the research of 
chaotic synchronization over a long time. Until 1990, Pecora and Carroll realized 
synchronization by driving the Lyapunov exponent of the error equation negative [2]. 
This finding opens up a new way to apply the theory of chaos to practical affairs. 

In 2006, Meng etc. [3] proposed an improved synchronization method for 
Logistic mapping via M type nonlinear feedback control. With the deeper research of 
chaotic synchronization in various fields, it shows great potential applications in 
secure communication. In 2013, Xu etc. [4] proposed an image encryption method via 
                                                           
* This research is supported by the National Nature Science Foundation of China (11202121, 

61104006, and 31370998). 
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different structure chaotic synchronization. In 2013, Liu etc.[5]studied the hybrid 
synchronization of unified chaotic system in image encryption. Generally speaking, 
image encryption is a hot topic in recent years. But how to use chaotic 
synchronization in image encryption is a new area and the research in this direction is 
relatively rare. 

Since the actual hardware system can only process discrete digital signal, so we 
should discrete a continuous signal in realization. In another way, this paper firstly 
studied the synchronization of discrete chaotic system. We can use the discrete 
sequence to design the encryption algorithm directly. This can save the necessary 
sampling time of continuous system. So it can improve the speed of image encryption 
[6].  

This paper presents a new synchronization method based on discrete Henon chaos. 
On the sending part, we sort the chaotic sequence generated by the driving chaos 
firstly. This can help to get the address conversion codes [7]; Thanks to the irregular 
sort, bit positions can be scrambled [8]. So the image can be encrypted. On the 
receiving part, the response chaotic system is used to get the synchronized address 
codes. Then the image is decrypted by inverse transformation. 

2 System Description 

Definition 1: A continuous, strictly increasing function W:[0, ∞ )→[0, ∞ ) with W(0) 
= 0 and W(u) > 0 if u > 0 is called a wedge function. (We denote wedge functions in 
the sequel by W or Wi, where i is an integer.) 

Consider the following cascade discrete-time systems: 

{ ))(),(())(()1(
))(()1(

kykxhkxfkx
kygky

+=+
=+           

(1)
 

Where x∈Rn, y∈Rm, f and g are assumed to be smooth mappings and satisfying 
the following conditions: 

f (0) = 0; h(x; 0) = 0; g(0) = 0. 

Lemma 1 [9]: If the zero solutions of system x (k + 1) = f(x (k)) and y (k + 1) = g(y 
(k)) are globally asymptotically stable and every solution to (1) is bounded, then the 
zero solution o = (0, 0) of (1) is globally asymptotically stable. 

Theorem 1: Let V(x (n)) is a positive function satisfying 

(1) W1 ( )(nx ) ≤ V (x (n)) ≤ W2 ( )(nx ) 

(2) Δ V(1) (x(n)) ≤ －W3 ( )(nx ) + M for some constant M > 0 

Where W1 (u), W3 (u) →∞ as u→∞ , then the solutions of (1) are bounded.  
Proof: because M is a constant, then we can choose a constant B1 satisfying B1 > 

W3
-1(M). Now we want to prove that 

,)())(( 12 MBWnxV +≤  for all n ≥ 0.                      (2) 
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We will use the reduction to absurdity method in mathematic to prove this fact. 
Suppose there is an n1 > 0 such that 

MBWnxV +≤ )())(( 12
, for 0< n < n1.                      (3) 

but 

.)())1(( 121 MBWnxV +>+                           (4) 

We discuss two possibilities (A) and (B): 
(A): )())(( 121 BWnxV ≤ and .)()1)(( 121 MBWnxV +>+  

Then let ))((L 12
1

1 MBWW += − . From assumption (ii) in theorem 2 

(1) 3( ( )) (|| ( ) ||) .V x n W x n MΔ ≤ − +  

We can get 

V (x (n1+ 1)) ≤  V (x (n1)) －W3 ( )(nx ) + M                               (5) 

           ≤  W2 (B1) －W3 ( )(nx ) + M 

≤  W2 (B1) + M 

This is a contradiction to (4). 
(B): V (x(n1)) > W2(B1) and V (x(n1) + 1) > W2(B1) + M. 

Then, from assumption (ii) in theorem 2 

Δ V(1)(x(n)) ≤－W3( )(nx ) + M 

We can get 

V (x (n1+ 1)) ≤ V (x (n1)) －W3 ( )(nx ) + M.                      (6) 

From condition (B) V (x (n1)) > W2 (B1) we know this implies that )( 1nx > B1. 

Then,  

W3 ( )( 1nx ) > W3 (B1)> M, i.e. M－W3 ( )( 1nx ) < 0. 

We arrive at 

))(())(())(())1(( 1311 nxVMnxWnxVnxV <+−≤+         (7) 

Combined with (3) we know that 

.)())(())1(( 1211 MBWnxVnxV +<≤+              (8) 

Again, this is a contradiction to (4). Therefore, (2) holds and thus, 

,B))(()( 212
1

1 ≡+≤ − MBWWnx  for all n>0               (9) 

Here completes the proof. 
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3 Chaotic Synchronization  

In general, two dynamic systems in synchronization are called the master system and 
the slave system respectively. A well designed controller will make the trajectory of 
the slave system track the trajectory of the drive system, that is, the two systems will 
be synchronous. In this section, we will research on the synchronization of two 
chaotic systems. This is a base of image encryption. 

Consider the following master chaotic system [10] 
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The slave system is 
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Denote the response errors as ei(k) = yi(k)－xi(k) (i = 1, 2, 3). Subtracting Equation 
(10) from Equation (11) yields the error system as follows 



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



+=+
+=+

−+−=+

)()()1(
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)()())()(2()1(

223
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kukeke

kbekekekxke
        (12) 

Design the linear controller as )(
2

1
)()( 211 kekeku +−= , ).(

2

1
)( 12 keku =  

The error system (12) can be expressed as the following cascade system: 







+=+

−+−=+

)(
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1
)()1(

)()())()(2()1(

123

32221

kekeke

kbekekekxke
        (13) 

And 

).(
2

1
)1( 22 keke =+                                   (14) 

Now it will prove that system (12) can be globally asymptotically stabilized by the 
linear controller. We will prove this in two steps based on Lemma1. 
Step 1: It is obvious that the solution of (14) is 

).0()
2

1
()( 22 eke k=  

It is globally asymptotically stable and its solutions are bounded by 

.)0()( 22 eke < Take 0)(2 =ke  and we can get 
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Consider the following positive function 

)()())(),(( 2
3

2
1311 kekekekeV +=                      (16) 

Calculate the difference of ))(),(( 311 kekeV with respect to (15) and we can get 
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So we can get ))(),(( 311 kekeVΔ is negative with respect to 0<b<1. From 

Lyapunov theorem we know that system (15) is globally asymptotically stable. 

Step 2: In this step, we will prove that the solutions of the error system (12) are 
bounded. 

In Step 1, we have shown that the solution of the subsystem 
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)1( 22 keke =+  is bounded by .)0()( 22 eke <  

Now consider the following positive function 
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Calculate the difference of ))(),(( 312 kekeV with respect to the first and the third 

equation of (12) and we can get 
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Where 1ρ and 2ρ are positive constants that can be chosen freely. Because the 

master system is chaotic, its states )(kxi , i = 1, 2, 3 are bounded by some 

constant 01 >β . Taking in account that )(2 ke is bounded by )0()( 22 eke < , so 

there exists a constant 02 >β such that 
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So we can get 
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From Theorem 1 we know that the solutions of the error system (12) are bounded. 
Here completes the proof of Step 2. 

From lemma 1 we know the error system (12) is globally asymptotically stable, so 
the master system (10) and the slave system (11) realize chaos synchronization via the 
linear controller ).(

2

1
)(),(

2

1
)()( 12211 kekukekeku =+−=  

4 Image Encryption Design 

4.1 Secure Communication 

On the sending part, the signal which needs to be transmitted is coupled with the 
chaotic signal. Synthesized signal will be sent out through the public channel. On the 
receiving part, there is a chaotic system which is similar with the sending part. The 
controller drives the local chaotic system to be synchronized with the chaotic system 
in the sending part. Then the reconstructed signal can be decoupled from the receiving 
composite signal. Thereby, the most primitive information is obtained [11]. Principle 
is shown in Fig.1. 

 

Fig. 1. Secure communication 

4.2 Image Encryption 

This algorithm is based on the discrete chaotic synchronization method. On the 
sending part, we sort the chaotic sequence generated by the driving chaos firstly. In 
the generation process of keys, we consider and remove the front chaotic sequences 
that have not been synchronized. The appropriate sequences of synchronized are 
selected as the keys; and the keys are also known as the address conversion codes. 
Thanks to the irregular sort, image can be encrypted. For example, this algorithm uses 
the size of M×N RGB image, and gives the initial values X1, X2, X3. Encryption steps 
are as follows: 
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Step 1: According to the driving equation (10), after several iterations, take the 
current values as the initial values of key.  
Step 2: Make M iterations and N×8 iterations to generate two dimensional chaotic 
sequences. 
Step 3: According to ascending order, it sorts the chaotic sequences to get the address 
conversion codes P3×m and Q3×n×8. 
Step 4: According to P3×m, make line conversion on RGB components of the image. 
Step 5: The RGB components of the image data are converted into 8-bits. 
Step 6: According to Q3×n×8, make column conversion on RGB components of the 
image.  

After these steps, the image can be encrypted. 
Decryption algorithm is the reverse process of encryption algorithm. According to 

the response equation (11), in the case of different initial values, it can achieve 
chaotic synchronization after several iterations. Then we can get the same address 
conversion codes, which can help to decrypt the image. 

4.3 Image Encryption 

4.3.1   Synchronous Simulation 
In the simulation process, the parameters are chosen as 1. 76, 0. 1；a b= = the initial 

values of the driving system are
1 2 3( ( 0) , ( 0) , ( 0) ) ( 0. 1, 1. 5, 2. 1)；x x x = the initial 

values of the response system are
1 2 3( ( 0) , ( 0) , ( 0) ) ( 1, 10, 5) .y y y = − According to 

the above algorithm, the synchronic simulation results are shown in Fig.2.   

 

Fig. 2. Synchronic simulation 

From this, we can see it only takes 5 seconds to realize the chaotic synchronization 
because of the simple controller design. But generally speaking it needs to spend 
more time in other algorithms [3-5]. 
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4.3.2   Encryption Simulation 
In the encryption process, this paper selects 128×128 lean image (Fig.3 Original 
image). The image is encrypted by the driving chaotic system (Fig.3 Encrypted 
image). Then according to the synchronization of chaotic response, the image can be 
decrypted (Fig.3 Decrypted image).  

 

Fig. 3. Image processing 

Compared with the general chaos, just like Logistic chaos, three-dimensional 
chaotic system is more complex, and the space of keys is lager, and the chaotic 
sequence is more erratic and unpredictable[12]. Because of chaotic synchronization, 
the keys are more convenient to manage compared with the single secret key system. 
At the same time, the RGB components of the image data are converted into 8-
bits.This step is very important. When bit positions are scrambled, each pixel is 
simultaneously scrambled and spread. It can not only modify the positions of the 
pixel, but also modify the values of the pixel.  

Experimental results show that the effect of encryption, decryption is good. 
However, the simulation results of some other algorithms are shown in Fig.4. This 
algorithm meets the design requirements.  

 

Fig.4. The simulation results of some other algorithms 

5 Conclusion 

In the information age, communication security is particularly important. Image as a 
common medium of life, it carries a lot of, or important, or privacy information. How 
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to prevent the image leak becomes the original intention of many researchers. In this 
paper, a new improved chaotic image encryption algorithm is proposed. And compared 
with the one dimensional chaotic systems, three dimensional chaotic systems is more 
complex. Meanwhile, with the help of synchronization principle, both sides of the 
sending part and the receiving part use asymmetric secret key system to facilitate the 
secret key management, and the controller design is simpler. In the encryption process, 
through sorting and scrambling bit positions, we give full play to the randomness of 
chaotic sequence. Finally, the successful implementation of the image encryption and 
the decryption in practice exhibits a strong application prospect. 
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Abstract. It is significant of the strain detection and shape reconstruction of 
flexible structures for guaranteeing the safe and reliable operation of large-scale 
and precision equipment, such as spacecraft, space station, satellite, et al. This 
paper presents a structural shape reconstruction method based on the modal 
approach using the real-time sensing strain data. Firstly, the displacement-strain 
transformation relationship is derived using a modal approach and the finite 
element method is used as a numerical analysis method. From the 
implementation point of view, the united simulation is employed by the software 
of MATLAB and ANSYS. Moreover, a plate flexible structure is regarded as the 
research object and the simulation of shape reconstruction is investigated. The 
simulation results show that the structural shape reconstruction method based on 
the modal approach is a novel strategy. Furthermore, the experiments are 
performed with strain gages and the reconstructed displacements are compared to 
the measured displacement data from laser displacement sensor. The error 
analysis is demonstrated and it is indicated that the modal approach based 
structural shape reconstruction method is an effective approach for structural 
displacement monitoring of flexible structures. 

Keywords: shape reconstruction, modal approach, finite element analysis, strain 
gages. 

1 Introduction 

The dynamic performance of requirements is commanded attention in modern flexible 
structures such as high large precision spacecraft wings [1] and space reflectors [2]. 
Especially in civil engineering, the structural deformation should be limited in a range 
to guarantee the safety and serviceability of the buildings [3]. Therefore, the active 
monitoring of the structural displacement has been becoming a hot topic and it is also a 
challenging issue. In practice, it is difficult to the direct measurement of displacement 
during operation.  

For active monitoring of structural deformation, there are some indirect detection 
methods such as measuring acceleration data [4] and strain data [2, 3, 5]. Thus, the 
whole displacement field can be estimated through the measured data by a certain 
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transformation approach. Based on the relationship between strain and displacement, it 
is convenient of shape reconstruction through the strain data. There are some researches 
in different fields, such as mechanical engineering [1, 5] and civil engineering [3, 4]. 
However, the transformation from measured strain data to whole displacement filed is a 
very important issue. There are two main kinds of methods, one is based on the 
geometry curvature information and another one is built from the modal observation 
method. In the first kind of method, the geometry curvature acts as a bridge between 
structural strain and deformation, such as shape reconstruction based on B-spline fitting 
[5] and curve fitting using polynomial function [6]. Since some approximate treatments 
are needed to reconstruct the shape from curvature information, the error is also 
induced especially for the low precision algorithm. In addition, a certain number of 
sensors are required to improve the reconstruction accuracy. In order to solve these 
problems, a modal approach based structural shape reconstruction method [7] was 
employed. Then, the displacement field of a two-dimensional structure was estimated 
using the modal approach [8, 9], in which the fiber Bragg grating sensors were used to 
detect the discrete strain data. In this method, the numerical error of the transformation 
from strain to displacement is small and acceptable [7]. Moreover, the number of strain 
sensors is related to the interesting mode shapes, thus, it can provide enough accuracy 
for shape reconstruction with few numbers of strain sensors in static or lower frequency 
system. 

Therefore, in this study, the modal approach based structural shape reconstruction 
method is employed for real-time monitoring structural deformation. In addition, the 
finite element method is implemented to solve the structural mode shapes effectively. 
In the experiment, strain gages are used in order to measure strains due to the 
guaranteed precision, easy operation and low cost. 

The structure of this paper is as follows. We first derive the relationship between 
strain and displacement based on the structural mode shapes in Section 2. Then the 
implementation of structural shape reconstruction is described using the united 
simulation of MATLAB and ANSYS in Section 3. The simulation process is 
demonstrated in Section 4. The experiments are presented in Section 5 to illustrate the 
modal approach based structural shape reconstruction method. Finally, conclusions are 
made in Section 6. 

2 Displacement-Strain Transformation Relationship 

In this study, the structural displacement field is estimated using a modal approach, in 
which the global displacement field is reconstructed using several locally measured 
strains through the displacement-strain transformation relationship.  

Generally, the displacement of a structure can be expressed by an infinite number 
of displacement mode shapes. Practically, the whole displacement ሼDሽ is calculated 
through the displacement mode shapes ሾԄୢሿ multiplying the modal coordinates ሼqሽ, 
i.e., ሼDሽNൈଵ ൌ ሾԄୢሿNൈ୬ · ሼqሽ୬ൈଵ,                    (1) 
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where N is the number of displacements, n is the number of modes used. 
Similarly, the strain ሼSሽ can be transformed through the strain mode shapes ሾԄୱሿ 

and modal coordinates ሼqሽ, which is expressed as [7], ሼSሽMൈଵ ൌ ሾԄୱሿMൈ୬ · ሼqሽ୬ൈଵ,                    (2) 
where M is the number of measured strain data. 

In Equation (2), the modal coordinates can be approximated by way of least 
squares expressed as, ሼqොሽ୬ൈଵ ൌ ൫ሾԄୱሿMൈ୬T · ሾԄୱሿMൈ୬൯ିଵ · ሾԄୱሿMൈ୬T · ሼSሽMൈଵ .           (3) 

Equation (3) is back submitted to Equation (1), thus, the estimated displacement ൛D෡ൟ can be obtained by the measured strain, and is given as,  ൛D෡ൟNൈଵ ൌ ሾԄୢሿNൈ୬ · ൫ሾԄୱሿMൈ୬T · ሾԄୱሿMൈ୬൯ିଵ · ሾԄୱሿMൈ୬T · ሼSሽMൈଵ .       (4) 
In a given system, the estimated displacement ൛D෡ൟ can be provided by the 

measured strains ሼSሽ through the displacement-strain transformation relationship. 
For convenience, this transformation matrix is called DST matrix as expressed in the 
following way, ሾDSTሿNൈM ൌ ሾԄୢሿNൈ୬ · ൫ሾԄୱሿMൈ୬T · ሾԄୱሿMൈ୬൯ିଵ · ሾԄୱሿMൈ୬T  .        (5) 

However, it is noted that the maximum rank of the ሾDSTሿ matrix is equal to M. In 
this way, the adequate accuracy is expected of estimating the displacement, and the 
enough strain data is needed. In the experiment, the strain sensors are should be 
guaranteed. Therefore, M is greater than or equal ton, i.e., M ൒ n.                             (6) 

3 Implementation Combining MATLAB and ANSYS 

To implement the transformation from measured strain data to the displacement, the 
finite element method is employed in the presented modal approach to calculate the 
displacement mode shapes and strain mode shapes. The numerical calculation is 
programed by the software of MATLAB and ANSYS.  

Firstly, the platform is built in the MATLAB due to its powerfully computational 
performance. It is including the definition of structure, boundary condition, material 
properties, load case, images displaying. However, the analysis of finite element 
method calls the commercial software of ANSYS using the system function of 
MATLAB. It is a good choice for using the ANSYS as a tool of finite element 
analysis due to its powerful analysis capability. The function can be described in the 
following way, 

system('D:\Program\ANSYSInc\v140\ansys\bin\intel\ANSYS1
40.exe -b –p ansys –product -feature - i input file -o out 
file.bat'), 
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where b denotes batch mode, p specifies product such as ANSYS/Mechanical, i is 
the input file and o is the output file. 

Secondly, the finite element analysis is carried out by the ANSYS Parametric 
Design Language (APDL) which is a scripting language to execute the common tasks 
automatically. Therefore, it can be used in united simulation and optimization 
problem related to the finite element analysis. In this study, the APDL is employed 
and the main operation includes the input data (Read), analysis process, and the 
output command (Write). For more details, the reader can refer to the User Guide 
such as the ADPL Guide of ANSYS [10] and other related literatures [11]. 

Thirdly, the result of analysis is transformed from ANSYS to MATLAB, which 
includes the output operation from ANSYS and the input process of MATLAB. It is 
needed to pay attention to the data format and file transfer between the two softwares. 

4 Simulation 

4.1 Simulation Modal 

In this study, the investigation is a cantilever plate with dimensions of 0.8m ൈ 0.4m ൈ0.0015m. The material of this plate is epoxy resin with Young’s modulus as 2.0 ൈ10ଵ଴ܰ/݉ଶ, Poisson ration as 0.16 and the density as 1730Kg/݉ଷ. The left side is 
fixed and the uniform force is applied in the vertical direction of the structural 
thickness. The finite element model is established in ANSYS and the element type of 
SHELL181 is used with the thickness of 1.5 ൈ 10ିଷ݉. In the finite element analysis 
model, the nodes of 3321 are employed to discrete the structure of cantilever plate. 

4.2 The Optimization of Sensor Placements 

It can be seen from Equation (5) that the DST matrix is composed of ሾԄୢሿNൈ୬ and ሾԄୱሿMൈ୬ . To calculate the displacement and strain transformation matrix, modal 
analysis for the finite element model is performed. The displacement mode shapes can 
be obtained directly by using ANSYS. But the strain mode shapes matrix is dependent 
on sensor placement, sensor orientation, the number of sensors, which means the 
estimated accuracy is closely related to strain measurement nodes. Therefore, the 
optimization of strain measurement nodes is very important to the displacement 
reconstruction of structures. 

The objective of optimization is to minimize the estimated error. According to 
Rapp et al [9] and Li et al [12], the condition number CN of the DST matrix can be 
used as an indicator for the optimization of strain measurement nodes. Generally, the 
smaller the condition number, the better the estimated results. It is defined as, CN ൌ ԡDSTԡ · ԡDSTିଵԡ,                      (7) 

where ԡDSTԡ is the norm of DST matrix. 
In this project, 32 points are defined to install strain sensors, and two sensors are 

orthogonal at each point. Fig. 1 shows the two distribution schemes of sensors. Fig. 1 
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(a) is array distribution of sensors based on prior knowledge and the property of strain 
field. Moreover, the condition number CN of the transformation matrix for this 
distribution is relatively small. Meanwhile, the optimized distribution of strain sensors 
is achieved by a simulated annealing algorithm as shown in Fig.1 (b). 

 

 

(a) The array distribution of sensors        (b)The optimal distribution of sensors 

Fig. 1. The distribution schemes of strain sensors 

4.3 Simulation Results 

Since the simple static deformation is investigated in the simulation, it is enough to 
estimate the displacement using the first 12 mode shapes. The finite element model has 
been established in Section 4.1. When the uniform load of 0.8N is applied to the free 
end of the structure, the reconstruction results are shown in Fig. 2 with the two 
distribution schemes of sensors as displayed in Fig. 1. 

 

 

          (a)                                   (b) 

Fig. 2. Simulation results 

In Fig. 2, picture (a) is the shape reconstruction result for the array distribution 
scheme and its maximum displacement is 3.1466 ൈ 10ିସ݉. Picture (b) is the shape 
reconstruction result for the optimal distribution scheme and the maximum 
displacement is 3.1507 ൈ 10ିସ݉. In order to contrast the accuracy between the two 
schemes, the relative maximum Error is defined as Equation (8). Dୣሺ୧ሻ represents the 
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estimated displacement at every specific point and Dୟሺ୧ሻ  represents the real 
displacement in ANSYS at the same point. Error ൌ max ൬D౛ሺ౟ሻିD౗ሺ౟ሻD౗ሺ౟ሻ ൰ ൈ 100%.                   (8) 

According to the Equation (8), the maximum relative error for the array distribution 
scheme is 2.14%, and the optimal distribution scheme is 2.05%. We can see that the 
optimal scheme can improve the accuracy of the reconstruction. However, the effect is 
not significant judging from the results of numerical calculation. The reasons are as 
follows. First, the shape reconstruction accuracy of a flexible plate is quite high using 
the first 12 mode shapes. Moreover, 32 groups of vertical strain gages are used in the 
simulation. It is possible to obtain enough high accuracy using 64 strain signals for 
array distribution. This optimization method might be more meaningful using fewer 
sensors. But still, the reconstruction effect of the optimized structure is also improved. 

5 Experiment 

5.1 Experimental Platform 

This experimental platform is shown in Fig. 3 (a), which includes epoxy resin plate, 
strain gage set, strain test system DH3817, signal test and analysis software system 
DHDAS, etc. In this experiment, 64 strain gages are needed to detect the strain data, 
while one DH3817 only has eight channels and its price is quite expensive. Therefore, 
the monitoring platform based on multi-channel switch controller is adopted in the 
experiment. During the operation, 8 parallel strain gages are divided into a set, which 
is controlled by one channel using 8 electronic switches, then 64 strain gages can be 
detected by one DH3817.  

 

 

     (a) Experimental platform              (b)The installation of strain gages 

Fig. 3. Experimental platform with array distribution of sensors based on multi-channel switch 
controller 
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5.2 The Installation of Strain Gages 

Resistance strain gage, short for strain gage, used to detect strain data, is made up of 
sensitive gate. It can convert the change of strain into the change of resistance value. 
Dong [13] presented the relationship between strain and resistance value as ୢRR ൌ Kε ,                                (9) 

where K is the sensitivity coefficient of strain gage. 
It can be seen that there is a linear relation between the strain and the relative 

variation of resistance in Equation (9). Thus, the strain-resistance transformation can 
be obtained and strain gages of BX120-4AA are used in our experiment. 

For the experimental maneuverability, the scheme of array distribution of sensors is 
employed in this experiment. Since this experiment is mainly used to verify the 
effectiveness of displacement reconstruction based on modal approach, the array 
distribution scheme is enough to meet the accuracy requirement of the study. In order 
to detect the strain information of one point in the horizontal direction and vertical 
direction at the same time, two orthogonal strain gages are bounded on the both sides 
at the same placement of the plate. According to the knowledge of elastic mechanics, 
the strain information of two sides of a plate is symmetrical, thus, the strain values of 
the two sides at same point are the same. The installation of strain gages are shown in 
Fig. 3 (b). 

5.3 Experiment Results 

Pure bending deformation of the epoxy resin plate is evaluated in this experiment. 
The pure bending deformation experiments include 0.1m pure bending deformation 
and 0.15m pure bending deformation defined Case 1 and Case 2 respectively. It is 
noticed that the 0.1m  pure bending deformation means that the maximum 
displacement of the cantilever plate is 0.1m with the pure bending load case. And 3 
points are selected at the right side defined Point 1, Point 2 and Point 3, which are at 
the highest point of the right side, the middle point of the right side and the lowest 
point of the right side respectively. The displacement calculated by using the modal 
method is called estimated displacement and the displacement measured by laser 
displacement sensor is called measured displacement, which are used as the reference. 
In order to compare the estimated displacements Dୣୱ୲୧୫ୟ୲ୣୢ to the measured 
displacements D୫ୣୟୱ୳୰ୣୢ, the Relative error is defined as, Relative error ൌ D౛౩౪౟ౣ౗౪౛ౚିDౣ౛౗౩౫౨౛ౚDౣ౛౗౩౫౨౛ౚ ൈ 100% .          (10) 

The experimental results are listed in the Table 1. For Case 1, the maximum error 
between the estimated displacement and the measured displacement is 7.63%, and 
the maximum error for Case 2 is 4.23%. However, the errors for the displacement 
estimation using strain gages are acceptable. The errors might be caused by the follow 
reasons. Firstly, although the thickness of the strain gage is quite small, the effect of 
the strain gage thickness is needed to be evaluated. Secondly, the strain coefficient of 
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strain gages will change a little after solidification of the glue used in the experiment. 
Thirdly, the mechanical properties of the structure are influenced due to the bounding 
of the strain gages to the surface of the plate. For the estimation algorithm based on 
modal approach, the finite element method has a lot of matrix operations, and the 
deformation of some matrix will inevitably introduce errors. Therefore, reasonable 
mesh and appropriate element type are very important to the displacement estimation. 
Moreover, since the mechanical properties between the actual plate and the simulation 
plate are not exactly the same, the DST matrix calculated by ANSYS is not very 
accurate for the actual plate. We also can see that the accuracy of Case 2 is higher 
than the Case 1. This is can be explained as follows, the strain information is easy to 
measure under the case of larger deformation. In addition, for the same case, it is 
more accuracy for laser displacement sensor to measure the displacement. 

Table 1. The experiment results 

Test 
case 

Test 
point 

Coordinate 
(mm) 

Measured coordinate (mm) 
Estimated 

displacement 
(mm) 

Relative 
error 

  X Y Z X Y Z displacement   

Case 1 
Point 1 800 -180 0 780 -180 99.85 101.83 94.15 -7.54% 
Point 2 800 0 0 780 0 99.85 101.83 94.06 -7.63% 
Point 3 800 180 0 780 180 99.85 101.83 94.20 -7.49% 

Case 2 
Point 1 800 -180 0 780 -180 147.5 148.85 142.55 -4.23% 
Point 2 800 0 0 780 0 147.5 148.85 142.72 -4.12% 
Point 3 800 180 0 780 180 147.5 148.85 142.60 -4.20% 

6 Conclusion 

In this study, the structural shape reconstruction method based on the modal approach 
is investigated with a flexible plate structure. The displacement and strain 
transformation relationship is built to reconstruct the whole displacement field through 
the measured strain data. In addition, the finite element analysis is employed for 
calculating the displacement mode shapes and strain mode shapes. From the 
implementation view of point, the united simulation is used of MATLAB and ANSYS.  

In the simulation process, a sensor location scheme of an array distribution is 
performed as a comparison case, and the maximum error of displacement is 2.14%.  
However, the optimal distribution of sensors has a better performance, and the 
maximum error of displacement is 2.05%. These results show that it is a great way to 
reconstruct structural shape with a modal approach. Meanwhile, the advantage of this 
optimization scheme is less obvious and there are two possible reasons. Firstly, the 
array distribution of sensors is based on the characters of strain field and the strain 
information can be detected effectively with less error. Secondly, this optimization 
scheme reveals a great performance with using fewer sensors. Therefore, the 
optimization scheme of sensor location is still a challenge research issue for future 
study. 
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To verify the proposed shape reconstruction method, the experiments are performed. 
The two load cases of pure bending are applied and the maximum error is 7.63%. The 
error is considerably and the error might be caused by the experiment operation, the 
accuracy of measurement using the strain gages, bounding skills of strain gages, and 
reconstruction algorithm itself. However, the shape reconstruction method is an effective 
approach and it is technically feasible in the practical applications.  To achieve more 
accurate strain measurements, the Fiber Bragg Grating (FBG) sensors can be adopted to 
detect the strain information in future research. 
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Abstract. Color night-vision technology increases the representation ability of 
monochrome night-vision imagery by adding color to it, making observers’ 
understanding easier. Usually the color night-vision methods require the infrared 
and the low-light-level images at the same time, which hinders their application 
in the environment where totally without light or covered by heavy rain and thick 
fogs. To expand the application area of color night-vision technology, we 
propose a quickly colorization method based only on single band infrared video, 
which can provide all weather condition working. This method only requires a 
few pixels to be manually set with chrome values, and then the entire frame as 
well as the following frame sequence is automatically colorized. Experiments 
show that the colorization results are satisfactory and the algorithm is running 
fast. 

Keywords: infrared thermal image, color night vision, color fusion, fast 
algorithm. 

1 Introduction 

Night-vision sensors increase the observing ability of human in night time, helping us 
to see the scenery around when there is no light. But standard night-vision images are 
monochrome and human’s observing perception is much sensitive to color images 
comparing to monochrome ones. So the recent developed color night-vision technique 
highly improves observer’s performance on scene understanding and reaction time by 
displaying the monochrome night-vision image in colors. It is useful in security, 
antiriot, military and detection fields. 

The key problem of colorization is to find features in the monochrome image that 
can help us to get its chromatic value, this is more difficult in night-vision area because 
night-vision images are lack of textures and have low contrast, current night-vision 
technologies can mainly divided into two categories: colorize by single band 
night-vision image or colorize by pseudo-color image fused by night-vision images 
with different bands. 

To give the pixels in a monochrome image with chromatic values, Welsh[1] invents 
a method that use a chromatic image as reference to transfer its color to the target 
image. This method finds every pixel’s matching pixel in the reference image and 
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transfers the color between them, although the result of this method is close to the 
reality[2-6], it can’t used for night-vision images because their features are not strong 
enough to find the correct matching. To make up this defect, Toet[7,8] use images in 
different bands to get more features, he first fuses a low-light-level image and an 
infrared image into a pseudo-color image, then use Reinhard’s[9] method to transfer a 
reference image’s statistical properties to it and build a look-up table to colorize other 
images automatically. Since multi-band features can provide more information than 
single-band features, this method can colorize night-vision image correctly. To get 
more realistic results, Toet uses a natural light image with identical scene to build the 
table. This method uses image fusion to get useful features in the night, there are many 
other similar methods in color night-vision area[10-22]. Waxman[23] and Toet[24] 
also make some real-time equipments to colorize night-vision images. 

Although the methods above can colorize night-vision images quickly and have 
desirable results, their demand of the equipment is high, since they need multi-band 
images as input. Low-light-level equipments will lose their efficacy when there is 
totally without visible lights or under cloudy and fog weathers. To decrease the 
requirements of the equipments, some scholars propose colorization methods based on 
single-band infrared imagery. Gu[25] proposes a kernel based method to train a model 
that can predict the color of the image, Haman[26] finds the best reference image from 
the database to colorize a single-band infrared image based on its texture information. 
These methods all use machine learning to train the colorization models; they are 
usually computational expensive and time consuming.  

In this paper, we propose a method to colorize the single-band infrared image/video 
based on color seeds technique [27-35]. This method first sets a few color seeds on one 
frame manually and then propagate the colors to the whole image/video sequence 
automatically. Some accelerating strategy is employed along to ensure the implement 
speed. Compared to other methods, our method can provide a coloring infrared video 
display in desirable time. 

2 Fast Colorization for Infrared Video 

The procedure of the colorization process is as follows. After we enhancing the 
luminance contrast, we first assign the chromatic values for a set of pixels (seeds) in a 
key frame and give each pixel chromatic values by blending the colors of all seeds 
according to their grayscale distances to this pixel. Then we extract the next frame of 
the video, if the contexts in these two frames change a lot, we color this frame by 
redefine some seeds in it, otherwise the algorithm transfer the color from the previous 
frame to it by finding matching pixels based on some features suitable for infrared 
videos. 

Before the colorization operation, we first change the color space of the image from 
RGB to YCbCr, where Y is the luminance channel; Cb and Cr are the deviation of blue 
and red. We use this color space because its three channels are independent and we 
don’t want to change the grayscale of a pixel when we change its color. Then we set 
some seeds in the image, the color of the whole image will decided by these seeds. 
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2.1 Key Frame Colorization 

The colorization method we use is based on an assumption: the colors of adjacent pixels 
with similar grayscales are similar. This assumption is always tenable in real images. 
Before we fuse the color of each pixel, we need to know its distance relation to all 
seeds, the seed closer to it is more important in fusing. The distance relation here is the 
sum of the grayscale changing on the shortest path between them which is called 
grayscale distance. 

So for each seed, we need to compute its grayscale distance to every pixel in the 
image. We consider a monochrome image as a graph; each pixel represents a node and 
links to four adjacent pixels, the length of the path is their grayscale difference, so we 
can use Dijkstra[15] algorithm to compute the distance from a seed to all other pixels 
and thus we can obtain a pixel’s grayscale distance to all seeds after we run the 
algorithm to all seeds. Then we can fuse its color according to these distances and the 
color of seeds. The fusing strategy of a pixel p is shown in Equation (1): 
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Where W(D(s.p)) is the weight of seed s, it should be big when the grayscale 
distance between them is small, in our experiment we use D(s.p)-6 so the weight is ∞  
when the grayscale distance is zero and zero when the distance is ∞ , the size of the 
index is not important, it just has little impact on the result. Since the grayscale 
distances between a seed and two adjacent same grayscale pixels are same, their color 
obtained by Equation (1) is also the same, this conforms to the assumption we complied 
with. 

2.2 Optimization for Key Frame Colorization 

According to the analysis above, the time spent by the algorithm are mainly used for 
computing the distance between the seeds and other pixels. For each seed we need to 
iterate n times to calculate its distance to all pixels if there are n pixels in the image, and 
we need to find the pixel with smallest distance from all pixels in each iteration, so the 
time complexity of a seed is O(n2) and it will be very slow when we process large 
images. We can use priority queue to store the data during the iteration to speed up, the 
priority of a pixel is its grayscale distance from the seed and the priority is high when 
the distance is small. 

Ordinary priority queue uses binary tree structure, the element in it stores according 
to its priority, we take the first element each time and push the new element into the 
position corresponding to its priority. The time complexity of the pushing operation is 
O(log(n)), so the overall time complexity is O(nlog(n)). 

To make the running speed faster, we refer to the untidy priority queue [36] and 
make improvements on its storage format for our purpose. The time complexities of 
push and pop operation of the untidy priority queue are both O(1), so the time 
complexity of the image is O(n), the running speed is significantly improved. Untidy 
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priority queue cuts the entire queue into many small queues, each queue contains a 
specific range of priority and the ranges between adjacent queues are linked together. 
The elements in each queue all have same priorities. When we get a new element, we 
decide which queue it belongs to and push it to the end of this queue and we pop the 
first element in the first queue when we need the element with the highest priority. 
When the first queue is empty, we update its priority range and make it to be the last 
queue. 

This method distributes the priority range of each queue flexibly, uses least queues 
to finish the job. Since the of each queue’s priority range is small, the sequence of the 
elements in untidy priority queue and ordinary priority queue are similar and the error 
in the result usually can’t detected by naked eyes. But the size of each queue’s range is 
difficult to choose, we use △ to denote the priority range of each queue, if △ is too 
small, the total range of the queue will also be small, when we go to the edge of an 
object, the grayscale differences of these pixels may be larger than this range, so we can 
but ignore these pixels. If △ is too big, more pixels with different priorities will be 
pushed into same queue and this will increase the error of the result. 

So we change the structure of the untidy priority queue here, maintain small result 
error and large priority range at same time. We initialize many small queues and fix the 
priority ranges of them, push the pixel to the end of the corresponding queue and pop 
first pixel in the first queue which is not empty. In this way we need to set the max 
range of the queue, we consider that there is no relation between two pixels if the 
grayscale distance between them is larger than a threshold, since the range of the 
grayscale is 0~255, 255 is the biggest difference between two pixels, for convenience 
we think that two pixels will have no relation if their grayscale difference is more than 
300, this means that when we are dealing with a seed pixel, we ignore the pixel which 
grayscale distance from it is more than 300. We set 30 priority queues for each contains 
the priority range of 10; put the pixel which grayscale distance belongs to 0~9 into the 
first queue; 10~19 into the second queue and pop the first pixel in the first queue which 
is not empty when we need the pixel with smallest grayscale distance, this method 
avoids the problem of choosing the range for each queue, we can finish the work when 
all the queues are empty, thus the time complexity reduces from O(n2) to O(n) and the 
result is satisfactory. 

2.3 Video Sequence Colorization 

After we colorize the key frame of the video, we use it as the reference image to make 
the following frames into chromatic. 

The existing colorization methods based on reference images are usually finding 
each pixel’s corresponding pixel in the reference image by its feature. The original 
method to transfer a monochrome image into chromatic is setting colors for each 
grayscale level manually, this is the simplest method that uses a pixel’s feature to find 
its corresponding color and the feature using here is the grayscale, but since a grayscale 
level may corresponds to several colors in an image, we can’t find the accurate color by 
this method. Other scholar’s methods are all adding other features based on this 
foundation, such as Welsh’s texture feature and Toet’s grayscale of two images. 
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Welsh’s method pays more attention on the grayscale when the texture is indistinct; this 
will cause errors when we are handling an infrared image because the texture 
information is very weak and the temperature of different objects might be similar. So 
these methods just reduce the probability that a single feature corresponds to more than 
one color and will not find exact color for every pixel when the image is complex or the 
information in reference image is incomplete. 

2 2 2
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To further reduce the probability that the feature of a pixel corresponds to multiple 
colors, we add the position of a pixel as its feature here, since the movement of an 
object in two successive frames is small, the change of its position will be very small 
and its feature will be similar in adjacent frames. So a pixel will find its matching pixel 
only in a small area in the previous frame first and find farther pixels if there is no 
similar pixel nearby, this method reduces the searching area of a pixel and thereby 
reduce the probability that a feature corresponding to more than one chromatic values. 
The features of a pixel we use is shown in Fig.1, we use grayscale level, position, 
texture and the texture information here are nine Laws’ masks of a pixel. The difference 
between two pixels is shown in Equation (2), where Wt, Wg and Wl are the weights of 
texture, grayscale and position. Different videos can use different weights; the weight 
of grayscale should be bigger if the grayscales of different objects are very different in 
the image; the weight of texture should be bigger if the texture is distinct and we can 
increase the weight of position if the movements of the objects in the video are small. 
We find the matching pixel of every pixels in the monochrome image from the 
reference image, set color of the pixel with minimize result of Equation (2) to the pixel 
we are colorizing. 

Nine Laws’ masks

Grayscale/Temperature

Ordinate

 

Fig. 1. Features we used for a pixel 

2.4 Optimization for Video Sequence Colorization 

If we compare the pixel we want to color to all the pixels in the reference image, the 
time spend for colorizing a frame will be very huge, so similar to Welsh’s method, we 
set 100 pixels symmetrically in the reference image to be the reference pixels and find 
the matching pixel between them, the number of the reference pixels can be increased if 
the content of the video is complex. 
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Although this method can significantly improve the colorization speed, the time 
spent for colorizing a frame is still about 3 seconds and this can’t meet the practical 
requirements. So we need other methods to increase the speed because the colorization 
result will be bad if we decrease the number of reference pixels. Since movements of 
the objects in a video are usually continuous and not very huge, we can consider that a 
pixel’s color doesn’t change if its grayscale and texture are identical in two successive 
frames. So we first compare the grayscale and texture of a pixel with the pixel at same 
position in the previous frame when we colorize it, considering the noise of the video, 
we think a pixel’s color doesn’t change if the grayscale and texture difference is less 
than a threshold and transfer its color directly. So we save the time of comparing to 
reference pixels for most pixels and make the colorization process faster. The time for 
coloring a single frame using this method is about 200~500 ms, it has great 
improvement compared with previous.  

The colorization results of the following frames inherit the previous frames well and 
the color of the output video is satisfactory, yet some pixel will have error matching if 
we don’t use position as a feature, the result is shown in Fig.10. 

3 Experimental Results  

We use images and videos collected by Flir’s infrared thermal imager to test our 
method. 

 

 

Fig. 2. Comparison of two colorization methods 

Table 1. Processing time of two methods 

Ordinary 54.22s 78.01s 77.23s 64.55s 86.16s 56.5s 59.3s 
Untidy 

priority queue 
0.79s 0.76s 0.82s 0.76s 1.23s 0.74s 0.83s 

 
Fig.2 is the comparison of colorization results whether using untidy priority queue or 

not. Left side are the monochrome infrared images with seeds, middle are the results 
without untidy priority queue and right side are the results using it. We can see that the 
output images by these two methods are similar; this confirms that the error is small 
when we use untidy priority queue. Table.1 is the time spent by these two methods; we 
can find out that untidy priority queue makes the colorization process faster and almost 
with no error. 



288 M. He, X. Gu, and X. Gu 

 

Table 2. Time spent by different methods 

Image size Ordinary method 
Untidy priority 

queue 
Our method 

160*100 452ms 32ms 32ms 
200*200 2699ms 62ms 62ms 
361*233 11793ms 234ms 109ms 
320*240 9906ms 176ms 125ms 
400*262 18283ms 390ms 156ms 

 
Table.2 is the time spent by these two methods for a single seed in images with 

different size, we can find out that the cost of untidy priority queue increases linearly 
with the size of the image and the cost of the original method increases exponentially, 
so the time is unacceptable when the image is huge. The modified untidy priority queue 
used in our method can also save more time by add the threshold to ignore the pixels far 
away from the seed, so we needn’t to iterate all pixels when the image is huge. But if 
there are only few seeds, some pixels will have no color when we use this method; we 
can use the mean of the pixels with similar grayscale at this time. 

    

    

Fig. 3. Colorization result of normal pictures 

Fig.3 is the colorization result of normal images, set different seeds for an image can 
receive different results, as shown in Fig.4, so this method can also used to color 
monochrome photos, movies or cartoons. 

   

Fig. 4. Result of setting different seed pixels 

Fig.5 is the colorization results of a night-vision video weather use position as a 
pixel’s feature or not. The result images are selected from 50 following frames. Fig.5(a) 
is the result that only uses grayscale and texture as the feature of a pixel. We can see 
that this method pays more attention to grayscale when the texture information is weak 
and transfer the colors from another part of the image. Fig.5(b) is the result of our 
method that add position as one feature, it’s effect is better. 
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（a） 

 
(b) 

Fig. 5. Video colorization result by two methods 

Fig.6 is the result that using our colorization method to other videos, the result is 
desirable when we use it on infrared videos, but there are some error matching when the 
grayscales and the textures are similar in adjacent objects. The reason is that we take 
only 100 pixels to be the reference pixel and this makes it easy to match the nearby 
pixel with small grayscale and texture difference. To reduce this error we can set more 
reference pixels, but this will slow down the color speed. It takes about 2.5~3s to color 
a frame which size is 320*240 when there are 100 reference pixels, 10s when there are 
200 reference pixels and more than 20s when there are 900 reference pixels, so we 
usually choose reference pixels less than 200 and 100 is the most effective number. The 
operation times of different size of reference pixels are shown in Table.3; the size of the 
video is 320*240 and we find every pixel’s matching pixel from the reference pixels. 
Table.4 is the result that using a threshold to decide whether a pixel changes in adjacent 
frames to color the video, since this method transfers the color for the pixel which 
grayscale and texture changes small directly and the feature for matching is position, 
grayscale and texture, so the result is same to that finding the matching pixel and better 
when there are few reference pixels, because the distances between reference pixels are 
large this time, when the object doesn’t move a pixel may have difference with the 
nearest reference pixel and can’t find its accurate color, but use the color at the same 
position in previous frame will not have this problem. 

 

 

 

 

Fig. 6. Colorization results for other videos 
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Table 3. Operation time for different size of reference pixel for a single frame 

Numberof 
reference 

pixels 
Colorization time for each frame 

100 
2.8s 2.6s 2.6s 2.9s 2.7s 
3.5s 3.1s 2.6s 3.6s 3.2s 

400 
10.6s 9.9s 10.3 10.2s 11.5s 
10.6s 9.9s 10s 10.8s 10.4s 

900 
21.4s 21.7s 21.5s 23.7s 20.9s 
20.2s 20.3s 21.7s 23s 22.1s 

Table 4. Time using comparison for whether using threshold or not 

Colorization 
method 

Colorization time for each frame 

Find the matching 
pixel for each pixel 

2.8s 2.6s 2.6s 2.9s 2.7s 
3.5s 3.1s 2.6s 3.6s 3.2s 

Find unchanged 
pixels first 

764ms 484ms 328ms 281ms 500ms 
437ms 484ms 468ms 655ms 592ms 

4 Conclusion 

This article proposes a fast colorization algorithm that reconstructs the color 
distribution of infrared video. We first assign the chromatic values for a set of pixels 
(seeds) to colorize a key frame image and then use this image as reference to colorize 
the following frames in the video sequence. This algorithm can provide the infrared 
video with a satisfied colorization result and its implementation is very fast. Compared 
to other color night-vision methods, we use only single channel infrared videos as input 
and avoid the training procedure; this makes our method very easy to achieve and 
available when there is no visible light. Experimental results show that our algorithm 
can colorize the infrared video in nearly real time when we use the speed-up strategy 
such as untidy priority queue and preferential matching for unchanged pixels in video 
sequence. 
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Abstract. This paper investigates the problem of identification of a
class of Hammerstein systems over a wireless network. An iterative iden-
tification method is implemented over a physical IEEE 802.11b wireless
channel. Every time the identified model is used into next identification
process to produce the estimated values of the plant outputs for com-
pensating the influence of network delays. Finally the identified model
can be optimized through the multiple iterations. The effectiveness of
the proposed approach is demonstrated by numerical examples.

1 Introduction

In last decades Hammerstein system identification have been studied in many
literatures (Boutayeb et al., 1996; Bai et al., 2010; Mao et al. , 1966). But the
identification by use of networks is not yet concerned. This work is meaning-
ful because the local computing sources are often limited. So we can imple-
ment complex identification algorithms by using rich hard resources over net-
works. However this will bring another problem, namely, the influence of net-
works such as network-induced delay and packet loss. The model-based approach
(Montestruque et al., 2008; Polushin et al., 2008) is often used to solve these
problems. But the model was given in advance and it is not practical. Based on
the above reasons, this paper designs a networked identification approach, which
not only finishes identification over a wireless network but also compensates net-
work delays.

This paper is basedon thepreviouswork reported in (Bai et al., 2010;Deng et al.,
2013, 2014) and it proves the iterative algorithm from another point of view. Main
contributions of the present paper are concluded as follows

(a) The idea of switching between input-output method and subspace one is
used to analyze problem. Thus they can provide more suitable platforms to
apply iterative algorithm into Hammerstein system identification.

� Corresponding author.
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(b) The idea of making full use of remote computers which have the strong
computation ability and the huge storage space through a wireless network
is adopted to implement the identifier. Thus it is possible to finish complex
iterative algorithms and to provide enough space to store the great quantities
of data used for system identification.

(c) The idea of using the identified model to estimate the delayed plant out-
puts is explored to design identification strategy above the wireless network.
Thus it can compensate the influence of the wireless network on system
identification.

2 Problem Formulation

The input-output equation of a general Hammerstein system is given as

y(k) = d1y(k − 1) + d2y(k − 2) + · · ·+ dny(k − n)
+b1f(k − 1) + b2f(k − 2) + · · ·+ bnf(k − n)

(1)

where f(k) = f(u(k)) = a1g1(u(k)) + · · · + algl(u(k)). The above system is
transformed into the equivalent state space description as

x(k + 1) = Ax(k) +Bf(u(k))
y(k) = Cx(k)

(2)

where

A =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

0 1 0 · · · 0
0 0 1 · · · 0
...

...
...

...
0 0 0 · · · 1
dn dn−1 dn−2 · · · d1

⎤

⎥
⎥
⎥
⎥
⎥
⎦

, B =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

0
0
...
0
1

⎤

⎥
⎥
⎥
⎥
⎥
⎦

C =
[
bn bn−1 · · · b2 b1

]

We will use (1) and (2) in the system identification and model-based compensa-
tion respectively. The purpose of transformation is to adopt the methods which
are more suitable for solving problems. It is obvious that equation (1) is more
convenient to implement iterative algorithm (Bai et al., 2010) in system identi-
fication and equation (2) is much easier to establish the model-based approach
(Montestruque et al., 2008; Polushin et al., 2008). And the transformation be-
tween (1) and (2) is also easier in theory and practical operation.

Thenwegive thedescriptionofHammerstein systemmodel. Let k̃ = 0, 1, · · · , N ,
N represents iteration number. The k̃th identified input-output model and state
space one are described as

yk̃(k) = dk̃1yk̃(k − 1) + dk̃2yk̃(k − 2) + · · ·+ dk̃nyk̃(k − n)
+bk̃1fk̃(k − 1) + bk̃2fk̃(k − 2) + · · ·+ bk̃nfk̃(k − n)

fk̃(k) = fk̃(ûk̃(k)) = ak̃1g1(ûk̃(k)) + · · ·+ ak̃lgl(ûk̃(k))
(3)
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and

xk̃(k + 1) = Ak̃xk̃(k) +Bfk̃(ûk̃(k))
yk̃(k) = Cyk̃(k)

xk̃(k)
(4)

where

Ak̃ =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

0 1 0 · · · 0
0 0 1 · · · 0
...

...
...

...
0 0 0 · · · 1
dk̃n dk̃n−1 dk̃n−2 · · · dk̃1

⎤

⎥
⎥
⎥
⎥
⎥
⎦

, B =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

0
0
...
0
1

⎤

⎥
⎥
⎥
⎥
⎥
⎦

Ck̃ =
[
bk̃n bk̃n−1 · · · bk̃2 bk̃1

]

We assume that there is some errors between the k̃th identified model and real
system and they are described as

A = Ak̃ +ΔAk̃, C = Ck̃ +ΔCk̃

f(uk̃(k)) = fk̃(uk̃(k)) +Δfk̃(uk̃(k))

ΔAk̃ =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

0 1 0 · · · 0
0 0 1 · · · 0
...

...
...

...
0 0 0 · · · 1

Δdk̃n Δdk̃n−1 Δdk̃n−2 · · · Δdk̃1

⎤

⎥
⎥
⎥
⎥
⎥
⎦

ΔCk̃ =
[

Δbk̃n Δbk̃n−1 · · · Δbk̃2 Δbk̃1
]

Δfk̃(uk̃(k)) = Δak̃1g1(u(k)) + · · ·+Δak̃lgl(u(k))

(5)

And for ∀k > 0 these errors are bounded as
∣
∣Δdk̃i

∣
∣ ≤ d̄i, i = 1, · · · , n

∣
∣Δbk̃i

∣
∣ ≤ b̄i, i = 1, · · · , n

∣
∣Δfk̃(uk̃(k))

∣
∣ ≤ fk̃, ∀k > 0

3 Wireless Network Delays

The delays in a wireless network are random. So it is reasonable to model the
delays using suitable statistical models. In this paper an inverse Gaussian distri-
bution which is first used into describing wireless network delays by (Deng et al.,
2013, 2014) will be used to characterize the wireless network delays. The random
delay τ(k) is inverse Gaussian-distributed with mean μ and shape parameter λ,
we write τ(k) ∼ IG(μ, λ). Its cumulative density function is given by

F (τ(k)) = Φ(

√

λ

τ(k)
(
τ(k)

μ
− 1)) + exp(

2λ

τ(k)
)Φ(−

√

λ

τ(k)
(
τ(k)

μ
+ 1)) (6)

We need to make the following change for the effective network controller design.
Firstly solve the probability values using cumulative density function F (τ(k)):

Pr(τ(k) ≤ τ∗) = p
Pr(τ(k) > τ∗) = 1− p

(7)
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where τ∗ depicts the maximum delay time which the identifier can wait for. Then
let one indicator function be

δ(k) =

{
1, τ(k) ≤ τ∗

0, τ(k) > τ∗ (8)

where δ(k) = 1 represents real output arrive before τ∗, otherwise it means this
data lost. And it is easy to get

Pr(δ(k) = 1) = p
Pr(δ(k) = 0) = 1− p

(9)

4 Networked Iterative Identification

4.1 The Identification Algorithm

The purpose of identification is to identify the unknown parameters

d = [dn dn−1 · · · d1 ]T , b = [ bn bn−1 · · · b1 ]T , a = [a1 a2 · · · al ]T

based on the input-output measurements {u(k), y(k)}Nk=1 over wireless networks.

And at the k̃th identification process let

J1N (bk̃, dk̃) =
1
N

N∑

k=1

(yk̃(k)− y(k))
2

= 1
N

N∑

k=1

(
n∑

i=1

dk̃iy(k − i) +
n∑

j=1

bk̃j

l∑

i=1

ak̃igi(u(k − j))]− y(k))

2

J0N = 1
N

N∑

k=1

(y0k̃(k)− y(k))
2

= 1
N

N∑

k=1

(dT
k̃
φ(k) +

l∑

i=1

Ḡi(k)ak̃ibk̃ + ck̃ − y(k))

2

and

J1Nk̃(bk̃, dk̃) =
1
N

N∑

k=1

(y1k̃(k)− (δ(k)y(k) + (1− δ(k))y1k̃−1(k)))
2

= 1
N

N∑

k=1

(
n∑

i=1

dk̃iy(k − i) +
n∑

i=1

bk̃ifk̃(k − i)− (δ(k)y(k) + (1 − δ(k))y1k̃−1(k)))
2

J0Nk̃ = 1
N

N∑

k=1

(y0k̃(k)− (δ(k)y(k) + (1− δ(k))y0k̃−1(k)))
2

= 1
N

N∑

k=1

(dT
k̃
φ(k) +

l∑

i=1

Ḡi(k)ak̃ibk̃ + ck̃

−δ(k)dTφ(k)− (1 − δ(k))dT
k̃−1

φ(k)

−δ(k)
l∑

i=1

Ḡi(k)aib− (1− δ(k))
l∑

i=1

Ḡi(k)ak̃−1ibk̃−1 − δ(k)c− (1 − δ(k))ck̃−1))
2
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where

y0k̃(k) = dT
k̃
φ(k) +

l∑

i=1

Ḡi(k)ak̃ibk̃ + ck̃

is obtained from

y(k) =
n∑

i=1

dk̃iy(k − i) +

n∑

j=1

bk̃j

l∑

i=1

ak̃i[gi(u(k − j))− 1

Nk̃

Nk̃∑

m=1

gi(u(m− j))]

︸ ︷︷ ︸

ḡi(u(k−j))

+

n∑

j=1

bk̃j

l∑

i=1

ak̃i
1

Nk̃

Nk̃∑

m=1

gi(u(m− j))

︸ ︷︷ ︸

ck̃

= dT
k̃

⎛

⎜
⎝

y(k − 1)
...

y(k − n)

⎞

⎟
⎠

︸ ︷︷ ︸

φ(k)

+
l∑

i=1

(
ḡi(u(k − 1)) · · · ḡi(u(k − n))

)

︸ ︷︷ ︸

Ḡi(k)

ak̃ibk̃ + ck̃

So we will give the following algorithm.

– the initial stage: given the initial estimates bk̃(0) = [1 0 · · · 0] and arbi-
trary dk̃(0) and ck̃(0)

– at iteration stage k ≥ 1, if k̃ = 0 : find, for the fixed bk̃(k− 1), dk̃(k− 1) and
ck̃(k − 1),

ãk̃ = argmin J0(āk̃, bk̃(k − 1), dk̃(k̄ − 1), ck̃(k − 1))

else find, for the fixed bk̃(k − 1), dk̃(k − 1) and ck̃(k − 1),

ãk̃ = argmin J0Nk̃(āk̃, bk̃(k − 1), dk̃(k − 1), ck̃(k − 1))

Normalize ak̃(k) = ± ãk̃‖ãk̃(k)‖ so that
∥
∥ak̃

∥
∥ = 1 and the first nonzero element

is positive. And substitute fk̃(k) =
l∑

j=1

ak̃gj(u(k)) and if k̃ = 0 find, for the

fixed ak̃,
(bk̃(k), dk̃(k)) = argmin J1(ak̃(k), b̄k̃, d̄k̃)

else for the fixed ak̃,

(bk̃(k), dk̃(k)) = argmin J1Nk̃(ak̃(k), b̄k̃, d̄k̃)

Finally, set

ck̃(k) =

n∑

j=1

bk̃j(k)

l∑

i=1

ak̃i(
1

Nk̃

l∑

m=1

gi(u(m− j)))

. Replace k by k + 1, the process is repeat.
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In the above algorithm, the parameter δ(k) is very important, which reflects
the the influences of wireless network delays on identification process. In fact, in
here the delays has been transformed into dropouts problem.

4.2 The Proof of Algorithm Convergence

Definition 1: If
∥
∥
∥

�

β − β
∥
∥
∥ ≤ ε, then

�

β is convergent in sense of norm.

Proof: After a series of deduction we can get
∥
∥bk̃ − b

∥
∥ ≤ ∥

∥bk̃
∥
∥+ ‖b‖

≤ (1 + qk̃

∣
∣
∣
∣
∣

l∑

j=1

a0j

∣
∣
∣
∣
∣

∣
∣
∣
∣
∣

l∑

j=1

ak̃j

∣
∣
∣
∣
∣

+ (1 − qk̃)

∣
∣
∣
∣
∣

l∑

j=1

aj

∣
∣
∣
∣
∣

∣
∣
∣
∣
∣

l∑

j=1

ak̃j

∣
∣
∣
∣
∣

) ‖b‖+ qk̃

∣
∣
∣
∣
∣

l∑

j=1

a0j

∣
∣
∣
∣
∣

∣
∣
∣
∣
∣

l∑

j=1

ak̃j

∣
∣
∣
∣
∣

(
n∑

i=1

ε2bi)
1/2

∥
∥āk̃ − ā

∥
∥ =

∥
∥bk̃(1)ak̃ − b(1)a

∥
∥ ≤ ∣

∣bk̃(1)
∣
∣+ |b(1)|

≤ 2 |b(1)|+ (1 − p)k̃εb1
∥
∥dk̃ − d

∥
∥ ≤ ∥

∥dk̃
∥
∥+ ‖d‖

≤ 2 ‖d‖ + qk̃εd0

If N → ∞, we can get their limitation respectively as

lim
k̃→∞

⎡

⎢
⎣(1 + qk̃

∣
∣
∣
∣
∣

l∑

j=1
a0j

∣
∣
∣
∣
∣

∣
∣
∣
∣
∣

l∑

j=1

ak̃j

∣
∣
∣
∣
∣

+ (1− qk̃)

∣
∣
∣
∣
∣

l∑

j=1
aj

∣
∣
∣
∣
∣

∣
∣
∣
∣
∣

l∑

j=1

ak̃j

∣
∣
∣
∣
∣

) ‖b‖+ qk̃

∣
∣
∣
∣
∣

l∑

j=1
a0j

∣
∣
∣
∣
∣

∣
∣
∣
∣
∣

l∑

j=1

ak̃j

∣
∣
∣
∣
∣

(
n∑

i=1

ε2bi)
1/2

⎤

⎥
⎦

= (1 +

∣
∣
∣
∣
∣

l∑

j=1

aj

∣
∣
∣
∣
∣

∣
∣
∣
∣
∣

l∑

j=1
ak̃j

∣
∣
∣
∣
∣

) ‖b‖

lim
k̃→∞

[

2 |b(1)|+ qk̃εb1

]

= 2 |b(1)|

lim
k̃→∞

(2 ‖d‖+ qk̃εd0) = 2 ‖d‖

According to definition 1 the result is obtained.

5 The Result of Simulation

The Hammerstein system parameters are assumed as

d =
[
0.3 0.2 −0.3

]

b =
[

2 1 1
]

a = 1

If let k̃ = 100, we can get the relation of bounds of
∥
∥āk̃ − ā

∥
∥ ,

∥
∥dk̃ − d

∥
∥ ,

∥
∥bk̃ − b

∥
∥

and themselves, see Fig 2, Fig3 and Fig 4, where āk̃ = bk̃(1)ak̃.



A New Networked Identification Approach 299

−3 −2 −1 0 1 2 3
−3

−2

−1

0

1

2

3

bound of norm(a
k
−a)

norm(a
k
−a),k=1,...100

(a) ‖āk̃ − ā‖
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Fig. 1. The convergence of the identification parameters in norm senses

6 Conclusions

A new networked identification algorithm is proposed. This approach is different
with the ones in (Bai et al., 2010; Deng et al., 2013, 2014) because its conver-
gence is proved in the sense of norm. And numerical simulation examples have
confirmed the efficacy of the proposed approaches.
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Network-Based Stabilization of Linear Systems

via Static Output Feedback

Xian-Ming Zhang and Qing-Long Han

Centre for Intelligent and Networked Systems, Central Queensland University,
Rockhampton QLD 4702, Australia

Abstract. This paper is concerned with the problem of static out-
put feedback control for networked systems with a logic zero-order-hold
(ZOH). First, the networked closed-loop system is modeled as a discrete-
time linear system with a time-varying delay, whose upper bound can
be regarded as not only the admissible maximum delays induced by the
network but also the admissible maximum number of packet dropouts
between any two consecutive updating instants of ZOH. Then, in order
to obtain a larger upper bound of the time-varying delay, a generalized
finite-sum inequality is introduced, based on which, a less conservative
stability condition is derived by incorporating with convex combination
technique. By using the cone complementary linearization approach, the
desired output feedback controllers can be designed by solving a nonlin-
ear minimization problem subject to a set of linear matrix inequalities.
Finally, some examples are given to show the effectiveness of the pro-
posed method.

1 Introduction

During the past decades, networked control systems (NCSs) have been attract-
ing much interesting of researchers in the field of control. In an NCS, the data
transmission between a physical plant and a controller is completed through a
digit network with constraint quality of service (QoS). On the one hand, the
introduction of networks has some advantages, such as lower costs, easier instal-
lation and maintenance and higher reliability, and thus NCSs have been applied
to a wide range of systems, see, e.g. [1, 2]. On the other hand, the introduction
of networks also brings some disadvantages due to the constraint QoS. With the
limitation of network bandwidth, network-induced delays and data dropouts are
inevitable during signal transmission. These unfavorable factors possibly cause
system performance degradation or even instability of an NCS. Therefore, it is
quite significant to investigate the effects of network-induced delays and data
dropouts on an NCS. Much effort has been made on this issue, and one can refer
to [2–8] and references therein.

Recalling some results reported in the literature, it is found that network-
induced delays and data dropouts are usually handled separately or simultane-
ously to model NCSs as different systems. In [9] the network-induced delays from
sensor to controller and from controller to actuator are modeled as two Markov

M. Fei et al. (Eds.): LSMS/ICSEE 2014, Part II, CCIS 462, pp. 300–309, 2014.
c© Springer-Verlag Berlin Heidelberg 2014
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Network Network 

Plant Sampler Logic ZOH 

Controller 

Fig. 1. A networked control system with logic ZOH

chains and the closed-loop NCS is then modeled as a jump linear system with
two modes. The effects of network-induced delays on the NCS are studied. As
for an NCS with packet dropouts, different models are proposed. For example,
an NCS with packet dropouts is modeled as a stochastic system with a Bernoulli
distributed white sequence in [10], a discrete-time switched system in [11] and
an asynchronous dynamic system in [12]. Consequently, a number of results
have been derived on how the packet dropouts affect the stability of an NCS.
In [13], network-induced delays and packet dropouts are handled simultaneously
to model the closed-loop NCS as a linear system with a time-varying delay. This
approach has gained considerable attention of researchers. However, the timing
mechanism scheduled in [13] cannot express the network-induced delays or the
number of packet dropouts explicitly. As a result, the effects of network-induced
delays or packet dropouts on an NCS is implicit. Moreover, data packet disorder
phenomena are not considered in [13], which means that one cannot ensure the
newest data packet to drive the physical plant at each updating instant of the
zero-order-hold (ZOH).

In [14], Xiong and Lam proposed a general framework to deal with the network-
induced delays and data dropouts simultaneously. By introducing a logic ZOH to
store the newest control information, an NCS subject to both network-induced
delays and data dropouts can be modeled as a linear system with a time-varying
delay in the discrete-time domain. Since both network-induced delays and data
dropouts can be derived from the logic ZOH, this approach is more convenient
than that in [13] to be used to investigate the effects of network-induced de-
lays and data dropouts on the NCS. Employing this model, Xiong and Lam
discussed the problem of state feedback stabilization, but the obtained results
are somewhat conservative. Moreover, when the state of the physical plant is
unmeasurable, these results are inapplicable.

This paper deals with the problem of output feedback stabilization of an NCS
with a logic ZOH in the discrete-time domain. Similar to [14], the closed-loop
NCS is modeled as a linear discrete-time system with a time-varying delay. Then,
a generalized finite sum inequality is introduced to formulate some stability
criterion for the closed-loop NCS, which includes the one in [14] as a special case.
Finally, by employing the cone complementary linearization approach, suitable
output feedback controllers can be designed based on the proposed stability
criterion, whose effectiveness is confirmed by some numerical examples.
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Fig. 2. An example of packet lost and used (dagged line: lost; real line: used)

2 System Description

Consider an NCS shown in Fig. 1, where the plant is a continuous-time system.
Assume that both the sampler and the zero-order-hold (ZOH) are clock-driven.
The output signals of the plant are sampled by the sampler at tk = kTs, k =
1, 2, · · · , where Ts is the sampling period. At each sampling instant tk, the out-
put signal y(tk) and its time stamp are encapsulated into a packet and sent
to controller through a network. Once this packet arrives at the controller, the
controller immediately calculates and generates a new control signal, which to-
gether with its time stamp is encapsulated again into a control packet. The
control packet is finally transmitted by the network to the ZOH. The ZOH is
configured to be a logic ZOH, which is synchronized with the sampler in the sense
that the ZOH adjusts its output only at the sampling instants. This logic ZOH
compares the time stamps of the arrived control packets with the time stamp
currently stored in the ZOH such that the newest control packet can be chosen
to drive the physical plant. Concisely, the logic ZOH is described as follows.

Logic ZOH: Given u(0), let i0 = 0, k = 0 and sq = 0 for all q ∈ {1, 2, 3, · · · }.
1. At sampling instant tk, ZOH changes its control input packet to u(t) =

u(ikTs) for tk ≤ t < tk+1. Let ik+1 = ik;
2. During tk < t ≤ tk+1, if a packet u(jTs) arrives and j > ik+1, then ZOH

stores u(jTs) and lets ik+1 = j and sk+1 = j;
3. Repeat Step 2) until t reaches the next sampling instant tk+1. Let k = k+1

and go to Step 1).

The above description of logic ZOH is slightly different from that in [14]. Here,
we introduce the sequence {s1, s2, · · · , sq, · · · } to report the updating instants
of the ZOH. sq �= 0 means that at the sampling instant k = q, ZOH updates
its output with the newest control input packet whose time stamp is sq, while
sq = 0 means that at the sampling instant k = q, ZOH does not update and still
uses the previous input packet to drive the physical plant. For example, in Fig.
2, s5 = 4 �= 0 means that at the sampling instant k = 5 the ZOH updates its
output with the control input packet whose time stamp is 4 to drive the physical
plant. In the following, we call the packet whose time stamp is sq (sq �= 0) an
effective data packet.



Network-Based Stabilization of Linear Systems via Static Output Feedback 303

Define d(k) = k − ik and suppose 0 ≤ d(k) ≤ dmax, where dmax is constant.
Then the network-induced delay of an effective data packet and the number
of data dropouts between two consecutive updating instants of ZOH can be
expressed explicitly.

– Denote by Nsq the network-induced delay of the effective data packet whose
time stamp is sq. Then we have

Nsq = q − sq, if sq �= 0, ∀q ∈ N (1)

For example, in Fig. 2, Ns2 = 1, Ns3 = 0 and Ns10 = 2. Moreover, notice
that iq = sq when sq �= 0. In consequence, Nsq ≤ dmax (q ∈ N).

– One can seen that packet dropouts occur in the case of d(k+1) < d(k). When
d(k+1) < d(k), denote by Nk+1

dropout the number of packet dropouts between
the current updating instant k + 1 and the previous updating instant k of
the ZOH. Then we have

Nk+1
dropout=d(k)− d(k+1), if d(k+1) < d(k) ∀k ∈ N (2)

For example, in Fig. 2, N3
dropout = 1, N10

dropout = 2 and N12
dropout = 3. More-

over, it is clear that Nk+1
dropout ≤ dmax.

Similar to [14], the physical plant in Fig. 1, together with the sampler and
the logic ZOH, can be descretized as a linear discrete-time system with input
delays:

⎧

⎪⎨

⎪⎩

x(k + 1) = Ax(k) +Bu(k − d(k))

y(k) = Cx(k)

x(0) = x0

(3)

where x(k) ∈ R
n, y(k) ∈ R

p and u(k) ∈ R
r are the state, measured output and

control input, respectively; A ∈ R
n×n, B ∈ R

n×r and C ∈ R
p×n are constant real

matrices and x0 is the initial condition. d(k) is a time-varying delay. Without
loss of generality, suppose that

0 ≤ d1 ≤ d(k) ≤ d2 = dmax (4)

where d1 is not necessarily equal to zero.
In this paper, we aim to design a static output feedback controller of form

u(k) = Ky(k) (5)

where K is the controller gain to be determined, such that the resulting closed-
loop system

x(k + 1) = Ax(k) +BKCx(k − d(k)) (6)

is asymptotically stable. The initial condition sequence of the system (6) is sup-
plemented as {φ(k)|k = −d2,−d2+1, · · · , 0} with φ(0) = x0.
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Remark 1. It is clear that with a logic ZOH, the closed-loop NCS is modeled
as a linear system with a time-varying delay, where network-induced delays and
packet dropouts are taken into account. Let Nmax

delay := maxq∈N{Nsq} represent the

upper bound of network-induced delays, and let Nmax
dropout := maxk∈N{Nk+1

dropout}
stand for the maximum number of packet dropouts. Then one has

Nmax
delay ≤ dmax, Nmax

dropout ≤ dmax (7)

which means that upper bound dmax of d(k) reflects the endurability of networks
on network-induced delays and packet dropouts. It is worth pointing out that,
however, similar model is proposed in [13, 15] and [16], but the relationship
among Nmax

delay, Nmax
dropout and dmax is given by

Nmax
delay +Nmax

dropout ≤ dmax (8)

which indicates that dmax reflects the endurability of networks on the sum of
network-induced delays and packet dropouts.

To end this section, two lemmas are introduced for the stability analysis in
the next section.

Lemma 1. [17, 18] For any constant matrix R ∈ R
m×m with R = RT > 0,

integers r1 and r2 with r2 > r1 > 0, vector function w : {r1, r1 + 1, · · · , r2} →
R

m, the following inequality holds

∑r2−1
j=r1

wT (j)Rw(j) ≥ 1
r2−r1

(
∑r2−1

j=r1
wT (j)

)

R
(
∑r2−1

j=r1
w(j)

)

.

Lemma 2. (A generalized finite-sum inequality [19]). For any constant matrix
R ∈ R

m×m with R = RT > 0, constant integers or time-varying integer-valued
functions r1 and r2 with r2 > r1 > 0, vector function w : {r1, r1 + 1, · · · , r2} →
R

m, if there exist E ∈ R
m×q and ψ ∈ R

q×1 such that
∑r2−1

j=r1
w(j) = Eψ, then

for any matrix M ∈ R
m×q, the following inequality holds

∑r2−1
j=r1

wT(j)Rw(j)≥ψT Υψ (9)

where Υ := ETM +MTE − (r2 − r1)M
TR−1M .

3 Main Results

In this section, we first present a stability criterion for the closed-loop system
(6). Then a cone complementary approach is employed to design suitable static
output feedback controllers.

For simplicity of presentation, denote

ξ(k) := col{x(k), x(k − d(k)), x(k − d1), x(k − d2)}
and

e1 = [I 0 0 0], e2 = [0 I 0 0], e3 = [0 0 I 0], e4 = [0 0 0 I]
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where I is an n× n real identity matrix. Thus

x(k + 1) = C1ξ(k), η(k) = C2ξ(k)

where η(k) := x(k + 1)− x(k) and

C1 = Ae1 +BKCe2, C2 = (A− I)e1 +BKCe2 (10)

The Lyapunov functional candidate is chosen as

V (k) = V1(k) + V2(k) + V3(k) + V4(k) (11)

where

V1(k) := xT (k)Px(k)

V2(k) :=

k−1∑

j=k−d1

xT (j)S1x(j) +

k−d1−1∑

j=k−d2

xT (j)S2x(j)

V3(k) :=

−d1+1∑

j=−d2+1

k−1∑

i=k+j−1

xT (i)S3x(i)

V4(k) := d1

−1∑

j=−d1

k−1∑

i=k+j

ηT (i)R1η(i) +

−d1−1∑

j=−d2

k−1∑

i=k+j

ηT (i)R2η(i)

We now state the following result.

Proposition 1. For given scalars d1 and d2 satisfying d2 ≥ d1 > 0, the system
(6) is asymptotically stable if there exist n×n real matrices P > 0, S1 > 0, S2 >
0, S3 > 0, R1 > 0, R2 > 0 and n × 4n real matrices M1 and M2 and r × p real
matrix K such that

[
Ω1 +Ω2 +Ω3 d12M

T
1

d12M1 −d12R2

]

< 0,

[
Ω1 +Ω2 +Ω3 d12M

T
2

d12M2 −d12R2

]

< 0 (12)

where d12 = d2 − d1, and

Ω1 := C T
1 PC1+eT1 [S1+(d12 + 1)S3−P ]e1

−eT2 S3e2+eT3 (S2−S1)e3−eT4 S2e4 (13)

Ω2 := C T
2

(

d21R1 + d12R2

)

C2 (14)

Ω3 := −(e1−e3)
TR1(e1−e3)+(e4−e2)

TM1

+MT
1 (e4−e2)+(e2−e3)

TM2+MT
2 (e2−e3) (15)

Proof. The proof is omitted due to page limitation. �
In case of d1 = 0, modifying the Lyapunov functional in (11) slightly and

following the same line of the proof of Proposition 1, then we have the following
result without proof.
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Corollary 1. For a given scalar d2, the system (6) is asymptotically stable if
there exist n × n real matrices P > 0, S1 > 0, S2 > 0, Z > 0 and n × 3n real
matrices M1 and M2 and r × p real matrix K such that

[

Ω01 +Ω02 d2M
T
1

d2M1 −d2Z

]

< 0,

[

Ω01 +Ω02 d2M
T
2

d2M2 −d2Z

]

< 0 (16)

where

Ω01 := C T
01PC01 −ẽT2 S2ẽ2−ẽT3 S1ẽ3+ẽT1 [S1+(d2 + 1)S2−P ]ẽ1

Ω02 := d2C
T
02ZC02+(ẽ3−ẽ2)

TM1+MT
1 (ẽ3−ẽ2)+(ẽ2−ẽ1)

TM2+MT
2 (ẽ2−ẽ1)

with ẽ1 = [I 0 0], ẽ2 = [0 I 0], ẽ3 = [0 0 I],C01 = Aẽ1 + BFCẽ2 and
C02 = (A− I)ẽ1 +BFCẽ2.

Corollary 1 includes Theorem 1 in [14] as a special case. In fact, let S1 → 0+,
S2 → 0+, M1 = 0 and M2 = [T T

1 T T
2 0], then the matrix inequalities in (16)

with C = I reduces to matrix inequality (4) in [14] after some simple algebraic
manipulation. Therefore, Corollary 1 is less conservative than Theorem 1 in [14].

In the following, we aim to design suitable output feedback controllers of
form (5) based on Proposition 1. Notice that matrix inequalities in (12) are
nonlinear due to nonlinear terms such as C T

1 PC1 and C T
2 (d21R1+d12R2)C2. The

cone complementary linearization (CCL) proposed in [20] can be used to convert
the non-convex feasible problem into nonlinear minimization problem subject to
linear matrix inequalities. In doing so, we rewrite Proposition 1 in an equivalent
form as follows.

Proposition 2. For given scalars d1 and d2 satisfying d2 ≥ d1 > 0, the system
(6) is asymptotically stable if there exist n× n real matrices P > 0, L > 0, Z >
0, S1 > 0, S2 > 0, S3 > 0, R1 > 0, R2 > 0 and n × 4n real matrices M1 and M2

such that
⎡

⎢
⎢
⎣

Ω̃1 +Ω3 d12M
T
1 C T

1 C T
2

� −d12R2 0 0
� � −L 0
� � � −Z

⎤

⎥
⎥
⎦
< 0,

⎡

⎢
⎢
⎣

Ω̃1 +Ω3 d12M
T
2 C T

1 C T
2

� −d12R2 0 0
� � −L 0
� � � −Z

⎤

⎥
⎥
⎦
< 0 (17)

PL = I, Z(d21R1 + d12R2) = I (18)

where Ω3 is defined in (15) and

Ω̃1 := eT1 [S1 + (d12 + 1)S3 − P ]e1 − eT2 S3e2 + eT3 (S2 − S1)e3 − eT4 S2e4

Proof. Applying Schur complement to the inequalities in (12) yields (17) with
equality constraints in (18). This completes the proof. �

Following the line of CCL in [20], the non-convex feasible problem described
by (17) with equality constraints in (18) can be converted into the following
nonlinear minimization problem:

NMP:

⎧

⎪⎨

⎪⎩

minimize Tr
(

PL+ Z(d21R1 + d12R2)
)

subject to (17) and

[

P I
I L

]

≥ 0,

[

Z I
I d21R1+d12R2

]

≥ 0
(19)
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4 Numerical Examples

In this section, two numerical examples are given to demonstrate the effectiveness
of the proposed method.

Example 1. Consider the system (6), where K is supposed to be known. A and
the product of B,K and C are given as

A =

[
0.7 0
0 0.95

]

, BKC =

[−0.15 0
−0.1 −0.15

]

(20)

For prescribed d1 = 3, we will calculate the admissible maximum upper bound
(AMUB) of d2, which ensures the asymptotic stability of system (20) subject
to (4). By Theorem 1 in [21], Theorem 1 in [22] and Theorem 1 in [23], the
obtained AMUBs are 9, 9 and 8, respectively. However, by using Proposition 1
in this paper, the obtained AMUB is 10, which is larger than those by [21, 22]
and [23]. Moreover, for d1 = 0, the AMUBs of d2 obtained by Theorem 1 in [14]
and Corollary 1 in this paper are 5 and 9, respectively. Clearly, Corollary 1
provides a larger AMUB than Theorem 1 in [14].

Example 2. Consider an unstable batch reactor, which is taken from [14,24]

ẋ(t) =

⎡

⎢
⎢
⎣

1.38 −0.2077 6.715 −5.676
−0.5814 −4.29 0 0.675
1.067 4.273 −6.654 5.893
0.048 4.273 1.343 −2.104

⎤

⎥
⎥
⎦
x(t) +

⎡

⎢
⎢
⎣

0 0
5.679 0
1.136 −3.146
1.136 0

⎤

⎥
⎥
⎦
u(t) (21)

Discretizing this system with Ts = 0.005s yields

x(k + 1) =

⎡

⎢
⎢
⎣

1.0070 −0.0010 0.0330 −0.0278
−0.0029 0.9788 −0.0000 0.0034
0.0052 0.0211 0.9675 0.0288
0.0002 0.0211 0.0066 0.9897

⎤

⎥
⎥
⎦
x(k)+

⎡

⎢
⎢
⎣

0.0000 −0.0003
0.0281 0.0000
0.0060 −0.0155
0.0060 −0.0001

⎤

⎥
⎥
⎦
u(k)

Xiong and Lam [14] studied the problem of state feedback controller design
for an NCS with the plant being (21). With a logic ZOH, a stabilizing state
feedback controller was derived for 1 ≤ d(k) ≤ 5. However, solving the NMP
in (19) with C = I in this paper, for 1 ≤ d(k) ≤ 20, one can get a stabilizing
network-based controller as

u =

[

0.1669 −0.0324 −0.0264 −0.0544
1.3107 −0.0654 0.2062 0.0102

]

x (22)

This result shows clearly that under the controller (22) the asymptotic stability
of the involved NCS can be ensured even if the maximum number of packet
dropouts between any two consecutive updating instants of ZOH reaches 20,
or even if the control input packet driving the plant is delayed by 20 sampling
periods from the sampler. Connecting this controller, Figure 3 plots the initial
condition response of the closed-loop system with x0 = [−5 0 5 0]T .
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Fig. 3. State curves of the closed-loop system of Example 2

5 Conclusion

In this paper, output feedback control has been investigated for an NCS with a
logic ZOH in the discrete-time domain. The closed-loop NCS has been modeled
as a discrete-time linear system with an interval-like time-varying delay, whose
upper bound reflects not only the maximum allowable delays induced by the
network but also the maximum allowable number of packet dropouts between
any two consecutive updating instants of ZOH. In order to derive a larger upper
bound of the delay, a generalized finite-sum inequality has been introduced to
obtain a less conservative stability criterion for the closed-loop NCS incorporat-
ing with a convex combination technique. By modifying the cone complementary
algorithm, the desired network-based output feedback controllers have been de-
signed in terms of solutions to a set of LMIs. Some numerical examples have
been given to demonstrate the effectiveness of the proposed method.
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Abstract. This paper concerns with the fractional order unified chaotic
control based on passivity. A hybrid control strategy combined with frac-
tional state feedback and passive control is proposed, derived from the
properties of fractional calculus and the concept of passivity. The frac-
tional chaotic system with the hybrid controller proposed can be sta-
bilized at its equilibrium under different initial conditions. Numerical
simulation results present the verification on the effectiveness of the pro-
posed control method.

Keywords: fractional order systems, passivity, fractional calculus.

1 Introduction

Fractional order systems have received considerable attention, due to the fact
that they can provide better intrinsic essence and accuracy than the classical
integer order models in describing real world physical phenomena [1]. Since the
restriction of the development of mathematics and physics, the fractional calcu-
lus has not been studied enough at the time it was proposed, until the last cen-
tury where science and technology had a revolutionary development and many
physical and biological phenomena can be given natural interpretation by the
fractional order models[2, 3]. During the passed several years, there appears a
lot of researches with the focus on the fractional differential equations, frac-
tional order nonlinear system stability and control, as well as numerical solution
and simulation [4–6], which consequently enable a variety of control strategies
and applications for fractional order chaotic systems [7–10]. Many traditional
chaotic systems have been generalized into their corresponding fractional order
circumstances, where the chaos behaviors are still preserved under certain con-
strains on the parameters of the fractional order, such as fractional order Chua
system [11], the fractional order Voltas system [12], fractional Lotka-Volterra
system [13], as well as fractional order unified chaotic system. Therefore, it is
important to explore effective control methods to deal with such fractional or-
der chaotic systems. Among the literatures appeared, certain classical control
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strategies have been introduced into the fractional order systems, including ac-
tive control, linear state feedback, sliding mode control, Lyapunov method and
so on [14–16]. Furthermore, inspired by the fractional order phenomena, some
fractional order controllers have been proposed, one of which is the well-known
fractional order PID controller with certain excellent performances [17].

Recently, passivity-based control attracts attention by the researchers [18,
19]. The concept of passivity, derived from the network theory and dissipative
systems, deals with the control problem under the perspective of system energy
characteristics to simplify the controller design, such that it has been applied
successfully into many nonlinear systems. Since the fact that there exists certain
inherent consistence between passivity and system stability, it is practicable to
stabilize the nonlinear system by means of designing a controller to render the
closed loop system passive, under appropriate constrains on the system [20]. Up
to now, some passivity-based control methods have been introduced into chaotic
systems, such as passive active control for chaotic systems, passive sliding mode
control, and passive robust control and so on [19, 21]. However, most of the
existed works are constrained in the scenario where only the integer order chaotic
systems are considered. In this article, we proposed a hybrid control method to
deal with the fractional chaotic systems, which combines the fractional order
feedback and passivity-based control such that the closed loop system can be
passive and then stabilized at its equilibrium.

2 Problem Formulation and Preliminaries

2.1 Fractional Calculus and Properties

Definition 1. Let f : [a, b] → R and f ∈ L1[a, b], The Riemann-Liouville frac-
tional derivative of order is defined as:

Dαf(t) =
1

Γ (n− α)

dn

dtn

∫ t

0

f(τ)

(t− τ)
α−n+1 dτ (1)

where n− 1 < α < n and Γ (·) is the Gamma function.

For fractional order chaotic system 0 < α ≤ 1. In this paper we employ D for
representing the classical integer differential D1f(t) = df(t)/dt. The fractional
calculus has the following properties [2]

DαDβf(t) = Dα+βf(t)
DαD−αf(t) = D0f(t) = f(t)
Dα[af(t) + bg(t)] = aDαf(t) + bDαg(t)

(2)

where α and β are fractional orders, a and b are real constants.

2.2 Theory of Passive Control

Passivity-based control investigates the dynamical systems in the view of system
input, output and energy, through geometric nonlinear control theory for the
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design of nonlinear feedback systems. If the supply from external source cannot
satisfy internal energy lost, then the system energy will decrease gradually and
then the system will reach an asymptotical stability eventually.

Consider nonlinear system described by the equation of the form

ẋ = f(x) + g(x)u
y = h(x)

(3)

where the state space X = Rn, system input U = Rm and system output Y =
Rm; f(x), g(x) and h(x) are smooth mappings. We can denote a nonnegative
function V (x) : X → R the storage function of the system (3). Moreover, we call
a real-valued function s(y, u) =< y, u >= yTu the supply rate, such that

∫ t

0

s(τ)dτ < ∞ ∀t ≥ 0 (4)

Definition 2. The system (3) is said to be passive with the storage function and
supply rate, if the following inequality holds

V (x)− V (x0) ≤
∫ t

0

yT(τ)u(τ)dτ (5)

and it is equivalent to say that: the system is passive if there exists real constants
β and ρ > 0 such that

∫ t

0

yT(τ)u(τ)dτ + β ≥
∫ t

0

ρyT(τ)y(τ)dτ (6)

Furthermore, the system (3) can be represented by its equivalent expression
called the normal form in new coordinate (z, y), where

ż = f0(z) + p(z, y)y
ẏ = b(z, y) + a(z, y)u

(7)

Lemma 1 (Bynes [20]). The system (3) is called a minimum phase system if
Lgh(0) is nonsingular and z = 0 is an asymptotically stable equilibrium of f0(z).

Theorem 1 (Bynes [20]). Suppose that the system (3) is a minimum phase
system and Lgh(0) is nonsingular, then there exists a feedback u = ϕ(x) such that
the controlled system is equivalent to be passive and then stable asymptotically
at its equilibrium.

3 Passive Control for Fractional Order Unified Chaotic
System

Consider the fractional order unified chaotic system

Dαx1 = fx1(x) = (25θ + 10)(x2 − x1)
Dαx2 = fx2(x) = (28− 35θ)x1 − x1x3 + (29θ − 1)x2, 0 < α ≤ 1

Dαx3 = fx3(x) = x1x2 − 8+θ
3 x3

(8)
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Here we choose a fractional feedback controller u = [ux1 ux2 ux3 ]
T, where

ux1 = (Dα−1 − 1)fx1(x)
ux2 = (Dα−1 − 1)fx2(x) + uI

ux3 = (Dα−1 − 1)fx3(x)
(9)

Insert (9) into (8), and we obtain the controlled system

Dαx1 = fx1(x) + ux1 = fx1(x) + (Dα−1 − 1)fx1(x)
Dαx2 = fx2(x) + ux2 = fx2(x) + (Dα−1 − 1)fx2(x) + uI

Dαx3 = fx3(x) + ux3 = fx3(x) + (Dα−1 − 1)fx3(x)
(10)

Take fractional derivative D1−α on both sides of the equation (10), and note
that DαDβ = Dα+β , then we have

D1−αDαx1 = Dx1 = D1−α(fx1(x) + ux1) = fx1(x)
D1−αDαx2 = Dx2 = D1−α(fx2(x) + ux2) = fx2(x) +D1−αuI

D1−αDαx3 = Dx3 = D1−α(fx3(x) + ux3) = fx3(x)
(11)

thus the system (8) is transformed into an integer differential form by the con-
troller u.

If we design a passive controller up = D1−αuI to render the system (11) to
be passive and then stable asymptotically, then the system (8) can be stabilized
under the controller u defined in equation (9), with uI = Dα−1up.

Let y = x2,z1 = x1 z2 = x2 equation (11) can be rewritten as its normal form

ż = f0(z) + p(z, y)y
ẏ = b(z, y) + a(z, y)u

(12)

where f0(z) = [−(25θ+ 10)z1
8+θ
3 z2]

T, p(z, y) = [25θ + 10 z1]
T, a(z, y) = 1,

and b(z, y) = (28− 35θ)z1 + (29θ − 1)y − z1z2.

Theorem 2. The system (12) is a minimum phase system.

Proof. For subsystem ż = f0(z), where

ż1 = −(25θ + 10)z1
ż2 = − 8+θ

3 z2
(13)

choose Lyapunov function W (z) = 1
2z

2
1 +

1
2z

2
2 , then we obtain Ẇ (z) = −(25θ +

10)z21 − 8+θ
3 z22 ≤ 0. thus is z = 0 an asymptotical equilibrium of f0(z). Since

Lgh(0) = 1 is nonsingular, according to Lemma 1, we conclude that the system
(12) is a minimum phase system.

Therefore, we have the following stability theorem

Theorem 3. For system (12), if we choose the passive controller

up = a−1(z, y)[−bT(z, y)− ∂W (z)

∂z
p(z, y)− ky + v] (14)

where k > 0 and v is an external input. Then the system can be stabilized at its
equilibrium.
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Proof. Choose the storage function V (z, y) = W (z) + 1
2y

2 , then we obtain

V̇ =
∂W

∂z
ż + yẏ

=
∂W

∂z
f0(z) +

∂W

∂z
p(z, y)y + [b(z, y) + a(z, y)up]y

(15)

since the system is minimum phase [20], thus

∂W

∂z
f0(z) ≤ 0 (16)

then

V̇ ≤ ∂W

∂z
p(z, y)y + [b(z, y) + a(z, y)up]y (17)

put the passive controller into inequality (17), we obtain

V̇ ≤ −ky2 + vy (18)

take integration on both side of (18), we have

V (z, y) +

∫ t

0

ky2(τ)d(τ) ≤
∫ t

0

v(τ)y(τ)d(τ) + β (19)

where β = V (z0, y0). Since the storage function V (z, y) ≥ 0, we obtain

∫ t

0

y(τ)v(τ)dτ + β ≥
∫ t

0

ky2(τ)dτ (20)

according to definition 2, the system is passive. Furthermore, theorem 2 shows
that the system (12) is minimum, and note that Lgh(0) is nonsingular, thus by
theorem 1, the passive controller proposed stabilizes the system asymptotically
at its equilibrium.

Finally, the system (8) can be stabilized under the hybrid controller u defined
in equation (10), with uI = Dα−1up, where is the passive controller in equation
(14).

4 Simulation

There are several numerical simulation methods which have been applied broadly
in nonlinear control systems, such as GL numerical method based on power se-
ries expansion, CRONE-Oustaloups approximation, Podlubny matrix approach,
Adams-Bashforth-Moulton type predictor-corrector scheme and so on [2]. This
paper adopts the last one for simulation.

The hybrid controller proposed in equation (19) consists of two components,
the fractional order feedback and passive controller respectively. Since the frac-
tional order feedback controller has no control parameter, the only two control
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Fig. 1. State trajectories when α = 0.96, θ = 0.2, k = 3, v = 0

Fig. 2. State trajectories when α = 0.9, θ = 0.9, k = 0.23, v = 0

parameters, k and v, appear in the fractional order passive controller uI . Ac-
cording to equation (14), we have

uI = Dα−1up = Dα−1[−(38− 10θ)x1 − (29θ − 1 + k)x2 − x1x3 + v] (21)

When θ ∈ [0, 0.8) , the fractional unified chaotic system appears as a general
Lorenz system, figure 1 shows the stability of the controlled system, with α =
0.96, θ = 0.2, k = 3, v = 0, and x0 = [10 9 8]T.
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When θ ∈ (0.8, 1] , the fractional unified chaotic system appears as a general
Lorenz system, figure 2 shows the stability of the controlled system, with α = 0.9,
θ = 0.9, k = 0.23, v = 0, and x0 = [−10 − 8 15]T.

The two simulation results above show that the hybrid controller can stabilize
the fractional unified chaotic system asymptotically.

5 Conclusions

This paper deals with the control problem of the fractional order unified chaotic
system, under the perspective of passivity. On the basis of the fractional cal-
culus properties and the passive control theory, a hybrid controller is designed
which can stabilize the system at its equilibrium asymptotically. The concept of
passivity concerns only with system input, output and energy, other than the
system description model, therefore it provides a new direction to investigate
the control of the fractional nonlinear systems.
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Characteristics Analysis of Cloud Services  
Based on Complex Network 

Lilan Liu, Cheng Chen*, and Tao Yu  

Shanghai Key Laboratory of Intelligent Manufacturing and Robotics, Shanghai University, 
Yanchangstr 149, Zhabei, Shanghai, China 

Abstract. This paper researched the theory of cloud services based on complex 
network theory and graph theory. By virtue of the generalized network model of 
cooperation, a method of building cloud services network model was put 
forward, with regarding cloud services and their cooperative relationship as 
vertexs and edges in abstraction respectively. The network statistical properties 
are analyzed, including degree, degree distribution, shortest path length, vertex 
betweenness, similar matching coefficient and clustering coefficient. Using an 
example about fulfilling an order of LED spotlight, characteristics analysis of 
cloud services was suggested, to illustrate how to choose the appropriate cloud 
services. 

Keywords: Complex network, Cloud services, Topological characteristics. 

1 Introduction 

The emergence of cloud manufacturing proposes a newly developed method for the 
transformation from manufacturing industry to service industry. Cloud manufacturing 
is a new networked intelligent manufacturing pattern which is service-oriented、cost-
effective and knowledge-based [1]. With the help of cloud computing, EPC network, 
semantic Web technology etc., Cloud manufacturing virtualizes various 
manufacturing resources and capabilities, operating and managing uniformly and 
ultimately realizes the function of accessibility readily and use on demand in the 
whole service of manufacturing life circle orienting all the members in the whole 
industry including enterprises, sale agents and end user.       

In the environment of cloud manufacturing, lots of manufacturing sources and 
capabilities are involved which are all encapsulated as individual cloud manufacturing 
services (cloud services) through network virtualization based on knowledge. In the 
process of providing service to customers, choosing one or more suitable cloud 
service according to user requirements and provide users with reliable, efficient, low-
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cost manufacturing services. A large amount of cloud services forms a complex 
system. In cloud manufacturing, simplify each cloud service and the relationship 
between different cloud services as the vertex and edge between the vertices 
empowered or not, thus the study of cloud services can be transformed into complex 
network model through that characteristics of cloud services can be analyzed by the 
means of topological characteristic in complex network. 

2 Cloud Services and Complex Network Model 

2.1 Cloud Services 

Cloud Manufacturing can be treated as extend and practice of cloud computing in 
manufacturing industry. Cloud Manufacturing uses cloud computing, Internet of 
Things, semantic Web technology to virtualize the Manufacturing Resource and  
Manufacturing capability and encapsulate them into Manufacturing of Cloud 
Services, in the cloud manufacturing platform. And combine of multiple of 
Manufacturing of Cloud Services to form the Manufacturing of Cloud finally. Any 
enterprise or individual which distributed in different areas can visit the cloud 
manufacturing platform through network. The network composites cloud services 
according to the Personalization of Demand [2] (Fig.1). During this, knowledge plays 
an important role in virtualization encapsulation and display of the requirements, and 
provides service-oriented, cost-effective and knowledge-based networked intelligent 
manufacturing pattern in the process of cloud manufacturing service [1]. 

Manufacturing  of Cloud 
Manufacturing  of Cloud 

Services

Personalization of 
Demand

Virtualization

Combination

Request

Invoke

Manufacturing 
Resource

Manufacturing 
Capacity

Knowledge

 

Fig. 1. The Working Principle Diagram of Cloud Services 

The key of cloud manufacturing, which simultaneously support efficient 
management and intelligent search etc., is how to overcoming the barriers of 
distributional, heterogeneous manufacturing sources and capacities, and encapsulates 
them into the cloud manufacturing platform treating knowledge as the carrier. Cloud 
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manufacturing can provides customers dynamically and flexibly with reliable and 
low-cost individual services [3]. 

When customers’ individual services involving varies resources, the most suitable 
cloud services must be chosen in the cloud manufacturing platform and composited 
into manufacturing clouds. Cloud services can composite into various manufacturing 
clouds according to customers’ individual requirements. How to customize the 
optimal service composition has been the key point in cloud manufacturing. Cloud 
manufacturing service composition generally can be divided into three stages:①
requirement decomposition, which decomposed customer requirements into several 
service modules;②cloud services match, which aiming at the decomposed service 
modules to search matching cloud services in the cloud manufacturing platform;③
cloud services composition, which composites the searched cloud services into a 
feasible task flow.  

Cloud manufacturing service composition is the key procedure to realize effective 
allocation of cloud manufacturing resource. In the environment of cloud 
manufacturing, manufacturing enterprises provide customers with its own competitive 
advantages in the form of manufacturing resources and manufacturing capabilities. 
Usually, in order to safeguard the operation enterprise itself as well as balance the 
completion of manufacturing orders and high invoking ratio, requirements in cloud 
manufacturing are often composited together to execute a task. Multitude of cloud 
services thus compose a service network. Combining with the knowledge and method 
of complex networks to study characteristic of cloud services composition is the chief 
of this paper. 

2.2 Complex Network 

Research on complex network can date back to the seven bridge problem. With the 
development of random graphs, small-world experiment, the strength of weak ties and 
another theory, research on complex network become increasingly mature. Recently 
years, it has become a hot research area in graph theory, statistical physics, computer 
network, research hotspots in the field of ecology, management and other subjects. 
Complex Network has close associations with Internet network, neural network and 
social network in real life. 

The structure of complex Network consists of a large amount of network node and 
the complexity relationship between the nodes. Complex network model research 
began in regulation network, then Random Graph appeared. Random Graph has 
obvious defects in application, but its theory has always been a basic theory of 
studying the complex network. Small-world network model and the scale-free 
network model has attracted a great deal of attention of complex networks researches. 
Through researches on complex networks, people can be visualization and 
quantitative for many application scenarios, and find out things’ development 
characteristics, then predict the possible running state within a certain range.  

In complex networks has a kind network named cooperative network, partnership 
between each basic unit is widespread in this network. Such as scientific researchers’ 
cooperation can produce scientific papers and actors’ cooperation can produce films 
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and television programs in social network. In non-social network, many traditional 
Chinese medicines’ cooperation can produce prescriptions to treat diseases, tourist 
attractions’ cooperation can produce hot tourist routes which attract visitors, and bus 
stations’ cooperation can improve the efficiency of transportation vehicle. The edges 
of cooperative network always stand for the cooperative relationship between 
elementary units. [4] This so-called affiliation network usually expressed by two-
particle diagram. A kind of node is the actor participated in activity, event or 
organization, the other is the activity, event or organization called act. An edge 
connecting two points shows that two actors participated in the same act. 

As shown in Fig.2, if just one type of particle is considered (just as particles in type 
“actor”), draw the single particle’s projections. Two single particles of this type share 
the same particle in other type (just as particles in type “act”), with whom forms two 
edges. Then project the two edges as the edge of the two single particles (edges 
between two particles in type “actor”). Edges joining particles mean that participants 
worked with the same project. If there are multiple edges between two particles, then 
the more multiple edges, the more often participants work together.[5] 

 

 

 
Fig. 2. Two-particle and one-particle diagram 

Define a parameter hi to represent “vertex act degree”. If actor i participates in 
several acts, then a parameter hi representing “vertex act degree” can be defined, 
which equals to the particle number that actor i connect with in two-particle diagram. 
In the same way, if there are several actors participate in the connection, then define a 
parameter Tj which means “number of nodes inside an act”, which equals to the 
particle number that act j connect with in two-particle diagram[6]. Those actor 
particles constitute a complete graph due to that they have worked with. Vertex act 

act

actor

One-particle 
diagram

Two-particle
 diagram
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degree and number of nodes inside an act are important properties in cooperation 
network which depict the important information of cooperation network.  

In research of cooperation network, Barabasi and Albert[7] research on Scale-Free 
of cooperation network, and put forward the famous BA model: In an open system, 
there are new units joining in, and the total number of nodes increases continually, 
and   probability a note form a new edge monotonously rely on the degree it has 
possessed. Its construction algorithm is:  

(1) Increase: At the initial time, assuming there has been m0 notes. Then every 
once in a while, add a new note, and connect it to m notes exist already 
(m≤m0); 

(2) Optimization: When connect new note to existed note i , assuming the 
relationship between the connection probabilityПi that note i connect to 
the new note and the degree of note i -- ki, the degree of note j --kj satisfy 
the following relations: 

i
i

j
j

kП
k

=


 (1.1) 

(3) After t times interval, the model generate a network with N=t+m0 notes and 
mt edges. With the increase of t, network evolution comes into scale 
invariant status. 

Scale-free networks have characteristic of "power-law distribution", whose 
equation is: y=cx-r, where x, y is positive random variable and c, r is positive constant. 
To take logarithm on both sides in equation above: 

log log logy c r x= −  (1.2) 

In double logarithmic coordinates, power-law distribution is shown as a straight 
line with negative slope. This linear relation is a basis to judge whether random 
variable meet the power law distribution. 

3 Modeling of LED Cloud Services Network 

3.1 Definition of Cloud Services Network 

Quantity of cloud services in cloud manufacturing platform aggregate into “cloud 
pool”, in which stores a larger number of cloud services. How to custom low-priced, 
convenient services according to customer’s requirements rapidly is the top priority of 
cloud manufacturing. The composition of cloud services can be solved by complex 
network theory, treating each cloud service as a note in complex network and service 
connections among different cloud services as edges in complex network. As shown 
in Fig.3, according to different mission requirements, there are different weight value 
of edges. This method can realize functions of cloud services composition relations, 
such as visual display, service composition network construction, kinetic-analysis of 
cloud services composition network, node control strategy and method in cloud 
services composition network and so on[2]. 
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Fig. 3. Cloud services network 

In the field of manufacturing, distribution, heterogeneous and massive number 
characteristic of manufacturing resource result in the complexity of cloud 
manufacturing service composition, thus a complex network among cloud services 
forms – a complex network model through building cloud services composition. In 
this paper, cooperation network is applied to cloud services composition. When 
building cloud services composition model, divide cloud services according to the 
corresponding relationship of subtask--- cloud services, thus bipartite graph between 
subtask T which split from ancestral task and cloud service S can be built. Then 
project cloud service to ingle particle network, treating each cloud service as a vertex 
and treating interrelation between the cloud services which participate in the same 
case as the edges connecting two vertex. By this way, a cloud service composition 
network can be built. 

3.2 Cloud Services Network Building  

Any network can be abstracted as a figure of node sets and edge sets: G = (V，E), 
where V is a nonempty set representing node sets; E representing edge sets is a binary 
set consists of elements in V. When no edge in the network has direction – in other 
words, E is an unordered binary set which is composed of elements in V – then this 
network represents an undirected network; if not, this network represents a directed 
network. When each edge is endowed with weights, then this network represents 
weighting network; if not, it represents un-weighted network.   

This paper conducts the study by collecting relevant information via a LEDs 
lighting cloud services platform. This platform has 127 LEDs lighting enterprises, 
including 602 cloud services involving design service, simulation service, processing 
service, management service, license service, marketing service and many other 
services which can satisfy user requirement based manufacturing tasks. Taking cloud 
services composition problem in this platform as a case to build a cloud services 
composition network. Abstract a manufacturing task into a task note, and abstract a 
cloud service into a service note. If one manufacturing task need to call a cloud 
service, then there is a relevance between this manufacturing task and cloud task, 
which can be abstracted into an edge connecting task notes and service notes. 
According to this abstract principles, a task-service network can be built, and this is a 
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typical bipartite graph. This kind of two-particle diagram describes the relation 
between different manufacturing tasks and services which are needed to accomplish 
these tasks. In the next step, simplify the directed two-particle diagram into un-
directed asymmetric figure by using this relation. In other words, transform the 
relation between tasks and services into the relation between the various services. 

Cloud services built according to the construction theory above involves 602 notes 
and 8908 edges. Fig.4. depicts topological graph of LED cloud services network. In 
the top of the Fig., three manufacturing task (lamp design, lamp production, lamp 
sale) and six services (design, simulation experiment, process, management, 
certification, sale) comprise “manufacturing task- service” two-particle diagram. In 
the below of the Fig. is single-particle diagram consists of services which corporate in 
the same manufacturing task. 

Lamp 
Design

Lamp 
Production

Lamp 
Sale

Design
Service

Simulation 
Experiment

Service

Process
Service

Management
Service

Certification
Service

Sale
Service

 

Fig. 4. Topological graph of LED cloud services network 

4 Analysis of Topological Characteristics of Cloud Services 
Network 

4.1 Degree and Degree Distribution 

Network’s degree and degree distribution should be focused first. In cloud services, 
node’s(Si) degree ki is the amount of other nodes connecting to Si. ki reflects the 
connection degree of the node Si and other nodes. The Network’s average degree is 
the average of all nodes’ degree. 

1

1 N

i
i

k k
N =

=  . (3.1) 
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Degree distribution is the probability distribution of all nodes’ degree. For the 
cloud service node, degree and degree distribution fully reflect the coupling of each 
cloud service node. Coupling is a key character to combine cloud services. Table 1 
shows the top five degree cloud services. 

Table 1. Degrees of the top 5 cloud services. The larger degree the cloud service has, the more 
other services will connect to it. Company A~E have larger degree that shows this five 
companies are invoked frequently. 

Cloud Service Node ID Node Degree 

Company A: Processing services of lamps and lanterns 5 560 
Company B: Chip production services 23 446 
Company C: Certification testing services 467 358 
Company D: Power production services 215 276 
Company E: Sales services of lamps and lanterns 510 154 

 
Through the statistical analysis by NetworkX, in cloud services network node 

degree distribution P（k）is similar to follow power-law distribution, as shown in 
figure 5. P（k）is the proportion of the amount of node which one’s degree is k in the 
total nodes. On the results found in previous research, most of the social network 
topology is between completely random and completely rules. The power-law 
distribution is exactly between exponential distribution and power distribution. 

k

P

（

k）

 

Fig. 5. Node degree distribution in double-logarithmic coordinates show P（k）is similar to 
follow power-law distribution which is exactly between exponential distribution and power 
distribution 
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4.2 Shortest Path Length 

In networks, shortest path length is equal to the number of edges of the path which 
has the least nodes among all the path from node i to node j. And the average of that 
is the average path length: 

( 1)

ij
i j

l

l
N N

≠=
−


. (3.2) 

By calculation, the average path length of LED cloud services network is 3.26. The 
maximal distance between any two cloud services is 4. This characteristic indicates 
LED cloud services network has the obvious phenomenon of small world. 

In cooperative networks, there is cooperation relationship between neighbor nodes, 
and the relationship could be extended by nodes. Therefore in LED cloud services 
network, some two nodes without directly connecting by edge may participate in 
same one manufacturing task. And average path length reflects the length of cloud 
services chain on the whole. 

4.3 Vertex Betweenness 

Betweenness is a measure of node’s centrality, and vertex betweenness is the amount 
of the shortest path from all vertices to all other that pass through that node. The 
number of vertex betweenness depicts the importance of node. Define Dij as the set of 
shortest path between node i and node j that pass through node u. The vertex 
betweenness Bu of node u could be expressed as follow: 

,

i j

u
lD

u
i j ij

B
D

δ
∈=


 . (3.3) 

The larger number of vertex betweenness always show that node is the hub node in 
network. In LED cloud services network, there is not only one of shortest path 
between two nodes, randomly selected one from these paths as the shortest path 
between the two nodes. So the sequence of degree’s size is different from the one of 
vertex betweenness. From Table 2., it’s easy to find the sequence is not the same of 
that in Table 1. 

Table 2. Vertex Betweenness of the top 3 cloud services. Company A has the largest degree, 
but its vertex betweenness is smaller than the one of Company C. That accounts for Company 
A connects the most other services, and Company C is the more important service than 
Company A. In many service combination, Company is indispensable. 

Cloud Service Node ID Vertex 
Betweenness 

Company C: Certification testing services 467 34678 
Company A: Processing services of lamps and lanterns 5 23156 
Company B: Chip production services 23 12786 



 Characteristics Analysis of Cloud Services Based on Complex Network 327 

 

4.4 Similar Matching Coefficient 

Similar matching coefficient r（g）signify the connection tendency between nodes. 
Graph G contains N nodes and l edges, then could be defined as follow: 
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In (3.4), ,i j ε∈ are edges in Graph G, if r（g）> 0, then r（g）is called similar 

matching coefficient; if r（g）< 0, then it’s non- similar matching coefficient. In 
LED cloud services network, r（g）= 0.024, belongs to similar matching coefficient. 
A property of this kind of network is that the node of lager degree always be 
connected by others easily. Such as Company A could be in collaborations frequently 
because of its largest degree (560). 

4.5 Clustering Coefficient 

Clustering coefficient c reflects nodes’ ability of gathering. In LED cloud services 
network, clustering coefficient ci indicates tightness of the connection between cloud 
service node Si and its neighbors. Definition of ci as follow: 
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And the average clustering coefficient C is defined as the average of all nodes’ 
clustering coefficient: 

1 N

i
i

C c
N

=  . (3.6) 

After analysis and calculating all the value of ci, the lager degree node i has, the 
smaller ci it has, and the smaller degree it has, the larger ci it has. That is because of 
that nodes connecting to the same node may be compete with each other. 

In LED cloud services network, C is equal to 0.044. For the network nodes, the 
smaller ci it has, the more easily it will be replaced. This kind of node usually is not 
important. 



328 L. Liu, C. Chen, and T. Yu 

 

5 Application of LED Cloud Services’ Characteristics 

Take as an example to fulfilling an order of LED spotlight. Decompose this 
manufacturing task into 4 subtasks: raw materials procurement, modular design, 
simulating optimization, production & processing. Combining with those 
aforementioned the statistical features of topological characteristics, an application is 
given. 

Order of LED 
spotlight

raw materials 
procurement

modular 
design

simulating 
optimization

production & 
processing

cloud 
service 1

cloud 
service 2

cloud 
services 

3...

cloud 
service x

cloud 
service y

cloud 
service 

z...

cloud 
service 
Ⅰ

cloud 
service 
Ⅱ

cloud 
service 
Ⅲ...

cloud 
service  

a

cloud 
service 

b

cloud 
service 

c...
 

Fig. 6. Decompose the manufacturing task about fulfilling an order of LED spotlight into 4 
subtasks: raw materials procurement, modular design, simulating optimization, production & 
processing. For raw materials procurement, cloud service 1, 2, 3 are candidate services. 
Similarly, cloud service x, y, z are candidate for modular design. Cloud serviceⅠ,Ⅱ,Ⅲ are 
candidate for simulating optimization. Cloud service a, b, c are candidate for production & 
processing. 

1) Calculate node degrees and degree distribution, in consideration of the coupling 
between nodes, try to choose the node with large degree distribution (such as the 
alternate contracts in table 3.). 

2) In the selected nodes, to guarantee the quality of manufacturing task, choose the 
optimized nodes by vertex betweenness. Select the one which has larger value. 

3) The shortest path length reflects the length of cloud services chain on the whole, 
which is positive relevant to the time for fulfill the manufacturing task. Hence, 
it’s necessary to take the shortest path length of alternative nodes into account. 
Get shortest path length by NetworkX, and choose the smallest one prior. 

4) From the point of view of the market economy, keep the clustering coefficient 
of alternative node as small as possible, because of that high clustering 
coefficient will reduce bargain chips.[13] 

5) According to the optimized principle above, the best service combination as 
follow: cloud service 2 → cloud service z → cloud serviceⅠ→ cloud service c. 
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Table 3. The statistical attribute of Cloud service 1-3, x-z,Ⅰ-Ⅲ, a-b, including degree 
distribution P(k), vertex betweenness ci , Clustering coefficient Bu .To find the most suitable 
alternate contract for each subtask, Synthesize all the statistical attributes. 

Subtask item Alternate Contracts P(k) % ci Bu 

raw materials 
procurement 

cloud service  1 18.00 1.000 32560 
cloud service  2 12.00 0.800 39238 

cloud service  3 9.00 0.900 28905 

modular 
design 

cloud service  x 12.00 0.400 25032 
cloud service  y 10.00 0.300 23456 
cloud service  z 8.00 0.200 30976 

simulating 
optimization 

cloud service Ⅰ 14.00 0.600 45609 
cloud service Ⅱ 13.00 0.800 35992 
cloud service Ⅲ 8.00 0.800 48950 

production 
& 

processing 

cloud service  a 17.00 0.300 34929 
cloud service  b 14.00 0.400 47672 
cloud service  c 13.00 0.300 56782 

6 Conclusion 

This paper took the theory of cloud manufacturing as study background, put forward a 
LED cloud services model construction method based on complex network. By 
analysis of topological characteristics of cloud services network, including degree, 
degree distribution, shortest path length, vertex betweenness, similar matching 
coefficient and clustering coefficient, an application about fulfilling an order of LED 
spotlight explains the feature of cloud services. Due to the cloud manufacturing is still 
in the preliminary stage of development at the present stage, most of it remain in 
academic stage basically. It’s difficult to collect relevant information and data, we 
will offer a further argument later. 
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Abstract. The calculation of real-time dynamic room cooling load can be solved 
effectively by soft sensing technology based on auxiliary variable. This paper 
studies on the relationships between room cooling loads at different reference 
temperatures, and presents the system equations for cooling load calculation 
based on soft sensing. The undetermined coefficients in the system equations 
were identified via the least squares method, which reflect the magnitude 
relationship between the non-measurable primary variables and the auxiliary 
variables which can be measured accurately. Finally, commentary was presented 
based on the comparison between the results of simulation in Dwelling 
Environment Simulation Tools (DeST) and results of calculation via the 
equations in this paper. 

Keywords: Room cooling load, central air conditioning, energy saving, soft 
sensing. 

1 Introduction 

There is enormous energy saving potential on the real-time control at the running time 
of central air conditioning, so that accuracy real-time building space load value is the 
foundation of control and supply according demands of the air conditioning system. 
According to the study and practice in the energy industry in recent 30 years, it is 
widely believed that the building energy saving is the most promising and most directly 
efficient way in all of the energy saving approach, as well as one of the most efficient 
ways to ease the energy tension and resolve the contradiction between the development 
of economical society and the shortfall of energy supplies [1]. Heating, ventilation and 
air-conditioning (HVAC) system is the major electricity consumer in an 
air-conditioned building; therefore, an accurate cooling load calculation method is 
indispensable [2]. 

Since the inception of air conditioning in 1902, there are many methods for the 
room cooling load calculation. The earliest method equations are founded on the basis 
of the thermal theory and architectural features [3-8]. According to these traditional 
cooling load calculation methods, models are complex, while modeling is difficult 
and real-time performance can not suffice. Difficulty on the data acquisition and 
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shortage of underlying data make it a challenge for the application of these methods. 
The usage and dependence on empirical value, estimated value and recommend value 
also influence the calculation accuracy. In recent years, with more attention on the 
energy saving at the running time of central air conditioning, the hot plot of academic 
research turns to the prediction methods based on data learning, the basic idea of 
which method is establishing the room cooling load prediction model on the base of 
the history statistics [9-15]. It is a large time delay process on the transformation from 
ambient variables to the room cooling/heating load, meanwhile the room air 
temperature won’t stay at the design value all the time. Load prediction methods need 
huge history data, and have difficulty on reflecting the random dynamic factors, 
which both impacts the accuracy and practicability. 

For many processes, the quantity that one wishes to control cannot be measured 
quickly or easily. In some cases a number of non-specific measurements are available 
and it should be possible to combine these measurements to provide good inferences 
for important, non-measured quantities. The soft sensing technology can realize 
online prediction for the process parameters which are difficult to measure online or 
to accurately measure, with the utilization of the process parameters that can be 
measured online or can be accurately measured [16]. In later 1980s, the soft sensing 
technology was formally proposed as academic term, and brought with research 
upsurge all over the world. In 1992, a report named “Contemplative Stance for 
Chemical Process Control” was given and played an important role in the 
development of soft sensing technology. With development of more than 30 years, the 
soft sensing technology has been widely used in the chemical industry, the 
metallurgical engineering, the bioengineering and so on, while the theory and practice 
on modeling methods have also made considerable progress [16-20]. 

For the limitations of traditional methods and prediction methods on real-time 
dynamical characteristics of room cooling load calculation, some new approaches are 
developed based on soft sensing technology. These methods realize the online 
calculation relying on modeling with auxiliary variables. References [21-22] present a 
new thought on air conditioning room cooling load evaluation with soft sensing 
technology based on auxiliary variables, which method fits well on real-time dynamic 
characteristics, but the accuracy needs to be increased, and the equations for cooling 
load calculation in references[21-22] need to be improved. 

2 Soft Sensing Method for Room Cooling Load Calculation 

Room cooling load is the rate of heat removal required to maintain a space at the 
designed temperature. It is the fundamental basis for the ascertainment of air 
conditioning equipment capacity, air supply volume and air supply temperature. The 
room cooling load is a variable that can’t be measured directly. As to the traditional 
modeling method based on mechanism analysis and the prediction modeling method, 
the large demand on history data and the complex calculation make them unsuitable for 
the real-time cooling load calculation. 
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As automatic control system, the air conditioning system and the room space form 
a temperature closed-loop system. Various dynamic disturbances are contained in the 
closed-loop. The mapping relationship between the input of measurable heat 
extraction rate of the HAVC system and the output of room temperature covers the 
static characteristic and the dynamic characteristic of the load formation. Actually, the 
change of the room temperature is the joint action result of the heat extraction rate of 
the HAVC system and the room actual heat/cooling load. The actual heat extraction 
rate of the HAVC system will achieve balance with the room actual heating/cooling 
load and the energy for the change of room temperature. With the previous thinking 
the room cooling load can be back calculated according to the response characteristics 
between the heat extraction rate of the HAVC system and the room temperature. The 
energy balance equation among the room cooling load, heat extraction rate of the 
HAVC system and the heat storage was then researched as the room is treated as 
controlled process. 

For the intermittently use of air conditioning system or the inequality between the 
room cooling load and the actual heat extraction rate of the HAVC system, the room 
air temperature won’t stay at the design temperature all the time. The deviation of the 
actual heat extraction rate of the HAVC system from the room cooling load is then 
defined as heat storage. As present in reference [23], the room heat balance equation 
at a reference temperature is written as 

 CL(n) HE(n) HS(n)= −  (1) 

where: CL(n) is the current hourly room cooling load at the reference 
temperature, HE(n) is the current hourly actual heat extraction rate of the HAVC 
system, HS(n) is the current hourly heat storage. 

Although the current hourly actual heat extraction rate of the HAVC system in 
equation (1) can’t be measured directly with the current technology, it can be 
calculated by means of the air supply volume, the temperature and humidity of the 
supply air and return air can be measured. As written in equation (2)  

 ( ) ( )s c C h hHE n f Q ,w ,T , w ,T=  (2) 

where: sQ is the flow rate of the HAVC system, c Cw ,T is the humidity/temperature 

of supply air, h hw ,T is the humidity/temperature of return air. 

As to the heat storage, which is also non-measureable variable, a characteristics 
equation needs to be established with the further derivation on the response 
characteristics of the room temperature. The current hourly heat storage can be 
managed as equation (3). 

 ( ) ( )aHS n f T=  (3) 

where aT is the room air temperature. 

As auxiliary variables, the flow rate of the HAVC system, the 
humidity/temperature of the supply/return air and the room air temperature can be 
measured accurately. The current hourly actual heat extraction rate of the HAVC 
system and the current hourly heat storage can be calculated in equation (2) and 
equation (3), the current hourly room cooling load at the reference temperature would 
be calculated by the utilization of the equation (1). 
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3 Room Cooling Load at Different Reference Temperatures 

Room cooling load is defined at a corresponding reference temperature, but the room 
designed temperature is always changed with different demands. It is obviously too 
complex to establish a group of system equations at every setting temperature, so the 
relationship of room cooling load at different setting temperatures is worth exploring. 
In all of the factors influencing the cooling load, the occupant heat gain and the 
corresponding cooling load changes as the people move out and in, so it is not 
considered in this paper. 

The reference [24] presents a complete introduction of harmonic response method, 
which is a classical method in the room cooling load calculation. The cooling load 
calculation equation is described as 

 d f s r iCL CL CL CL CL CL= + + + +  (4) 

where CL is the total cooling load, dCL is the cooling load from convection heat gain 

across the wall, fCL is the cooling load from radiation across the wall, sCL is the 

cooling load from transient conduction heat gain across windows, rCL is the cooling 

load from solar heat gain across windows, iCL is the cooling load from internal heat 

gain. 
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where d fβ / β is the ratio of convection/radiation to corresponding heat gain, K is the 

heat transfer coefficient of corresponding building envelope 2W / (m K)• , F is the area 

of corresponding building envelop 2m , ZT is the outdoors comprehensive temperature, 

iT is the indoor constant temperature, Nα is the heat transfer coefficient of the inner 

surface of building envelope 2W / (m K)• , z,nTΔ is the n order harmonic disturbance of 

outdoors comprehensive temperature, nv is the decay on n order harmonic disturbance 

of outdoors comprehensive, nω is the frequency of n order outdoors comprehensive 

temperature, nφ is the initial phase angle of n order outdoors comprehensive 
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temperature, nε is the phase delay of n order comprehensive temperature, nμ is the 

decay on n order radiation disturbance, '
nε is the phase delay of n order radiation 

disturbance, nA is the amplitude of n order outdoor comprehensive temperature, sC is 

the shading coefficient of glasses, nC is the shading coefficient of shading 

equipment, nB is the amplitude of n order solar heat gain, Q is the internal heat gain. 

At the condition without ventilation, the internal heat gain is constant. 
At different setting temperature i,1T and i,2T , the deviation of the cooling load is 

present as 

 ( ) ( )
i,1 i ,2

d f i,2 i,1T T
CL CL β β KF T T− = + −  (10) 

where:
i,1 i,2T T

/CL CL is the cooling load at the setting temperature i,1 i,2/T T . 

Then, the condition with ventilation is researched. Reference [25] describes the 
ventilation’s effect on cooling load as 

 s s sq C Q T= Δ  (11) 

 l l sq C Q w= Δ  (12) 

where: sq is the sensible heat, lq  is the latent heat, sC is the air sensible heat 

factor, lC is the air latent heat factor, TΔ is the change of dry-bulb temperature, wΔ is 

the change of absolute humidity. 
Latent heat gain exists for the existence of enthalpy difference via ventilation. 

According to the relationship between enthalpy difference and indoor/outdoor 
humidity on cooling load from ventilation in reference [26], the equation (12) can be 
rewritten as 

 w n w n
l l s

w n

w w when : w w
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 (13) 

where: ww is the outdoor humidity, nw is the indoor humidity. 

There is no absorption and release of radiation in the transform of ventilation to 
cooling load, so there is no lag in the transform of this part of heat gain to cooling 
load. Different room air temperatures can lead to different humidity. It is assumed that 

i,1 i,2T T> and the corresponding humidity 1 2w w> . Hence, the cooling load difference 

from ventilation at different designed temperatures can be written as 
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   (14) 

The temperature and humidity can get measured, and the other variables were then 
treated as undetermined coefficients. According to equation (10) and equation (14), 
the room cooling load difference at different designed temperatures is written as 
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where: kT is the coefficient for temperature, kw is the coefficient for humidity, Qt is 
the ventilation times every hour. 

By the simulation in DeST of a room in a building of Shanghai University at the 
setting temperature 26/25℃, the coefficient for temperature and humidity can be got. 
With this data the cooling load at setting temperature 24℃ can be calculated, which 
can be reflected by the simulation as well. The max hourly relative error of the two 
previous cooling load is 1.22E-05. The equation (15) is obviously effective. 

4 Room Heat Storage Calculation  

Reference [24-25,27] introduces the weighting-factor method for cooling load 
calculation in which method the relationship between heat storage and temperature is 
written as 

( ) ( ) ( ) ( ) ( ) ( )1 2 1 2
0

1
T n HS n p HS n 1 p HS n 2 g T n 1 g T n 2 ]

g
Δ =  + − + −  + …+ Δ − + Δ − +…   (16) 

where: ( )HS n i− is the heat storage at previous i hour, ( )T n iΔ − is the deviation of 

air temperature to reference value at previous i hour, i ig / p is the weighting factors of 

corresponding temperature differences and heat storages. 
For the sake of convenient calculation, the references [25,27] rewrite the equation 

(16) as a 3-order system, as equation 

( ) ( ) ( ) ( ) ( ) ( ) ( )0 1 2 3 1 2HS n g T n g T n 1 g T n 2 g T n 3 p HS n 1 p HS n 2= − Δ + Δ − + Δ − + Δ − − − − − (18) 

Since the heat storage value also can’t be measured, the previous hourly heat 
storage should be replaced by some variables that can be measured. As the method 
gives the following equation 

 ( ) ( ) ( ) ( ) ( )0 3 1 2HS n 1 g T n 1 g T n 4 p HS n 2 p HS n 3− = − Δ − +…+ Δ − − − − −  (18) 

At last, the relationship between the current hourly heat storage and deviation of air 
temperature to reference value can be written as 

 ( ) ( ) ( ) ( )0 1 2HS n b T n b T n 1 b T n 2= Δ + Δ − + Δ − +…  (19) 
where: bi is the coefficient for corresponding deviation of air temperature from 

reference value. 
A 4-order system was also assumed in reference [21]. The influence that the 

different temperature exert on cooling load before 3 hours was so little that it can be 
ignored as B, as in the following equation 

 ( ) ( ) ( ) ( ) ( )0 1 2 3HS n b T n b T n 1 b T n 2 b T n 3 B= Δ + Δ − + Δ − + Δ − +  (20) 

It has been proved in the simulation that the approximate method like equation (20) 
is too simple. In the work of this paper, we reconsider and rewrite it. 

DeST is dwelling environment simulation tools which can realize the simulation on 
room cooling load [28]. We build a model of a building in Shanghai University and 
get the hourly room cooling load as well as the room-base temperature of cooling 
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season from the simulation of a room in the building. According to these data in July 
and August, we can get two groups of undetermined coefficients values bi in (19) 
from 0-order to one 99-order. Then we can calculate the room cooling load in cooling 
season. The average relative error can be calculated as 

 
m m

f j
1 1

fw (CL CL ) / CL
i i= =

= −   (21) 

where: w is the average relative error, CLf is the cooling load got in simulation, CLj 
is the cooling load got in calculation. m 744= is the length of data set, as there are 31 
days counted in one month. The last day of May and the first day of October were 
added to June and September, correspondingly, for easy counting. 

Then the curve of average relative error is drawn in Fig. 1 

 

Fig. 1. Average relative error in different system equations 

In fig.1, there are 8 plots with different color, corresponding to the cooling load got 
with different data groups. The symbol “7Iden_6prov” means that the undetermined 
coefficients values were got with the set of data in July and the data in June were used 
in proving the effectiveness of the method, so as the other plots and symbols. It is 
present in the figure 1 that the value of average relative error falls rapidly at 1-order 
system, and practically arrives at the steady state at 19-order system. After that, the 
valve of the average relative error stays at the same level. So it is credible that 
19-order is reasonable for the system equation (19), not 3-order. 

The equation for an acceptable value of current heat storage calculation at 
reference temperature can be wrote as 

 ( ) ( ) ( ) ( ) ( )0 1 2 19HS n b T n b T n 1 b T n 2 b T n 19= Δ + Δ − + Δ − + …+ Δ −  ሺ22ሻ 
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5 Identification of Undetermined Coefficients in System 
Equations 

On the condition of central air conditioning closed, the actual heat extraction rate is 
zero, so the equation (1) can be rewritten as 

 CL(n) HS(n)= −  ሺ23ሻ 
The equation (15) presents the relationship between room cooling load at a 

temperature and the cooling load at the reference temperature. Equation (22) presents 
the method to calculate the current heat storage. The current cooling load can be 
calculate by equation (23) and then used in (15) for different cooling loads at different 
temperatures. 

In equation (15) and equation (22), the undetermined coefficients are: kT the 
coefficient for temperature, kw the coefficient for humidity, and bi the coefficient for 
corresponding deviation of air temperature to reference value. 

The Dest will run at a setting building environment. Set the conditions with 40W 
as max value of lighting heat disturbance in total index and 1200W as max value of 
equipment heat disturbance in total index, while the min value is zero. The setting 
value of ventilation times every hour is 0.5. The simulation in DeST runs with the 
reference temperature 26 •and 25•, successively. 

The ambient/indoor humidity, the air temperature without air conditioning and the 
room cooling load at reference temperatures in July can be got. Via the application of 
the least square method, the undetermined coefficients in the equation (15) is 

KT=0.04600958, and KW=0.07480946. 
The undetermined coefficients in equation (22) at reference temperature 25• are 

present in Table 1. 

Table 1. Undetermined coefficient 

b0 1.1314 b5 0.02556 b10 -0.0076 b15 -0.0552
b1 -0.2182 b6 0.02269 b11 -0.0507 b16 0.05017
b2 -0.3171 b7 0.00148 b12 -0.0188 b17 0.03902
b3 -0.2345 b8 0.00028 b13 -0.0403 b18 0.34872
b4 -0.1288 b9 0.00587 b14 -0.0465 b19 -0.4555

6 Evaluation and Conclusion 

Set a new condition with 60W as max value of lighting heat disturbance in total index 
and 1000W as max value of equipment heat disturbance in total index, while the min 
value is zero. The setting value of ventilation times every hour is 0.5, which is also the 
recommend value. The simulation in DeST can be completed with the reference 
temperature 24℃. 

Via the simulation in DeST, the room cooling load CLf at the reference temperature 
24℃ can be got. According to equations (15), (22) and (23), the room cooling load 
CLj can be calculated at the temperature 24℃, as shown in figure 2. 
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Fig. 2. Cooling load via calculation and simulation 

Comparing these two groups of data, the biggest value in hourly relative error is 
11.1%, as present in fig.3, the average relative error is 2.37%. 

 

Fig. 3. Hourly relative error 

The room cooling load can be expressed as the difference between the heat 
extraction rate of the HAVC system and the heat storage. The heat extraction rate of 
the HAVC system and the heat storage can be real-time calculated based on the 
auxiliary variables. With previous data groups, the configuration parameters which 
reflect the relationship between the non-measurable cooling load and the measurable 
auxiliary variables can be got via identification methods. Then the real-time room 
cooling load at the current reference temperature can be calculated with the real-time 
measuring auxiliary variables. For the linear relationship between the room cooling 
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load at different temperatures and the design temperature/the room humidity, the 
room cooling load at any other design temperature can be managed, for the real-time 
control of the HAVC system. This new approach need less inputs comparing with the 
previous calculation methods such as ambient temperature and radiation values. 
Comparing with the simulation tools such as DeST, the new approach proposed in 
this paper needs less computation once the coefficients were got.  

We need more accuracy and feasible methods for room cooling load calculation, 
which should also satisfy the real-time dynamics. The method in this paper for room 
cooling load calculation based on soft sensing technology obviously shows some 
advantages. By this paper, we hope to inspire further studies on the factors 
influencing the model parameters, and improve the solving method for undetermined 
coefficients, for a more accurate online calculation method. 
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Abstract. This paper considers the problem of trajectory tracking of 
nonholonomic mobile robots based on uncalibrated visual servoing. A 
prerecorded image sequence or a video taken by the pin-hole camera is used to 
define a desired trajectory for the mobile robot. First, a novel discrete-time 
model is present based on visual servoing. And then the discrete-sliding mode 
controller is designed for the model associated with uncertain parameter. The 
asymptotic convergence of the tracking errors is proved rigorously. Finally, 
simulation results confirm the effectiveness of the proposed methods. 

Keywords: Nonholonomic, trajectory tracking, discrete-time, visual servoing.  

1 Introduction 

The problem of control nonholonomic mobile robots has caused great interests due to 
its wide range of applications in medical, agriculture, industry and so on in the last 
three decades. Controlling nonholonomic mobile robots is a nontrivial problem for 
many reasons even the simple structure which will be investigated here. The 
stabilization problem cannot be solved by many methods of classical linear system for 
the fact nonholonomic system fails to meet the three necessary conditions of the 
theorem of Brockett (1983) [1]. The purpose of this note is to study the problem of 
trajectory tracking of nonholonomic mobile robots. To solve this problem, many 
scholars has done a lot of relevant research in this area such as continuous sliding 
mode method [2], discrete-time sliding mode [3], backstepping technique [4] and 
dynamic feedback linearization [5] etc. In addition, many constraints also have been 
considered such as input saturation, finite-time tracking, input and communication 
delays and so on. For the purpose of controlling the robots, it is always supposed that 
all the states of the robot are obtained accurately. However this hypothesis may be not 
held all the time due to some inevitable issues includes uncertain disturbances and 
accuracy of measurements. A useful approach to overcome those difficulties is 
exploiting the pin-hole camera to get the position information which is needed by the 
controller. 
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Visual servoing as a simple and important sensor has been an increasing interest in 
controlling mobile robots recently. From review of the previous work, the clear 
drawback of monocular camera system is that the depth information cannot be 
obtained directly. In the reference [6], Chen et al. developed an adaptive tracking 
controller via Lyapunov-based method, and the adaptive update law is designed to 
compensate for the unknown and time-varying depth parameter. In [7], a novel 
adaptive torque tracking controller has been designed based on backstepping method 
and Lyapunov-based stability with uncalibrated visual parameters and unknown 
disturbances in the dynamic system. Since a local state and input transformations has 
been applied to change the camera-object visual servoing kinematic model to the 
uncertain chained form system, the controller is semiglobal which means the control 
law presents singularity for some situations. And Wang et al. [8] adopted Lyapunov 
technique and Barbalat lemma to craft a dynamic feedback controller that the adaptive 
update law was not needed to estimate the unknown camera parameter. However, the 
above proposed approaches are only concerned with the continuous-time control input 
which may cause unavoidable errors due to the discretization before applying it to the 
actual robots. 

In this paper, the discrete-time tracking problem of nonholonomic mobile robots is 
considered. The main contribution is twofold. Firstly, a novel discrete-time model is 
present based on uncalibrated visual servoing. Secondly, a discrete-sliding mode 
controller is designed for this model which is different from the available methods. 

The organization of this paper is as follows. In Section 2, the pin-hole camera 
model is introduced to describe the camera-robot system. And the discrete-time model 
is present. In Section 3, the discrete-time sliding mode control law is designed. And 
the asymptotic convergence of the tracking errors is proved rigorously. Section 4 
illustrates the proposed method via simulation. Some concluding remarks are offered 
in the last section. 

2 System Configuration and Problem Statement 

The nonholonomic mobile robot considered here is mobile robot of type (2,0) (see [9] 
for more details) shown in Fig.1. Assume a pin-hole camera is placed on the ceiling 
and the robot plane and the camera plane is parallel. There are three coordinate 
frames, namely the inertial frame X-Y-Z, the image frame u-o-v and the coordinate 
system attached to the camera X1-Y1-Z1. Suppose that X1-Y1 plane of the camera frame 
is parallel with the u-v of the image coordinate plane. (px,py) denotes a projection of 
the optical center of the camera on the X-Y plane, the coordinate of the original point 
of the camera frame with respect to the image frame is defined by (Oc1,Oc2), and (x, y) 
is the coordinate of the mass center P of the robot with respective to X-Y plane. 
Consider that (xm,ym) is the coordinate of (x, y) relative to the image frame. θ  
represents the angle between the heading direction of the robot and the X axis. Pinhole 
camera model yields [8]. 
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where α1, α2 are the unknown constants that depend on depth formation, focus length, 
and scale factors along x axis and y axis, respectively. 
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0θ  denotes the positive, anticlockwise rotation angle of the image frame system with 

respect to the inertial frame. 
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Fig. 1. Camera-robot system configuration 

The system to be controlled is robot of type (2,0), whose body is of symmetric 
shape and the center of mass is at the geometric center P of the body. The robot 
consists of two driving wheels mounted on the same axis and a passive front wheel 
which could prevent the robot from turning over. We assume the driving wheels 
purely roll and do not slip, and the motion of the passive wheel can be ignored in the 
kinematics of the mobile robot. Thus kinematic of the mobile robot considered by 
many researchers can be expressed in accordance with the frame defined in Fig.1 as 
follows: 

 

cos ,

sin ,

.

x

y

ν θ
ν θ

θ ω

 =
 =
 =





  (3) 

where ν and ω denote the linear velocity and angular velocity of the mobile robot, 
respectively. 
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In the image frame, the kinematic model can be deduced by (1) and (3) 
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In the following, we make the same assumption as in [3]. 
Assumption 1. The sample time T is small enough to make the variations of 

0cos( )θ θ−  and 0sin( )θ θ−  ignored. Simultaneously, considering a zero-order hold 

for control input ν and ω and integrating equations (4) from kT to (k+1)T, then the 
following approximated discrete-time model can be obtained. 

 

( )
( )

, 1 , 1 0

, 1 , 2 0

1

cos ,

sin ,

.

m k m k k k

m k m k k k

k k k

x x T

y y T

T

α ν θ θ
α ν θ θ

θ θ ω

+

+

+

= + −


= + −
 = +

  (5) 

In order to simplify the following analysis, the next assumption is made. 

Assumption 2. Assume that 0θ  is known, and α1=α2=α are unknown. But there 

exists two known positive constants max
ˆ,α α  such that the following conditions hold: 

 max
ˆ ˆ ˆ, .α α α α α= + ≤   

With some abuse of notation, we replace 0θ θ− withθ , xm with x and ym with y, 

then (5) can be rewritten as  

 
1

1

1

cos ,

sin ,

.

k k k k

k k k k

k k k

x x T

y y T

T

αν θ
αν θ

θ θ ω

+

+

+

= +
 = +
 = +

  (6) 

The primary control objective is to design a tracking controller to let the mobile 
robot track a desired trajectory defined by a prerecorded sequence of images or a 
video, generated by a reference robot whose equation of motion is similar as (6) as 
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where νd and ωd denote the linear velocity and angular velocity of the reference 
mobile robot, respectively. And in practical application , , , ,d d d d d

k k k k kx y θ ν ω are 

available all time. 
To facilitate the subsequent closed-loop error system development and stability 

analysis, the auxiliary errors signal is defined as 
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Then the tracking error dynamics can be obtained based on (6) and (7) 
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In addition, the following auxiliary variables are defined 

 : cos , : sin ,k k k k k ka v b vθ θ= =   (10) 

then equations (9) can be reduced to 
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3 Discrete-Time Sliding Mode Controller Design 

To finish the control objective of this paper, the following sliding surface is 
introduced 
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where , (0,0.25]x yγ γ ∈ . The principle of this choice is to make sure the roots of the 

subsequent polynomials 

 2 20, 0,x yz z z zγ γ− + = − + =   (13) 

inside the unit circle. Hence whenever a sliding mode is achieved on it, the position 
tracking errors are asymptotically convergent. 

The achievement of (12) can be guaranteed by the variables ka  and kb  

respectively. Since ka  and kb  are not independent, the subsequent condition must 

be guaranteed: 
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And the following sliding surface is introduced 

 tan 2 0.k
k k

k

b
S a

a
θ θ

 
= − = 

 
  (15) 



 Trajectory Tracking of Nonholonomic Mobile Robots 347 

 

If the achievement of (15) can be guaranteed, then the second condition of (14) is 
satisfied. In addition, it can be easily concluded that cos , sind d d d

k k k k k ka v b vθ θ→ →  

for 0, 0x y
k ke e→ →  from (11). So if the condition (15) is imposed, the orientation 

error keθ  tends to its desired value provided the position tracking errors ,x y
k ke e  

vanish. 

Theorem: A sliding motion on the surface (12) and (15) can be enforced by the 
following control law: 
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and 
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and , ( 1,1)x yλ λ ∈ − , α is the approximation of α̂  performed by a neural network 

(see [10] for more details, here omitted), which means the tracking errors will 
converge to zero. 

Proof: Substitute (16a) to (6), we have  
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According to (19), the sliding surface (15) is achieved. Based on our previous analysis 
and (16b), we can conclude that ,k ka b  will be consistent with their definition (17). 

Considering the sliding surface x
kS  and replacing (17) in equations (11), gives 
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The following condition 2
x x
k kS S −<  is imposed to ensure the asymptotic 

convergence of the position tracking errors. Noting that  
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Comparing (21) and (22), it is straightforward to get 2
x x
k kS S −< . 

When 
2

max 1,ˆ
x
k

k

S
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T
α− ≤ , the sliding mode condition cannot be imposed exactly 

and the approximation of α̂ is used. Replace α̂ by α , the approximation is obtained 
from (18a) 
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Note that this approximation is used only inside the sector. So the sliding surface x
kS  

can be imposed based on the above proof. 
Due to the proof that the sliding surface y

kS  can be imposed by the controller (17) 

is similar with x
kS , here omitted since limited space. Here we complete the proof of 

the theorem. 

4 Simulation 

Suppose the reference robot initial states (0,0,0), the actual robot initial states 
(0.5,0.5,0), max

ˆ3, / 2, 0.5, 0.45, 0.1,d dv ω π α α α= = = = =  Sample time 0.1secT = , 

0.2, 0.2, 0.5, 0.5x y x yγ γ λ λ= = = = .the controller is chosen as (16a) and (16b). The 

simulation results are shown in Fig 2~5. 
 
 



 Trajectory Tracking of Nonholonomic Mobile Robots 349 

 

 

Fig. 2. The trajectory of the robot Fig. 3. History of the tracking errors 

 

Fig. 4. The control input ν Fig. 5. The control input ω 

5 Conclusions 

A discrete-time sliding mode controller is proposed for the tracking problem of 
nonholonomic mobile robot based on uncalibrated visual servoing. The asymptotic 
convergence of the tracking errors is proved rigorously. And our theoretical results 
have been confirmed by the simulation results. Our future work is extending the 
results to other uncertain nonholonomic systems and uncertain dynamic of the mobile 
robot. 
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Abstract. In this paper, a systematic approach adopting sparse least-
squares SVMs (LS-SVMs) is proposed to automatically detect fire us-
ing vision-based systems with fast speed and good performance. Within
this framework, the features are first extracted from input images using
wavelet analysis. The LS-SVM is then trained on the obtained dataset
with global support vectors (GSVs) selected by a fast subset selection
method, in the end of which the classifier parameters can be directly
calculated rather than updated during the training process, leading to a
significant saving of computing time. This sparse classifier only depends
on the GSVs rather than all the patterns, which helps to reduce the
complexity of the classifier and improve the generalization performance.
Detection results on real fire images show the effectiveness and efficiency
of the proposed approach.

1 Introduction

Elaborate empirical studies have shown that least-squares support vector ma-
chines (LS-SVMs) can achieve good generalization performance on various clas-
sification problems [1–3] and it has been widely applied in many areas such as
medicine, economy, etc [4–6]. Among these areas, application involving videos
and images is an important and hot topic, since the image input for machine
is an important way for data collection and analysis the same way as the eyes
do to humans. Fire detection is a typical application area. Several vision-based
fire detection papers have appeared in the literature [7–9]. The features of the
fire region in terms of color, shape, temporal, motion and information have been
studied to improve the detection accuracy. However, the complexity of the sys-
tem will increase and computing speed will reduce with more information being
added to verify the candidate fire pixels. Moreover, such scene-dependant infor-
mation may deteriorate the generalization performance of the system.

To tackle this problem, a data-driven method, namely support vector machine
(SVM) has been adopted. Recently, the application of SVMs in vision-based
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fire detection, which can improve the reliability, accuracy and robustness with
good generalization performance has drawn a lot of attention. Moreover, a SVM
does not require heuristic features to be determined as in [7, 8]. In [10, 11], the
fire-colored pixels and moving pixels were detected. Non-fire pixels were then
removed using temporal luminance variation. After these two steps, the remain-
ing pixels were used for fire classification by SVMs using features extracted with
a Daubechies wavelet. The wavelet transform was also adopted to extract the
features for a SVM classifier. SVMs were also adopted in [12] to gain a low
generalization error rate with some more universal features suggested. Exper-
imental results on different styles of smoke in different scenes have shown the
proposed algorithm was reliable and effective. Although the application of SVMs
does improve the performance of fire detection, the training of a SVM classifier is
time-consuming. This is due to solving a convex quadratic programming of SVM
itself. Thus, the least-squares support vector machines [13, 14] was proposed to
cope with this problem. In LS-SVMs, a two-norm cost function is adopted to-
gether with equality, instead of inequality, constraints to obtain a linear set of
equations rather than a Quadratic Programming (QP) problem to be solved in
the dual space in SVMs. These modifications to the problem formulation im-
plicitly correspond to a ridge regression formulation with binary targets ±1. As
a result, LS-SVMs can overcome the high computational complexity issue for
conventional SVMs. However, the main drawback of LS-SVM is the non-sparse
issue where all training patterns tend to be the support vectors (SVs), limiting
its application in fire detection.

In this paper, a systematic approach is developed which also enables the re-
cently developed sparse LS-SVM training method [15] to be used for constructing
the classifier for fire detection. Firstly, the information for fire detection is se-
lected by a three level decomposition of Daubechies wavelet, based on which, the
features for identifying the fire can be extracted and the training dataset for a
sparse LS-SVM can thus be established. Then, the sparse LS-SVM classifier will
be trained with a subset selection method in optimizing the same cost function of
the conventional LS-SVMs. Compared to the conventional LS-SVMs, this sparse
classifier is constructed based on selected global support vectors (GSVs), like the
SVs in SVMs, with subset selection method. The selected GSVs from the contin-
uous input space ensure the low complexity of the classifier and further improve
the generalization performance. The speed is improved through the employment
of a fast subset selection method, with less GSVs being selected and all classifier
parameters being calculated only at the end of the training. The performance
of the proposed approach will be tested on real fire images and further verified
through visualized detection results.

2 Fire Detection with LS-SVMs

The information contained in the pixels of fire image can be extracted as features
to be used in the classification methods, like least-squares SVMs. Thus based on
the previously proposed methods for LS-SVMs and fire detection methods from
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the literature, here a new structure for fire detection with LS-SVM is formed. In
the new structure, a LS-SVM is adopted to implement classification on the fire
dataset, the features of which are extracted using a wavelet transformation. Then
the fire detection can be automatically conducted with the trained classifier. The
detailed structure is shown in Fig. 1.

Wavelet 
Transformation

Fire 
Data

Display Detected Fire 
Regions on Screen

Fire Alarm

Feature Extraction and 
Dataset Establishment

Initialize the Mapping Matrix and 
Auxiliary Matrices for Constructing 

Sparse LS-SVMs 

Select the first GSV 
with the Maximum Net Contribution 
to the Cost Function in Equation 6

Select the Next GSV 
with the Maximum Net Contribution 

to the Cost Function

Termination 
Condition?

Update the Corresponding Rows 
and Elements in Auxiliary Matrices 

for the Selected GSV

Output the Estimated Parameter w
and the Sparse LS-SVM Classifier

YES

NO

Fig. 1. The structure of proposed fire detection with a sparse classifier of LS-SVMs

2.1 Feature Selection and Training Dataset Establishment

In the proposed structure, fire videos are first transformed into frames. Suppose
the image size is m×n pixels and there are k frames in the video sequences. Then
the number of pixels from the video will be m× n× k, which might result in a
huge dataset to be processed. So here, the block processing technique is adopted.
Every frame is divided into 32× 40 blocks, each of which includes 8× 10 pixels,
as shown in Fig. 2. Each block will be taken as one data pattern.

In this paper, five videos taken from [16] are used to form the fire dataset.
The images from those are all 256 × 400 in size. Five images are separately
selected from the five videos to form the whole dataset. The blocks with fire
are labeled manually as positive and non-fire blocks are labeled as negative for
the five images and the total number of blocks in the whole dataset is therefore
6400. That is to say, there are 6400 data patterns in the whole dataset. Then a
third of the data patterns (2134 patterns) are randomly selected from the whole
dataset as the test dataset and the rest (4266 patterns) are taken as the training



354 J. Zhang et al.

Fig. 2. A image [16] in 32× 40 blocks with fire regions in blue

Table 1. Properties of the fire dataset

# Features # Patterns # Positive # Negative

Training Dataset 50 4266 459 3807
Test Dataset 50 2134 246 1888
Whole Dataset 50 6400 705 5695

dataset. The detailed information of positive and negative patterns in the fire
dataset are listed in Table 1. The ratio of positive to negative patterns in the
whole dataset is 1:8.

To visualize the fire detection results, a separate frame is randomly selected
from the five videos as shown in Fig. 2, which is also divided into 32× 40 blocks
and labeled of the fire blocks manually.

The feature extraction is conducted with a wavelet transform. The wavelet
transform [17] provides the frequency of the signals and the time associated with
those frequencies. In the continuous wavelet transform (CWT), the input signal
f(t) is decomposed into a series of frequency components with a set of wavelet
coefficients as

[Wψ , f ](a, b) =
1√
a

∫ ∞

−∞
f(t)ψ(

t− b

a
)dt (1)

where ψ(a, b) is the mother wavelet function, based on which all the child
wavelets are derived by shifting with the shifting coefficient b and scaling with
the scaling coefficient a. If parameters a and b are discrete values, then this kind
of transformation is the discrete wavelet transform (DWT) [18, 19]. The input
signal is decomposed through filters with different cutoff frequencies at different
scales. The DWT is realized by successive lowpass and highpass filtering of the
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(a) A one level decomposition of two dimen-
sional DWT

(b) A three level decomposition of
two dimensional DWT

Fig. 3. Decomposition of two dimensional DWT

input signal. In the two dimensional DWT, four coefficients are produced instead
of two in one dimensional DWT: approximation coefficients A and detailed co-
efficients H (horizontal), V (vertical) and D (diagonal) as shown in Fig. 3(a). In
multi-level decomposition, the approximation part will be further decomposed
into four components. For example, a three level decomposition is shown in Fig.
3(b).

Daubechies wavelet [20] is the most commonly used DWT. It is a family of
orthogonal wavelets defining a discrete wavelet transform and characterized by
a maximal number of vanishing moments for some given support. In [21], the
Daubechies second order moment has been evaluated as efficient in fire detection.
So in the proposed approach, it is also adopted for extracting features from the
images. Similar to [21], the three level of wavelets decomposition is used to obtain
the coefficients and five features are computed for each sub-band in Fig. 3(b):
arithmetic mean, standard deviation, skewness, kurtosis and entropy, resulting in
50 features in total as listed in Table 1. Based on the patterns preprocessed with
blocking method and the features extracted with the Daubechies wavelet, the fire
dataset is finally formed, the detailed information of which is demonstrated in
Table 1. Then the sparse LS-SVM classifier can be trained on the training dataset
and evaluated to show the generalization performance on the test dataset.

2.2 Sparse LS-SVMs

The problem of least-squares support vector machines is formulated as

min
w,εi

1

2
||w||2 + 1

2μ

N∑

i=1

ε2i ,

subject to εi = yi −w · φ(xi),

(2)
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for patterns xi ∈ �n from a two class dataset {(x1, y1), (x2, y2), . . . , (xN , yN )}
with corresponding labels yi ∈ {−1, 1}. Here, w · φ(xi) is the classifier with the
associated vector w and the mapping function φ(·). The regularization param-
eter μ is for controlling the bias-variance trade-off.

The training of the LS-SVM classifier for obtaining the solution vector w can
be achieved using the Lagrangian method

L =
1

2
||w||2 + 1

2μ

N∑

i=1

ε2i −
N∑

i=1

αi{w · φ(xi) + εi − yi}, (3)

where α = (α1, α2, . . . , αN ) ∈ �N is a vector of Lagrange multipliers, positive or
negative in the LS-SVM formulation. The Karush-Kuhn-Tucker (KKT) system
is applied for optimization, with which the training of the classifier equals to
solving the following equation

Mα = y, (4)

where M = K + μI is a definite symmetric matrix and K(xi,xj) = φ(xi) ·
φ(xj) is known as kernel function. Solving this simpler set of linear equations
in (4) instead of the complex QP problem in SVMs makes the resultant LS-
SVMs superior to SVMs in terms of computational efficiency. However, this
improvement causes a vital drawback of LS-SVMs, a non-sparse classifier. That
is because the support values αi are proportional to the errors for the input
patterns, most of which are non-zero. This is to say, the final output of the
LS-SVMs classifier depends on almost all the training patterns, resulting in a
non-sparse classifier.

Since the conventional LS-SVM is non-sparse, a new sparse classifier was pro-
posed in [15]. In this paper, the sparse classifier is now examined to build up the
classifier for vision-based fire detection based on the previously selected features.
To initialize the sparse classifier, an alternative solution to the conventional one
is suggested. Here, assume that the mapping function is known a priori and
given as

φ(xi) = [ϕ1(xi), ϕ2(xi), . . . , ϕm(xi)]
T,

ϕk(xi) = exp{−σ(xi − sk)
T(xi − sk)};

k = 1, . . . ,m,

(5)

where m is the dimension of the mapped high-dimensional space Hm, σ is the
width and sk ∈ �n, (k = 1, 2, . . . ,m) are some data vectors from continuous
input space, which are not necessarily confined to the training patterns.

Accordingly, the original optimization problem in (2) can be reformulated as
the following regularized problem

min
w

J(w) =
1

2
||w||2 + 1

2μ

N∑

i=1

(yi −w · φ(xi))
2. (6)

Here the idea of ridge regression [22] is adopted to solve the objective instead of
using Lagrangian method in the conventional approach. The parameter estimate
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of w can be given as in (7), considering that the gradient of (6) with respect to
the parameter w has to be equal to zero

ŵ = (ΦTΦ+ μI)−1ΦTy, (7)

where

Φ = [ϕ1,ϕ2, . . . ,ϕm],

ϕk = [ϕk(x1), ϕk(x2), . . . , ϕk(xN )]T ∈ �N .
(8)

Each column ϕk (called as regressor) in the whole mapping matrixΦ corresponds
to one mapping dimension of the high-dimensional space for all the input pat-
terns. It is worth noting that solution (7) optimizes the same objective function
(2) as in conventional LS-SVMs.

With the computed solution vector ŵ in (7), for a new test data vector x in
the input space, its decision value can be determined by

f(x) = ŵ · φ(x) =
m∑

k=1

wkϕk(x). (9)

Based on this new solution, the sparseness can be achieved by selecting the
dimension m of the high-dimensional space, i.e. the columns of mapping matrix
Φ, with a fast subset selection method similar as in [23, 24]. Now with the
definition of a recursive matrix R ∈ �N×N of the form

R � I−Φ(ΦTΦ+ μI)−1ΦT, (10)

and auxiliary matrix A and vector B including elements defined as

ak+1,i = φT
k+1Rkφi,

bk+1 = yTRkφk+1,
(11)

where k = 0, 1, . . . ,m−1 and i = 1, 2, . . . , N , the net contribution of the (k+1)th
added regressor to the cost function will be

ΔJk+1 =
1

2μ

(bk+1)
2

ak+1,k+1 + μ
. (12)

For each selection step, the regressor which results in the maximum net con-
tribution of the cost function will be selected. This selection only changes the
columns of mapping matrix without deleting any input patterns, thus keeping
the information contained in the input patterns, superior to other sparse meth-
ods by deleting some input patterns during training. The selection process will
be ended when some termination condition is met, for example, predefined num-
ber m (m << N) of GSVs. Finally, each element ŵm,i, i = 1, 2, . . . ,m in the
estimated vector ŵm is calculated directly with the values from the auxiliary
matrix A and vector B as

ŵm,i =
bi

ai,i + μ
− 1

μ

m∑

j=i+1

aj,ibj
aj,j + μ

. (13)
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Table 2. Cost values on fire dataset with various number of GSVs

# GSVs Minimum J Running Time (s) Training Acc. (%) Test Acc. (%)

1 1.5906×103 0.3615 89.24 88.47
5 1.1933×103 1.0509 90.83 89.13
10 966.3615 2.0551 93.95 93.25
15 915.8171 3.1085 94.30 93.67
20 889.9646 3.9200 95.54 93.63
30 857.4315 5.6070 94.70 93.96
40 835.3370 6.8930 94.73 94.38
50 817.3197 8.9410 94.80 94.28
60 803.5796 10.7773 94.77 94.28
80 780.6155 14.4710 94.73 94.33
100 765.9533 18.1485 94.87 94.24
125 752.0591 22.7409 94.89 94.14
150 741.3625 27.4526 95.08 94.24
175 732.9921 32.2084 95.19 94.19
200 725.3695 36.5419 95.26 94.19
250 714.7755 46.2379 95.29 94.24
300 707.6249 55.2485 95.29 94.38
350 702.3870 65.2093 95.34 94.38
400 698.2766 73.4476 95.36 94.38
450 694.8493 83.4306 95.38 94.38
500 692.1020 93.1268 95.38 94.38
1000 679.7927 204.4456 95.43 94.42
2000 674.7748 499.6815 95.43 94.42
4266 673.5321 1.6357×103 95.43 94.42

It’s worth to mention that the calculation of the estimated vector ŵm only at
the end of the subset selection further helps saving the training time.

3 Fire Detection Results

In this section, the performance of the proposed systematic approach will be
tested in terms of the accuracy and speed by applying the sparse LS-SVM clas-
sifier described in Section 2 to detect fire from images, which are established
after feature extraction as in Table 1. Also, the superiority of the sparse LS-
SVM classifier will also be verified comparing with conventional LS-SVMs for
the proposed vision-based fire detection system.

Firstly, suppose GSVs for constructing the final classifier in the LS-SVM are
selected from the input patterns and the hyperparameters including parameter
of the regularization μ and kernel parameter σ are set the same as those in con-
ventional solution. Given the values of hyperparameter pairs (μ,σ) as (0.5, 0.01),
the values of the cost function, the classification accuracy on training dataset
and test dataset with different number of selected GSVs on fire dataset are listed
in Table 2.
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Fig. 4. The convergence curve of the cost value with the number of GSVs in fire
detection

From Table 2, it can be first found that the cost value decreases as more GSVs
are included in the classifier. Meanwhile, it can be noticed that the test accuracy
does not change too much after 15 GSVs being selected, even though the optimal
cost function values keep decreasing. Thus, in practice, 15 GSVs are selected to
construct the final sparse classifier considering acceptable performance and the
complexity of the classifier. As a matter of fact, reducing the complexity of the
classifier can always degrade the training performance, but this is not true for
the generalization performance when certain range of GSV numbers are included
in the classifier as a low complexity classifier with less GSVs can usually help
avoiding overfitting.

Alternatively, the change in the cost value with adding more GSVs into the
classifier is shown in Fig. 4. The upper figure shows the variation of cost value
when the first 50 GSVs being selected and the lower figure shows that for more
than 50 GSVs being selected. The figure also shows that the decreasing rate of
cost value is very small after 50 GSVs being selected, which means GSVs selected
after that have less contribution to the reduction of the cost value. That is to
say, the trained classifier only depends on certain important patterns from the
training dataset.

For comparison, the conventional LS-SVM was also operated on the same
dataset as above. The training accuracy of the obtained non-sparse classifier
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(a) Detected fire on validation image by
a sparse LS-SVM with 5 GSVs

(b) Detected fire on validation image by
a sparse LS-SVM with 15 GSVs

(c) Detected fire on validation image by
a sparse LS-SVM with 30 GSVs

(d) Detected fire on validation image by
a sparse LS-SVM with 50 GSVs

Fig. 5. Fire detection results on validation image with proposed sparse LS-SVM

consisted of 4266 SVs is 95.92% with the training time of 151.0223 seconds and
the validation accuracy on test dataset is 94.56%. However, from the results in
Table 2, the proposed sparse LS-SVM classifier can obtain the training accuracy
of 94.30% in 3.1085 seconds with 15 GSVs, and the test accuracy of 93.67%.
This shows that for this fire detection application, the sparse LS-SVM classifier
can achieve competitive generalization performance while also using less support
vectors and being trained in shorter time, compared with the conventional LS-
SVM.

Similar results can be seen from the visualization of the validation image,
shown in Fig. 5. In these images, the logo of the video from which it was taken
are interestingly viewed as the background noise to test the noise tolerance of the
proposed approach. There are four sub-figures separately demonstrating the de-
tection results on the same validation image with sparse LS-SVMs constructed
from 5, 15, 30 and 50 GSVs. While the sparse classifier only depended on 5
GSVs, significant background blocks were incorrectly identified as fire regions
compared to that manual labeled in Fig. 2. With the number of the GSVs in-
creased to 15, 30 and 50, the false alarm reduced with more fire regions in the
center of the fire detected, which can also be reflected by the increased detec-
tion accuracies 91.72%, 95.00%, 95.16% and 95.31%. It is also noticed that, the
detection accuracy of the trained classifiers with 15, 30 and 50 GSVs did not
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change significantly, also shown as the detected fire regions are very similar to
each other in Fig. 5(b), Fig. 5(c) and Fig. 5(d). This verifies that the number
of 15 GSVs is acceptable for constructing the sparse LS-SVM with comparable
performance in this practical fire detection application.

4 Conclusions and Future Work

This paper has proposed a systematic fire detection approach using data driven
classification method to automatically detect fire from images. Instead of using
the time-consuming SVMs and non-sparse least-squares SVMs, a sparse LS-SVM
classifier was adopted in order to simultaneously speed up the training and re-
duce the model complexity. Within the framework of this new fire detection
approach, the wavelet analysis was first used for feature extraction and a fast
subset selection method was then applied for constructing sparse LS-SVM clas-
sifiers through selecting global support vectors. The application of this sparse
classifier on real fire images have demonstrated that, the proposed approach was
able to detect fire with high accuracy while also using less support vectors.

However, it was also noticed that in the application of fire detection, the
ratio of positive to negative patterns in the whole dataset is 1:8, which is an
unbalanced dataset. Although the fire detection results were generally satisfac-
tory, the unbalanced dataset problem may still produce a strong bias towards
the majority class with a consequence of increased false-negative rate and re-
duced classification accuracy. Common approaches for dealing with unbalanced
datasets can be categorized into two groups. One aims to re-sample the dataset,
such as randomly under-sampling and over-sampling. The other usually modifies
the algorithm, such as adding weights on different classes. Both strategies could
potentially be investigated under the proposed approach in the future.
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Abstract. In order to achieve the sensorless vector control of PMSM in wide 
speed range, a hybrid control mode strategy is presented, which included sliding 
mode observer (SMO) and high frequency injection (HFI). At medium or high 
speed, sliding mode observer method that was based on fundamental wave model 
is applied to estimate of speed and position of PMSM. While at low speed, for 
avoiding the shortcomings of SMO, it had to switch to the HFI method. Firstly, 
the application of SMO method was achieved and the speed limit of SMO 
method is calculated, and it is as basis for switching region of the speed of the 
hybrid mode. The simulation results show that the hybrid mode can reduce  
the buffet in the procedure of switching of algorithm effectively. And it achieves 
the control of PMSM in wide speed range. 

Keywords: PMSM, Sensorless Vector Control, SMO, HIF, Wide Speed Range. 

1 Introduction 

With the development of microelectronics technology, PMSM received more and more 
attention and was used widely. In high dynamic performance servo control system of 
PMSM, position or speed of the rotor was indispensable feedback information. The 
traditional method is that the mechanical position sensors were installed in the PMSM. 
But the cost of the system will increase and reliability and stability will lower [1]. 

Sensorless control strategy is based on the fundamental wave model of PMSM. And 
the voltage and current of the motor stator windings are sampled; estimate and extract 
the position and speed of rotor, through certain mathematical method. There are a lot of 
related mathematical methods; but direct back emf [2] or flux estimation method, or 
various types of state observer [3-6] and model reference adaptive method [7-8], are 
based on estimate of back emf. However, at low or zero speed range, signal to noise 
ratio of the back emf is too low or even zero, which is the inevitable. Through high 
frequency injection method[9-10], the rotor position information can be extracted from 
the feedback frequency signal at low speed.  

In the paper, a hybrid control model strategy is established, using linear weighted 
average approach to achieve a smooth transition of the two methods. And simulation 
experiments validate the feasibility of the hybrid mode. 
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2 Sliding Mode Observer 

2.1 Mathematical Principle of SMO 

The mathematical model of PMSM in theαβ -reference frame is as follows: 

       

1 1

1 1

e
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Where , , , , ,u u i i e eα β α β α β are voltage, current, component of back emf in 

theαβ axis. And , , eR L K are motor phase resistance, phase inductance, and back 

emf coefficient. Correlations of the back emf in (1) can be represented as: 
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Where rω is the speed of the rotor; rθ is the position angle of the rotor.  

The back emf contains information of speed and position of the rotor from Eq. (2). 
So based on mathematical model, SMO equation can be structured. 
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Where ,i iα β

∧ ∧
are observed current; ,i iα β are observed current error; K  is 

coefficient of sliding mode observer; and ( )sign x  is sign function, which can be 

represented as follow: 
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                                (4) 

The section of sliding mode is defined as: 

                ,s i s iα α β β= =                                 (5) 

Use sliding mode variable structure (SMVSC) of function switching: 

            ( )( ) ( )( )equ u Ksign s x e Ksign s x= + = +                        (6) 
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When the system is in sliding mode, we have ( ) ( )0, 0
d

s x s x
dt

= = . And after a 

finite time interval, there is 0, 0i iα β= = . We make 0, 0
d d

i i
dt dtα β= = ; we can 

have: 
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The current switch error signal contains the information of back emf. We can obtain 
estimated value of back emf from the signal, using a low pass filter that filters out the 
high frequency signal. Therefore, estimated value is: 

               
s

s

s

s

e e
s

e e
s

α α

β β

ω
ω

ω
ω

∧

∧

 = +

 =
 +

                                    (8) 

Therefore, we obtain the position angle and estimated value of speed of the rotor: 
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For the phase lag that is caused by the low pass filter, it has to estimate the position 

angle of the rotor for phase compensation. And depending on the operating speed rω , 

we obtain the relative displacement angle θΔ , as noted in Fig. 1. So the final estimated 
value of position angle is: 
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Fig. 1. Schematic diagram of SMO 
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2.2 Simulation Analysis 

Fig. 2 and 3 is respectively the speed waveforms when rated speed is 1000rpm, 
100rpm. As can be seen from the figures, when the rotational speed starts to rise from 0, 
there is a great buffet on the waveform. And when rotational speed reaches the 
command speed, it exhibits good convergence property. With the speed reducing, the 
error increases. When rotational speed is 100rpm, the output waveform has been unable 
to converge, which means that estimation of speed is failed. 

 

Fig. 2. Waveform of speed when Rated speed is 1000rpm 

 

Fig. 3. Waveform of speed when Rated speed is 100rpm 

3 High Frequency Injection 

When high frequency voltage signal is injected, the response current is also high 
frequency signal. In this case, the value of the stator resistance and rotating EMF 
voltage can be negligible. The voltage equation of salient PMSM is: 

( ) ( )
( ) ( )

cos 2 sin 2

sin 2 cos 2

u piL L L

u piL L L
α α

β β

θ θ
θ θ

+Δ Δ    
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              (11) 

And there’s ( )/2d qL L L= + , ( )/2d qL L LΔ = − . 

After the injection of high frequency sinusoidal voltage, the voltage space vector is 
generated in the motor. 
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Where iU is amplitude of the high frequency voltage signal; iω is angular 

frequency of high frequency voltage signal, and i rω ω . The high frequency current 

response is: 
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There are positive and negative sequence component in the response current. Only 
the negative component contained the position information of rotor. We can obtain the 
negative component through band pass filter that can filters fundamental harmonic 
current and low frequency current, synchronous frame filter that can filters positive 
component. 
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We can have the rotor position error signal by using heterodyne: 
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When θΔ is small enough, we have 2 inIε θ≈ Δ . 

A tracking error signal can be obtained by using heterodyne method. Only when 
error signal approaches zero, it can guarantee that estimation of angle could approach 
true value. 

4 Hybrid Control Mode Strategy 

In order to achieve a smooth switch of two methods, at a certain speed range, the 
estimations are calculated mean value, which could make estimation closer to the true 
value. In the simulation results before the first section, you can see that the hybrid mode 
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can be set: when less than 20% of rated speed, use high frequency injection; and when 
more than 40% of rated speed, use back emf estimation method; at 20% ~ 40% of the 
rated speed, the hybrid algorithm could be used for estimating the value by mean linear 
scale processing. The estimated mean value of position angle is shown as: 
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5 Simulations and Verification 

Figure 6 shows the output waveform when speed accelerates from 0 to 800rpm; and 
figure 7 shows the speed error waveform. As can be seen from the simulation results, in 
the acceleration process, the error increases firstly; and then decreases. After the speed 
reaches 600rpm (the system is in the hybrid mode), estimation error is further reduced. 
It indicates that the hybrid mode has high accuracy during acceleration. When at 1.8s, 
the load increases from 3Nm to 6Nm by the sudden; accordingly, speed waveform 
appears buffeting and restores homeostasis quickly.  

 

Fig. 4. Waveform of speed when accelerated from 0 to 800rpm 

 

Fig. 5. Waveform of speed error 
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6 Conclusions 

At first, based on the principle of sliding mode observer algorithm, it achieved a 
research of sensorless PMSM vector control. And for the disadvantages of sliding 
mode observer at low speed state that it cannot estimate rotor position angle and speed 
accurately. Be compensated by a high-frequency voltage injection method, which is 
based on the rotation principle of extrinsic motivation. Finally, in order to achieve a 
smooth switching of two estimation methods, a hybrid observer is designed, which is 
based on the principles of linear weighted average rate in a certain speed range. 
Simulation results show that the hybrid model can achieve sensorless control of PMSM 
effectively in wide speed range, which will provide a strong theoretical basis for further 
PMSM’s applications and experiments. 
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Abstract. Pitch angle control for wind generation is one of the most important 
segments in wind turbine. Wind turbine can capture the max wind energy which 
is called Maximum Power Point Tracking through regulating the pitch angle and 
then the output power of wind turbine is the best. On the base of it, one new 
method of pitch angle is put forward in this paper. When the grid was failure, we 
can reduce the output power through regulating the pitch angle in order to 
improve the performance of LVRT of the wind turbine. When the grid voltage is 
under the sudden dip, the rotor speed can be limited to reduce the engine and the 
sudden disconnection of wind turbine and grid can be confined. The pitch angle 
control is described in this paper in a short time when the emergency power 
supply is discussed so that we can keep the coordination between the wind 
turbine and the grid. 

Keywords: Wind power, pitch angle control, LVRT. 

1 Introduction 

Recently, wind power is one of the fastest segments of clean-energy industry all over 
the world. It is not only related to the development of energy strategy for many 
countries, but also the wind power itself contains many advantages that the coals and 
nuclear don’t have.  

With the interconnection capacity of wind power higher, the dip of the grid voltage 
may case the wind farms disconnect with the grid suddenly. It may break the balance of 
voltage between the grid and the wind farm. So, when the grid has a dip on voltage, we 
don’t want the turbine disconnect the grid and also transmit power to it. So it puts 
forward to high quality to the wind power and the power system. All in all, the 
technique of low voltage ride-through (LVRT) is paid much attention to the wind 
power integration [1]. In order to improve the ability of LVRT in wind farms, a new 
method of pitch angle control for improving the Low-Voltage Ride-Through based on 
DFIG is described and its novelty and feasibility are put forward in theory. 

                                                           
* Corresponding author. 
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2 Mathematic Model of DFIG 

2.1 The Principles of DFIG  

The DFIG is similar to wound rotor induction motor in structure and it has two 
windings of rotors and stators. When the wind speed that is variable and then cause the 
generator speed n, the frequency of rotor current can make the stator current constant. 
And it should be satisfied with the equation: 

1 2f mpf f= +
 

In the equation f1 is stator current frequency, and it is the same with the grid because 

of connecting with it; fm is rotor machinery frequency, and 
60

m
m

n
f = (nm is 

mechanical speed of generator); p is the pole pair of generator; f2 is rotor current 
frequency. 

2.2 Dynamic Model of DFIG 

The mathematic model of DFIG is an equation contained by time-variable coefficients 
which are complicated. In order to simplify the process of calculating, we take the rotor 
and stator into the conversation of coordinates.   

In the following discussion, the mathematic model of DFIG in the condition of 
Three-phase static coordinate system and Two phase synchronous speed rotating 
coordinate system, stator uses the routine of generator and the stator current is positive 
which is flowing; rotor uses the routine of electromotor and the rotor current is positive 
which is inflowing. 

We hold a hypothesis to emphasize the key questions that the DFIG is used in the 
wind power system. 

2.2.1   Mathematic Model in abc Three-Phase Static Coordinate System 
as,bs,cs of Three-phase winding of the stator is fixed in the space and has a difference of 
120 degrees each other. The axis of rotor winding is rotated with the rotor and a 
hypothesis is hold that rotor ar and stator as has an electric angle which is θr.  Θr is a 
variable angular displacement in the space. 

1. the voltage equations 
According to Kirchoff’s law and Lenz’s law, the voltage equations of stator loop and 

rotor loop can be expressed as:  
 

              
/u Ri d dtϕ= +

                          
(1)

 
 

voltage equations of Three-phase stator winding 
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voltage equations of Three-phase rotor winding 
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In these equations, 
saU ,

sbU ,
scU ,

raU ,
rbU ,

rcU  are the voltage instantaneous 

value of stator and rotor and the index s and represent stator and rotor; 

sai ,
sbi ,

sci ,
rai ,

rbi ,
rci  are the phrases current instantaneous value of stator and rotor; 

saϕ ,
sbϕ ,

scϕ ,
raϕ ,

rbϕ ,
rcϕ  are the phase winding magnetic chain and RS, Rr are the 

equivalent of resistance.  
2. the flux-linkage equations   
In the equation (1), the full magnetic chain of every resistance is the sum of 

self-induction magnetic chain and mutual inductance magnetic chain by other 
resistances and it can be expressed as  

 

      

s ss sr s

rs rrr r

L L i
Li

L L i

ϕ
ϕ

       
= =           

             

(4) 

 
In the equation, Lss is stator leakage inductance; Lrr is rotor leakage inductance; Lsr is 

mutual inductance magnetic chain which rotor works on stator; Lrs mutual inductance 
magnetic chain which stator works on rotor; ψs is self-induction magnetic chain of 
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stator; ψr is self-induction magnetic chain of stator; is is the stator current and ir is the 
rotor current. 

3.the equations of torque 
Put the equation (4) into equation (3), it can be got 

         
u = Ri + L

di di
L i

dt dt
+                            (5) 

In abc three-phase static coordinate system, electromagnetic torque equation of 
DFIG can be expressed as  
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In the equation, Tc is the magnetic torque of generator and p is number of pole-pairs. 
4. the equation of motion 
Provided that Tm is the input mechanical torque of prime motor, magnetic torque Te 

and rotational inertia J can keep balance to get the torque equation as 

           

r
m e

p

dwJ
T T

n dt
= +                               (7) 

3 Existing Technique of LVRT 

Low Voltage Ride-Through (LVRT) refers to when the voltage net in wind farm has a 
decline on voltage the wind farm could connect the grid and supply some reactive 
power until the grid is recovered and then ride through the time of low voltage [2]. 

In wind power system, under the situation of the balance and unbalance of grid voltage 
fault in principle the operational control of DFIG can be improved by GSC and RSC. But 
the control effect is controlled by the converters. And so the hardware protection 
measures should be added to through the fault time under the background of serious grid 
fault. Nowadays many protection schemes are put forward with [3], such as the hardware 
protection in stator side; the Crowbar technology on direct current side; the Crowbar 
technology on active current side; the pitch angle technology. These technologies of 
LVRT and Crowbar make up another research hot in wind power system. 

4 Pitch Angle Control 

4.1 The Principle of Pitch Angle Control in Turbines 

Compared with turbines of the fixed pitch angle control, the turbines of variable pitch 
angle control are featured by better power smoothing control performance and flexible 
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in grid connection and then they are widely used in the wind power system [4]. 
According to the role of variable pitch angle control system in variable pitch angle, it 
can be described as four models as control of starting, control of lacking of power, 
control of rated power and control of stopping. Variable speed and variable pitch angle 
are two main power regulation ways in wind turbines and also be the research hot at 
home and abroad [5].  When the wind speed is under the rated speed, the variable 
speed pattern (regulate the speed of rotor of generator) is chosen to capture the most 
wind power; when the wind speed is over the rated speed, the variable pitch angle 
control model (regulate the pitch angle) is used to balance the power between the wind 
turbines and generators. 

1. Control of Starting 
When the variable pitch angle turbines in the situation of stopping and feathering state, 
in order to ensure the security of turbines the angle of turbine is regulated to 90 degree 
and then the blade and the airflow has a degree just 0. So airflow has no effect on blade 
and in that time the blade is the same to a spoiling flap. When the wind speed increases 
gradually and reaches to the cut-in wind speed (the starting speed), we could control 
institution of variable pith to regulate the pitch angle in order to decrease it (in the 
direction of 0 degree). In order to ensure the wind turbines to connect the grid smoothly 
and decrease the impact to it, we can control the rotor speed of the generator nearby the 
synchronous speed with a period of time to seek to connect the grid. 

2. Control of Lacking of Power 
When the wind turbines connect the grid and the indeed speed is under the rated speed, 
the power of generator is less than rated power and the turbines are in the state of low 
power situation, the situation of wind turbines is called control of lacking of power. In 
order to improve the output power and capture the largest wind power, the maximum 
power point tracking is used (MPPT). In the situation of lacking of power, the pattern of 
MPPT controls the pitch angle nearby 0 degree. And then we can regulate the stator 
current by motor-side converter to control the speed of generator to track the most 
power of wind turbines. 

3. Control of Rated Power 
When the wind turbines connect to the grid, wind speed is over than rated speed and 
less than cut-out wind speed, the output power of turbines is over than rated power and 
then the wind turbines go into the pattern of rated power. The capacity of converter, 
mechanical stress and capacity of generator is limited and the pitch angle control is 
introduced. At that time the pitch angle is needed to enlarge to decrease the power of 
turbines to keep balance between the wind power and the rated power. 

4. Control of Stopping 
When the wind turbines connect to the grid and the wind speed increases gradually, 
according to the principle of pitch angle, the pitch angle is increased in order to 
decrease the power of turbines. When the pitch angle is nearby 90 degree and at the 
same time the wind speed also increases and the wind speed is over than the cut-out 
wind speed, the wind turbines will stop by braking. Then the blade is in the process of 
feathering state and out of the grid. Because of the wind speed variable constantly, the 
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capturing power of turbines will be variable because of not using pitch angle control 
and pattern of stopping state. When the wind speed is more and more big, the turbines 
will capture the higher power. When the turbines capture power beyond its ability of 
itself, the turbines may be blow down. And it may cause a bad effect on the grid and 
even may lead to the grid to paradise. 

4.2 The Principle of Pitch Angle Control to Achieve LVRT  

Pitch angle can be changed between 0 degree and 90 degrees because of the 
pitch-controlled system and then the output power can be controlled. The capacity of 
generator can be controlled using the method of pitch angle in order to have little effect 
on the grid to have a high quality of electricity. The rotor of DFIG is determined by the 
difference of output power of turbines and output power of DFIG. When the grid has a 
great dip on voltage, the input power of turbines keep fixed, the power of DFIG into the 
grid is decreased and then the unbalanced power will cause the jump of rotor of 
generator. At that time, the pitch angle should be increased to decrease the input power 
of turbine in order to hinder the jump of rotor of generator. The typical method of pitch 
angle is expressed as figure 1 [6]. When the grid is normal, the DFIG capture the most 
power in variable speed constant frequency according to the pitch angle θ to capture the 
most power in variable speed constant frequency. When the grid has a dip, the pitch 
angle control should be taken immediately. According to the limit of power to calculate 
the index Cp_lim , we can get the reference of pitch angle through check the tables. 
Through decreasing the input power of turbine, the grid fault can be adopted [7].  

 

Vwind
θ  = f 

(Vwind)

Pwind Limit of 
power

Cp = f (θ ,  ?)

θ

θ

θ

Ugrid

Pitch angle control

     
     Cp_lim

 

Fig. 1. Pitch angle control 

5 Conclusion 

Pitch angle control for improving the Low-Voltage Ride-Through based on DFIG is 
put forward with in this paper. Firstly, the mathematic model of DFIG is described to 
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derive the model and the existing method of LVRT is analyzed. In addition, the 
principle of pitch angle control and through it to achieve LVRT is represented. Last, 
the emergency power supply when the grid has a dip is taken. 

Overview it, a new method for achieving LVRT is put forward with. It has an 
advantage that it can guard against the jump of rotor of generator when the grid is 
fault. But it may add a new pitch angle system to cause complexity and the high odds 
of fault. When the grid is normal, the pitch angle system is supplied by the grid 
directly. When the grid faults, it has to supply by the emergency power supply. It is a 
complex program.  

At last, considering the complexity of the model, it can’t make an experiment 

through software and test bed. It is only testified in theory and principle. And it is the 

task in the following research and study. 
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Abstract. The conditioning temperature is one of the important parameters of the 
hoop standard granulator production system. It can be influenced by temperature 
system with nonlinear, time-varying and hysteresis characteristics and feed 
quantity. This paper creates a control algorithm which combines disturbance 
observer and fuzzy PID to control the temperature modulation. In this way, feed 
quantity of the hoop standard granulator is also seen as a part of the interference. By 
constructing disturbance observer, this paper predicts the disturbance on 
temperature system and variations of parameters, so as to suppress the effect of 
interference on the system. Meanwhile this paper introduces fuzzy PID for adaptive 
PID tuning parameters to achieve optimal parameters. Finally, the numerical 
simulation on temperature system has strong adaptability and robustness. 

Keywords: hoop standard granulator, temperature control, disturbance 
observer-fuzzy_PID, Matlab simulation. 

1 Introduction 

Hoop standard granulator is production equipment which can produce higher economic 
added value in feed production modern enterprise. The conditioning temperature is a very 
important parameter in the process of granulating, which is not the same for different 
types and formulations of the feed. For example ,feed containing sensitive formulas 
generally requires conditioning temperature less than 60℃, livestock and poultry feed is 
roughly in the conditioning temperature of 75℃~ 90℃ and aquatic feed is in 
85℃~100℃[1]. For each feed formulation, it has the best conditioning temperature. If the 
conditioning temperature can be controlled in the temperature of best value or of a narrow 
range with small amplitude fluctuations, product quality requirements can be met to the 
greatest degree. But in the real production, due to the relatively complex production 
scene, such as unstable gas pressure provided by boiler, disturbances generated by the 
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steam flow and temperature and different volume of feed, the actual temperature system 
has three characteristics: nonlinear, time-varying, hysteresis. It is difficult to ensure that 
stable temperature is in the vicinity of the optimum value. Thus that affects the quenching 
and tempering effect and even causes machines blocked. The staffs need to constantly 
adjust temperature, wasting a lot of raw materials. For such a lagging system, it is difficult 
for the traditional conventional PID control strategy to achieve satisfactory results of the 
temperature control[2]. Although the fuzzy PID has better effect, there are certain 
fluctuations. Because of disturbance observer compensating for interference prediction, 
this paper proposes a control algorithm by means of combining the fuzzy PID with the 
disturbance observer, giving full play to the advantages of both. Kinds of interference in 
temperature compensation system can be predicted by constructing the disturbance 
observer, while the best parameters of PID control can be obtained by introducing fuzzy 
PID and modifying parameters. 

2 Conditioning Temperature Control System Design 

In the course of working, hoop standard granulator exudes heat out. High-temperature 
steam continuously adds replenishes moisture and heat for the hoop standard granulator 
to ensure that conditioning temperature is controlled within a certain range. So 
conditioning temperature control of the hoop standard granulator is a temperature 
dynamic balance system. 

 
1-rack,2-magnet,3-blanking chute,4-loopdie,5-press roll,6-feed motor,7-feed reducer, 
8-hopper, 9-blanking gate,10-electric steam flow control value,11-electric level flow 
control value,12-temperature sensor,13-feeder, 
14-conditioner,15-reducer of condition,16-condition motor,17-main transmission 
box,18-main motor of granulation 

Fig. 1. The schematic diagram of hoop standard granulator 
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As is seen hoop standard granulator from the structure diagram (Figure 1) , powdery 
materials mixed with steam is divided into two levels. The first level is a mixture of 
warm-up session. In the feeder, the powder materials from the hopper down are mixed 
with high temperature steam from steam pipe, which is seen as part of mixing 
preheating process. The temperature of the mixed material rises at a faster rate 
according to the amount of steam controlled by the steam valve. The second stage is 
fully mixing process. Through the cage and scraper clockwise pushing materials, the 
paste materials are fully stirred in the temperature of the desired range. In this mixing 
process, the conditioning temperature gradually stabilizes around the set value with the 
changing degree of temperature approaching zero. The final temperature is the 
conditioning temperature in the hoop standard granulator. 

Currently, the shortcomings of widely used PID temperature control method is to 
make conditioning temperature of the object with great delay and inertia[3].This paper 
designs the diagram of this conditioning temperature control system ,which is shown in 
Figure 2. 

Interference 
dynamic 

compensator

Fuzzy-PID 
temperature 
controller

Td
~

Tu

Temperature 
disturbance 

observer

Steam valve
+

+

+

-

CT YT

Dex(s)
 

Fig. 2. The schematic diagram of refining temperature control system 

In figure 2, CT is conditioning temperature input, uT is the fuzzy PID output, dT is the 
estimates of the interference, Dex is feed quantity, external disturbance, etc., YT is the 
system output to the steam regulating valve. 

3 Disturbance Observer Design 

3.1 The Principle of Disturbance Observer 

The basic concept of the disturbance observer is that errors, produced by variations of 
parameters from external interference, the actuator and the ideal mathematical model, 
can be effectively predicted, and interference can be suppressed by introducing the 
equivalent compensation[4]. For hoop standard granulator, feed quantity is also seen as 
a disturbance. The disturbance observer structure diagram is shown in Figure 3. 
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Fig. 3. The schematic diagram of disturbance observer 

In Figure 3: Gp (s) is the transfer function of the controlled object.G-1 (s) is the 
reference model. Dex (s) is the equivalent disturbing. U (s) is the control input. C (s) is 
the output of the fuzzy PID. dT (s) is the estimated value of the disturbance. Q (s) is the 
low-pass filter of the disturbance observer. From figure 3, the following expression can 
be obtained:  

    (s)N(s)G (s)(s)DG (s)C(s)GY(s) nyexdycy ++=  (1) 
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3.2 Low-Pass Filter Q (s) Design 

Assume that fq is the cutoff frequency of low-pass filter Q (s).Where f <= fq, it is in the 
low frequency. Then if |Q (jw) | = 1, then Gcy = G (s), Gdy = 0, Gny = 1.Where f> fq, it 
is in the high frequency. Then if |Q (jw) | = 0, then Gcy = Gp (s), Gdy = Gp (s), Gny = 0, 
where the impact of the high-frequency measurement error N (s) on the system can be 
reduced. Therefore, Q (s) design is a particularly important component in designing 
disturbance observer. Firstly, in order to make Q (s) G-1 (s) is positive, Q (s) relative 
order should be greater than or equal to 1/G (s) relative order [5]; Secondly, Q (s) 
bandwidth design should consider the balance of robust stability and inhibitory ability 
of disturbance observer [6]. Considering dynamic change of parameters from the 
system; the controlled object Gp (s) can be expressed as follows 

     

))()(1)(()( sMssGsGp Δ+=      (5) 

△ (s) represents the transfer function of the variable and satisfies | | △ (s) | | ∞ << 1, 

M (s) represents the transfer function of a fixed balance. According to the robust 

stability theorem [7] [8], the stable condition of the disturbance observer is  

   ||△(s)Q(s)||∞<<1          (6) 

Q (s) can be designed to achieve required stability. Q (s) should be selected 
reasonably according to the specific needs of control system. A common design is that 
Q (jw) is equal to the slope on the right side 1-Q (jw) slope in the high frequency region. 
In the frequency domain, | Q (jw) | and the slope of the low-frequency region | 1-Q (jw) 
| is 

r
L

L

m

m −≈
)w(

|jw) Q(|

 

 

(7) 

  1
)w(

|jw) Q(-1|
−−≈ rN

L

L

m

m  

 

(8) 

The optimal is obtained through equal slope: 
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In addition to the robustness of disturbance observer, interference suppression must 
also be considered. So the cut-off frequency of Q(s) is an important factor. In this 
system fq is chosen between system error signal frequency and the frequency of noise 
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measurement. Based on the analysis of the robustness and interference suppression, the 
features of hoop standard granulator conditioning temperature system are taken into 
account. The low-pass filter uses the following form: 
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4 Fuzzy PID Controller Design 

This study designs a fuzzy PID controller for the system. The fuzzy controller can 
establish an accurate mathematical model for complex objects like hoop standard 
granulator.The fuzzy controller is designed based on experience about control objects 
without mathematical model of the controlled system. And according to artificial 
control rules and the organization control decisions, the size of the control quantity is 
determined. It belongs to the nonlinear control of nonlinear systems which require 
relatively fast response and small overshoot. It is not sensitive to process parameters, 
and namely it has very strong robustness and overcomes the influence of nonlinear 
factors[9]. However, it does not have the overall effect of the traditional PID control, so 
steady-state error can not be controlled in the ideal level. Combined PID control and 
fuzzy control, fuzzy PID controller is designed to achieve temperature control. The 
control circuit is shown in Figure 4. 

 

Fig. 4. Fuzzy PID temperature control loop 

4.1 PID Control Strategy 

When absolute value of the error about conditioning temperature is less than 5℃, the 
PID control algorithm, in which the output of controller is uPID, is used to achieve 
precise control and improve the stability and accuracy of the system. PID control 
formula is 
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The formula (11) converts into a digital PID control algorithm output: 
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At time k-1, the formula (11) becomes: 
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At time k, the output of the PID controller is 

)]2()1(2)([)()]1()([)1( −+−−++−−+−= kekekeKkeKkekeKkuu dipPIDPID  (14) 

Formula (14) is the operation amount of the PID controller, its output is UPID, T is the 

sampling period, Ki = KpT / Ti, Kd = KpTd / T. 

4.2 Fuzzy Control Strategy 

When the error is greater than 5℃, the fuzzy control algorithm is adopted. Fuzzy 
controller uses double input variables and single output variable, with the controller 
input being the error E, the change rate of temperature error being Ec and the controller 
output being UFuzzy .The signals collected are the exact. It requires blurring the exact and 
then fuzzy inference. 

4.2.1   Input and Output of the Fuzzy Controller 

4.2.1.1   Input Linguistic Variables 

Temperature deviation: ET, the corresponding domain: [-5, 5] 

Fuzzy subset: {NB, NM, NS, ZE, PS, PM, PB} 

Temperature deviation change rate: ECT, the corresponding domain: [-5, 5] 

Fuzzy subset: {NB, NM, NS, ZE, PS, PM, PB} 

4.2.1.2   Output Linguistic Variables 

Steam valve control signal: UFuzzy, the corresponding domain: [-6, 6] 

Fuzzy subset: {NB, NM, NS, ZE, PS, PM, PB} 
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4.2.2   Membership Function Choice 
This paper uses the most simple triangle membership function to indicate the 
temperature control loop temperature deviation ET, temperature deviation change rate 
ECT and the steam valve control signal UFuzzy .These membership function are shown in 
Figure 5, 6, 7 respectively. 
 

 

Fig. 5. Membership functions of temperature deviation ET 

 

Fig. 6. Membership functions of temperature deviation rate ECT 

 

Fig. 7. Membership functions of steam valve control signal UFuzzy 
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4.2.3   Fuzzy Knowledge Base Establishment 
The knowledge base of fuzzy controller is composed of two parts: fuzzy database and 
fuzzy rule base summed up by experts. 

4.2.3.1   Fuzzy Database 
Fuzzy Logic Control database include: division of blurred space, conversion way from 
the exact to the blurred, conversion factors and membership fuzzy sets. That is to say, 
the exact value, which have been blurred, is deposited into fuzzy database. 

4.2.3.2   Fuzzy Rule Base 
Fuzzy control system is described by a series of experts’ knowledge. According to 
operating experience of experts in the field of production and processing, this paper 
summarizes 49 fuzzy control rules. The IF-THEN statement expressing forms are used 
to get the control rule table of manipulated variable UFuzzy fuzzy, as is shown in table 1. 

Table 1. Fuzzy control rules 

UFuzzy 
ET 

NB NM NS ZE PS PM PB 

EC 

NB PB PB PM PM PS ZE ZE 

NM PB PB PM PS PS ZE NS 

NS PM PM PM PS ZE NS NS 

ZE PM PM PS ZE NS NM NM 

PS PS PS ZE NS NS NM NM 

PM PS ZE NS NM NM NM NB 

PB ZE ZE NM NM NM NB NB 

4.2.4   Fuzzy Inference Engine 
According to fuzzy relationship summarized by the fuzzy rule, this paper uses Ma Dani 
(Mamdani) fuzzy reasoning method to obtain the membership function values of 
domain elements u corresponding UFuzzy, and conduct defuzzification using weighted 
average method to obtain uFuzzy ,which can control the opening of the steam valve , 
suppress the disturbance of the temperature control system and enhance the speed and 
stability. The fuzzy controller is forward reasoning strategy based on data driven, one 
by one judging each control rule, until the condition is satisfied, and otherwise 
continuing to search. 
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5 Simulation Results 

Actual production requirement is that temperature stability should be modulated as 
soon as possible in the optimal setting temperature, so as to ensure certain steam 
quantity to produce high quality products. So that is a target tracking problem. This 
paper sets the target signal simulation 2 as the step signal, which is equivalent to the 
optimal temperature set in advance. In the control process the interference signal (feed 
quantity of the granulator system) and the noise signal whose amplitude is 0.01 are 
added. The time constant of the low-pass filter is 0.002 (determined by analysis of the 
experimental data). Compared with traditional PID control and fuzzy PID control, time 
of the setting value is short and fluctuation is small .The simulation structure is shown 
in Figure 8. 

 

Fig. 8. The simulation diagram of the hoop standard granulator conditioning temperature 

From the simulation results shown in Figure 9, it can be seen: the traditional PID 
control has a relatively large fluctuations, larger overshoot, and instability; fuzzy PID 
control is better than traditional PID. With the shorter period of time achieving the set 
value, there is still a certain degree of fluctuation, which is not in conformity with the 
requirements of the temperature control. Temperature fluctuations cause steam 
quantity changes, resulting in unstable moisture content of products, production of low 
quality products, and even leading to blocking machine. Compared with two methods, 
due to high accuracy from the disturbance observer impacting on hoop standard 
granulator temperature system, the combination control of the disturbance observer and 
fuzzy PID makes the time of conditioning longer than PID control. And from the 
diagram, the combination control can better track desired signals with higher stability 
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in order to stabilize the temperature in the set value. Based on the above condition, the 
production can be improved without blocking machines. 

 
Fig. 9. The schematic diagram of simulation results 

6 Conclusions 

The control algorithm combining fuzzy PID and disturbance observer is applied to the 
conditioning temperature control system of hoop standard granulator with nonlinear, 
time-varying and hysteresis characteristics. The disturbance observer estimates 
external interference and changes in its parameters and feed quantity-another important 
parameter. By predicting the amount of compensation, the control algorithm suppresses 
the influence under the control of the process. The conditioning temperature of the 
hoop standard granulator can be controlled effectively combined with PID controller of 
fuzzy self-tuning parameters. 

Finally, by building a simulation platform simulation experiments are carried out. 
Compared with the traditional PID and fuzzy PID, the new control method proposed in 
this paper is proved better. It is significant for practical engineering to apply this 
method to debugging the actual hoop standard granulator system. 
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Abstract. Considering conventional iterative learning control (ILC) is actually 
an open-loop control approach within each batch, which cannot guarantee the 
control performance of batch process when uncertainties and disturbances exist, 
an integrated iterative learning control scheme is presented in this paper. The 
proposed approach systematically integrates continuous-time information along 
with time-axis and discrete-time information along with batch-axis into one 
uniform frame, namely an internal model control (IMC)based PID control along 
time-axis, while the optimal ILC along batch-axis. As a result, the operation 
policy of batch process leads to superior tracking performance and better 
robustness compared with conventional ILC strategy. An illustrative example is 
exploited to verify the effectiveness of the investigated approach.  

Keywords: batch process, integrated learning control, internal model control, 
two-dimension control. 

1 Introduction 

Batch processes have the characteristic of repetition, which makes both technologies 
and applications of iterative learning control (ILC) are possible to be widely used in 
the optimization control of batch processes in the past decade [1]. Lee et al.presented 
the quadratic criterion based iterative learning control (QILC) approach for tracking 
control of batch processes based on a linear time-varying tracking error transition 
model [2]. Xiong and Zhang presented a recurrent neural network based ILC scheme 
for batch processes where the filtered recurrent neural network prediction errors from 
previous batches are added to the model predictions for the current batch and 
optimization is performed based on the updated predictions [3]. However, the 
conventional ILC algorithms only use historical batch data, resulting in the ILC is 
open loop control scheme in each batch, which cannot guarantee the tracking control 
performance of batch process when uncertainties and disturbances exist. Hence, two-
dimension control strategy in which the information of batch-axis and time-axis are 
both utilized synchronously for controller synthesis of batch process is required. 
Rogers firstly employed two-dimension (2D) theory to solve above problem [4].  
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Recently, in order to enhance the robustness and stability, 2D control of batch 
processes is becoming new research focus presented in a number of literatures. From 
a 2D system point of view, based on a 2D cost function defined over a single-cycle or 
multi-cycle prediction horizon, Shi J et al. proposed two ILC schemes, referred 
respectively as single-cycle and multi-cycle generalized 2D predictive ILC (2D-
GPILC) schemes, which are formulated in the GPC framework for batch processes 
[5]. Liu et al. combined the internal model control (IMC) with ILC to deal with 
uncertain time delay for linear batch processes [6]. Based on the integrated model, 
which integrates the learning ability of ILC into the prediction model of model 
predictive control (MPC), Mo S et al. developed a 2D dynamic matrix control (2D-
DMC) algorithm for batch processes to against the 2D interval uncertainty[7]. Based 
on neuro-fuzzy model (NFM) and QILC, Jia L et al. proposed an integrated iterative 
learning control strategy with model identification and dynamic R-parameter to 
improve tracking performance and robustness for batch processes [8]. 

Based on 2D control viewpoint, and motivated by the previous works [8], an 
integrated iterative learning control strategy for batch process is proposed in this 
paper. This strategy integrates an internal model control (IMC) based PID control 
along time-axis and QILC along batch-axis into one uniform framework. Simulation 
results show that the control profile demonstrates better tracking performance and 
robustness compared with conventional QILC. 

2 Integrated ILC Scheme for Batch Processes 

The framework of the proposed integrated iterative learning control strategy is comprised 
of two parts: the iterative learning control working as a feedforward controller and IMC-
based PID controller playing as a real-time feedback controller, as shown in Fig.1, where 

( )ILC
ku t  is ILC control action variable, and ( )PID

ku t  is feedback control action variable. 

Batch length is defined as ft .Here the batch length ft is divided into n equal intervals. 

Here k is the batch index and t is the discrete batch time. ( )d fy t is desired product 

quality, ( )ky t is the corresponding product quality of integrated control 

action, ( ) ( ) ( )ILC PID
k k ku t u t u t= + , ˆ( )m

k ky t y= is the predicted output of neuro-fuzzy 

model with model modification algorithms from batch to batch [8]. ( )ke t denotes the 

error between the measured output and the desired product quality. ( )G s represents the 

batch process, and ( )C s denotes the PID controller .  

Define that kU is the input sequence of kth batch, ILC PID
k k kU U U= + , here 

ILC
kU and PID

kU are the corresponding ILC sequence and feedback control sequence, 

respectively. kY and k̂Y are the corresponding product quality sequence and predicted 

product quality sequence. In this study, kU , kY and k̂Y are stored to eliminate the 
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model-plant mismatch. Based on the historical batch information, the optimization 
controller can find an updating mechanism for the new batch input sequence 

ILC
kU ,using improved quadratic criterion based iterative learning control method. 

Next batch, this procedure is repeated to make the product qualities asymptotically 

converge towards the desired product qualities y ( )d ft  at the batch end. 

_

+

Optimization
   controller

IMC-based 
PID controller

Batch 
Process

Storage

Neuro-Fuzzy Model

+
+

+
+

uk
ILC(t)

uk
ILC(t) Δuk

ILC(t)

uk(t)
uk

PID(t)

(C(s)) (G(s))

yk
m(tf)

yk(t)

yd(tf)

yd(tf)
yk(t)

ek(t)

uk-1(t)

_

 

Fig. 1. Integrated iterative learning control system 

3 ILC Design  

As discussed above, the proposed integrated iterative learning control action can be 
described as 

ILC PID
k k kU U U= + . (1) 

Considering that the objective is to design a learning algorithm to implement the 

control trajectory kU so that the product qualities at the batch end convergence 

asymptotically towards the desired product qualities. Thus, instead of using the whole 
reference sequences for product qualities, which is less important for batch processes 

product quality control, only the desired product quality ( )d fy t at the end of each 

batch is used. Here the following quadratic objective function is employed: 

2 2

1 1 1ˆmin ( , 1) ( ) ( , )ILC ILC ILC
k d f k f k kQ R

J U k y t y U t U U+ + ++ = − + − . 
(2) 
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        s.t.  

1

1

( )
( )

low up
k

low up
k f

u u t u
y y t y

+

+

≤ ≤
≤ ≤  . 

(3) 

where lowu and upu are the lower and upper bounds of the input 

trajectory, lowy and upy are the lower and upper bounds of the final product 

qualities, Q and R are both weighting matrices and defined 

as nQ q I= × and nR r I= × where r and q are the factors. 

4 IMC-Based PID Control Design 

A batch process denoted as ( )G s in Fig.1 is generally modeled in the transfer function 

form of  

( ) ( ) ( )mG s g s g s+ −= . (4) 

 where ( )g s − is the stable part and ( )g s + is the unstable part. 

If we select ( )mG s  as internal model and the low-pass filter is chosen as 

1
( ) , 0

( 1)n
F s

s
λ

λ
=

+
  . 

(5) 

It follows from the IMC theory that the IMC should be designed as 

1( ) ( ) ( )IMCC s g s F s−
−=  . (6) 

 Furthermore, according to IMC theory, we can design PID controller via 

1( ) ( )
( )

1 ( ) ( ) ( 1) ( )
IMC

n
M IMC

C s g s
C s

G s C s s g sλ

−
−

+

= =
− + −

. 
(7) 

Where λ  is the adjustable parameter for controller tuning. 

5 Convergence Analysis 

For convenience of convergence analysis, define two errors according to following 
conditions respectively 

1) Condition one: conventional iterative learning control system without the 
part of feedback controller 
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1 ( ) ( ) ( ) ( ) ( ) ( )k ILC ILC
d k d kE s Y s Y s Y s U s G s= − = − . (8) 

2) Condition two: the proposed integrated iterative learning control system 

1
2

( ) ( ) ( ) ( )
( ) ( ) ( )

1 ( ) ( ) 1 ( ) ( )

ILC k
k d k

d k

Y s U s G s E s
E s Y s Y s

G s C s G s C s

−= − = =
+ +

 
(9) 

In order to obtain smaller tracking error using the proposed integrated iterative 
learning control system, compared with conventional iterative learning control 
strategy, we can derive that the following inequality should holds.  

2 1( ) ( )k kE s E s
∞ ∞

≤ . (10) 

Furthermore, from eq. (9), the designed feedback controller ( )C s satisfies  

1(1 ( ) ( )) 1G s C s −

∞
+ ≤ . (11) 

Substituting eq (7) into ineq (11) yields 

( 1) ( ) ( )
1

( 1) ( ) ( ) ( )

n
m

n
m

s g s G s

s g s G s G s

λ
λ

−

− ∞

+ − ≤
+ − +

. 
(12) 

Form ineq (12), if ( ) ( ) ( )mG s G s g s −= = holds，we can obtain 

1
1 1

( 1)nsλ ∞

− ≤
+

. 
(13) 

Furthermore, form ineq. (13), if 1n = ,we can get 

1
1

s

s

λ
λ ∞

≤
+

. 
(14) 

Remark 1. Clearly, the ineq. (14) always holds, as 0λ . This is to say, under the 
above discussed assumptions, the ineq. (11) always holds, which can guarantee the 
ineq (10) always holds. From the convergence analysis of the conventional ILC 
system for batch process presented and proved in our previous works[9], we can 

derive 1 ( ) 0kE s
∞

→ ,as k → ∞ , combined with the ineq.(10),namely 

2 1( ) ( )k kE s E s
∞ ∞

≤ ,and it is clear that we can derive 2 ( ) 0kE s
∞

→ , as 

k → ∞ . 
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6 Examples 

This case study is a typical nonlinear batch reactor, in which a first-order irreversible 

exothermic reaction 1 2k kA B C⎯⎯→ ⎯⎯→  takes place [8], [9]. This process can be 
described as follow: 

2
1 1

2 5
2 1 2

4000exp( 2500 / )
4000exp( 2500 / ) 6.2 10 exp( 5000 / )

x T x
x T x T x

= − −
= − − × −



 

where T denotes reactor temperature, 1x and 2x are, respectively, the reactant 

concentration. 
In this simulation, the reactor temperature is first normalized 

using min max min( ) / ( )dT T T T T= − − , in which minT and maxT are respectively 298 

(K) and 398 (K). dT is the control variable which is bounded 

by 0 1dT≤ ≤ and 2 ( )x t is the output variable. The control objective is to manipulate 

the reactor temperature dT to control concentration of B at the end of the 

batch 2 ( )fx t . 

The independent random signal with uniform distribution between [0, 1] are used 
to simulate 30 input-output data for training purpose and another 20 input-output data 
for testing purpose. And the robustness of the proposed method is evaluated by 
introducing Gaussian white noise with 0.0022 standard deviation to the output 
variable of the process. In the simulation, the model of six fuzzy rules is chosen. The 

following parameters in batch process are assumed: 1r = , 10q = , 0 0U =


, and 

( ) 0.6100d fy t = . 3% noisy is put into the quality output of the 5th batch. 

The batch process is linearized as 
0.002447

( )
1.846mG s

s
=

+
,from eq.(7),if 1n = ,we 

can obtain 
1.846

( )
0.002447

s
C s

sλ
+=  

Obversly, this is a PI controller. The parameters are 
1

0.002447pk
λ

=
 

and
1.846

0.002447ik
λ

= . λ  is the unique adjustable parameter for controller tuning. In 

this case, λ is chosen as 29000λ = . 
The control trajectory and product quality trajectory are shown in Fig.2 and Fig.3, 

respectively. From Fig.4, we can observe that the investigated integrated iterative 
learning control strategy has faster convergence rate along batch-axis and better 
tracking performance against disturbances compared with conventional Q-ILC 
method. 
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Fig. 2. Control trajectory of integrated iterative learning controller 
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Fig. 3. Product quality trajectory of integrated iterative learning control system 
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Fig. 4. The quality at the end of each batch  

7 Conclusion 

In this paper, an integrated iterative learning control strategy is proposed, which can 
utilize the information of batch-axis and time-axis synchronously for controller design 
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of batch processes. The results on a simulated batch reactor show that the superior 
tracking performance and better robustness have been obtained compared to 
conventional Q-ILC method. 
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Decentralized Control for Power Systems Components 
Based-on Nonlinear Differential-Algebraic Equations 

Subsystem Model 
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Abstract. Components of power systems essentially belong to a special class 
of nonlinear differential-algebraic equations subsystem, whose index is one and 
interconnection is locally measurable. In this paper, the decentralized control 
problem is discussed using inverse systems method for such class of power 
systems components. Firstly, the definition of α -order integral right inverse 
system is presented. Secondly, a recursive algorithm is proposed to judge 
whether the controlled component is invertible. Then a physically feasible α -
order integral right inverse system is constructed with which the controlled 
component is made linearization and decoupled, so that linear control theory 
and methods can be applied. Finally, a decentralized excitation controller is 
designed for one synchronous generator within multi-machine power systems 
based on the proposed method in this paper.The simulation results demonstrate 
the effectiveness of the proposed control scheme. 

Keywords: Power systems components, Differential-algebraic equations 
subsystems, Decentralized control, Inverse systems. 

1 Introduction 

For the safe operation under various disturbance and change of structure and load, the 
nonlinear control of power systems components, including synchronous generator and 
FACTS, etc., has been well-studied. In most existing research, the model of controlled 
component is usually described by nonlinear Ordinary Differential Equations (ODE), 
and great progress has been made based-on such systems description[1-3]. But 
nonlinear ODE model can hardly describe the various complex characteristics of 
components, especially the nonlinear algebraic constraint relation. Some research has 
realized such problem and begun to study the control of components based-on 
nonlinear Differential Algebraic Equations (DAE) model [4-9].  
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In most existing results based-on power system DAE model, the mutual influence 
between components and the rest of the power systems is not taken into account and 
components are treated as isolated systems. However, components are essentially 
nonlinear DAE subsystems within power systems. Some preliminary research has 
been done for components nonlinear DAE systems, for instance see [10-12] and the 
references therein. A so-called component structural model(i.e., nonlinear DAE 
systems model) is established, which can describe the complex characteristics and 
meet the need of component decentralized control design[10-11]. The particularities of 
components nonlinear DAE systems model are analyzed, including its characteristics 
of index 1 and interconnection measurability[12].  

Among various nonlinear control methods, the inverse systems method holds an 
important position in linearization and decoupling control. The research about inverse 
systems control of DAE systems can be backed to [13,14], where invertibility of the 
continuous-time and discrete-time linear DAE systems are studied respectively in [13] 
and [14]. The invertibility of affine nonlinear DAE systems is studied in [15]. 
Furthermore, the invertibility of general nonlinear DAE systems is studied in [16]. 

In this paper, the decentralized control problem is considered using inverse systems 
method for the power systems components whose model is described by nonlinear 
DAE subsystems. The method can be divided into two steps: At first step to judge the 
invertibility of component nonlinear DAE subsystem. If it does, then to construct the 
inverse systems that can be realized physically, with which the decoupling and 
linearization of the composed systems is achieved. At second step, various linear 
control theories and methods can be used to the composed systems such that the 
desired performance can be obtained.  

2 Systems Description and Problem Formulation 

For power systems composed by N components, the ( 1, , )thi i N=   component 
is described by following nonlinear differential algebraic equations[7-8]:  

( , , )

( , , ) 0

( , , )

i i i i i

i i i i

i i i i i

x f x z u

g x z v

y h x z v

=
 =
 =


 (1)

where 0 0 0 0 0, , , ,i i i i in l m m si i i i i

i i i ix N R z M R u L R y K R v S R∈ ⊂ ∈ ⊂ ∈ ⊂ ∈ ⊂ ∈ ⊂i  

are differential variable, algebraic variable, manipulated input, controlled output 

and interconnection input respectively. , ,i i in l m

i i if R g R h R∈ ∈ ∈  are smooth 

map. Obviously controlled component i  is a nonlinear DAE subsystem within 
power systems, meanwhile the other components ( )j j i≠  and AC grid compose 
the rest of the power systems.  
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For the sake of simplicity, we will omit the subscript i  of (1) in remainder. 
Without loss of generality, suppose component (1) bears compatible initial 

conditions 0 0 0 0 0 0 0 0 0 0 0 0( ( ), ( ), ( ), ( ), ( )) ( , , , , )X x t z t u t y t v t x z u y v U= ∈ ,i.e., 

0 0 0( , , ) 0g x z v = [3], where 0 0 0 0 0 0[ , , , , ]U N M L K S= .  

Component nonlinear DAE subsystem (1) bears following particularities [12]: 

P1. The Jacobian matrix of ( )g x z v, ,  with respect to z  has full rank on 0U : 

( )
g

rank l
z

∂ =
∂

 (2)

i.e., (1) is of index one. 

P2. The interconnection input v and its sufficient order derivatives are locally 
measurable and bounded. 

From the functional view, nonlinear DAE subsystem (1) can be regarded as an 
operator (marked by Θ ) which maps the manipulated input ( )u t and 

interconnection input ( )v t to control output ( )y t , i.e.,  

( , )y u v= Θ  (3)

Definition 1. Suppose there exist system αΣ  which bears input-output mapping 

relationship: ( , )y vαθ ϕ=  where the input 

1 ( )( )( )
1 1( ) ( , , ) ( , , )mT T

m mt r r r αααϕ ϕ ϕ= = =  is a continuous vector. For 

nonlinear DAE subsystem1, if ( ) ( )u t y t=   we have ( )y α ϕ=  where 

1 ( )( )( )
1( , , )m T

my y y ααα =  (i.e., ( ) , 1, ,i
i iy i mα ϕ= =  ), then the system αΣ  is 

the α -order integral right inverse system and (1) is called invertible.  

3 Invertibility of Component Nonlinear DAE Subsystem  

Now we will present a recursive algorithm with which to judge the invertibility of 
component nonlinear DAE subsystem (1). 

From (2) we know that 

1
g

z

−∂ 
 ∂ 

on 0U . At first we use following operator  

1

( , , ) 0

( )
g x z v

F F F g g
E F

z zξ ξ ξ ξ

−

=

∂ ∂ ∂ ∂ ∂ = −  ∂ ∂ ∂ ∂ ∂ 
  (4)
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to denote the Jacobian matrix of vector function ( ) ( )( , , , , , , , , )k kF x z u y y v v   

respect to some variable ( , , )x u vξ ∈ under the algebraic constraint 

0 ( , , , )g x z u v= . The detailed procedure of algorithm are as follows. 

Step 1. Definite 

0 ( , , ) 0h y h x z v= − =  (5)

To derivative on 0h  and we get 

0
1 0 0 0
ˆ ( , , , , , , ) ( ) ( )x v

hd
h x z u y y v v h E h x y E h v

dt y

∂= = + +
∂

     (6)

Accordingly we get point 1

0 0 0 0 0 0 0 0( , , , , , , )x z u y y v vΧ =  . Suppose matrix 1ĥ

u

∂
∂

 

has constant rank 1 0γ ≥  at some neighborhood of 1

0Χ . If 1 mγ = , then algorithm 

stops; If 1 mγ < , the algorithm enters next step. 

Step ( 2, )k k =  : Suppose until to step k , we get a list of integers 

1 2 1, , ,k kγ γ γ− − , vector 
2

1

1
ˆ

k

k

k

H
h

h

−
−

−

 
=  
  

and point 1
0
k −Χ . Similarly, we have 

1
1

k
k

h
rank

u
γ−

−
∂ =
∂

 at a neighborhood of 1
0
k −Χ . Obviously 1 2k kγ γ− −≥ , so we can 

pick 1 2k kγ γ− −−  rows from 1
ˆ

kh − ， which is denoted as 1,1k̂h −  and satisfies 

2

1

1,1
ˆ

k

k

k

H

u
rank

h

u

γ

−

−

−

∂ 
 ∂  =
∂ 
 ∂ 

. Let 
2

1

1,1
ˆ

k

k

k

H
H

h

−

−

−

 
=  
  

 and the other rows of  1k̂h −  are 

denoted as 1,2k̂h − , then there exist a neighborhood of 
0

1k −Χ  and a smooth mapping 
( 1) ( 1)

1( , , , , , , , , )k k

k x z u y y v vλ − −
−    such that 

1,2 1
1

ˆ
( )k k

k

h H

u u
λ− −

−

∂ ∂= ⋅
∂ ∂

 (7)

If 1,2
ˆ( ) 0u kE h − = , we need only to set 1( ) 0kλ − ⋅ = . Definite 
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( ) ( )

1
1,2 ( 1)1

1,2 1 1 1( ) ( )
0

1
1,2 1

1,2 1 1 1( ) ( )
1

ˆ ˆ ( , , , , , , , , )

ˆ
ˆ( ) ( ) ( ) ( )

ˆ
ˆ( ) ( ) ( ) ( )

k k

k k

k
k ik

x k k x k ki i
i

k
k k

v k k v k ki i
i

h h x z u y y v v

h H
E h E H x y

y y

h H
E h E H v

v v

λ λ

λ λ

−
− +−

− − − −
=

−
− −

− − − −
=

= =

 ∂ ∂ − ⋅ + − ⋅   ∂ ∂  
 ∂ ∂ + − ⋅ + − ⋅   ∂ ∂  





 



 ( 1)iv +

 
(8)

and definite recursively 

1( ) ( )( , , , , , , , , ) 0
ˆ

kk k

k

k

H
h x z u y y v v

h

− 
= = 
  

   (9)

then we get the point ( ) ( )

0 0 0 0 0 0 0 0( , , , , , , , , )k k kx z u y y v vΧ =   . If matrix kh

u

∂
∂

 

has constant rank kγ  at a neighborhood of 0

kΧ . If k mγ = , then algorithm stops

; If k mγ < , then algorithm enters next step. 

Definition 2. The relative order θ  for the component nonlinear DAE subsystem (1) 

is the least positive integer k  such that k mγ =  or θ = ∞  if k mγ <  for all 

1,2,k =  . 

Theorem 1. Consider the nonlinear DAE subsystem (1) with relative order θ . If 

θ < ∞ , then component nonlinear DAE subsystem (1) is invertible. 

Proof．From the recursive algorithm, we can get a neighborhood of 0Χ and 

following equation at the thθ  step 

( ) ( )( , , , , , , , , ) 0h x z u y y v vθ θ
θ =   (10)

where hθ  satisfies ( )
h

rank m
u

θ
θγ∂ = =

∂
. By the Implicit Function Theory, 

equation (10) can determine one unique solution for u  

1 ( ) ( )( , , , , , , , )u h x z y y v vθ θ
θ
−=    (11)

Replace y  with r  in (11), we can get 

1 ( ) ( )( , , , , , , , )u h x z r r v vθ θ
θ
−=    (12)
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where 1( , , )T
mr r r=   and suppose the highest order derivative and lowest order 

derivative of ( 1, , )ir i m=   are ( )i
ir

β  and ( )i
ir

α  respectively. Definite 

1

( )

( )( )
1 1

( ) ( 1) ( 1)

( , , ( ) ) , 0,1, ,

( , , ) ( , , ) ,

( , , , ) , 1, ,

m

i i i

T k T T
k

T T
m m

T
i i i i

v v v k

r r

r r r i m

αα

β β α

θ
ϕ ϕ ϕ
ξ + −

= =

= =

= =

 
 

 
 (13)

and construct following systems αΣ : 

1

, 1, ,

( , , , , )
i i i i iA B i m

y h x z vθ θ

ξ ξ ϕ
ξ ϕ−

= + =
=

 
  (14)

where 

1

( ) ( ) ( ) 1

0 1 0

, , ( , , )
1 0

0 1
i i i i i i

T T T
i i mA B

α β α β α β

ξ ξ ξ

− × − − ×

   
   
   = = =
   
   
   

  



 (15)

Similar to [13], it can be shown that  (14) is a α -order integral right inverse system 
of component nonlinear DAE subsystem (1) realized by state feedback and dynamic 

compensation, where 1( , , )mα α α=  . This completes the proof. 

4 Decentralized Excitation Control of Synchronous Generator 

Excitation control is studied for one synchronous generator within multi-machine 
power systems. The mathematical model of synchronous generator excitation control 
is described by following nonlinear DAE subsystem [10]: 

( )
0

0

' '0
0

0

' ' '
'

{ ( ) ( ) }

1
( )

0 ( )

m q q d d q

q f q d d d
d

D
P E x x I I

H

E E E x x I
T

= g x,z,v

δ ω ω
ωω ω ω

ω

= −

 = − − − + − 

= − − −






 (16)

where 
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' ' 2 2

' '

2 2

' 2 ' 2

[ ( ) ] ( )

arc
( , , )

t q q d d q a d q

q q a d
U

q d d a q

t d q

t q d q q d d

P E x x I I r I I

x I r I
ctg

E x I r Ig x z v

I I I

Q E I x I x I

θ − δ

 − + − + +
 

− + − −=  
 − + 
 − + + 

 (17)

The differential variables '( , , , )T
q Hx E Pδ ω=  are relative power angle between G1 

and G4, rotate speed deviation of G1, q-axis transient potential  and the high pressure 

mechanical power respectively, the algebraic variables ( , , , )T
t U d qz P I Iθ=  are 

active power, the angle of voltage, the d-axis current and the q-axis current 

respectively, and the interconnection input ( , )T
t tv I Q=  are the generator stator 

current and the reactive power respectively. The manipulated input fu E= are 

induction electromotive force. The others are the systems parameters. The controlled 
output y  is chosen as voltage:  

2 2

( ) t t
t

t

P Q
y h V

I

+
= ⋅ = =  (18)

From (12) we can get the explicit solution of manipulated control fE  as follows: 

0

'
2 2 2 2 2

1 1 1
1

' '

1 1
{ [ ( ) ] }

( )

d
f t t t t t t t t t t

q d t t

q d d d

T
E P Q I y I P Q Q Q b I c Q

I c I P I

E x x I

= + + + − + +
− −

+ + −

  
    (19) 

According to (14), now we can construct the 1-order integral right inverse systems 
of synchronous generator (16), with which the linearization and decouple is achieved.  

The simulation is conducted based on a two-area four-machine power systems and 
the parameters of each generator and transformer can be seen in [18]. The simulation 
is based-on MATLAB and the results are shown in Fig.1.  
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As shown in Fig.1, both inter-area oscillation and inner-area oscillation are 
improved dramatically when generator G1 equipped excitation coordinative inverse 
controller. 

5 Conclusion 

Power systems components in essence belong to a special class of nonlinear DAE 
subsystems, which are of index one and the interconnection input is locally bounded 
and measurable. For power systems component described by such class of nonlinear 
DAE subsystem, the decentralized control problem is discussed using inverse systems 
method. Compared with the traditional linear controller, better closed-loop 
performance can be achieved using the control method proposed in this paper.  
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Abstract. The event-triggered state estimation is investigated for a
class of complex networks system with randomly nonlinearities. A novel
event-triggered scheme is proposed, which can reduce the information
communication burden in the network. Considering the effect of trans-
mission delay, a time-varying delayed system model is constructed. At-
tention of this paper is focused on the analysis and design of a reliable
estimator for the complex networks through the available output mea-
surements under event-triggered scheme. In order to design the state
estimator, a Lyapunov functional approach and the linear matrix in-
equality technique are employed. A sufficient condition is obtained in
which the estimator error dynamics is exponential asymptotically stable,
and a state estimator of considered complex networks can be achieved
by solving some linear matrix inequalities. Finally, a numerical example
is provided to illustrate the effectiveness of the proposed method.

Keywords: event-triggered scheme, complex networks, time-varying de-
lay, randomly occurring.

1 Introduction

There exist many complicated systems which can be modeled as complex net-
works in our daily life and the natural world, such as power grids in engineer-
ing application, neural networks in biology and human relationship networks
in social life. In the past decades, a lot of researches about complex networks
have been attracted from different working area, see e.g. [1,2,3,4,5] and reference
therein.

Dynamic analysis for complex networks has become a hot issues and experi-
enced an increasing attentions due to their theoretical importance and as well
as the extensive applications of these systems in many fields. Different kinds of
issue have been extensively investigated for complex networks, such as, stabi-
lization, pinning control, synchronization and state estimation. As one of the
mostly investigated dynamical behavior, some effective conclusions have been
obtained[3,5,6,8,9,7]. For example, in [6], by employing the Lyapunov functional

M. Fei et al. (Eds.): LSMS/ICSEE 2014, Part II, CCIS 462, pp. 407–418, 2014.
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method combined with the stochastic analysis approach, some desired state es-
timators were designed for a class of uncertain stochastic network.

However, how to reduce communication requirements becomes an important
problem. In [10], this problemwas addressed for a networked control systems,where
the maximum time allowed to elapse was obtained to guarantee the stability of the
system. But their approach leads to an inherently periodic transmission. Recently,
event-triggered techniques for control design, advocating the use of actuation only
when some function of the system state exceeds a threshold, have been paid an
increased attention in the literature [11,12,14,13,15]. Event-triggered provides a
useful way of determining when the sampling action is carried out, which guaran-
tees that only really necessary state signal will be sent out to the controller. Thus,
the amount of the sent state signals is relatively little. Compared with periodic
sampling method, the event-triggered method has the following advantages: (1)
closer in nature to the way a human behaves as a controller, which only samples
when necessary; (2) reduction in the release times of the sensor and then the bur-
den of the network communication; (3) reduction in the computation cost of the
controller and the occupation of the sensor and the actuator.

To the best of authors knowledge, there are no papers to deal with the event-
triggered state estimation for complex networks with randomly occurring non-
linearities and time-varying delay up to now. Complex networks system with
time-varying delays still remains as a challenging problem. Motivated by the
above discussion, in this paper, we consider the state estimation problem for the
time-varying delayed complex networks with stochastic nonlinearities. The main
purpose is to estimate the complex networks states through output sampled
measurement based on event-triggered control, which can provide a significant
method in reducing burden of information communication. By constructing a
Lyapunov function and using stochastic analysis technique, a desirable estimator
of complex network system is designed by solving some linear matrix inequalities.

The rest of this paper is organized as follows: in Section 2, considering event-
triggered scheme, a state estimation model for complex network model with
randomly occurring nonlinearities is provided. In Section 3, by employing the
Lyapunov stability theory, a sufficient condition in term of linear matrix in-
equalities (LMIs) is established and the design of the estimator is derived. In
Section 4, a numerical example is presented to demonstrate the effectiveness of
the results achieved. Finally, a conclusion is drawn in Section 5.

2 Model and Preliminaries

Considering the following the stochastic complex network consisting of N cou-
pled nodes with time-varying delayed:

ẋi(t)=δ(t)Af1(xi(t))+(1−δ(t))Bf2(xi(t))+

N∑

j=1

gijΓ1xj(t)+

N∑

j=1

Γ2xj(t−τ(t))(1)

wherexi(t) = (xi1(t), xi2(t), . . . , xin(t))
T is the state vector of the ith node,

f1(xi(t)) and f2(xi(t)) are nonlinear vector valued functions satisfying certain
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conditions given later. A and B are constant matrix with appropriate dimen-
sions, Γ1 and Γ2 are the inner coupling matrices of the network from the vertical
and the horizontal directions, respectively. G = (gij) ∈ RN×N is the coupling
the configuration matrix denoting the topological structure of the complex net-
work, if there is a connection between node i and j(i �= j), then gij = gji = 1,
otherwise, gij = gji = 0, the diagonal elements of the matrix G are defined

as gij = −∑N
j=1,j �=i gij(i = 1, 2, · · · , N). The positive integer τ(t) denotes

time-varying delay that satisfies τ1 ≤ τ(t) ≤ τ2 with 0 ≤ τ1 ≤ τ2 being
known positive integers. δ(t) is Bernoulli distributed with sequence governed
by Prob{δ(t) = 1} = δ0,Prob{δ(t) = 0} = 1− δ0, where δ0 is known constant.

Assumption 1. The nonlinear vector-valued functions f1(·) and f2(·) are con-
tinuous and satisfy [7]

[f1(u)− f1(v)− Ξ1(u − v)]T [f1(u)− f1(v)− Ξ2(u− v)] ≤ 0

[f2(u)− f2(v)− Ξ3(u − v)]T [f2(u)− f2(v)− Ξ4(u− v)] ≤ 0
(2)

Remark 1. On the basis assumption 1, we can get
[

xi(t)
f1(xi(t))

]T [

Ω11 Ω12

Ω21 Ω22

] [

xi(t)
f1(xi(t))

]

≥ 0,

[

xi(t)
f2(xi(t))

]T [

Ω̄11 Ω̄12

Ω̄21 Ω̄22

] [

xi(t)
f2(xi(t))

]

≥ 0

where

Ω11 = Ξ1
TΞ2+Ξ2

TΞ1

2 , ΩT
21 = Ω12 = −Ξ1

T+Ξ2
T

2 ,

Ω̄11 =
Ξ3

TΞ4+Ξ4
T ∑

3

2 , Ω̄21 = Ω̄12 = −Ξ3
T+Ξ4

T

2

With the matrix Kronecker product , we can rewrite the networks (2) in the
following compact form:

ẋ(t) = δ(t)(In ⊗A)F1(x(t)) + (1− δ(t))(IN ⊗B)F2(x(t))

+(G⊗ Γ1)x(t) + (G⊗ Γ2)x(t− τ(t)) (3)

where

x(t) =

⎡

⎢
⎢
⎢
⎣

x1(t)
x2(t)
...

xN (t)

⎤

⎥
⎥
⎥
⎦
; F1(x(t)) =

⎡

⎢
⎢
⎢
⎣

f1(x1(t))
f1(x2(t))

...
f1(xN (t))

⎤

⎥
⎥
⎥
⎦
; F2(x(t)) =

⎡

⎢
⎢
⎢
⎣

f2(x1(t))
f2(x2(t))

...
f2(xN (t))

⎤

⎥
⎥
⎥
⎦

In order to make use of the networks in practice, it is necessary to estimate the
nodes states through available network output. Suppose that the outputy(t) ∈
R

mof the complex network (3 ) is of the form:

y(t) = Cx(t) (4)

where C is a known constant matrix.
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In this paper, the measurement output is sampled before it enters the estima-
tor. Based on the zero-order hold and the sampling technique, the actual output
in system (2) can be described as

ỹ(t) = y(tkh) = Cx(tkh), t ∈ [tkh, tk+1h) (5)

Remark 2. In most systems, we know that periodic sampling mechanism may
lead to sending many unnecessary signals thought the network, which will de-
crease the efficiency of communication. Therefore, it is significant to introduce
a mechanism to determine which sampled signal should be sent out or not. In
this sense, we propose an event-triggered mechanism which has some advantages
over exiting ones, and the sensor data is transmitted only when some function
of the system exceeds a threshold. Thus, the event-triggered sampling scheme is
effective way because it can reduce the burden of the network communication
and the computation cost of the estimator.

Here, similar with [14,15], the event generator is constructed between the
sensor and the estimator, which is used to determine whether the newly sampled
data x(t) to be send out to the estimator by using the following judgement
algorithm:

[x((k + j)h)−x(kh)]
T
W [x((k + j)h)−x(kh)] ≤ ρx((k + j)h)Wx((k + j)h)(6)

Where W is a symmetric positive definite matrix, j = 1, 2, · · · , and ρ ∈
[0, 1) . x(kh) is the previous transmitted sensor data. Only when the current
sampled sensor measurements x((k + j)h) and the latest transmitted sensor
measurements x(kh) variate the specified threshold (6), the current sampled
sensor measurements x((k+ j)h) can be transmitted by the event generator and
sent into the estimator. When ρ = 0, it is obvious that for all the sampled state
x((k+j)h) do not satisfy the inequality, thus the event-triggered scheme reduces
to a periodic release scheme.

Remark 3. The sensor measurement are sampled at time kh by sampler with
a given period h. The next sensor measurement is at time (k + 1)h. Suppose
that the release times are t0h, t1h, t2h, · · · , it is easily seen that tih = ti+1h− tih
denotes the release period of event generator in (6).

When the sampled data has been transmitted by the event generator, we
suppose that the time-varying delay in network communication is τ(k)(k =
1, 2, · · · , ). The output ỹ(t) can be rewritten as

ỹ(t) = y(tkh) = Cx(tkh), t ∈ [tkh+ τk, tk+1h+ τk+1) (7)

Based on the available sampled measurement ỹ(t), the following state estima-
tor is adopted:

{
˙̂x(t) = G1x̂(t) +G2x̂(τ − τ(t)) +K(ỹ(t)− ŷ(t)),
ŷ(t) = Cx̂(t).

(8)

where x̂(t) is estimator state vector, ŷ(t) is estimator measurement vector, and
K is feedback gain matrix to be designed.
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Similar to [14,16,17], for technical convenience, consider the following two
cases:

Case 1: If tkh+ h+ τ̄ ≥ τk+1h+ τk+1, where τ̄ = max{τk}, define a function
d(t) as

d(t) = t− τkh, for t ∈ [tkh+ τk, tk+1h+ τk+1) (9)

obviously,

τk ≤ d(t) ≤ (tk+1 − τk)h+ τk+1 ≤ h+ τ̄ (10)

Case 2: If tkh + h + τ̄ < tk+1h + τk+1, [tkh + τk, tkh + h + τ̄ ), considering
the following intervals:

[tkh+ ih+ τ̄ , τkh+ ih+ h+ τ̄ )

since τk < τ̄ , it can be shown that dM exists such that tkh + dMh + τ̄ <
tk+1h+τk+1 ≤ tkh+dMh+h+τ̄ and x(tkh) and x(tkh+ih) with i = 1, 2, · · · , dM
satisfy (6), it also can be seen that

[tkh+ τk, tk+1h+ τk+1) = I1 ∪ I2 ∪ I3. (11)

where
⎧

⎨

⎩

I1 = [τkh+ τk, τkh+ h+ τ̄)

I2 =
⋃dM−1

i=1 {Ii2} =
⋃dM−1

i=1 [tkh+ ih+ τ̄ , τkh+ ih+ h+ τ̄ )
I3 = [τkh+ dMh+ τ̄ , tk+1h+ τk+1)

(12)

Define

d(t) =

⎧

⎨

⎩

t− tkh for t ∈ I1
t− tkh− ih for t ∈ Ii2
t− tkh− dMh for t ∈ I3

(13)

We can easily show that
⎧

⎨

⎩

τk ≤ d(t) ≤ h+ τ̄ for t ∈ I1
τk ≤ τ̄ ≤ d(t) ≤ h+ τ̄ for t ∈ Ii2
τk ≤ τ̄ ≤ d(t) ≤ h+ τ̄ for t ∈ I3

(14)

where the third row in (14) holds because tk+1h+ τk+1 ≤ τkh+ (dM + 1)h+ τ̄ .
Therefore, for t ∈ [τkh + τk, τk+1h + τk+1), 0 ≤ τk ≤ h + τ̄ = τM , that is
τ(t) ∈ [0, τM ].

In case 1, for t ∈ [tkh+ τk, tk+1h+ τk+1), define ek(t) = 0. In case 2, define

ek(t) =

⎧

⎨

⎩

0 for t ∈ I1
x(tkh)− x(tkh+ ih) for t ∈ Ii2
x(tkh)− x(tkh+ dMh) for t ∈ I3

(15)

From the definition of ek(t) and d(t), the triggering algorithm can be rewritten
as

eTk (t)Ωek(t) ≤ σxT (t− d(t))Ωx(t − d(t)) (16)
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Then by setting the estimation error x(t)− x̂(t) = e(t), the error dynamics of
the estimation can be obtained from(3) and (8) as follows:

ė(t) = δ(t)(IN ⊗A)F1(x(t)) + (1− δ(t))(IN ⊗B)F2(x(t)) + (G⊗ Γ1 −KC)e(t)

+(G⊗ Γ2)e(t− τ(t)) +KCx(t)−KCx(t− d(t))−KCek(t) (17)

Denoting x̄(t) =
[
xT (t) eT (t)

]T
, IA = IN ⊗ A and IB = IN ⊗ B, we can get

the following augmented system from (3) and (17)

˙̄x(t) = δ(t)ĪAF1(Hx̄(t)) + (1− δ(t))ĪBF2(Hx̄(t)) + Āx̄(t)

+B̄x̄(t− τ(t)) + C̄x̄(t− d(t)) + D̄ek(t) (18)

where

Ā =

[

G⊗ Γ1 0
KC G⊗ Γ1 −KC

]

, B̄ =

[

G⊗ Γ1 0
0 G⊗ Γ1

]

, C̄ =

[

0 0
−KC 0

]

D̄ =

[
0

KC

]

, ĪA =

[
IA
IA

]

, ĪB =

[
IB
IB

]

, H̄T =

[
I
0

]

Introduce a new vector

ζT (t) = [FT
1 (Hx̄(t)) FT

2 (Hx̄(t)) x̄T (t) x̄T (t− τm) x̄T (t− τ(t))
x̄T (t− τM ) x̄T (t− dM ) x̄T (t− d(t)) eTk (t) ]

And let

A1 =
[
ĪA 0 Ā 0 B̄ 0 0 C̄ D̄

]

, A2 =
[
0 ĪB Ā 0 B̄ 0 0 C̄ D̄

]

We can rewrite (18) as following:

˙̄x(t) = δ(t)A1ζ(t) + (1− δ(t))A2ζ(t) (19)

Before giving the main results, the following lemmas are essential in estab-
lishing our main results.

Lemma 1. [19] For any x, y ∈ Rn and positive definite matrix Q ∈ Rn×n, the
following inequality holds:

2xT y ≤ xTQx+ yTQ−1y (20)

Lemma 2. [20,21] For any constant positive matrix R ∈ R
n×n, τ1 ≤ τ(t) ≤

τ2, x(t) ∈ Rn, R > 0 and vector function ẋ(t) : [−τ2, τ1] → R
n, such that the

following integration is well defined, then the following inequality is holds:

(τ1−τ2)

∫ t−τ1

t−τ2
ẋT (s)Rẋ(s)≤

⎡

⎣

x(t−τ1)
x(t−τ(t))
x(t−τ2)

⎤

⎦

T ⎡

⎣

−R R 0
∗ −2R R
∗ ∗ −R

⎤

⎦

⎡

⎣

x(t−τ1)
x(t−τ(t))
x(t−τ2)

⎤

⎦(21)
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Lemma 3. [22,23] Ω1, Ω2 and Ω are matrices with appropriate dimensions, τ(t)
is a function of t and τ1 ≤ τ(t) ≤ τ2, then

(τ(t) − τ1)Ω1 + (τ2 − τ(t))Ω2 +Ω < 0 (22)

if and only if the following two inequalities hold:

(τ2 − τ1)Ω1 +Ω < 0, (τ2 − τ1)Ω2 +Ω < 0 (23)

3 Main Results

In this section, we will design a desirable estimator with form (18) for complex
networks systems with random nodes based on event-triggered control. We first
present some sufficient conditions for the augmented system (19).

Theorem 1. Suppose that assumption 1 holds, for given scalars 0 ≤ τ1 ≤ τ2 and
the estimator gain matrix K in (7), the augmented system (19) is exponential
asymptotically stable if there exist matrices P > 0, Q1 > 0, Q2 > 0, R1 > 0, R2 >
0 and M,N,Λ1, Λ2 with appropriate dimensions, such that the following matrix
inequalities hold for s = 1, 2

⎡

⎣

Φ11 + Γ + Γ T ∗ ∗
Φ21 Φ22 ∗

Φ31(s) ∗ −R2

⎤

⎦ < 0 (24)

where

Φ11 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

Λ1 ⊗ In ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 Λ2 ⊗ In ∗ ∗ ∗ ∗ ∗ ∗ ∗

Π31 Π32 Π3 ∗ ∗ ∗ ∗ ∗ ∗
0 0 R1 −R1 −Q1 ∗ ∗ ∗ ∗
0 0 B̄TP 0 0 ∗ ∗ ∗ ∗
0 0 0 0 0 −Q2 ∗ ∗ ∗
0 0 0 0 0 0 −R3 −Q3 ∗ ∗
0 0 R3 + C̄TP 0 0 0 R3 −R3 +Ω ∗
0 0 D̄TP 0 0 0 0 0 −Ω

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

Φ21 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

θ1R1ĪA 0 θ1R1Ā 0 θ1R1B̄ 0 0 −θ1R1C̄ −θ1R1D̄
θ2R2ĪA 0 θ2R2Ā 0 θ2R2B̄ 0 0 −θ2R2C̄ −θ2R2D̄
θ3R3ĪA 0 θ3R3Ā 0 θ3R3B̄ 0 0 −θ3R3C̄ −θ3R3D̄

0 θ10R1ĪB θ10R1Ā 0 θ10R1B̄ 0 0 −θ10R1C̄ −θ10R1D̄
0 θ20R2ĪB θ20R2Ā 0 θ20R2B̄ 0 0 −θ20R2C̄ −θ20R2D̄
0 θ30R3ĪB θ30R3Ā 0 θ30R3B̄ 0 0 −θ30R3C̄ −θ30R3D̄

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

Π22 = diag{−R1,−R2,−R3,−R1,−R2,−R3}
Π3 = −R3 +Q1 +Q2+Q3+ ĀTP+ PĀ+HT (Λ1 ⊗Ω11)H +HT (Λ2 ⊗ Ω̄11)H

Π31 = HT (Λ1 ⊗Ω21)
T + δ0P ĪA, Π31 = HT (Λ2 ⊗ Ω̄21)

T + δ10P ĪB
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Ψ31(1) =
√
δNT , Ψ31(2) =

√
δMT , τ21 = τM − τm, δ10 = 1− δ0

Ω =

[
W 0
0 0

]

, Γ =
[
0 0 0 N −N +M −M 0 0 0

]

MT =
[
MT

1 MT
2 MT

3 MT
4 MT

5 MT
6 MT

7 MT
8 MT

9

]

MT =
[
NT

1 NT
2 NT

3 NT
4 NT

5 NT
6 NT

7 NT
8 NT

9

]

θ1 = τ1
√

δ0, θ2 =
√

τ21δ0, θ3 = dM
√

δ0

θ10 = τ1
√

δ10, θ20 =
√

τ21δ10, θ30 = dM
√

δ10

Proof: Construct the following Lyapunov functional candidate:

V (t, x̄(t)) =

3∑

i=1

Vi(t, x̄(t)) (25)

where

V1(t, x̄(t)) = x̄T (t)P x̄(t)

V2(t, x̄(t)) =

∫ t

t−τm

x̄T (s)Q1x̄(s)ds+

∫ t

t−τM

x̄T (s)Q2x̄(s)ds+

∫ t

t−dM

x̄T (s)Q3x̄(s)ds

V3(t, x̄(t)) = τm

∫ t

t−τm

∫ t

s

˙̄xT (v)R1ẋ(v)dvds+

∫ t−τm

t−τM

∫ t

s

˙̄xT (v)R2x̄(v)dvds

+dM

∫ t

τ−dM

∫ t

s

˙̄xT (v)R3x̄(v)dvds

and P > 0, Q1 > 0, Q2 > 0, R1 > 0, R2 > 0 are matrices to be determined.
Taking the derivative of Vi(t, x̄(t)), (i = 1, 2, 3) along the trajectory of system

(18) and taking expectation on LV (t, x̄(t)), then similar to the proof in [7] and
recalling Lemma 1-3, the proof can be completed.

Theorem 1 established analysis results for the complex networks(3), but it can
not be used to design estimator K directly for the condition (24) are not linear
matrix inequalities. The following Theorem 2 gives the estimator gain matrix K.

Theorem 2. For some given constants 0 ≤ τ1 ≤ τ2 and 0 ≤ τm ≤ τM ,
the augmented systems (19) is exponential asymptotically stable if there ex-
ist P = diag{P1,P2} > 0, Q1 = diag{Q1,Q1} > 0, Q2 = diag{Q2,Q2} > 0,
Q3 = diag{Q3,Q3} > 0, R1 = diag{R1,R1} > 0, R2 = diag{R2,R2} >
0,R3 = diag{R3,R3} > 0 , Mk = diag{Mk,Mk}, Nk = diag{Nk,Nk}(k =
1, 2 · · · , 9), Λ1 and Λ2 with appropriate dimensions so that the following linear
matrix inequalities hold for given εj > 0(j = 1, 2, 3)

⎡

⎣

Φ11 + Γ + Γ T ∗ ∗
Φ̃21 Φ̃22 ∗

Φ31(s) ∗ −R2

⎤

⎦ < 0 (26)
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where

Φ̃21 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

θ1P ĪA 0 θ1PĀ 0 θ1PB̄ 0 0 θ1PC̄ θ1PD̄
θ2P ĪA 0 θ2PĀ 0 θ2PB̄ 0 0 θ2PC̄ θ2PD̄
θ3P ĪA 0 θ3PĀ 0 θ3PB̄ 0 0 θ3PC̄ θ3PD̄

0 θ10P ĪB θ10PĀ 0 θ10PB̄ 0 0 θ10PC̄ θ10PD̄
0 θ20P ĪB θ20PĀ 0 θ20PB̄ 0 0 θ20PC̄ θ20PD̄
0 θ30P ĪB θ30PĀ 0 θ30PB̄ 0 0 θ30PC̄ θ30PD̄

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

Φ̃22 = diag{R̃1, R̃2, R̃3, R̃1, R̃2, R̃3} R̃j = ε2jRj − 2εjP, (j = 1, 2, 3),

P ĪA =

[
P1IA
P2IA

]

, P ĪB =

[
P1IB
P2IB

]

, P Ā =

[
P1(G⊗ Γ1) 0

Y C P2(G⊗ Γ1)− Y C

]

,

P B̄ =

[

P1(G⊗ Γ2) 0
0 P2(G⊗ Γ2)

]

, P C̄ =

[

0 0
−Y C 0

]

, P D̄ =

[

0
−Y C

]

.

and the other symbols are defined in Theorem 1. Moreover, the desired state
estimator K in (8) can be obtained by K = P−1

2 Y if (26) is true.
Proof: Performing a congruence transformation of diagonal matrix

diag{I, PR−1
1 , PR−1

2 , PR−1
3 , PR−1

1 , PR−1
2 , PR−1

3 , I}

to (24), then setting Y = P2K and considering the following inequality:

−PR−1
j P ≤ ε2jRj − 2εjP (j = 1, 2, 3).

Similar with [7], we can easily obtained (26) state estimator K = P−1
2 Y .

4 Numerical Results

In this section, a numerical example is given to verify the effectiveness of the pro-
posed control techniques for estimation of complex networks with time-varying
delays.

Considering the following continuous complex network consisting of five cou-
pled nodes:

ẋi(t) = δ(t)Af1(xi(t)) + (1− δ(t))Bf2(xi(t))

+

N∑

j=1

gijΓ1xj(t) +

N∑

j=1

Γ2xj(t− τ(t)), (i = 1, 2, 3, 4, 5)

where

xi(t) =

[

xi1(t)
xi2(t)

]

, A =

[

0.2 −0.2
−0.4 0.3

]

, B =

[

0.2 −0.25
−0.35 0.3

]
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The coupling configuration matrix and the inner-coupling matrix are assumed
to be

G =

⎡

⎢
⎢
⎢
⎢
⎣

−15 12.01 0 0 0.01
12.01 −15 0 0 0
0.01 0.02 −16 0 0.02
0.02 0.01 0 −16 0.01
0 0 0.01 0.01 −14

⎤

⎥
⎥
⎥
⎥
⎦

, Γ1 =

[
1 0
0 1

]

, Γ2 = 0.1Γ1.

The network nodes activation function is described as follows:

f1(xi(t)) =

[
0.4xi1(t)− tanh(0.3xi2(t))
0.9xi2(t)− tanh(0.7xi1(t))

]

, f2(xi(t)) =

[
0.3xi1(t)− tanh(0.2xi2(t))
0.8xi2(t)− tanh(0.6xi1(t))

]

Suppose C =
[

0.2 −0.5 0.2 0 0.2 −0.6 0.2 0 −0.7 0.2
]

, δ0 = 0.7, and Ξi, (i =
1, 2, 3, 4) in Assumption 1 are chosen as follows: Ξ1 = diag{0.1, 0.2}, Ξ2 =
diag{−0.15,−0.25}, Ξ3 = diag{−0.1,−0.2}, Ξ4 = diag{0.25, 0.35}.

Table 1. τ1 = 0.1, h = 0.05, ε1 = ε2 = ε3 = 0.1

ρ 0 0.1 0.2 0.5

The upper bound of τ2 1.37 1.08 0.63 0.41

Trigger times 200 138 74 52

Data transmission 100% 69% 37% 26%

In here, the communication delays satisfy τ1 ≤ τ(t) ≤ τ2, and assume τ1 = 0.1,
h = 0.05, ρ = 0.2, ε1 = ε2 = ε3 = 0.1. By applying Theorem 2, it can be obtained
the upper bound allowable delay τ2 = 0.63. In fact, for different values of ρ given,
different results can be obtained, which are described in Table 1. It can be seen
that the larger the ρ, the smaller trigger times and the maximum allowable delay,
which are reasonable.

Then combining (26) and K = P−1Y , by employing LMI Toolbox in LMIs
(26), the desired estimator parameters and triggered matrix can be obtained as
follows:

KT = 10−2
[−6.67 16.78 −6.58 0.01 −6.6 19.9 −6.66 −0.03 22.85 −6.49

]

W = 10−3diag{1.3, 1.3, 1.4, 1.4, 1.4, 1.4, 1.4, 1.4, 1.5, 1.5}

Simulation results are shown in Fig.1 which shows that the output error e(t)
with ρ = 0.2. From Fig.1 we can see that the designed estimator performs well.
Moreover, the times of data transmission under event-triggered scheme much
small number than time-triggered periodic communication scheme from Table
1.
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0 1 2 3 4 5 6 7 8 9 10
−1

−0.5

0

0.5

1

1.5

Time(s)

e(
t)

Fig. 1. Estimation error trajectory e(t) of (17) with ρ = 0.2

5 Conclusion

In order to reduce the computation load, this paper has investigated a event-
triggered state estimation problem for the complex networks system. Under the
event-triggering scheme, the sampled sensor measurements information will be
transmitted to the controller only when it meets a specified triggering condition.
By using Lyapnnov functional approach and stochastic techniques, sufficient con-
ditions is obtained in which the estimator error dynamics is exponential asymp-
totically stable, and a novel state estimator for the stochastic complex networks
systems can be achieved by solving some linear matrix inequalities. Finally, a
numerical example is provided to show the effectiveness of the even-triggered
scheme.
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Foundation of China (No.11226240), the Natural Science Foundation of Jiangsu
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Abstract. An integrated iterative learning control strategy based on time-
varying perturbation models for batch processes is proposed in this paper. A 
linear perturbation model is firstly obtained in order to control the perturbation 
variables rather than the actual process variables themselves. Next, an 
integrated control strategy which combines ILC with real-time feedback control 
is used to control the perturbation model. It leads to superior tracking 
performance and better robustness against disturbance and uncertainty. Lastly, 
the effectiveness of the proposed method is verified by examples. 

Keywords: batch process, integrated learning control, iterative learning control, 
Time-varying perturbation model. 

1 Introduction 

Batch processes have been used increasingly in the production of low volume and 
high value added products, such as special polymers, special chemicals, 
pharmaceuticals, and heat treatment processes for metallic or ceramic products [1]. 
With strong nonlinearity and dynamic characteristics, optimal control of batch 
processes is more challenging than that of continuous processes and thus it needs new 
non-traditional techniques.  

Batch processes have the characteristic of repetition, and thus iterative learning 
control (ILC) can be used in the optimization control of batch processes [2-4]. After 
its initial development for industrial robot [5], ILC et al has been increasingly 
practiced for batch processes with repetitive natures to realize perfect tracking and 
control optimization [6, 7]. However, ILC is actually an open-loop control from the 
view of a separate batch because the feedback-like control just plays role between 
different batches. In most reported results, only the batch-to-batch performance is 
taken for consideration but not the performance of real-time feedback. As a result, it 
is difficult to guarantee the performance of the batch process when uncertainties and 
disturbances exist. Therefore, an integrated optimization control system is required  
to derive the maximum benefit from batch processes, in which the performance of 
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time-axis and batch-axis are both analyzed synchronously. Rogers firstly employed 
two-dimension (2D) theory to solve above-mentioned problem [8]. Li et al presented 
an ILC strategy for 2D time-invariant linear repetitive systems with fixed time delays 

[9]. Chin et al proposed a two-stage iterative learning control technique by using the 
real-time feedback information to modify the ILC parameters for independent 
disturbance rejection [10]. Liu et al combined the internal model control (IMC) with 
the ILC to deal with uncertain time delay for linear batch processes [11]. Recently, 
Wang et al proposed an advanced ILC-based PI control for MIMO batch processes to 
hold robust stability based on a 2D system formulation [12]. Gao’s research group did 
a series of 2D optimization control-based research for batch processes [13, 14]. 
However, most reported results assume that the batch process is linear in order to 
simplify the design procedure [15]. Furthermore, the analysis on the stability and 
robustness of batch process is more troublesome.  

Motivated by previous works, an integrated iterative learning control strategy 
based on time-varying perturbation models for batch processes is proposed in this 
paper. A linear perturbation model is firstly obtained in order to control the 
perturbation variables rather than the actual process variables themselves. Then, an 
integrated control strategy which combines ILC with real-time feedback control was 
used to control the perturbation model. 

2 Process Descriptions  

With strong nonlinearity and dynamic characteristics, the optimal control of batch 
process is more complex than that of continuous processes. In batch process operation 
practice, it is quite useful to look at the changes of variables away from their nominal 
trajectories, rather than the actual process variables themselves [16]. In this section, a 
linear perturbation model will be firstly obtained by linearizing a nonlinear process 
with respect to the nominal trajectories.  

Consider a 2D nonlinear batch process described by the following nonlinear 
function 

( ) ( )( ) ( )k t k ky t f u t v t= +                          (1) 

( )

( )

low up
k

low up
k

u u t u

y y t y

≤ ≤

≤ ≤
                           (2) 

where t and k denote time and cycle indices, respectively. ( )ku t , ( )ky t  and 

( )kv t are, respectively, the control input, the output and the measurement noise at 

time t in -thk  cycle, and ( )tf ⋅  represents the nonlinear function between 

( )ku t and ( )ky t . lowu and upu are the lower and upper bounds of the input sequence, 
lowy  and upy are the lower and upper bounds of the final product qualities. 

Eq.(1) can be rewritten in matrix form as 
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( )k k k= +Y F U V                            (3) 

where kU and kV  denote the input sequence and the noise sequence of k th− batch, 

respectively. kY is the corresponding product quality sequence. ( )⋅F represents the 

nonlinear static function between kU and kY . 

By linearizing the nonlinear batch process model described by Eq. (3) with respect 
to sU  around the nominal trajectories ( ),s sU Y , the following expression can be 

obtained 

( ) ( )
s

k
k s k s k k

k

∂
= + − + +

∂
U

F U
Y Y U U W V

U
               (4) 

where, kW  is the model errors due to the linearization. 

Define 
( )

s

k
s

k

∂
=

∂
U

F U
G

U
, then Eq.(4) can be rewritten as 

 

( )k s s k s k− = − +Y Y G U U d                      (5)

 where k k k= +d W V , and is supposed to be bounded by a certain small positive 

constant, namely k dB<d . 

Thus, the linearized perturbation model can be obtained from Eq.(5) as 

k s k k= +Y G U d                            (6) 

where， k k s= −U U U and k k s= −Y Y Y are the perturbation variables of the control 

and product quality variables, respectively.  

3 Itergrated Iterative Learning Control Strategies Based on 
Perturbation Models   

The formulation of the proposed integrated iterative learning control system based on 
perturbation model is depicted in Fig. 1. Batch length is defined as ft . Here the batch 

length ft is divided into L equal intervals. k and t  are same as those defined in 

Section 2, ( )dy t  is the deviated desired product quality defined as 

( )= ( ) ( )d d sy t y t y t−  , where ( )dy t is desired product quality. ( )ku t  , ( )ky t  and 

( )kd t are input variable, output variable and disturbance of the perturbation model at 

time t in -thk  cycle, respectively. ( )ILC
ku t and ( )time

ku t are ILC control action 

variable and PIDC control action variable, and ( ) ( ) ( )ILC time
k k ku t u t u t= + . ( )ke t  

represents the error between ( )ky t and ( )dy t . sG  denotes the batch process. Based 
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on the information from previous batch, the optimization controller can find an 
updating mechanism for the input sequence ILC

kU  of the new batch using improved 

iterative optimal control law derived by the rigorous mathematic proof method 
discussed shortly. At next batch, this procedure is repeated to let the product qualities 
asymptotically converge towards ( )d fy t  at the batch end.  

( )ILC
ku t

+

−

( )dy t

( )time
ku t

sG

+
( )kd t

( )ky t

( )ku t

k k s= −U U U

k k s= −Y Y Y

ILC
kU

ˆ
sG

ˆ ( )k fy t

+

−

 

Fig. 1. Integrated Iterative Learning Control System Based on Perturbation Model 

As discussed above, the proposed integrated learning optimization control action 
can be described as 

ILC time
k k k= +U U U                            (7) 

where time
kU  is the control sequence from time-axis control action. 

The error between the desired product qualities and the measured output is defined 
by 

( ) ( ) ( )k d ke t y t y t= −                            (8) 

Thus 

( ) ( )
( )= ( ) ( )

  = ( ) ( ) ( ) ( )

= ( ) ( )

= ( )

k d k

d s k s

d k

k

e t y t y t

y t y t y t y t

y t y t

e t

−
− − −

−
               (9) 

Owing to the model-plant mismatch, the process output may not be same as the 
one predicted by the model. The offset between the measured output and the model 
prediction is termed as model prediction error defined by 

ˆ ˆ( ) ( ) ( )k k ke t y t y t= −                         (10) 
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where ˆˆ ( ) ( ) ( )k s ky t y t y t= + . 

Then, according to Eq.(10) and ˆˆ ( ) ( ) ( )k s ky t y t y t= + , we can get 

( ) ( )
ˆ ˆ( ) ( ) ( )

ˆ  = ( ) ( ) ( ) ( )

ˆ= ( ) ( )

k k k

k s k s

k k

e t y t y t

y t y t y t y t

y t y t

= −
− − −

−

               (11) 

The objective is to design a learning algorithm to implement the control 
trajectory kU such that the product quality asymptotically converges to the desired 

product qualities along the batch axes. Thus, instead of using the whole reference 
sequences for product qualities, which is less important for batch processes product 

quality control, only the desired product quality ( )d fy t at the end of a batch is used. 

The batch-to-batch dynamic parameters based quadratic criterion-iterative 
optimization problem can be formulated as: 

( ) ( )
+1

2 2

1 1 1
ˆmin ( , 1) ,

k

ILC ILC ILC
k d f k f kJ k y t y t+ + ++ = − + Δ

RQ
U U U        (12) 

where 1 1
ILC ILC
k k k+ +Δ = −U U U , Q and +1kR are both weighting matrices defined as 

Lq= ×Q I and +1 +1k k Lr= ×R I  ,where +1kr and q  are both positive real numbers. 
The solution to the constrained optimization problem in Eq. (12) can be easily 

solved using classical mathematic method or intelligent algorithm such as sequential 
quadratic programming (SQP) algorithm [17], particle swarm optimization (PSO) 

[18], and genetic algorithm (GA) [19]. The condition that the optimization algorithm 
can accurately find out the best solution is assumed in this work in order to develop 
the first of its kind that guarantees the convergence of control policy with the 
proposed batch-wise varying quadratic-criterion derived from a rigorous proof. In this 
paper we use SQP to solve this optimization problem. That is to say, we assume that 
the best control solution can be guaranteed by using SQP optimization algorithm.  

In this paper, the nonlinear batch process model in Eq. (6) is identified by NFM 
[20]. Without loss of generality, we assume that the prediction errors of the model 
converge to a very small region along batch axes.  

As a sum-up, the procedure to design the integrated iterative learning control 
system can be described by five steps as follows: 

Step 1 Modeling the prediction model based on historical batch operation date 
points. 

Step 2 Obtaining a linear perturbation model by linearizing a nonlinear object with 
respect to the nominal trajectories according to Eq.(4). Let k= 1 and 
initialize 1U , Q and kR . 

Step 3 Update control input sequence ILC
kU in batch-axis according to Eq.(12). Let 

t= 1. 
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Step 4 Compute ( )time
ku t  and ( )ku t  at the t-th time of the k-th batch, and then 

( )ku t  and the corresponding output ( )ky t can be obtained. Update the parameters of 

prediction model according to Eq.(13). 
Step 5 If t < T，set t =t + 1 and go back to step 4, else set k=k+ 1 and go back to 

Step 3. 

4 Example 

The proposed method is implemented to a classical batch process proposed by Kwon 
and Ecans [21] in this section. The mechanism model of the batch process describing 
polymerization process is as follow: 

( ) ( )

( )
( )

2
2 201

1 1 1 1

2 1 2 2
2

1

3 1
3 3

1

1 exp 2 2 exp

1400
1

1 exp /

exp /

1 1500

m
m

m ref

w ref

w ref

Edx
f x x x A

dt M uT

dx f x x
f

dt x A B uT

A B uTdx f
f x

dt x

ρ ρ χ
 

= = − + −  
 

 
 = = −

+   
 
 = = −

+        
   

(34) 

where 1 1

1 2 3 4

1

c c

x x

r r T r r T
ρ −

= +
+ +

, 0 1 2 cr r Tρ = +  and 273.15c refT uT= − , 1x  is the 

conversion, 2 /n nfx x x=  and 3 /w wfx x x= are dimensionless number average and 

weight average chain lengths (NACL and WACL), respectively, / refu T T=  is the 

control variable which is bounded in the interval [ ]0.93486,1.18539 ; T is the 

absolute temperature of the reactor; cT  is the temperature in degrees Celsius; wA  

and B are coefficients in the relation between the WACL and temperature obtained 
from experiments; mA  and mE  are the frequency factor and activation energy, 

respectively, of the overall monomer reaction; the constants 1r - 4r are density-

temperature corrections, and wM and χ are the monomer molecular weight and 

polymer-monomer interaction parameter, respectively. Table 1 lists the reference 
value used to obtain the dimensionless variables, as well as the values of the reactor 
parameters. The final time, ft was fixed to be 313 min, the initial value of the states 

used were 1(0) 0x = , 2 (0) 1x = , 3 (0) 1x = , and the desire value is ( )0.8 1 1dy = . 
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Table 1. Parameter values for the batch polymerization process 

Parameters Values 

mA  

5 34.266 10 m / (kmol s)×  

wA  
0.033 454  

B  

4364 K  

mE  
10 103.5 K  

mM  104 kg/kmol  

1r  

3 30.9328 10 kg/m×  

3r  

3 31.0902 10 kg/m×  

2r  

30.879 02 kg/(m C)− 
 

4r  

30.59 kg/(m C)− 
 

refT  399.15 K  

ft  313 min  

nfx  700  

wfx  1500  

χ  0.33  

 
In the simulation, we choose NFM model as the prediction model, and three 

different NFM models are firstly constructed to represent the mapping relationship 
of 1u x→ , 2u x→ , 3u x→ , respectively. 50 independent random signals are used to 

simulate 30 batches data for training purpose and another 20 batches data for testing 
purpose. In addition, the robustness of the proposed method is evaluated by 
introducing Gaussian white noise with 0.5% standard deviation to the output variable 
of the process. After models training, test the average errors of prediction models are 

35.4657 10−× , 21.1393 10−×  and 38.8480 10−× [22]. 

The control object is to drive system output ( )1 2 3x x x=y  approximating 

to ( )0.8 1 1f
d =y , and the object function of this example is as follow 

1 2 3

2 2 2 22 2

1 1 1 1,1 1,2 1,3 1( , 1) f f f f
k k k k k k kRQ q q q

J k e e e+ + + + + + ++ = + Δ = + + + Δ
R

U e U U       (35) 

where，
1

2

3

0 0

0 0

0 0

q

q

q

 
 =  
 
 

Q ， Tr= ⋅R I  is dynamic parameter： 
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( )
0

3

1 2 , 0
1

ˆ1 exp
K

f
k i

k k i

r e K kτ τ
= =

  
= − − −      

                  (36) 

Other parameters in this simulation are： 1τ = 51 10× ， 2τ =0.1， 1q =0.1， 2q = 41 10×
， 3q = 41 10× ， α =0.2， β =0.01. Time-axis choose a simple P controller, and 

[ ]0.01,0.1,0.1pk = . The batch reactor is linearized as ( ) ( )1 6.48 8.274G s s= +
, 

( ) ( )2 1.827 3.023G s s= +  and ( ) ( )3 1.394 1.949G s s= + . 

The proposed integrated ILC is compared with traditional ILC [22] and Zhang’s 
method [16] as given in table 2. Clearly, the proposed integrated learning algorithm 
has better performance.   

Table 2. 15-th batch final output error value based on three control systems under disturbance  

methods output 1x  output 2x  output 3x   
Integrated control 

ILC[22] 

Zhang[16] 

33.8 10−×  
28.87 10−×  

34.5 10−×

31.8 10−×  
41.6 10−×  
21.12 10−×

31.67 10−×  
34.7 10−×  
21.15 10−×

 

5 Conclusion 

An optimal control strategy for batch processes nonlinear 2D system was presented in 
this paper. First of all, obtaining a linear perturbation model by linearizing a nonlinear 
object with respect to the nominal trajectories, and thus the perturbation variables 
were used as controlled variables rather than the actual process variables themselves. 
Then, an integrated control strategy which combines ILC with real-time feedback 
control was used to control the perturbation model. Thus, the complex nonlinear 
process was turned into a linearization process for easily researching, controlling, and 
then obtaining better control effects. 
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Abstract. In this paper, consensus of multi-agent systems under both 
determinstic switching agent dynamics and stochastic topology jumps is 
investigated. The analysis relies on the fact that these two switching signals are 
independent. First, a necessary and sufficient condition for achieving a 
consensus under time-invariant agent dynamics and fixed communication 
topology is presented. Based on this result, the almost sure consensus condition 
under deterministic switching agent dynamics and stochastic topology jumps is 
investigated. It is shown that almost sure consensus can be reached if 
determinstic switching signal satisfies minimum average dwell time constraint. 

Keywords: Multi-agent systems, Consensus, Markov switching, Dwell time. 

1 Introduction 

Recent years have witnessed an increasing attention on cooperative control of MASs 
partly due to its broad applications in many areas including formation control [1], 
distributed sensor network [2], flocking [3], attitude alignment [4] and etc. Among 
them, consensus is a fundamental problem. Consensus refers to all the agent reach an 
agreement using the local information, which is determined by the underlying net-
work topology. 

Consensus problem has a long-standing tradition in automatic theory. Reference 
[5] firstly applies the thoughts of consensus from statistics to sensor network informa-
tion fusion, uncovering the research of consensus problem in control theory and ap-
plication. In the pioneering work [6], a general framework is introduced to analyze the 
consensus of multi-agent system by using graph theory. Many existing literatures 
study the consensus problem of MASs whose agent dynamics are single or double 
integrators. See, for example, reference [7] and [8]. In practice, many systems cannot 
be described by simple single- or double-integrator dynamics, so recently more and 
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more efforts are devoted to consensus of MASs with general linear dynamics. For 
instance, reference [9] proposed a distributed observer-type consensus controller 
based on relative output measurements to address the consensus problem of multi-
agent systems with general linear node dynamics and the synchronization of complex 
networks in a unified framework. In [10], several fully distributed adaptive protocols 
requiring neither global information about the communication graph nor the upper 
bound of the leader’s control is designed to solve consensus problem of multi-agent 
systems with general linear dynamics. However, most existing literatures only assume 
that the agent dynamics are time-invariant. In fact, the dynamic of each agent can be 
changed due to, i.e., mode changes. To the best of our knowledge, only literature [18] 
investigates the output feedback control of MASs whose agent dynamic is subject to 
ergodic Markov chains. 

Another interesting topic of MASs is consensus under time-varying topologies. 
The time-varying nature of a communication network is originated from the fact that 
two agents may lose or generate a link due to, for example, obstacles, transmission 
failures, and limited communication range. Motivated by this fact, the consensus 
problem of MASs under time-varying network topology has been actively addressed 
in the literature. For example, the consensus problem of first- or second-order MASs 
has been considered in [7] and [11] respectively. For high-order MASs, reference 
[12]-[14] have addressed the problem under fast-switching, frequently connected, and 
jointly connected networks, respectively. Reference [15] and [16] consider the con-
sensus problems for multi-agent systems with switching topologies governed by a 
Markov process, showing that the effect of switching topologies on consensus is de-
termined by the union of topologies associated with the positive recurrent states of the 
Markov process. In [17], both deterministic and Markov switching topologies are 
considered for consensus problem of high-order multi-agent systems.  

This paper considers consensus of general linear MASs under both time-varying 
agent dynamics and switching network topologies. We assume that there exists a de-
terministic sync signal to change the dynamics of all the agents simultaneously while 
the topology jumping is subject to a Markov process. A distributed observer-type 
protocol is constructed to solve the problem. Firstly, a necessary and sufficient condi-
tion for achieving a consensus under time-invariant agent dynamics and fixed network 
topology is presented. Based on this result, the almost sure consensus condition under 
deterministic switching agent dynamics and stochastic topology jumps is investigated. 
It is shown that almost sure consensus can be reached if agent switching signal satis-
fies minimum average dwell time constraint. 

The rest part of this paper is organized as follows. Section 2 gives some basic con-
cepts and results of graph theory. Section 3 gives problem formulation and a neces-
sary and sufficient for achieving consensus under time-invariant agent dynamics and 
fixed communication topology. Section 4 presents a sufficient almost sure consensus 
condition to reach a consensus over deterministic switching agent dynamics and Mar-
kovian jumping topologies. Finally, Section 5 concludes the whole paper. 

Notations: Let n ń  be the set of n n´  real matrices. The superscript T  means 

the transpose for real matrices. n n
nI

´Î  represents the identity matrix. Denoted 
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by 1  a column vector with all entries equal to one and its dimension is appropriate. 

For a vector x , let x  denotes its 2-norm. A matrix is Hurwitz if all of its eigenva-

lues have negative real parts. The matrix inequality ( )A B> ³  means that A B-  

is positive (semi-)definite. The Kronecker product, denoted by Ä , facilitates the 
manipulation of matrices by the following properties: (1) ( )( )A B C DÄ Ä =

AC BDÄ ; (2)( ) .T T TA B A BÄ = Ä  

2 Graph Theory 

In this section, some basic concepts and results of graph theory are introduced. For 
more details, readers can please refer to ([12–14]). 

We use a digraph �  ( , )=  to describe the information exchange between agents, 

where {1, , }N=   is a finite nonempty set of nodes (i.e. agents) and 

 e Ì ´  is the set of edges. An edge ( , )i j  in e  means that agent j  can ob-

tain information form agent i . A sequence of edges 1 2( , )i i , 2 3( , )i i ,  , 1( , )k ki i-  

with 1( , )j ji i- Î , {2, , }j k" Î  is called a directed path form agent 1i  to 

agent ki . A digraph is said to be connected (or contain a directed spanning tree) if 

there is a node i Î � such that there exists a direct path form this node to the rest. 
Digraph   can also be described by a weighted adjacency matrix 

�[ ] N N
ija ´= Î  such that 0ija >  if ( , )j i eÎ  and 0ija = , otherwise.   is 

undirected if  T = . 

The Laplacian matrix  [ ] N N
ij

´= Î  of the graph   is defined as 

ii ijj i
a

¹
= å , ii iia= - . Clearly,   is symmetric if the graph is undirected.  

Lemma 1. ([9]) All the eigenvalues of   have nonnegative real parts. Zero is an 
eigenvalue of  , with 1  as the right eigenvector. 

Lemma 2. ([17]) The algebraic multiplicity of the zero eigenvalues is 1 if and only if 
the given graph � is connected. 

3 Problem Formulation 

Consider the following MAS with time-invariant agent dynamics and fixed topology 

i i ix Ax Bu= +  
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 i iy Cx= , 1 i N£ £ ,  (1) 

where , n
i ix u Î   and p

iy Î   are the state, input and output of the agent i , re-

spectively. All [ ]jA  are not Hurwitz (if [ ]jA  is Hurwitz, the consensus can be 

reached by just setting ( ) 0iu k = ). Moreover, it is assumed that ( , , )A B C  is stabi-

lizable and detectable.  
The communication topology among agents is modeled as a directed graph 

�   ( , , )= . For the MAS (1), only relative output measurements 

 
1

( )
N

i ij i j
j

a y yz
=

= -å ,  1 i N£ £ ,    (2) 

are assumed to be available to the agent i , where ija are the ( , )i j  elements of adja-

cency matrix  . An observer-type consensus protocol is proposed as  

 


1

( )  ( )
N

i ij i j i
j

i i

v A BK F a C v v

u Kv

z
=

æ ö÷ç ÷ç= + + - - ÷ç ÷ç ÷çè ø
=

å ,   (3) 

where n
iv Î  is the protocol state, 1, ,i N= , q nF ´Î  and q nK ´Î  

are constant matrices to be determined. 

Define : [ ; ]T T T
i i ix vz = , 1: [ ; ; ]T T T

Nz z z=  . Then, from (1)-(3), the collective dy-

namic z  is written as  

    [ ]NIz z= Ä + Ä ,  (4) 

where 
0

A BK

A BK

é ù
ê ú= ê ú+ê úë û

, 
0 0

FC FC

é ù
ê ú= ê ú-ê úë û

,   is the Laplacian matrix of  . 

Let us partition   into the following from: 

 
11 12

21 22

l L

L L

é ù
ê ú= ê ú
ê úë û

,   (5) 

where 11l Î  and 22 ( 1) ( 1)N NL - ´ -Î . Introduce the following error variable: 

 1 1: 1R Nd z z-= - Ä ,   (6) 

where ( 1) ( 1)
2[ ; ; ]T T T N N

R Nz z z - ´ -= Î  . Then, the so-called disagreement dynam-

ics can be written as: 
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 22 12
1[ ( 1 ) ]  :=N NI L Ld d d-= Ä + - Ä P   .   (7) 

Readers can refer to [17] for detail derivation of (7). It is obvious that the MAS (1) 
can reach a consensus if P  is Hurwitz. The following lemma gives the condition. 

Lemma 3. Given an arbitrary digraph   , the matrix P  in (7) is Hurwitz if and 

only if   is connected and all matrices A BK+ , iA FCl+ , 2, ,i N= , are 

Hurwitz, where il  are the nonzero eigenvalues of the Laplacian matrix   asso-

ciated with  . 

Proof:  By Theorem 3.2 of [17], P  is Hurwitz if and only if  il+  is Hurwitz 

for all 2, ,i N= . It is easy to check that  il+  is similar to  

0
,  2, , .i

i

A FC
i N

FC A BK

l
l

é ù+ê ú =ê ú- +ê úë û
  

Then, P  is Hurwitz if matrices A BK+ , iA FCl+ , 2, ,i N= are stable.   □ 

 
As ( , )A B  is stabilizable, it can always find a K  satisfingA BK+  is Hurwitz. 

Matrix F  can be obtained by the following instruction. 
If there exists a 0P >  such that  

 ( ) ( ) 0T
i iP A FC A FC Pl l+ + + < ,  (8) 

then iA FCl+  is Hurwitz. Let 1 TF P C-= - , then (8) becomes 

2Re( ) 0T T
iPA A P C Cl+ - < . 

P  can be acquired by solving the above linear matrix inequality (LMI). 
Next, we assume there exists a sync signal which can transform the dynamics of all 

the agents simultaneously. Then the dynamics of agent i  takes the following form: 

 [ ( )] [ ( )]t t
i i ix A x B ug g= + , 

 [ ( )]t
i iy C xg= , 1 i N£ £ ,   (9) 

where ( ) { } 1,2, ,t mg Î =  is an exogenous piecewise constant function. m  

can be regarded as different working modes of the agents. Let (0, )D t
 
denote the 

number of deterministic switches that happened in the interval [0, )t . gt  is the aver-
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age dwell time of deterministic switching during [0, )t , which satisfies that 

0(0, )D k D t gt£ + , where 0 0D ³ is a chatter bound.  

The communication topology is represented by a directed switching graph 

 �   ( ) ( ) ( )( , , )t t ts s s= , where ( )ts  takes values in a finite set { } 1,2, ,p=  

and is subjects to a irreducible Markov process with stationary transition probabilities 

 Pr{ ( ) | ( ) } ( ),  ijt h j t i h o h i js s l+ = = = + ¹ ,   

where 0h >  and 0ijl >  is the transition rate form mode i  at time t  to mode 

j  at time t h+ . Let 
1,

p
ii ijj j i
l l

= ¹
= -å  and define [ ]ij p pl ´L = . The matrix 

L  is called the transition rate matrix of the Markov process ( )ts . From the irredu-

cibility of ( )ts , it exponentially converges to a unique invariant distribution 

1[ ]Tpp p p=  which can be obtained by solving the equation 0 Tp= L .  

Under these settings, the information available to the agent i  is modified as: 

 ( )
1

( )
N

ij
i i jt

j

a y ysz
=

= -å ,   (10) 

and the consensus protocol is proposed as  

 
[ ( )] [ ( )] [ ( )] [ ( )] [ ( )

1
[ ( )]

( )  ( )
N

t t t t t
i ij i j i

j
t

i i

v A B K F a C v v

u K v

g g g g g

g

z
=

æ ö÷ç ÷ç= + + - - ÷ç ÷ç ÷çè ø
=

å
. 

                                                                             (11) 

Then, the disagreement dynamics is obtained as 

 [ ( )][ ( )] 22 12 [ ( )]
( ) 1 ( ) ( )[ ( 1 ) ]  := tt t

N t N t tI L L gg g
s s sd d d-= Ä + - Ä P     (12) 

where [ ( )]tg  and [ ( )]tg  can be obtained analogously from (4). 

Definition 1. The MAS (9) is said to reach an almost sure consensus under a determi-
nistic agent switching ( )tg  and a Markov topology jumping ( )ts  if 

{ }Pr lim 0 1
t
d

¥
= =  holds for any initial conditions. 
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Assumption 1. The digraph set { } 1, , p  contains r  connected graphs, where 

r  is an integer satisfying 1 r p£ £ . Without loss of generality, let { } 1, , r  

and rest be the sets of connected and disconnected digraphs, respectively.  
We now proposed an algorithm for the MAS (9) with protocol (11). 

Algorithm 1. For an arbitrary g Î  

1. Choose matrix [ ]K g  such that [ ] [ ] [ ]A B Kg g g+  is Hurwitz; 

2. Solve the following LMI to get a [ ] 0P g > : 

[ )] [ ] [ ] [ ] [ ] [ ]( ) -2 ( ) 0T TP A P A C Cg g g g g gl++ < , 

where   , ( ) 0: min Re ( ) 0
i kk i kll l+

Î ¹= > .  

 
Let us assume that ( )t is =  and ( )t jg =  for some 0t > . Then by Lemma 3, 

if i  is less than or equal to r , [ ]j
iP  is Hurwitz, otherwise [ ]j

iP  is not. Based on this 

fact, one can find two constants [ ] 0j
ia >  and [ ] 0j

id >  satisfying that 

 

[ ] [ ]

[ ]

[ ] [ ]

,          1

,          

j j
i ij

i
j j
i i

a t
t

a t

e i r
e

e r i p

d

d

-
P

+

ìï £ £ïï£ íï < £ïïî

  (13) 

where 1 j m£ £ . We can also define [ ]
1: max j

i j m ia a£ £= , :a = 1max i p ia£ £ . 

4 Main Result 

Theorem 1. Suppose Assumption 1 hold. Then, the MAS (9) with protocol (11) reach 
an almost sure consensus under deterministic agent switching ( )tg  and Markovian 

network switching ( )ts  if there exists average dwell time gt  such that 

 [ ]
[ ]

, ,
min

j
j

j

a
j gh h t

h h
> " Î ³

-
    

where [ ] [ ][ ]

1 1 1

p r p
j jj

i i ii i i i i
i i i r

ah p l d p d p
= = = +

= - +å å å , h  is a positive constant. 
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Proof: If ( )t jg = Î  is invariant in time interval [ , )tt , we can define 

( )
[ ]
( )[ ] , :
j
t

t F tj t e dts

t
tF = ò . Let 1 2, ,t t  be the time instant at which ( )tg  switches. 

Denote ( , 0)tY  as the transition matrix of (12). Then, for any t satisfying 0 =  

0t < 1 1k kt t t t +< < £ < , ( , 0)tY  satisfies 

1
[ ( )] [ ( )]

1
0

( , 0) ( , ) ( , )k s

k
t t

k s s
s

t t t t tg g
-

+
=

Y = F F , 

which can be further obtained as: 
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Rearrange the terms in (14) by using (13),  
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  (15) 

where ( , )iN t t  and ( , )iT t t  represent the discontinuous and cumulative dwell time 

of graph i  in the interval ),ttéë , respectively. By rearranging the terms in the sum 

of (15), we obtain 

( ) ( )
1

[ ( )] [ ( )] [ ] [ ]
1

1 1 0 1 1

[ ] [ ]
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           ( )
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i i
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å å
  

Note that the visits for which ( ) ( )s st ts s- +=  are counted twice in the summation of 

( ) ( )
1

1
0

, ,
k

i k i s s
s

N t t N t t
-

+
=

+ å . Precisely, 

 ( ) ( )
1

1
0
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i k i s s i i
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+ = +å    (16) 
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where ( , 0)iD t  is the number of agent dynamics switching occurrence during [0, )t  

when the graph is in i . Note that 
1

( , 0) ( , 0)
p

ii
D t D t

=
=å . Then 

[ ] [ ] [ ] [ ]

1 1 1 1 1

ln ( , 0) ( , 0) ( ) ( )
p r m p m

j j j j
i i i i i i

i i j i r j

aD t a N t T t T td d
= = = = + =

Y £ + - +å åå å å  

Since ( )ts  does not depend on ( )tg  and the Markov chain is unique, it holds that 

 [ ( , )] ( )i i i iiE N t tt p p l t= - -    (17) 

 [ ( , )] ( )i iE T t tt p t= -    (18) 

 [ ] [ ][ ] ( )j j
i iET r t tp=    (19) 

By the definition of gt  
and exploit the ergodic law of large numbers, one obtains 

with probability 1,  
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where ( )[ ] [ ]limsup 1j j
tr r t¥= £ . It is also clear that  
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Use the condition of the Theorem, 
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Since , i" , and recalling (20), 
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It results form (21) that  

1
lim sup ln ( , 0)
t

t
t

h
¥

Y £ - , a.s., ( )tg" Î . 

This completes the proof.                                              □ 
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5 Conclusion 

Almost sure consensus of multi-agent system under both switching agent dynamics 
and stochastic topology jumping has been investigated in this paper. By introducing 
the notions of average dwell time, a sufficient AS consensus condition is proposed 
The analysis is carried out by the fact that the switching of agent dynamics and net-
work topology are independent. The future work includes stochastic switching of 
agent dynamics. 
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Abstract. This paper proposes an effective method for the construc-
tion of Integral Quadratic Constraints(IQC) based on Quadratic Sepa-
ration(QS) framework for the stability analysis of a wide range of systems
with time delays. An unified framework for both the QS framework and
the Lyapunov theory is proposed, an effective IQCs construction method
for Lyapunov candidates is thus obtained. This method is then applied to
the stability analysis of linear systems with time delays. Stability criteria
are established based on the proposed approach. Numerical examples are
finally provided to show its effectiveness.

1 Introduction

As an alternative tool to Lyapunov theory for stability analysis, IQCs provide a
general framework for the stability analysis of feedback interconnections of lin-
ear time invariant(LTI) plants with uncertainty blocks. Many well-known results,
such as robust stability analysis for systems with structured time-varying uncer-
tainties can be viewed as a special case of the IQC approach [1][2]. To improve
the flexibility of this approach, multipliers are used to select proper variables
for the partitioning. However, the applicability of many results are limited by
the computational difficulties at that time. In the 1970s, IQCs were explicitly
used by Yakubovich to treat the stability problem of systems with nonlinearities.
A unifying framework was introduced in [1], and since then research on IQCs
has mainly focused on finding suitable multipliers[3-6]. Recently, Peaucelle and
Ariba etc. [5][6] proposed a novel QS framework for feedback connected systems
with implicit linear transformation. The merit of this framework lies on not only
its effectiveness in dealing with time varying operators but also obtaining LMIs
conditions directly without using KYP lemma. The associated fundamental con-
cept is the topological separation proposed by Safonov [3], in which it states that
internal signals of a multi variable feedback connection of two systems F and G
are unique and bounded under external disturbances if and only if the graph of F
is topologically separated from the inverse graph of G. However, as mentioned in

M. Fei et al. (Eds.): LSMS/ICSEE 2014, Part II, CCIS 462, pp. 439–448, 2014.
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[5], finding such topological separator is tricky in general. The main goal of this
paper is to develop a new quadratic separator’s, i.e. IQC’s construction method,
and extends the fundamental stability theorem 1 in [6] to more general forms.

Notation: diag{· · ·}denotes the block diagonal matrix.Matrices, if not explic-
itly stated, are assumed to have compatible dimensions for algebraic operations.
Lm
2 denotes the space of Rm valued,square summable (integrable) functions de-

fined on time interval (−∞,∞), and Lm
2e denotes the extension of the space Lm

2 ,
which consists of functions whose time truncation lie in Lm

2 . Introduce a trunca-
tion operator PT , which leaves a function unchanged on the interval [0, T ] and
gives the value zero on (T,∞]. For all measurable functions u(t) ∈ Lm

2 , define
the norm ‖u(t)‖2 = {∫∞

−∞ uT (t)u(t)dt}1/2, then this norm corresponds to the

inner product<> for(u, v ∈ Lm
2 ) defined as < u, v >=

∫∞
−∞ uT (t)v(t)dt.

2 Stability Analysis Based on Quadratic Separation
Framework and Lyapunov Theory

2.1 Recap of QS Stability Analysis

Consider the following feedback configuration.

E(z − z̄) = Gw (1)

w − w̄ = ∇z (2)

where E is real valued, possibly non-square full column rank matrix; G is real
valued, possibly non-square matrix;z, w are internal variables, z̄, w̄ are external
inputs and ∇ is a linear operator from L2e to L2e.

Two signals w ∈ Lm
2 and v ∈ Ll

2 are said to satisfy the IQC defined by Π , if

δΠ(v, w) : =

〈[

v
w

]

, Π

[

v
w

]〉

=

∫ ∞

−∞

[
v(t)
w(t)

]T

Π

[
v(t)
w(t)

]

dt

=

∫ ∞

−∞

[
v̂(jw)
ŵ(jw)

]∗
Π(jw)

[
v̂(jw)
ŵ(jw)

]

dw

≥ 0

where the operator Π is referred to as the multiplier of the quadratic form
δΠ . To facilitate the development, the multiplier Π is often a block decomposed

into the form

[
Π11 Π12

Π∗
12 Π22

]

and the dimensions of Πij confirms to those of v and

w(see [11]).
The feedback interconnection of G and ∇ is well-posed if the map (w, z) ⇒

(w̄, z̄) defined by equations (1)(2) has a causal inverse on L2e.
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The feedback interconnection of G and ∇ is stable if the interconnection is
well-posed and if the map (w, z) ⇒ (w̄, z̄) has a bounded inverse, i.e. there exists
a constant γ > 0 such that

∥
∥
∥
∥

wT

zT

∥
∥
∥
∥
2

≤ γ

∥
∥
∥
∥

w̄T

z̄T

∥
∥
∥
∥
2

for ∀ T ≥ 0, ∀ (w̄, z̄) ∈ L2e.

Theorem 1 [6]: The feedback interconnection (1)(2) is stable if there exists a
symmetric matrix Π satisfying both conditions

[
E −G

]⊥T

Π
[
E −G

]⊥
> 0 (3)

∀ξ ∈ L2e, ∀T > 0,

〈[
1

PT∇
]

ξ,Π

[
1

PT∇
]

ξ

〉

≤ 0 (4)

This theorem suggests that the proof of stability include two conditions: a ma-
trix inequality (3) related to the lower block and an inner product (4) that states
IQCs on the upper one. Basically, inequality (4) which forms IQCs, is derived
from definitions and characteristics on different operators relating to the matrix
∇.Then, inequality (3) provides the stability condition of the interconnection.

2.2 Lyapunov Candidates Induced IQCs Approach

The two stability conditions (3) an (4) are similar to the two stability conditions
of Lyapunov theory and one is positive definite and the other is negative definite.
Based on this observation, consider the internally stability of system (3) and (4),

let z̄ = w̄ = 0, Ω = −Π , and notice the facts that
[
E −G

] ∗
[

z(t)
w(t)

]

= 0, then,

(3) and (4) can be rewritten as

V̇IQC =

[
z(t)
w(t)

]T

Ω

[
z(t)
w(t)

]

< 0 (5)

∀t > 0, VIQC =

∫ t

−∞

[
z(v)
w(v)

]T

Ω

[
z(v)
w(v)

]

dv ≥ 0 (6)

It should be noted that the internally stability can be viewed as zero input
response, and the equal sign of (5) (6) is established if and only if states z(t) =
w(t) = 0. Therefore, VIQC in (6) can be regarded as a Lyapunov candidate, and

the V̇IQC in (5) is the corresponding derivative function.
Based on the above discussion, an unified version of stability theorem for

feedback system (3) with (4) encompass both IQC theory and Lyapunov theory
can be established as follows.

Theorem 2: The feedback interconnection system

Ez(t) = Gw(t), w(t) = ∇z(t) (7)
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is stable if there exists a symmetric matrix Ω and a continuous function Vcomp(t)
satisfying both conditions(∀t; z, w �= 0)

V̇ (z, w) = V̇comp(t) + V̇IQC(t) < 0 (8)

V (z, w) = Vcomp(t) + VIQC(t) > 0 (9)

where VIQC(t) and V̇IQC(t) are defined as (5) and (6) respectively.

Remark 1: Theorem 2 meets the two basic conditions of Lyapunov theory,
therefore the result is confirmed. Obviously, when the additional term Vcomp(t)
is zero, Theorem 2 becomes the IQC based framework, on the other hand, if
the IQC based part VIQC(t) is set to zero, Theorem 2 becomes the traditional
Lyapunov theory.

From the relationship between IQC and Lyapunov candidate, we propose the
following IQC construction method.

Consider system (7), if there exists a positive definite Lyapunov function

V (t) =
∑l

i=1 Vi(t), and for term Vi(t) ≥ 0, V̇i(t) is the derivative along the
solution of system (7) with respect to t, and has the following quadratic form

V̇i(t) =

[
zi(t)
wi(t)

]T [
Ωi11 Ωi12

Ωi21 Ωi22

] [
zi(t)
wi(t)

]

(10)

then, the alternative IQC condition can be constructed as follows:
Define operator ∇i : L2e → L2e, zi(t) → wi(t). An integral quadratic con-

straint for the operator ∇i is given by the following inequality,∀T > 0, ∀zi ∈ Ln
2e

and for a symmetric matrix Ωi (i.e. multiplier),

〈[

1n
∇i1n

]

zi, Ωi

[

1n
∇i1n

]

zi

〉

PT

≥ 0 (11)

Remark 2: The above IQCs are directly from Lyapunov candidates, and mostly
IQCs are related to Lyapunov candidates, however, different from the Lyapunov
approach, IQC based approach has a few advantages in the frequency domain.
For example in [12][13], the delay element is defined as

φ(s, τ) = {
e−τs−1

τ̄ s s ∈ C, s �= 0
− τ

τ̄ s = 0

and the set Φ := {λφ(jw, τ)|w ∈ R+
e , τ ∈ [0, τ̄ ], λ ∈ [0, 1]}. According to the

analysis from frequency domain, the disk D(q; r) with (q=0.251,r=0.749) or
(q=0.327, r=0.726) can cover this set with minimum radius rather than unit
disk with (q=0, r=1), which may lead to more conservative results in delay
systems. Based on this property, [12] proposed the following IQC Lemma.

Lemma 1: An IQC for the operator ∇b : x(t) 
→ ∫ t

t−hm
x(u)du is given by the

following inequality ∀T > 0, ∀x ∈ L2e, ∀Q > 0,
〈[

1
∇b

]

x,Π

[

1
∇b

]

x

〉

< 0 (12)
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where Π =

[
(q2 − r2)h2

mQ −qhmQ
−qhmQ Q

]

, (q, r)are two appropriate reals, for exam-

ple q = 0.25, r = 0.75.

Remark 3: It is worth pointing out that when q = 0, r = 1, this IQC corresponds
to the traditional Lyapunov functional term

V (xt) = hm

∫ t

t−hm

∫ t

v

x(s)TQx(s)dsdv

with its derivative

V̇ (xt) =

[
x(t)

∫ t

t−hm
x(s)ds

]T [
h2
mQ 0
0 −Q

] [
x(t)

∫ t

t−hm
x(s)ds

]

Obviously, this Lyapunov approach based condition is more conservative than
Lemma 1, and gives tighter constraint with smaller radius (0.75 < 1).

3 Stability of Time-Delay Systems

In this section, we will apply this approach to time delay systems to show the
effectiveness of the proposed framework.

Consider the following time delay system:

ẋ(t) = Ax(t) +Adx(t− h(t)), ∀t > 0
x(t) = Φ(t), ∀t ∈ [−hM , 0]

(13)

where x(t) ∈ Rn is the state; Φ(t) is the initial function; A ∈ Rn×n and Ad ∈
Rn×nare constant matrices.

3.1 Constant Delay Case

To reformulate the original time delay system as an interconnected system that
can be fit into the framework of quadratic separation, the following operators
are needed.

Define the following operators:

∇1 : x(t) →
∫ t

−∞
x(θ)dθ

∇2 : x(t) → x(t− h)

∇3 : ẋ(t) → x(t)− x(t − h)

For the operators ∇i(i = 1, 2, 3), ∀T > 0, ∀x ∈ L2e, ∀Q > 0, define

〈[

1
∇i

]

x,Πi

[

1
∇i

]

x

〉

> 0 (14)
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where

Π1 =

[

0 Q
Q 0

]

Π2 =

[
Q 0
0 −Q

]

Π3 =

[

(r2 − q2)h2Q qhQ
qhQ −Q

]

To rewrite the delay system ẋ(t) = Ax(t) +Adx(t− h) as the form of (7), let

z(t) =

⎡

⎣

ẋ(t)
x(t)
ẋ(t)

⎤

⎦ , w(t) =

⎡

⎣

x(t)
x(t− h)

x(t)− x(t − h)

⎤

⎦

then,

E = I,∇ = diag{∇1,∇2,∇3}, G =

⎡

⎣

A Ad 0
I 0 0
A Ad 0

⎤

⎦

Theorem 3: The system (13) with constant delay h(t) = h is asymptotically
stable if there exist matrices P > 0, Q > 0, R > 0, such that the following LMI
holds

Γ =

[

Γ11 Γ12

∗ Γ22

]

< 0 (15)

with

Γ11 = ATP + PA+Q+ (r2 − q2)h2ATRA

+ hq(ATR+RA)−R

Γ12 = PAd + (r2 − q2)h2ATRAd + hqRAd

− hqATR+R

Γ22 = −Q+ (r2 − q2)h2A2
dRAd − hq(RAd +A2

dR)−R

Proof. For the operators ∇i, (i = 1, 2, 3), and the IQCs (15), the overall multi-
plierΠ can be easily constructed as block diagonal matrixΠ = diag{Π1, Π2, Π3}.
In order to satisfy the condition (5) to guarantee the stability of system, define
the vector ξ(t) to fit for the overall multiplier Π

ξ(t) =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

z1(t)
w1(t)
z2(t)
w2(t)
z3(t)
w3(t)

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

A Ad

I 0
I 0
0 I
A Ad

I −I

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

(

x(t)
x(t − h)

)

= ℵμ(t)

for ξTΠξ = μTℵTΠℵμ, then as long as Γ = ℵTΠℵ < 0 holds, which guaran-
tees (5) and implies system (13) with delay h is stable. Further, notice the form
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of μ =

(
x(t)
∗

)

, V̇IQC ≤ −ε‖x(t)‖2, (∃ε > 0) as long as the LMIs (15) holds,

which implies that system (13) is also asymptotically stable. This completes the
proof.

Remark 4: To avoid finding the orthogonal of [E−G] , condition (5) instead of
(3) is applied. Deduction entirely follow the framework of IQC based approach.
The equivalent LKFs can be given as

VIQC = V1(t) + V2(t) + V3(t)

=

∫ t

−∞

(
ẋ(s)
x(s)

)T

Π1

(
ẋ(s)
x(s)

)

ds

+

∫ t

−∞

(

ẋ(s)
x(s− h)

)T

Π2

(

ẋ(s)
x(s− h)

)

ds

+

∫ t

−∞

(
ẋ(s)

x(s)− x(s− h)

)T

Π3

(
ẋ(s)

x(s) − x(s− h)

)

ds

and terms V1,V2 are equivalent to the traditional LKFs xTPx and
∫ t

t−h
x(s)T

Qx(s)ds respectively. The merit to introduce term V3 based on IQC is demon-
strated in the following benchmark example, which also shows the benefit of
bridging the relations between IQC based approach and Lyapunov approach.

3.2 Time Varying Delay Case

The time varying delay case is also considered. The related theorem can be stated
as follows:

Theorem 4: The system (13) with time varying delay 0 ≤ hm ≤ h(t) ≤
hM , μm ≤ ḣ(t) ≤ μM is asymptotically stable if there exist positive matrices
Q1, Q2 ∈ R2n×2n and matrices P,Ri(i = 1, 2, 3) ∈ R3n×3n,such that the follow-
ing LMIs hold

ETPE > 0, ETRiE > 0, (i = 1, 2, 3)

Γ1 =

⎡

⎣
CTΓ01C

[

05n×3n

B̄T
MΦ

]

∗ −Φ

⎤

⎦ < 0,

Γ2 =

⎡

⎣
CTΓ02C

[
05n×3n

B̄T
s Φ

]

∗ −Φ

⎤

⎦ < 0 (16)

with

E =

⎡

⎣

I 0
0 I
I 0

⎤

⎦ ,A =

⎡

⎣

A 0
0 A
0 I

⎤

⎦ ,
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Γ01 =

⎡

⎢
⎢
⎣

Ξ11 Ξ12 Ξ13 Ξ14

∗ Ξ22 0 0
∗ ∗ Ξ33 Ξ34

∗ ∗ ∗ Ξ44

⎤

⎥
⎥
⎦
, Γ02 =

⎡

⎢
⎢
⎣

Ξ11 Ξ12 Ξ13 Ψ14

∗ Ξ22 0 0
∗ ∗ Ξ33 Ψ34

∗ ∗ ∗ Ψ44

⎤

⎥
⎥
⎦

C =

⎡

⎣

In
A

02n×6n

02n×4n Ad 0n
06n×2n I6n×6n

⎤

⎦

B̄M =

⎡

⎣

Ad 0
0 (1− μM )Ad

0 0

⎤

⎦ , B̄s =

⎡

⎣

Ad 0
0 (1 − μm)Ad

0 0

⎤

⎦

Φ = (ha/2)
2R1 + δ2R2 + αR3, ha =

hM + hm

2

δ =
hM − hm

2
, α = (r2 − q2)h2

a, β = haq

Ξ11 = ATPE + ETPA+Q1 +Q2 − ETR1E +ATΦA
− ETR3E + β(ATR3E + ETR3A)

Ξ12 = ETR1E

Ξ13 = ETR3E − βATR3E

Ξ14 = ETPBM +ATΦBM + αATR3BM + βETR3BM

Ξ22 = −Q1 − ETR1E

Ξ33 = −ETR2E − ETR3E

Ξ34 = ETR2E − βETR3BM

Ξ44 = −(1− μM )Q2 − ETR2E

Ψ14 = ETPBs +ATΦBs + αATR3Bs + βETR3Bs

Ψ34 = ETR2E − βETR3Bs

Ψ44 = −(1− μm)Q2 − ETR2E

Remark 5: Theorem 2 gives the flexibility in choosing V function, making the
IQC based framework similar as Lyapunov approach. The IQCs and Lyapunov
functions can easily be constructed mutually. For example, for Lyapunov function
V = xTPx,its derivative V̇ = xTP ẋ + ẋTPx, can be reformulated as V̇ =
[

ẋ
x

]T [

0 P
P 0

] [

ẋ
x

]

, and this follows the form of (8) in Theorem 2. Then operator

∇1 and multiplier Π1 can be constructed consequently.

4 Numerical Examples

To illustrate the effectiveness of our results, this section will give the following
numerical examples.

Example 1 Consider the system (13) with

A =

[−2 0
0 −0.9

]

, Ad =

[−1 0
−1 −1

]
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Table 1. Upper bounds h for different (q,r)

Π3 (q,r) (0, 1) (0.249, 0.751) (0.327, 0.726)

Theorem3 4.472 5.835 6.164

For this well-known example, if h is constant delay, the maximum allowable
upper bounds are obtained by using Theorem 3 with different parameters (q,r).
The results are shown in Table 1. when (q = 0, r = 1), the maximum h = 4.472,
which is almost the best result obtained from LKF without using the decompo-
sition techniques or augmentation approach. When more restrictive constraint
parameters (q = 0.327, 0.726) are used in Theorem 3, a fairly good result is
presented as h = 6.164, almost recovers the true stability margin (6.172), the
accuracy reaches 99.87%. Remarkably, this result obtained only by using three
2× 2 decision matrices (P,Q,R), has much less than the existing results for the
same degree of conservatism.

Example 2 Consider the time varying delay case of example1. For this exam-
ple, many results were obtained in this literature. To demonstrate the effective-
ness of our result Theorem 4, results are compared with those in [6][7][11].For
various μ, the maximal allowable delays computed are shown in Table 2. From
Table 2, we observe that the Theorem 4 with q = 0.327, r = 0.726 give better
stability margins than [6][7][11]. Conservatism is reduced thanks to the combina-
tion of augmented derivative state technique,discrete average of delay interval,
proper selected parameters of q and r.

Table 2. Upper bounds h for different μ

μ 0 0.1 0.5 0.8

Theorem 2 [6] 5.12 4.08 2.52 2.15

IQC analysis [11] 6.11 4.71 2.28 1.68

Theorem 3[7] 6.11 4.79 2.68 1.95

Th.4(0.249,0.751)(hm = 0) 5.83 4.99 4.98 4.97
Th.4(0.327,0.726)(hm = 0) 6.16 5.05 5.04 5.01
Th.4(0.327,0.726)(hm = 5) - 5.92 5.89 5.81

The simulation results illustrate the effectiveness of our theorems.

5 Conclusions

In this paper, a novel stability analysis approach were proposed by combining
IQCs with traditional Lyapunov function. An effective QS approach is thus pre-
sented from Lyapunov function accordingly. Theorem 2 in this paper provides
an flexible framework for stability analysis of various systems. Two well-known
systems, linear time delay system and delayed neural networks, have been par-
ticularly investigated in this new framework. Finally, three widely used examples
are given to show the effectiveness of the results.
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Abstract. Under the network environment, data packet losses bring
an undesirable effect on parameter identification. To solve this problem,
an online recursive identification method over networks with random
packet losses is proposed. In this algorithm, the Bernoulli processes is
firstly employed to describe the character of data packet losses. Consid-
ering random packet losses, an improved recursive least squares (RLS)
algorithm is then presented by using Givens transformation, where the
intermediate matrix can be updated recursively. Simulation results show
that the proposed algorithm is able to significantly enhance the accuracy
of parameter estimation, and the estimated variance becomes smaller as
the number of iterations increases.

Keywords: network environment, data packet losses, RLS, Givens
transformation.

1 Introduction

Network control systems (NCSs) are real-time feedback control systems, where
the information among the sensor, controller and the actuator are exchanged via
a communication network [1]. Although NCSs bring the great advantages such
as easy installation and maintenance, great flexible, and so on, it also inevitably
introduces data packet dropout due to the unreliability of communication net-
works. A lot of works for NCSs have been reported [2], but they usually assumed
that the model of controlled plant is known.

Some studies have been reported on the system identification under the net-
work environment. These results can be roughly classified into two categories
according to whether the model is updated in real time by using the new data,
i.e., offline identification and online identification under the network environ-
ment.

With respect to the offline identification under the network environment, the
system model is identified by using the complete input/output observation data.
For example, using the cubic spline interpolation to compensate lost data, a

M. Fei et al. (Eds.): LSMS/ICSEE 2014, Part II, CCIS 462, pp. 449–458, 2014.
c© Springer-Verlag Berlin Heidelberg 2014
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fast recursive algorithm is employed to identify off-line the system model [3].
Considering the network-induced delay, a covariance function based method that
relies on the second order statistical properties of the output signal is proposed
for estimating the parameters [4].

Recently, some online identification methods are developed for NCSs. In prac-
tice, online identification is useful, which can dynamically tune the system model.
For example, considering randomly missing measurements, a recursive algorithm
for parameter estimation by the modified Kalman filter-based algorithm is pro-
posed [5]. Considering randomly missing outputs, unknown model parameters
are identified by a Kalman filter-based method, and the adaptive controller is
then designed based on the identification model [6]. Considering data packet
dropout, a modified adaptive Kalman filter is proposed to estimate the unknown
parameters [7].

In this paper, an online recursive identification method over networks with
random packet losses is proposed. It not only can overcome the effectiveness of
data packet losses but also can be updated recursively by using Givens transfor-
mation. The paper is organized as follows. Section 2 gives problem formulation
for system identification over networks. On-line estimation method of model pa-
rameters under the network environment is presented in Section 3. Simulation
results are presented in Section 4, followed by the conclusion in Section 5.

2 Problem Formulation

Consider the linear discrete system by the following difference equation

yk =

ny∑

i=1

aiyk−i +

nu∑

j=1

bjuk−j + vk, (1)

where uk and yk are the system input and output at sampling instant k, respec-
tively, vk is a white noise with zero mean and variance σ2, ai and bi are the
unknown coefficients of the system to be estimated, ny and nu are the corre-
sponding maximal lags, and m = ny + nu.

Defining the n-component vectors Yn = [y1, y2, · · · , yn]T ∈ �n×1,
Θ = [a1, . . . , any , b1, . . . , bnu ]

T ∈ �m×1 and Vn = [v1, v2, · · · , vn]T ∈ �n×1, (1)
can be re-written in matrix form

Yn = ΦnΘ + Vn, (2)

where Φn = [ϕ1, . . . , ϕn]
T ∈ �n×m with row vectors ϕT

k = [yk−1, yk−2, · · · , yk−ny ,
uk−1, uk−2, · · · , uk−nu ], k = 1, . . . , n.

The identified problem under investigation is shown in Fig. 1, where uk and
yk are the system input and measured output, and ȳk and ūk are the input of the
identifier and actuator, respectively. The identifier and controller are connected
to the plant via communication networks, where packet losses are inevitably
introduced. The packet loss is modeled as the Bernoulli process αk with the
following probability distribution law:
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Pr{αk = 1} = E{αk} = ρ, Pr{αk = 0} = 1− E{αk} = 1− ρ,
V ar{αk} = E{(αk − ρ)2} = ρ(1− ρ) = β2,

(3)

where αk = 1 if the packet transmits successfully, and 0 otherwise. The known
positive constant 0 < ρ < 1 indicates the probability that the packet will be
transmitted successfully while β denotes the variance of αk. Thus, at the kth

sampling instant, the measured output signals received by the identifier can be
described as

ȳk = αkyk + (1− αk)yk−1. (4)

Similarly, the input signals that the actuator receives can be expressed as

ūk = αkuk + (1− αk)uk−1. (5)

Fig. 1. Networked identification and control system

Remark 1. Note that αk in (4) is either 1 or 0, and it represents the data
packet status in the communication channel. Therefore, the identifier is subject
to undesirable packet losses (i.e., incomplete information), which may signifi-
cantly degrade the system identification performance or even cause the system
unconvergence.

For the identification model in (2), the following cost function is considered

Jn = ‖Wn (Yn − ΦnΘ)‖22 , (6)

where Wn = diag[wn−1, wn−2, · · · , 1], w is a forgetting or exponential weighting
factor and 0 << w < 1.

Since the matrix WnΦn is n ×m and the vector WnYn is n× 1, there exists
an n× n orthogonal matrix Qn [8] such that



452 D. Du, L. Shang, and W. Zhao

QT
nWnΦn =

(
Rn

0

)

(7)

QT
nWnYn =

(
�
yn

ỹn

)

(8)

where Rn is an m×m upper triangular matrix, 0 is an (n−m)×m matrix of
zeros,

�
yn is an m× 1 vector, and ỹn is an (n−m)× 1 vector. The least-squares

estimate to minimize (6) is given by

Θ = R−1
n

�
yn, (9)

Jn = ỹTn ỹn. (10)

Remark 2. If there are no data packet losses, i.e., ȳk ≡ yk, it is the same
as the traditional identified system without network. Therefore, the parameter
estimation in (2) can be derived by[8], [9]. However, due to data packet dropouts
in the networked identification system, Φn is consisted of ȳk in (4) which in turn
yields the following Φ̄n. This can not be solved directly by the traditional on-line
parameter estimation methods.

3 On-Line Estimation of Model Parameters under the
Network Environment

After the time interval of k sampling periods in networked identified system, a
model can be shown in a matrix form

Ȳn = Φ̄nΘ + Vn, (11)

where Ȳn =
[
ȳ1 ȳ2 · · · ȳn

]T
,

Φ̄n =
[
ϕ̄1 ϕ̄2 · · · ϕ̄n

]T
, ϕ̄T

k =
[
ȳk−1 ȳk−2 · · · ȳk−ny ūk−1 ūk−2 · · · ūk−nu

]

, k =
1, . . . , n. For the matrix WnΦ̄n and the vector WnȲn, there exists an orthogo-

nal matrix Q̄n such that Q̄nWnΦ̄n =

[

R̄n

0

]

, Q̄nWnȲn =

[�

ȳn
˜̄yn

]

. At the n+ 1th

sampling instant, a new system output ȳn+1 arrives at the identifier, the corre-

sponding Φ̄n+1 and Ȳn+1 becoming

[

wR̄n

ϕ̄T
n+1

]

,

[

w
�

ȳn

ȳn+1

]

. There exists an orthogonal

matrix Q̄n+1 such that

Q̄n+1

[
wR̄n

ϕ̄T
n+1

]

=

[
R̄n+1

0

]

, Q̄n+1

[

w
�

ȳn

ȳn+1

]

=

[�

ȳn+1
˜̄yn+1

]

(12)

where ϕ̄T
n+1 =

[
ȳn ȳn−1 · · · ȳn−ny+1 ūn+1 ūn · · · ūn−nu+1

]

.
By partitioning the orthogonal matrix Q̄n+1, the recursive formula of param-

eter identification can be given by the following Theorem 1.
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Theorem 1. If the parameter vector Θ̂n is known a priori the recursive relation
between Θ̂n+1 and Θ̂n can be expressed by

Θ̂n+1 = Θ̂n +
hn+1

fn+1
en+1, (13)

where an+1 = R̄−T
n ϕ̄n+1/w, fn+1 =

√

1 + aTn+1an+1, hn+1 = R̄−1
n an+1/wfn+1,

en+1 = ȳn+1 − ϕ̄T
n+1

Θ̂n.

Proof: The orthogonal matrix Q̂n+1 can be expressed by the following parti-
tioned matrix

Q̄n+1 =

[
S g
zT δ

]

(14)

where S is n×n, g and z are n×1, and δ is a scalar. Substituting (14) into (12),
yields

Θ̂n+1 =
[

wSR̄n + gϕ̄T
n+1

]−1
[

wS
�

ȳn + gȳn+1

]

. (15)

According to Q̄n+1Q̄
T
n+1 = I, it is obvious that g = − 1

δSz. Substituting g into
(15) thus gives

Θ̂n+1 =

[(

wR̄n − 1

δ
zϕ̄T

n+1

)]−1 [

w
�

ȳn − 1

δ
zȳn+1

]

. (16)

Using (14) and Φ̄n+1, the bottom partition of the result gives z = − δR̄−T
n ϕ̄n+1

w .

Defining an+1 =
R̄−T

n ϕ̄n+1

w , then z becomes z = −δan+1. Substituting z into (16)
produces

Θ̂n+1 =
[(

wR̄n + an+1ϕ̄
T
n+1

)]−1
[

w
�

ȳn + an+1ȳn+1

]

. (17)

Using the matrix inverse lemma [17], (17) can be re-written as

Θ̂n+1 =

[

w−1R̄−1
n − w−1R̄−1

n an+1a
T
n+1

1 + aTn+1an+1

] [

w
�

ȳn + an+1ȳn+1

]

. (18)

Defining f2
n+1 = 1 + aTn+1an+1, hn+1 =

w−1R̄−1
n an+1

fn+1
, (18) becomes

Θ̂n+1 = R̄−1
n

�

ȳn +
hn+1

fn+1

(

ȳn+1 − ϕ̄T
n+1R̄

−1
n

�

ȳn

)

. (19)

Defining en+1 = ȳn+1 − ϕ̄T
n+1

Θ̂n, (19) can be computed further as

Θ̂n+1 = Θ̂n +
hn+1

fn+1
en+1.
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This completes the proof.
In Theorem 1, the upper triangular matrix R̄n+1 can be updated by [8], [10].
Online recursive identification method over networks with random packet

losses can now be summarized as follows.
Step 1: Initialization: Set Θ0 to some small value, forgetting factor w (0 <<

w < 1), the packet loss rate of input and output ρ (0 < ρ < 1),R = diag(ε, . . . , ε),
ε is a small positive value (e.g. 10−6), the variance of system noise σ2, and the
iteration index k = 1.

Step 2: Generate input and output data set: at the kth step, ȳ(k)and ū(k) are
calculated by (4) and (5), and ϕ̄T

k+1 is produced.
Step 3: Update parameter estimation: Θk+1 is updated according to (13), and

R̄k+1 is updated by (12).
Step 4: The procedure is terminated when some criterion is satisfied, Other-

wise, set k = k + 1, and go to step 2.
The whole procedure of the proposed method is shown in Fig.2.

Fig. 2. The process of RLS

4 Simulation Examples

To show the effectiveness of the proposed algorithm, two examples were carried
out using MATLAB.

Consider the following network system:

ȳk =
B (z)

A (z)
ūk + vk

where ūk = αkuk + (1 − αk)uk−1, u(k) is an M sequence input signal, ȳk =
αkyk+(1−αk)yk−1, A (z) = 1+a1z

−1+a2z
−2 = 1+1.35z−1−0.75z−2, B (z) =
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b1z
−1 + b2z

−2 = 0.214z−1 + 0.428z−2, Θ = [a1, a2, b1, b2]
T = [θ1, θ2, θ3, θ4]

T =

[1.35,−0.75, 0.214, 0.428]
T
, {vk} is a white noise sequence with variance σ2 =

0.25.
Some parameters are set as w = 1, Θ̂0= [0, 0, 0, 0]T, and the parameter esti-

mation error is defined as

δk =

∥
∥
∥θ̂k − θ

∥
∥
∥

‖θ‖
To compare the identification performance under the different network envi-

ronment, two experiments with different dropout rate have been carried out, i.e.,
ρ = 0.1 and ρ = 0.4.
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Fig. 3. The real parameter Θ and parameter estimation Θ̂ with ρ = 0.1

1) Under ρ = 0.1, it is seen clearly from Fig. 3 that the parameter identification
results become better with the k increasing. The estimated parameters reach the
real parameters after k = 500. Fig.4 shows that the estimated ŷ is almost the
same as the required y. It is obvious from Fig. 5 that the estimated variance σk is
very small. It indicates that although there exists data dropout, the identification
performance is reasonably good.

2) Under ρ = 0.4, it is also found from Fig. 6 that the estimated parameters
reach gradually the real parameter with the k increasing. Fig.7 shows that the
estimated ŷ nearly coincides with y. Fig. 8 shows obviously that the estimated
variance σk is very small. It again confirms that although there exists data
dropout, the identification performance is acceptable.

Compared with the identification performance under two data dropouts, it is
found that although the identification performance of the second case (ρ = 0.4)
is slightly worse than that of the first case, the estimated parameters of the
seconde case are still reasonably good. The effectiveness of the proposed method
has thus been demonstrated.
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Fig. 4. The system outputs y and ŷ with ρ = 0.1
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Fig. 5. The estimated variance σk (ρ = 0.1)
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5 Conclusion

The paper has proposed an online recursive identification method over networks
with random packet losses. In this algorithm, the Bernoulli processes was firstly
employed to describe the character of data packet losses. An improved recursive
least squares (RLS) algorithm was then presented where the intermediate matrix
can be updated recursively. Simulation results from two simulated examples with
different dropout rate demonstrated the effectiveness of the proposed method.
Future work may include the convergence analysis for the online recursive iden-
tification method by considering the impact of network environment.
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Abstract. This paper investigates the static output feedback control for 
networked control systems with actuator failure. The failure is composed of two 
parts, the linear deficiency of the control gain and the nonlinearity varying with 
the control input. Based on the more general actuator fault model, linear matrix 
inequality (LMI) optimization approach is used to design the reliable  
output feedback control. Finally, an example is provided to demonstrate the 
design method.  

Keywords: Actuator failure, Networked control system, Reliable control. 

1 Introduction 

Networked control systems (NCSs) are feedback control systems wherein the control 
loops are closed via real-time networks [1,2,3,4]. The past decade has witnessed 
continued research interest on various aspects of networked control systems, since 
this new type of information transmission reduces system wiring, eases maintenance 
and diagnosis, and increases system agility, which makes NCS a promising structure 
for control systems. Nevertheless, the introduction of networks also brings some new 
problems and challenges, such as network-induced delay, packet dropout, network 
scheduling and quantization problems, etc.. 

Most of the references concerning with NCSs assumed that the actuator/sensor 
operates without any flaws, i.e., the data transmit to the receiving device without any 
deviation, which is, unfortunately, not true in the practical systems. Due to the aging, 
external disturbance, etc., the actuator/sensor failure becomes a common problem 
[5,6]. It is worth pointing out that it plays a key role to develop a reasonable fault 
model in analyzing and synthesizing reliable control systems. Taking the actuator 
fault for example, researchers modeled the actuator fault as 

                                   (1) 

where  is the true signal of the control input to  be sent to the actuator device, 
 is the real signal of the receiver with a certain fault, is 
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a fault factor which reflects the gain missing of the actuator. In [7,8], is defined to 
satisfy , if , it means a complete failure, otherwise,  denotes 
the device works normally. In \cite [9,10], the authors let , which depicts the 
gain of the faulty device varies from 0 to 1. In [11,12],  obeys a Gaussian 
distribution to characterize a random fault. Most of the existed references regard the 
faulty device as a linear gain missing. However, the transmission characteristic of the 
faulty device does not always present multiplicative fault, sometimes it adhered with a 
certain nonlinearity. To the best of our knowledge, few authors dealt with this 
problem, which motivates us to further investigate the problem. 

In this paper, the closed-loop NCS with the actuator failure presented in Section 2, 
in which the failure is composed of linear and nonlinear parts. The reliable control 
design method is provided in Section 3. Section 4 presents the design results and 
simulations. Finally, the study’s findings are summarized in Section 5. 

2 Problem Formulation 

In this paper, we will study the reliable control for networked control system with the 
actuator failures , in which the plant is given by a continuous-time linear model of the 
form  

                        (2) 

where  is the state vector,  is the controlled output vector, 
 is output vector,  is the control input, and the process noise 
 including model uncertainties and external plant disturbance belongs to 

 are constant matrices with appropriate dimensions.  
Here we do the following assumptions,  which is widely adopted in NCS, that 

 sensors are clock-driven; controllers and actuators are event-driven; 
 the sampling data are hold by ZOH before the new event updates. 
 the data are transmitted over the network by a single packet in every control 

period. 

Under the above assumptions together with our previous work [13,14], the system (2) 
can be further written as 

                     (3)  

for , where $h$ is the sensor sampling period, 
 is some non-negative integer and  is the sensor sampling 

instant. It can be obviously see that . 
We consider the following actuator fault model 

                               (4) 
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Where  and the vector function 
. For each channels of the control 

input, it satisfies 

                                  (5) 

where  for . 
From (5), it follows 

                           (6) 

where . 

Remark 1. Let , it means the actuator works in a certain fixed missing gain. 
Specifically, if we choose , it means that the  channel of the control 
input is complete failure, and we choose , it denotes that the actuator is 
intactness, otherwise, the feature of partial actuator failure can be described by 
defining . 

Remark 2. If  satisfies (6) and , then the failure model (4) characterizes the 
actuator failure in each channels is time-varying  and  coupled with different levels 
of line/nonlinear nature.  

Consider the following memoryless output feedback controller 

                                (7) 

For , where  is a controller gain to be designed. 
Combining (2), (4) and (7), we can obtain the following closed-loop system with 
consideration of the actuator fault for  as  

           (8) 

Define   in every interval , it follows that 

                            (9) 

Then we have 

 

So far, the closed-loop NCS with consideration of the actuator fault can be further 
written as 

  (10) 

For , where  
. 

From the definition of , the nonlinear constraint condition in (6) in the time 
interval  can be described as 
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                      (11) 

where .. 

3 Main Results 

In this section, the output feedback reliable controller will be designed. Before we 
give the Theorems, the following lemma are first introduced, which will be used in 
the subsequent development. 

Lemma 1. [15,16] Let   be quadratic functions of 
 

                      (12) 

with . Then, the implication 

              (13) 

holds if there exist  such that 

                               (14)  

Theorem 1. For some given constants   and matrix , the 
closed-loop system (10) satisfies  performance criterion, if there exist real 
matrices  and  with appropriate dimensions, such that 
the following inequality hold 

            (15) 

where 
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Proof: Choose a Lyapunov functional candidate for the system (10) as 

 

 
Taking the derivative of  with respect to  along the trajectory of (10) yields 

 

From Lemma 1 in [15], it yields 
 

Applying Schur complement and Lemma 1, one can see that Eq.(15) is a sufficient 
condition to guarantee Eq.(11) and  

                      (16) 

Under zero initial conditions, integrating both side of Eq.(16) yields 

                   (17) 

Then we can conclude that  for all nonzero . 
 performance is established. The proof is completed.  

With the result of Theorem 1, the reliable  control for system(2) with the 
control law (4) is provided in the following result. 

Theorem 2. For some given constants , the closed-loop 
system (10) satisfies  performance criterion, if there exist real matrices 

 with appropriate dimensions, such that the 
following equalities hold 

            (18) 

                                      (19) 
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Moreover, the controller gain is given by , where 

 
 
Proof: Note that 

                            (20) 

where  is a positive scalar. Then it is true that 

                              (21) 

It follows that 

             (22) 

from Eq. (15). 
Defining , 

 , pre- and post-multiplying (22) with J and its 
transposes, respectively. It can obviously see that (22) is equivalent to (18) under the 
condition of (19). This completes the proof.  

One can see that it is difficult to find a feasible solution by Theorem 2 since 
Eq.(19) is not a strict inequality. Now we introduce the following algorithm to address 
this problem. 

It is clear that Eq.(19) is equivalent to 

                 (23) 

which can be converted to the following optimization problem by using Schur 
complement 

                          (24) 
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where the scalar  is a  small enough positive scalar. Then the controller gain can be 
resolved by (18),(19) and (24). 

Remark: To obtain a feasible solution of the SOF controller gain , in some existed 
results, the output matrix  is assumed to be invertible or some intelligent 
optimization algorithms are applied to find a sub-optimum solution. For the sake of 
technical simplicity, we take the above algorithm, in this paper, to tackle this problem.  

4 A Numerical Example 

An example of networked control for an unstable batch reactor [18] is used in this 
section to demonstrate the effectiveness of the proposed approach. The plant matrices 
are 

 

The output  is communicated over the network whose parameters are assumed 

as  ms and  ms, respectively. The disturbance  . 
Next, we will study the two different actuator  failure scenarios, which are described 
as  

                         (25) 

where  satisfies  and , 
respectively. 

Under these failure scenarios, the reliable controller  can be obtained as 

                             (26) 

by using Theorem 2 together with its algorithm. 
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Fig. 1. State response x(t) 

Simulation results are provided as Fig. 1 under the initial condition 
. In this study, the control inputs are of  and  

linear deficiency, respectively, meanwhile there are some different levels of saturation 
adhered on those two actuators. It is obviously observed from Fig. 1 that the reliable 
controller implemented on the system under the above failure scenarios can maintain 
the systems performance. 

5 Conclusion 

In this paper, the reliable output feedback control design for the NCS with actuator 
failure has been developed. Based on a more general actuator fault model, the reliable 

 SOF controller is derived by using Lyapunov method, which guarantees the 
closed-loop system satisfies a desired  disturbance attenuation constraint. An 
illustrative example is given to show the validity of the present control scheme. 
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Abstract. This paper presents a novel adaptive event-triggered com-
munication scheme for networked control systems (NCSs) with nonlin-
earities. Firstly, a novel adaptive event-triggered communication scheme
for NCSs with nonlinearities is proposed, which can adaptively adjust
the event-triggered communication threshold with respect to dynamic
error to save the limited communication resource while ensuring the de-
sired control performance. Secondly, a model of the considered system is
built under consideration of the network-induced delay, adaptive event-
triggered communication scheme and nonlinearities in a unified frame-
work. Then, sufficient stability and stabilization criteria are obtained to
judge the mean-square sense asymptotically stable for the studied sys-
tem. Finally, two examples illustrate the effectiveness of the developed
method.

Keywords: Networked control systems, adaptive event-triggered com-
munication scheme, nonlinearities.

1 Introduction

With the rapid development of network technologies, networked control systems
(NCSs) have received considered attention because of their own advantages such
as low cost, increased system flexibility and easy maintenance [1]. However, the
insertion of communication network causes some challenging problems on ac-
count of limited network bandwidth, which leads to performance degradation
or even instability of an NCS. In the past few years, significant consideration
has been focused on stability analysis and controller synthesis for NCSs, see, for
example, [2], [3], [4] and references therein.

Notice that the network in NCSs is the shared band-limited communica-
tion network [5]. Considering the limited network bandwidth, event-triggered
communication scheme has emerged as an alternative approach to minimize
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the use of the communication resources while retaining a satisfactory perfor-
mance of closed-loop system [6], [7], [8]. In recent years, significant considera-
tion has been focused on the event-triggered control for linear system [9], [10],
[11], fuzzy system [12], [13] as well as multi-agent system [14], [15]. Note that
most of existing ones are based on a ”static” event-triggered scheme, that is,
[x(jh) − x(tkh)]

TV [x(jh) − x(tkh)] ≤ σxT (jh)V x(jh), where V is a symmetric
positive definite matrix, x(jh), x(tkh) are the newly sampled and last released
state, respectively, jh = tkh + lh, l = 1, 2, · · · . Since the trigger parameter σ
is a given constant, it cannot dynamically adjust the sampling interval based
on the realtime error, i.e., ‖x(jh) − x(tkh)‖2 of the controlled system. How to
design an adaptive event-triggered communication scheme to save the limited
communication resources while keeping the desired control performance is still
open. This is the motivation of this work.

In this paper, we are motivated to develop an adaptive event-triggered com-
munication scheme for a class of uncertain NCSs with nonlinearities. Compared
with the traditional communication scheme in the literature, the adaptive com-
munication scheme shows an effective way to keep balance for the system control
performance and network bandwidth burden. Then a novel NCS model is build
considering the effect of the adaptive communication scheme, transmission de-
lay, nonlinearities. By use of Lyapunov functional method, the criteria for the
asymptotical mean-square stability analysis and control synthesis are established
in terms of linear matrix inequalities. The main contributions of this paper can
be listed as follows:
1) a novel adaptive event-triggered communication scheme for NCSs is proposed
to tradeoff the relationship between the control performance and the network
bandwidth burden;
2) an integrated model is built under consideration of the adaptive communica-
tion scheme, transmission delay, nonlinearities in an unified framework.

2 System Framework

The physical plant is given by the following continuous-time system

ẋ(t) = Ax(t) +Bu(t) + h(t, x(t)) (1)

where x(t) ∈ R
n and u(t) ∈ R

m are the system state vector and control in-
put vector, respectively; A and B are the parameter matrices with randomly
occurring uncertainties satisfying the following condition

A = A0 +�A(t) B = B0 +�B(t) (2)

[�A(t) �B(t)] = GF (t)[Ea Eb] (3)

where A0, B0 G, Ea and Eb are constant matrices with appropriate dimensions
and F (t) is an unknown time-varying matrix satisfying ‖FT (t)F (t)‖ ≤ I. The
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function h(t, x(t)) : R × R
n → R

n is assumed to be a piecewise-continuous
nonlinear function in both arguments t and x, and satisfies h(t, 0) = 0 and the
following condition

hT (t, x(t))h(t, x(t)) ≤ κ2xT (t)HTHx(t) (4)

where κ > 0 is the bounding parameter on the uncertain function h(t, x(t)) and
H is a constant matrix.

For our NCS modeling, the following assumptions can be made, which are
common in the NCS research in the literature.

Assumption 1. The sensors are time-driven with a constant sampling period
h, while the controllers and actuators are event-driven.

Assumption 2. An adaptive event-triggered communications scheme is embed-
ded in an event generator, which determines the sampled data should be released
or not. The released instant sequence is described by the set {t0h, t1h, . . . , tkh}.
Assumption 3. The holding time of a zero order hold (ZOH) at the actuator is
[tkh+ ηk, tk+1h+ ηk+1), where ηk is a bounded delay satisfying ηm ≤ ηk ≤ ηM .

2.1 Adaptive Event-Triggered Communication Scheme

If all state variables of the physical plant are measurable, the following event-
triggered communication scheme is used to trigger the transmission

tk+1h = tkh+min{nh | eT (ikh)Φe(ikh) > σ(ikh)x
T (ikh)Φx(ikh)} (5)

where Φ > 0 is a weighting matrix, e(ikh) is the error between the two states
at the current sampling instant ikh and the latest transmitted sampling instant
tkh, where ikh = tkh+nh, n ∈ R

+, h is the sampling period. tk (k = 0, 1, 2, · · · )
are some integers such that {t0, t1, t2, · · · } ⊂ {0, 1, 2, · · · }. Then it is clear that
t1h < t2h < · · · < tkh with the assumption that packet dropouts and packet
disorders do not occur.

Different from some existing ones, we consider an adaptive event-triggered
communication scheme herein, in which the trigger parameter σ(t) is time-
varying and presents a differential function satisfying

σ̇(t) = dσ(t) (6)

where σ(0) ∈ [0, 1] is the initial condition and

d =

⎧

⎪⎨

⎪⎩

1, if eT (ikh)e(ikh) < ρ

0, if eT (ikh)e(ikh) = ρ

−1, if eT (ikh)e(ikh) > ρ

(7)

with a non-negative constant ρ. For the theoretical development easier, we as-
sume that the parameter σ(t) is bounded and varies within a interval [σm, σM ],
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where σm an σM are the lower and upper bounds of σ(t), respectively, and when
σ(t) = σm and d = −1, the trigger parameter σ(t) remains as σm until the next
time d = 1. Moreover, if σ(t) = σM and d = 1, σ(t) is also assumed to hold until
the latest future time d = −1.

Remark 1. Notice that if σ(ikh) is a constant, the event-triggered scheme is
simplified as the communication scheme in [12]. Therefore, the proposed scheme
in [12] is a special case of the proposed scheme in this work. Moreover, one can
see from (5) that the next released instant tk+1h depends not only on the error
e(ikh), but also on the latest released state x(tkh).

Remark 2. Notice that the trigger parameter σ(t) changes depending on the
comparison between the error function eT (ikh)e(ikh) and ρ. If eT (ikh)e(ikh) >
ρ, it is clear that the error between the newly sampled vector x(ikh) and the
latest released state x(tkh) is larger than the threshold

√
ρ. However, the newly

sampled vector x(ikh) cannot be released due to that σ(ikh) is large, which
results in deteriorating the control performance of NCSs. From (7), we can obtain
d = −1 such that the parameter σ(t) appears a decreasing trend in t ∈ [ikh, ikh+
h). Then the next sampling instant ikh+ h can more easily be the next released
instant because of σ(ikh+ h) < σ(ikh), which remains the performance to some
certain extent. However, if the function (6) and (7) are not considered, the next
released instant can be far bigger than ikh+h. In contrast when eT (ikh)e(ikh) <
ρ, there exits d = 1, which means that the parameter σ(t) will grow bigger and
the bandwidth burden will be saved. Briefly speaking, the proposed adaptive
event-triggered scheme could provide a balance relationship between the system
performance and the network bandwidth burden effectively.

2.2 Modeling of Closed-Loop NCS

Consider the behavior of ZOH, a state feedback control law is chosen as

u(t) = Kx(tkh), t ∈ [tkh+ ηk, tk+1h+ ηk+1) (8)

where K is the controller gain to be determined.
Inspired by [17], let

lk = min{n|tkh+ nh+ ηk ≥ tk+1 + ηk+1} (9)

Then the interval [tkh+ ηk, tk+1h+ ηk+1) can be expressed as

[tkh+ ηk, tk+1h+ ηk+1) =

lk⋃

n=0

Ωn (10)

where Ωn = [tkh + nh + ηk, tkh + nh + h + ηk), n = 0, · · · , lk − 2 and Ωlk =
[tkh+ lkh− h+ ηk, tk+1h+ ηk+1).

Define τ(t) = t − ikh, for ikh = tkh + nh, t ∈ Ωn. It is clear that τ(t) is a
piecewise-linear function satisfying

ηm ≤ ηk ≤ τ(t) ≤ h+max{ηk, ηk+1} ≤ h+ ηM t ∈ Ωn (11)
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Then the control law (8) becomes

u(t) = K(x(t− τ(t)) − e(ikh)) t ∈ Ωn (12)

Set τ1 = ηm, τ2 = h + ηM . Combining (1) and (12) leads to the following
closed-loop system

ẋ(t) = Ax(t) +BKx(t− τ(t)) −BKe(ikh) + h(t, x(t)) t ∈ Ωn (13)

where the initial condition of state x(t) is x(t) = φ(t) with φ(t0) = x0, φ(t) is
a continuous function on t ∈ [t0 − τ2, t0 − τ1]. From (5) and the above division
(10), one can see that non-triggered data packets satisfy the following inequality

eT (ikh)Φe(ikh) < σMxT (t− τ(t))Φx(t − τ(t)) (14)

3 Main Results

In this section, we develop an approach for stability analysis and controller syn-
thesis of for the closed-loop system (13). The following Lyapunov functional
candidate V (t) will be used in deriving our result. Due to page limitation, the
detail proof omits herein.

V (t) = xT (t)Px(t) +

∫ t

t−τ1

xT (s)Qix(s)ds+

∫ t−τ1

t−τ2

xT (s)Qix(s)ds

+ τ1

∫ t

t−τ1

∫ t

s

ẋT (v)R1ẋ(v)dvds + (τ2 − τ1)

∫ t−τ1

t−τ2

∫ t

s

ẋT (v)R2ẋ(v)dvds

(15)

Theorem 1. For given scalars τ1, τ2, σM and a matrix K, the equilibrium of the
system (13) is asymptotically stable in mean-square sense with degree κ, if there
exist matrices P > 0, Qi > 0, Ri > 0 (i = 1, 2), Φ > 0 and U with appropriate
dimensions, and scalar θ ≥ 0 such that the following matrix inequities hold

⎡

⎣

Γ11 ∗ ∗
Γ21 Γ22 ∗
Γ31 Γ32 Γ33

⎤

⎦ < 0 (16)

[

R2 ∗
U R2

]

> 0 (17)

where Γ11 = [(1, 1) = PA0+AT
0 P+Q1−R1, (2, 1) = R1, (2, 2) = Q2−Q1−R1−

R2, (3, 1) = KTBT
0 P, (3, 2) = R2 − U, (3, 3) = U + UT − 2R2 + σMΦ, (4, 2) =

U, (4, 3) = R2−U, (4, 4) = −Q2−R2, (5, 1) = −KTBT
0 P, (5, 5) = −Φ, (6, 1) =

P, (6, 6) = −θI], Γ21 = col{τ1R1�1, (τ2 − τ1)R2�1, �2}, Γ22 = diag{−R1, −
R2, − θκ−2I}, Γ31 = col{�3, �4}, Γ32 = [�5, 0], Γ33 = diag{−εI, −
εI} with �1 = [A0, B0K, 0, − B0K, 0, I], �2 = [θH, 0, 0, 0, 0, 0],
�3 = [εGTP, 0, 0, 0, 0, 0], �4 = [Ea, 0, EbK, 0, − EbK, 0], and �5 =
[τ1εG

TR1, (τ2 − τ1)εG
TR2, 0].
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Remark 3. For a special case of a time-triggered scheme, i.e., σ(t) = 0 in (5),
Theorem 1 will lead to less conservative results than those in some existing ones,
which will be given in section 4.

Based on Theorem 1, we are in a position to design the controller (8) for the
closed-loop system (13).

Theorem 2. For given scalars τ1, τ2, and σM , the equilibrium of the system
(13) with nonlinear connection function satisfying (4) is asymptotically stable in
mean-square sense, and the corresponding controller gain is K = Y X−1, if there
exist matrices X > 0, Q̃i > 0, R̃i > 0 (i = 1, 2), Φ̃ > 0 and Ū with appropriate
dimensions, and scalars ε > 0, λ > 0 such that the following matrix inequities
hold

⎡

⎣

Γ̃11 ∗ ∗
Γ̃21 Γ̃22 ∗
Γ̃31 Γ̃32 Γ̃33

⎤

⎦ < 0 (18)

[
R̃2 ∗
Ũ R̃2

]

> 0 (19)

where Γ̃11 = [(1, 1) = A0X +XAT
0 + Q̃1 − R̃1, (2, 1) = R̃1, (2, 2) = Q̃2 − Q̃1 −

R̃1−R̃2, (3, 1) = Y TBT
0 , (3, 2) = R̃2−Ũ , (3, 3) = Ũ+UT −2R2+σM Φ̃, (4, 2) =

Ũ , (4, 3) = R̃2 − Ũ , (4, 4) = −Q̃2− R̃2, (5, 1) = −Y TBT
0 , (5, 5) = −Φ̃, (6, 1) =

I, (6, 6) = −I], Γ̃21 = col{τ1�̃1, (τ2 − τ1)�̃1, �̃2}, Γ̃22 = diag{−XR̃1X, −
XR̃2X, − λI}, Γ̃31 = col{�̃3, �̃4}, Γ̃32 = [�̃5, 0], Γ̃33 = diag{−εI, − εI},
with �̃1 = [A0X, B0Y, 0, − B0Y, 0, X ], �̃2 = [HX, 0, 0, 0, 0], �̃3 =
[εGT , 0, 0, 0, 0, 0], �̃4 = [EaX, 0, EbY, 0, − EbY, 0], �̃5 = [τ1εG

T , (τ2 −
τ1)εG

T , 0].

Proof: Similar to the proof in [3], substitute θ > 0 for θ ≥ 0. Define P̄ = P/θ,
Q̄i = Qi/θ, R̄i = Ri/θ (i = 1, 2), Φ̄ = Φ/θ, Ū = U/θ, pre-multiplying (16) with
diag{1/θ, 1/θ, 1/θ, 1/θ, 1/θ, 1/θ, 1/θ, 1/θ, 1/θ}. Then define X = P̄−1, XQ̄iX =
Q̃i, XR̄iX = R̃i (i = 1, 2), XΦ̄X = Φ̃, XŪX = Ũ and Y = KX , pre- and post-
multiplying (16), (17) with diag{X,X,X,X,X, I, R−1

1 , R−1
2 , I, I, I}, diag{X,X}

and their transposes, respectively. This completes the proof.

Remark 4. Notice that the derived matrix inequalities (18) can not be solved
directly by using Matlab LMI Control Toolbox due to that the non-linear terms
XR̃−1

j X (j = 1, 2). Generally, there are two methods to deal with the above-
mentioned non-linear items . The first is simpler linear approach, such as re-
placing −XR̃−1

j X (j = 1, 2) with ρ2j R̃j − 2ρjX (j = 1, 2) [8]; the second is
cone complementarity linearisation (CCL) method [18]. In this paper, the latter
CCL method is used to solve the original non-convex problems, since the less
conservative result can be expected based on the second method than the first
method. Since the detailed discusses on CCL algorithm are seen in [3], [18], it is
omitted in this paper.
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4 Numerical Example

In the following, we will provide two examples to demonstrate the effective of
the proposed method.

Example 1. The inverted pendulum introduced in [7] is considered in this paper

ẋ(t) =

⎡

⎢
⎢
⎣

0 1 0 0
0 0 −1 0
0 0 0 1
0 0 10/3 0

⎤

⎥
⎥
⎦
x(t) +

⎡

⎢
⎢
⎣

0
0.1
0

−1/30

⎤

⎥
⎥
⎦
u(t) (20)

For the case with adaptive event-triggered communication scheme, i.e. σ(t) varies
in [0.2, 0.4], applying Theorem 1 with K =

[

2 12 378 210
]

, one can obtain that
the maximum value of τ2 is 0.02 and

Φ =

⎡

⎢
⎢
⎣

0.0054 0.0270 0.8573 0.4714
0.0270 0.1947 5.0990 3.2215
0.8573 5.0990 160.2193 89.1322
0.4714 3.2215 89.1322 54.2020

⎤

⎥
⎥
⎦

(21)

Suppose that ηM = 0, then the maximum sampling period is 0.02. Taking
h = 0.02s with x0 = [0.98 0 0.2 0]T , Fig.1 shows the state trajectories of x2

under periodic sampling triggered scheme (PSTS), traditional event-triggered
scheme (TETS) with σ = 0.3 and adaptive event-triggered scheme (AETS) with
ρ = 0.02. It should be strongly stressed that the trajectories controlled by AETS
closely matches to those by PSTS, whereas TETS method yields a poor control
performance, in which the resource utilisation by TETS and AETS can be ob-
tained 53.09% and 55.85% improvements, respectively. Based on the simulation
results, one can see that the proposed AETS in this paper sends less data pack-
ets than those by TETS, and achieves a better control performance than TETS.
In a conclusion, the tradeoff between the frequency of data transmission and
control performance can be balanced well by AETS.

Example 2. Consider the system (1) with the following matrices

A0 =

[
1 1
0 0.99

]

, B0

[
0
10

]

, H =
[
1 0

]

, G =

[
0.1
1

]

, Ea =
[
1 0

]

, Eb = −1

Case 1: when σ = 0 (i.e. PSTS)
To compare with the existing work [3], [16], it is assumed that the lower delay
bound is τ1 = 0. The maximum allowable transfer intervals (MATIs) obtained
based on the methods in [16], [3] are 0.2509 and 0.2838. It can be shown that
applying Theorem 2, one can get a better result of MATIs= 0.3043. Moreover,
with given τ2 = 0.2509, we obtain γmin = 16 from Theorem 2. Compared with
the result of nonlinear bound 0.1636 in [3], the upper nonlinear bound κ is 0.25,
which shows the proposed stability conditions less conservative.

Case 2: when σ is time-varying (i.e. AETS)
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Fig. 1. State trajectories of x2

For this case, our aim is to design a robust controller over a networked envi-
ronment under the adaptive scheme in (5). Suppose that the trigger parameter
σ(t) ∈ [0.2, 0.4] and the initial trigger parameter is σ(0) = 0.3. Setting τ1 = 0,
solving the matrix inequities in Theorem 2 with CCL algorithm, we can obtain
the upper bound of τ2 is 0.09, and the corresponding gain matrix K and trigger
matrix Φ are given by

K =
[−0.6779 −0.6652

]

, Φ =

[

0.8408 0.8249
0.8249 0.8094

]

(22)

0 5 10 15 20 25 30
−1

0

1

2

3

Time (Second)

S
ta

te
 r

es
po

ns
es

 

 

0 5 10 15 20 25 30
0

1

2

Release time (Second)

R
el

ea
se

 in
te

rv
al

x1
x2

Fig. 2. State response, release instants and release interval

Setting the sampling period h = 0.06, thus the random delay ηk belongs a inter-
val [0, 0.03]. Based on the obtained parameters and ρ = 0.007, considering the
nonlinearities and uncertainties with the proposed AETS, the state trajectories,
release instants and release interval for t ∈ [0, 30] are shown in Fig.2. Fig. 3 plots
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the trajectory of the trigger parameters σ and d. Hence by use of the proposed
method in this paper, the system is robust to nonlinearities and uncertainties as
well as random delay.
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Fig. 3. Trigger parameters σ and d

5 Conclusion

A novel adaptive event-triggered communication scheme has been proposed for a
class of uncertain NCSs with nonlinearities. The proposed event-triggered com-
munication scheme specially shows an effective approach to balance the con-
trol performance and the network bandwidth burden. Based on the presented
model, the stability and synthesis criteria have been derived to guarantee the
asymptotically stability in mean-square sense. Compared with some existing
event-triggered methods, the simulation examples have shown that the pro-
posed adaptive event-triggered communication scheme has saved the network
bandwidth burden while preserving the control performance.
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Abstract. With the prosperity of smartphone markets, mobile social networks 
(MSNs) attract much attention. In MSNs, information can be shared among 
users through their opportunistic contacts. The information forwarding mode 
needs mobile users to work in a cooperative and altruistic way. However, in the 
real world, most of users are not willing to forward information because of their 
selfishness. In this paper, we firstly divide selfishness into two new types: weak 
selfishness and extreme selfishness. Then we develop an analytical model to 
evaluate the influence of selfish behavior on the information dissemination 
process in the MSNs. Numerical results demonstrate weak selfishness and 
extreme selfishness hinder information dissemination. 

Keywords: Mobile social networks (MSNs), Information dissemination, Weak 
selfishness, Extreme selfishness, Analytical model. 

1 Introduction 

With the rapid growth of the usage of mobile devices, mobile social networks (MSNs) 
have been emerged. In such networks, people can share information with others 
exploiting short range wireless techniques [1]. Actually, an MSN is a special type of 
delay tolerant network [2], where user can adopt store-carry-and-forward mode to 
diffuse information. This information dissemination scheme needs all mobile users to 
work in a cooperative way which is popular to save energy and resources [10][11]. 

                                                           
* Corresponding author. 
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However, a large number of people exhibit various degrees of selfishness in MSNs 
[3]. In previous, the selfishness is mainly divided into two parts: individual 
selfishness and social selfishness [4]. The first one is from the perspective of an 
individual, which means this user is not willing to relay information for others [5]. 
The second one is from the perspective of a community, which means the user is 
more willing to help others in the same community than forwarding information to the 
users outside the community [4]. 

In this paper, we divide mobile users’ selfish behavior into new two types: weak 
selfishness and extreme selfishness. The weak selfishness means an individual who is 
unwilling to forward information to others sometimes. The extreme selfishness 
denotes that an individual does not want to help others absolutely. Then, we present a 
model to mimic the epidemic information dissemination with weak and extreme 
selfishness through the ordinary differential equations (ODEs), where mobile users 
share information with their friends upon they encounter. Based on this model, we 
evaluate the influences of both the weak selfish behavior and extreme selfish behavior 
on dissemination process. By doing experiments with the real trace, we explain 
simulation and numerical results. The simulation results prove the accuracy of 
presented model. Numerical results show that the weak selfishness and extreme 
selfishness can affect the information dissemination. 

The remainder of the work is organized as follows. The system model is introduced 
in Section 2 and the information dissemination mode is presented in Section 3. Our 
simulation and numerical results are shown in Section 4. The conclusion of this paper 
and the future work are given in Section 5. 

2 System Model 

We assume that there are N  users denoted by Nnnn ,, 21  moving around in a 

region all the time. The information can be shared between two people who are 
friends when they meet. This section introduces the social graph with the social ties 
among mobile users and explains the selfishness division. 

2.1 Social Graph 

An undirected and unweighted graph ),( EVG  is employed to denote the social 

graph. The symbol V  is the set of nodes representing mobile users and E  denotes 
the set of edges referring to social ties among users in social graph. Thus 

},,{ 21 NnnnV = . Since we want to study the effect of selfishness, we need to know 

the distribution of relationship. Let )(kP  denote the probability of a node with k  

friends and k  can be called the degree of this node. Existing works have shown that 
)(kP  usually has the power-low distribution in the social graph [6] as follows: 

 






<≤

<
= − NkmkmC

mk
kP

,),(

,0
)( γγ

, (1) 
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where m  is the smallest degree of the network, γ  is the skewness of the degree 

distribution, and ),( γmC is the normalization constant  

In MSNs, the mobility patterns of nodes are very sophisticated. We assume that the 
inter-contact between two nodes follows an exponential distribution with parameter 
λ , which has been demonstrated by using real trace by some studies [7]. 

2.2 Selfishness Division 

Selfishness is divided into weak selfishness and extreme selfishness. we assume that 
1) a mobile node forwards information to one of its friends with the probability inp , 

which is called weak selflessness level and is opposite to weak selfishness level; 2) a 
mobile node doesn’t accept information from others and doesn’t store it absolutely 
corresponding to a parameter 1p  exponential distribution; 3) a mobile node refuses 

to forward information to any nodes corresponding to parameter 2p  exponential 

distribution. In particular, the first one regards to the weak selfishness and the next 
two assumptions can be seen as extreme selfishness. 

3 Information Dissemination Model 

In this section, we present a model to mimic information dissemination with 
selfishness in the MSN through Ordinary differential equations (ODEs).  

Let )(tIk  denote the number of k -degree nodes that don’t have information at 

time t . Similarly, let )(tSk  denote the number of k -degree nodes obtaining 

information at time t . )(tRk  denotes the number of k -degree nodes that refuse to 

receive and store the information, and )(tZk  denotes the number of k -degree nodes 

that have received the information but don’t forward it at time t . If we let )(tNk  

represent the number of k -degree nodes at time t , the fractions of four types of 
nodes in )(tNk  at time t  are )(/)()( tNtIti kkk = , )(/)()( tNtSts kkk = , 

)(/)()( tNtRtr kkk = , )(/)()( tNtZtz kkk = , respectively. 

Within time interval ],[ ttt Δ+ , the variation of )(tsk  is as follows.  

 )),(1)(()( kGPtitti kk −=Δ+ , (2) 

where ),( kGP  denotes the probability that a k -degree node in  without information 

will receive it or refuse to accept it from any one at within tΔ . To derive ),,( tkGP , 

we consider two aspects. One is that node in  receives information from its friends so 

that it is classified into )(tsk . The other is that, node in  also may refuse to help any 

nodes so that it is classified into )(trk .  

As mentioned above, only when there is an opportunistic link between two nodes, 
they have a chance to share information. Since the inter-contact between two nodes 
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follows the exponential distribution, the probability that node in  encounters a node 

(e.g. jn ) within ],[ ttt Δ+  is tNe Δ−−− )1(1 λ , when the interval is enough small. The 

probability that node jn  is a friend of node in  is 1/ −Nk . Furthermore, the 

probability that node jn  has the information is  −

=
−

1

' ' )()'()1/(
N

mk k tskPNN , where 

the 'k  is the degree of a node. In addition, node in  can get the information from one 

of its friends successfully after they encounter with a probability inp . Therefore, the 

probability ),( kAP  that node in  receives the information time within tΔ  is  

  −

=
Δ−−

−
−

−
=

1

' '
)1( )()'(

1
)1(

1
),(

N

mk k
tN

i tskP
N

N
e

N

k
pkAP λ . (3) 

Furthermore, we analyze the second aspect. The probability )(notreceiveP  that 

node in  doesn’t accept information absolutely within tΔ  is  

 tp
t

tp edtepnotreceiveP Δ−Δ − −==  11 1)(
0

1 . (4) 

Therefore, combining with (3) and (4), we can have 

  −

=
Δ−Δ−− ×

−
−−−−=

−−−=
1

' '
)1( 1)()'(

1
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))(1))(,(1(1),(

N

mk
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eNkp

enottreceivPkAPkGP
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From (2), we can obtain 
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Similarly, give by a small time interval tΔ , we have 
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where )(notforwardP  denotes the probability that a k -degree node with the 

information refuses to forward it to anyone within tΔ . 
The numbers of four types of nodes in the whole network are  

  −

=
=

1
)()()(

N

mk k kPtiNtI , (10) 

  −

=
=

1
)()()(

N

mk k kPtsNtS , (11) 

  −

=
=

1
)()()(

N

mk k kPtrNtR , (12) 

  −

=
=

1
)()()(

N

mk k kPtzNtZ . (13) 

4 Numerical Results  

In this section, we employ our model to evaluate the effect of weak selfishness and 
extreme selfishness.  

In the experiment, the number of infected nodes )(tF  is considered as a 

performance metric, which means the average number of nodes that have received 
information at time t  and it can be defined as 

 )())()(()()()(
1

kPtztsNtZtStF
N

mk kk −

=
+=+= . (14) 

4.1 Experiment Setup 

We assume that the unit time of the system is 0.01 hour. Since existing empirical 
studies have showed that the average inter-meet time between two individuals is 
around 5 hours [8], which is also used in some studies [9], we choose the 002.0=λ  
for the experiment. In addition, we do the experiment on the social graph based on a 
real trace from logs of a MSN system developed by the network center of the 
university. In the social graph, 1.2=γ , 802=N , 1222=E  and 1=m . 

4.2 Effect of Weak Selfishness 

We firstly analyze the effect of weak selfishness. In particular, we let 021 == pp . 

The value of inp  is varied from 0 to 1, and 10000,5000,2000,1000=T , 

respectively. It is easy to know that when weak selflessness level inp  is larger, the 
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weak selfishness level is lower. Fig. 1 shows the effect of weak selfishness. From the 
Fig. 1, we observe that the weak selflessness is positively related with the number of 
nodes having information. In addition, when the dissemination time is larger, the 
network is much more robust to the weak selflessness. Therefore, since the selfishness 
is opposite to the selflessness, we can say that the selfishness is negatively related 
with )(tF . 

 

Fig. 1. Effect of weak selfishness 

 

Fig. 2. Effect of extreme selfishness 

4.3 Effect of Extreme Selfishness 

In order to evaluate the effect of extreme selfishness explicitly, we choose five types 
of 1p  for comparison. In particular, we let 1=inp  and the value of 2p  increases 

from 0.0001 to 0.001 and 5000=T . Based on these settings, we can get Fig. 2. From 
Fig. 2, we can observe that the extreme selfishness can restrain the information 
dissemination. For example, the value of )(TF  decreases when the value of 2p  is 

increasing in each curve and the value of )(TF  also decreases with the value of 1p  

increasing at the same 2p .  
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5 Conclusion 

In this paper, we have presented an analytical model to evaluate effect of selfishness 
on information dissemination in MSNs. To the best of our knowledge, this is the first 
analytical model that considers two new types of selfishness: weak selfishness and 
extreme selfishness. The experiments have been done on the MSN with real traces. 
Numerical results show that weak selfishness and extreme selfishness have negative 
effect on information dissemination. Accordingly, the incentive policy, making uses 
cooperative, is necessary to be carried out as future work. 
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Abstract. In large scale wireless sensor and actuator network (WSAN), 
unreliable wireless and multihop communications make challenges in designing 
centralized control due to severe packet dropout and latency. To this end, 
distributed collaborative control (DCC) scheme based on adaptive chaos 
mutation particle swarm optimization (ACMPSO) is proposed. In this scheme, 
control task is carried out collaboratively based on hierarchical clustering using 
only local information. Moreover, DCC is formulated as an optimization 
problem, and chaos mutation is introduced to improve the optimal performance 
of PSO. Simulation shows that the improved PSO has better convergence 
property, and the proposed scheme works well to obtain control objective.  

Keywords:  wireless sensor and actuator network, distributed collaborative 
control, adaptive, chaos, particle swarm optimization. 

1 Introduction 

Wireless Sensor Network (WSN) is formed by lots of low-cost, small-sized, limited-
energy, and wireless-communication capable sensors, which provides us with 
ubiquitous information acquisition [1]. Recently, actuators capable of wireless 
communication are also introduced into the WSN to form up the WSAN. WSAN is a 
new type of heterogeneous network consisting of a group of sensors and actuators that 
are connected with wireless medium [2]. It is an important extension of WSN, 
allowing actuators to make autonomous decisions and perform actions in response to 
sensory information. Due to the benefits such as ubiquitous monitoring even in harsh 
environments, easy installation, low cost, large coverage, self con�guration and 
organization, fast communication and reaction, fault tolerance, etc. [3], WSAN has 
many promising applications in industrial and agricultural fields, such as industrial 
monitoring and control [4], inventory management [5], greenhouse automatic control 
system[6], automated irrigation system[7], etc.  

Since centralized control is not competent in large scale WSAN, there are lots of 
researches concerning distributed control. Sinopoli. et al. addressed some of the issues 
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arising from the use of sensor networks in control applications [8]. They took a 
distributed pursuit-evasion game (PEG) application for example and presented the 
research challenges within the distributed control system, e.g., no global information. 
Cao Xianghui et al. considered joint problems of control and communication in 
WSAN and compared the performances of centralized control scheme and distributed 
control scheme [9]. Although the distributed control method performed better in many 
aspects, it suffered from the fact that its control performance was sensitive to two 
parameters based on global information, rendering it from being a wholly distributed 
and plug-and-run control method. Chen Jiming et al. proposed and evaluated a new 
distributed collaborative control scheme for industrial control systems with WSAN, 
which fully exploited the collaborations between actuators and sensors [10]. 
Simulation showed that the proposed method effectively achieved control objective. 
However, authors thought the method discussed was a heuristic method, and it was 
hard to give an analytical description of the control performance. Mo Lei et al. 
proposed distributed collaborative processing scheme over WSAN based on 
distributed parallel genetic algorithm (DPGA) [11]. The Actuator-Actuator 
coordination problem was formulated as an optimization problem and DPGA was 
applied as a searching technique to minimize the objective function. In the migration 
stage of DPGA, each actuator scheduled should generate a subpopulation and receive 
the optimal individuals migrated from subpopulations in other actuators, so frequent 
communication was needed.  

The main contributions of this paper are as follows. Firstly, in order to improve 
control performance in large scale WSAN, a distributed collaborative control scheme 
based on hierarchical clustering is introduced, where sensor cluster and actuator 
cluster are needed to be formed [12]. Secondly, DCC is formulated as an optimization 
problem. Due to simplicity and easy implementation, PSO is chosen as the 
optimization algorithm. Based on the properties of ergodicity, randomicity, and 
regularity of chaos, ACMPSO is proposed to improve convergence performance of 
PSO. 

The rest of this paper is organized as follows. Section 2 presents system models. 
ACMPSO is proposed in Section 3. Collaboration mechanism based on hierarchical 
clustering is described in Section 4. In Section 5, numerical simulation is carried out 
to evaluate the performance of DCC based on ACMPSO. Finally, the paper is 
concluded in Section 6. 

2 System Formulation 

Taking the automated control system in greenhouse for example, we view 
temperature as state variables. The objective is to control temperatures at different 
locations to meet set points.  Suppose there are sn  sensor nodes and an  actuator 

nodes spread throughout the greenhouse to detect plant states and take necessary 
actions.  
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Plant dynamics in discrete time domain is given as follows 

( ) ( ) ( ) ( )1X k AX k BU k kϕ= − + +                             (1) 

Where ,s s s an n n nA B× ×∈  ∈  , ( ) ( ) ( ), ,X k U k kϕ  are state vector of plants, output 

vector of actuators and system disturbance respectively. Moreover, we assume states 

are independent of each other, so 1,1 2,2 ,, , ,
s sn nA diag a a a =    is diagonal matrix. 

( )kϕ  includes measurement noise, actuation disturbances, channel noise, unmodeled 

dynamics, and other sources of uncertainty [13]. The element ,i jb  of matrix B  

indicates the effect actuator jA  has on plant state ix  [11]. So ,i jb  can be shown as  

,

,
, ,

0

( )
i j j

i j
B i j i j j

d R
b

f d d R

                  >=          ≤
                              (2) 

Where ,i jd  describes the Euclidean distance between jA  and ix , jR  is the 

maximum action range of jA , ,( )B i jf d  is a function which makes ,i jb  is inversely 

proportional to ,i jd . 

As a result, the dynamics of plant state ix  can be rewritten as bellow 

( ) ( ) ( ) ( )

( ) ( ) ( )
,

, ,
1 1

, ,

1

1

s a

i j j

n n

i i j j i j j i
j j

i i i i j j i
d R

x k A x k b u k k

A x k b u k k

ϕ

ϕ
= =

≤

= − + +

          = − + +

 

           

            (3) 

As mentioned before, control objective is to meet set points * * * *
1 2, , ,

s

T

nX x x x =   , 

thus it is interesting to use certain optimal control strategy to minimize the control 
objective function defined as  

( ) ( )( )
1

22*

1

1
min : , 0,1, 2,

sn

i i
is

J k x x k k
n =

 
     −   = 

 
                (4) 

3 Nodes Coordination  

3.1 Sensor-Sensor (S-S) Coordination 

At sampling instants, some sensors nearby, whose sensing ranges cover
 
the same 

plant state, will be activated to form a sensor cluster. For the sake of balancing energy 
consumption to prolong the network lifetime, the sensor with more energy left will be 
selected to be cluster head. Data aggregation is then done by cluster head as follow 
[11]: after reading measurements from cluster members, cluster head computes the 
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mean value. By comparing each measurement with the mean value, some abnormal 
ones will be distinguished and removed. Then a new mean value is figured out and 
transmitted to the nearest one of its responsible actuators, which can be shared by all 
its responsible actuators. In this way, it is not necessary for each sensor to transmit 
measurement to all its responsible actuators, which brings convenience to quick 
response and energy saving. Moreover, the responsible actuators of sensor is  is 

defined as  

{ },| 0 , 1, ,is
j i j aA A b j n= ≠ = 

 
                            (5) 

3.2 Actuator-Actuator (A-A) coordination 

Firstly, overlapping degree of is  is defined as 

, 1, 2, ,is
i sA i nρ   =                                   (6) 

Where ⋅  is cardinality of a set. Obviously, if 1iρ > , there are at least two 

responsible actuators. Without coordination, each responsible actuator computes 
control law respectively. When responsible actuators act on the plant state 
simultaneously, the actuation will be doubled or multiplied, which may cause the 
system unstable. So A-A coordination is imperative to eliminate the actuation 
overshooting. In order to achieve A-A collaboration, responsible actuators are 
activated to form actuator cluster. Similarly with sensor cluster, the actuator with 
more energy left will be selected as cluster head. Then the cluster head works as 
follow: firstly, it collects information of plant states from cluster members. Then 
using some optimization algorithm, it figures out optimal control laws for all cluster 
members. Next, it disseminates control laws to cluster members, which update 
actuation outputs immediately. 

4 Adaptive Chaos Mutation PSO 

PSO is a population-based evolutionary computation technique developed by 
Kennedy and Eberhart in 1995 [14], which imitates foraging behavior of bird flock. In 
PSO, each solution can be considered as an individual particle in a given search 
space, which has its own position and velocity. During movement, each particle 
adjusts its position by changing its velocity based on experiences of its own and 
companions, until an optimum position is reached [15]. Iteration functions of PSO are 
given as follows. 

( ) ( )1 1 2 2
Pbest Gbest

id id id id gd idv wv c r p p c r p p= + − + −
            

         (7) 

id id idp p v= +                                  (8) 



Distributed Collaborative Control Based on Adaptive Chaos Mutation PSO with WSAN 489 

 

Where idv  and idp  represent the thd  element’s speed and position of the thi  

particle, { }1, 2, , dd n∈  , { }1, 2, , ii n∈  . dn  is the dimension of searching space 

and in
 
is the number of particles. w  is inertia weight. 1r  

and
 2r  

are random 

numbers with [ ]1 2, 0,1r r ∈ . 1c
 
and

 2c
 
are accelerating factors. Pbest

idp  and Gbest
gdp  

indicate the optimum positions of the thi  particle and all particles respectively.  

Although PSO has many benefits, when premature convergence leads to low 
particle diversity, it is hard to escape from local optimum. In order to improve particle 
diversity, chaos mutation is introduced. Chaos is the behavior of systems that follow 
deterministic laws but appear random and unpredictable. Chaotic systems are 
sensitive to initial conditions, small changes in initial conditions can lead to quite 
different outcomes. The classic logistic map is employed to produce chaos system as 
bellow [16]. 

( )1 1 , 0,1, 2,n n nc c c nμ+ = − = 
             

             (9) 

Where [ ]0,1nc ∈  is chaotic variable, [ ]0,4μ ∈  is logistic parameter, which is 

always set to 4μ = .  

Based on the properties of ergodicity, randomicity, and regularity of chaos, chaos 
variable is used to produce some mutated particles as 

, 1, 2, ,Gbest
id n gd ip c p i n Pγ= ⋅ ⋅   = ×                     (10) 

Where γ  is a constant coefficient, which is used to specify the search space. 

Obviously, if γ  takes a large value, the search space is large. P  is probability, 

which determines how many particles are replaced by the mutated ones randomly.  
By contrast with PSO, due to the introduction of chaos iterations, chaos mutation 

PSO (CMPSO) needs more computation and energy resources. In order to reduce side 
effects of CMPSO, PSO is only replaced by CMPSO when PSO is in stagnation 
behavior, so the ACMPSO scheme is given as 

( )( ) ( )( )
( )( ) ( )( )

1
, 2,3,

1

Gbest Gbest
gd gd

Gbest Gbest
gd gd

PSO f p k f p k
ACMPSO k

CMPSO f p k f p k

 < −=   =
= −

          (11) 

Where ( )f ⋅   is the fitness function. If ( )( )Gbest
gdf p k  is smaller than 

( )( )1Gbest
gdf p k − , PSO is thought to be in formal evolution process. Otherwise, if the 

two global optimum values are equal, PSO is thought to be in stagnation behavior and 
would be replaced by CMPSO. 

In order to compare convergence performance of the two algorithms, two 
benchmark functions are employed, where Sphere is unimodal function and Rastrigin 
is multi-modal function with many local extrema [17]. The information of two 
benchmark functions is given in Table 1, where *p  denotes global optimum position 
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and ( )*f p  denotes global optimum value. In simulation for convergence precision 

comparison, the number of iterations is set to 150. In simulation for convergence 

speed comparison, ( )* 4
1 4.73 10f p −= ×

 
and ( )* 1

2 2.17 10f p −= ×  are the required 

global optimum values both algorithms should guarantee for Sphere and Rastrigin 
respectively. Simulation parameters are set as follows: 0.8w = , 1 2 2c c= = , 20in = , 

2dn = , 0.8γ = , 0.2P = . In order to ensure particles scatter uniformly in solution 

space, initial population is produced by logistic map. Besides, in order to obtain 
reliable information, simulation results are given based on the mean value of 50 times 
independent run. 

Table 1. Benchmark functions 

name function *p  ( )*f p Initial 
range 

Sphere  2
1

1

dn

i
i

f p
=

=  [ ]0,0 0  [ ]100,100−

Rastrigin ( )2
2

1

10cos 2 10
dn

i i
i

f p pπ
=

= − + [ ]0,0 0  [ ]10,10−  

Table 2. Global optimum position and global optimum value 

 PSO  ACMPSO  
*

1 :f p 2 20.04 10 , 0.16 10− − − × − ×   5 50.01 10 ,0.23 10− − − × ×   

( )*
1f p  

44.73 10−×  102.67 10−×  
*

2 :f p 1 10.20 10 , 0.81 10− − × − ×   4 40.07 10 ,0.28 10− − − × ×   

( )*
2f p

 
12.17 10−×  51.29 10−×  

Table 3. Iteration number 

Required performance PSO  ACMPSO  

( )* 4
1 4.73 10f p −= ×  150 52 

( )* 1
2 2.17 10f p −= ×  150 70 

After the given number of iterations, Table 2 shows the performance comparison in 
global optimum position and global optimum value. Comparing with the parameters 
given in Table 1, it turns out that the convergence precision of ACMPSO is higher. 
Table 3 presents the number of iterations needed for the two algorithms when 
required convergence precision is satisfied. Under same requirement of convergence 
precision, it turns out that less number of iterations is needed for ACMPSO, i.e., 
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ACMPSO has faster convergence speed. In sum, by contrast with PSO, ACMPSO has 
better performance in convergence speed and precision. 

Fig.1 presents the entire convergence process of the two algorithms. After certain 
number of iterations, particle diversity of PSO becomes low and convergence speed 
slows down, so it is easy to be trapped in local optimum with low convergence 
precision. Meanwhile, based on adaptive chaos mutation, particle diversity of 
ACMPSO is improved and the global optimum value keeps converging, so fast 
convergence speed and high precision can be guaranteed. 

5 Numerical Example 

In order to present the simulation results concisely, we consider a temperature control 
system in intelligent greenhouse with two plant states and two actuators, i.e., 

2s an n= = . DCC based on ACMPSO is employed here to control temperatures at 

different locations to meet set points. Moreover, the proposed method can be used in 
more complex WSAN system with more nodes. The initial states are 

17 18C C° °      and the set points are 20 C C° °    20  . We use the plant model 

presented in [10]  

( ) ( ) ( )0.9 0 0.57 0
1

0 0.9 0.49 0.68
X k X k U k

   
= − +   
   

             

(12)
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Fig. 1. Evolution of global optimum value: (a) for Sphere, (b) for Rastrigin 
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1A 2A

1s

1x

2s
2x

 

Fig. 2. System topology 

The topology of system (12) is shown in Fig.2, where 1 2,s s  denote cluster heads 

of sensor clusters, 1A  is the cluster head of actuator cluster. Because actuator 1A  

influences both states 1x  and 2x , i.e.,
 

{ }1
1 2,As s s=  , while 2x  is affected by both 

actuators 1A  and 2A , i.e.,
 

{ }2
1 2,sA A A= , it is necessary for 1A  and 2A  to form 

actuator cluster to accomplish the distributed collaborative control. The iteration 
number of system (12) is set to 15 and simulation results are given bellow. 
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Fig. 3. System dynamic response 

Fig.3 describes the evolution of plant states, where iYx  and iNx  represent states 
with or without DCC respectively. Obviously, with DCC, both two states converge to 
set points quickly. However, without DCC, due to overlapping actuations, two states 
fluctuate intensely at first and can not converge to set points at last. 

Convergence performance of control objective function is presented in Fig.4, where 

YJ  and NJ  represent values of control objective function with or without DCC 
respectively. With DCC, control objective function converges to zero rapidly. By 
contrast, without DCC, control objective function oscillates at first and can’t converge 
to zero at last. 
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Fig. 4. Evolution of control objective function 

Fig.5 shows the actuation outputs of actuators, where iYu  and iNu represent 

outputs of actuators with or without DCC respectively. Without DCC, actuation 
outputs of 1A  and 2A  vary violently and cause actuation overshooting. Although the 

outputs of actuators converge at last, but they can not control plant states to meet set 
points, as shown in Fig.3. Meanwhile, with DCC, we can see that the distributed 
collaboration among 1A  and 2A  compensates the violent actuation outputs 

significantly and both actuation outputs converge to their stable states. 
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Fig. 5. Evolution of actuation outputs 

6 Conclusion 

In this paper, in order to control temperature in greenhouse with WSAN, based on 
hierarchical clustering of sensors and actuators, a distributed collaborative control 
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mechanism has been used. Data aggregation is done by S-S collaboration. And A-A 
collaboration is necessary for actuators sharing plant states. Then the DCC is 
formulated as an optimization problem and ACMPSO is proposed as optimization 
algorithm. By contrast with PSO, simulation shows that ACMPSO has faster 
convergence speed and higher convergence precision. Comparing with situation 
without DCC, simulation shows that DCC based on ACMPSO controls plant states to 
meet well with set points and obtains satisfactory performance of closed loop system. 

Acknowledgments. The work was supported by the National High Technology 
Research and Development Program of China under Grants 2011AA040103-7. 

References 

[1] Yick, J., Mukherjee, B., Ghosal, D.: Wireless Sensor Network Survey. Computer 
Networks 52(12), 2292–2330 (2008) 

[2] Akyildiz, I.F., Kasimoglu, I.H.: Wireless Sensor and Actor Networks: Research 
Challenges. Ad Hoc Networks 2(4), 351–367 (2004) 

[3] Gungor, V.C., Lambert, F.C.: A Survey on Communication Networks for Electric 
System Automation. Computer Networks 50(7), 877–897 (2006) 

[4] Ramamurthy, H., Prabhu, B.S., Gadh, R., Madni, A.M.: Wireless Industrial Monitoring 
and Control using a Smart Sensor Platform. IEEE Sensors Journal 7(5), 611–618 (2007) 

[5] Gungor, V.C., Hancke, G.P.: Industrial Wireless Sensor Networks: Challenges, Design 
Principles, and Technical Approaches. IEEE Transactions on Industrial 
Electronics 56(10), 4258–4265 (2009) 

[6] Park, D.H., Kang, B.J., Cho, K.R., Shin, C.S., Cho, S.E., Park, J.W., Yang, W.M.: A 
Study on Greenhouse Automatic Control System Based on Wireless Sensor Network. 
Wireless Personal Communications 56(1), 117–130 (2011) 

[7] Villa-Medina, J.F., Nieto-Garibay, A., Porta-Gandara, M.A.: Automated Irrigation 
System Using a Wireless Sensor Network and GPRS Module. IEEE Transactions on 
Instrumentation and Measurement 63(1), 166–176 (2014) 

[8] Sinopoli, B., Sharp, C., Schenato, L., Schaffert, S., Sastry, S.S.: Distributed Control 
Applications within Sensor Networks. Proceedings of the IEEE 91(8), 1235–1245 (2003) 

[9] Cao, X., Chen, J., Xiao, Y., Sun, Y.: Building-Environment Control with Wireless 
Sensor and Actuator Networks: Centralized versus Distributed. IEEE Transactions on 
Industrial Electronics 57(11), 3596–3605 (2010) 

[10] Chen, J., Cao, X., Cheng, P., Xiao, Y., Sun, Y.: Distributed Collaborative Control for 
Industrial Automation with Wireless Sensor and Actuator Networks. IEEE Transactions 
on Industrial Electronics 57(12), 4219–4230 (2010) 

[11] Mo, L., Xu, B.: Node Coordination Mechanism Based on Distributed Estimation and 
Control in Wireless Sensor and Actuator Networks. Journal of Control Theory and 
Applications 11(4), 570–578 (2013) 

[12] Salarian, H., Chin, K.W., Naghdy, F.: Coordination in Wireless Sensor-Actuator 
Networks: A Survey. Journal of Parallel and Distributed Computing 72(7), 856–867 
(2012) 



Distributed Collaborative Control Based on Adaptive Chaos Mutation PSO with WSAN 495 

 

[13] Kellett, C.M., Shim, H., Teel, A.R.: Further Results on Robustness of (Possibly 
Discontinuous) Sample and Hold Feedback. IEEE Transactions on Automatic 
Control 49(7), 1081–1089 (2004) 

[14] Kennedy, J., Eberhart, R.: Particle Swarm Optimization. In: IEEE International 
Conference on Neural Networks, pp. 1942–1948. IEEE Press, Perth (1995) 

[15] Chuang, L., Yang, C., Li, J.: Chaotic Maps Based on Binary Particle Swarm 
Optimization for Feature Selection. Applied Soft Computing Journal 11(1), 239–248 
(2011) 

[16] Xiang, T., Liao, X., Wong, K.: An Improved Particle Swarm Optimization Algorithm 
Combined with Piecewise Linear Chaotic Map. Applied Mathematics and 
Computation 190(2), 1637–1645 (2007) 

[17] Lu, Y., Li, S., Chen, S., Guo, W., Zhou, C.: Particle Swarm Optimization Based on 
Adaptive Diffusion and Hybrid Mutation. Journal of Software 18(11), 2740–2751 (2007) 



Distributed Fault Detection and Isolation

for Discrete Time Multi-agent Systems

Dong Wang and Wei Wang

School of Control Science and Engineering,
Dalian University of Technology,

Dalian, 116023, China
wangdongandy@gmail.com, wangwei@dlut.edu.cn

Abstract. In this paper a distributed fault detection and isolation
(FDI) scheme for discrete time multi-agent systems based on a filter
is proposed. An FDI filter is designed such that the effects of external
input disturbances on the residual signals are minimized and those of
fault signals on the residual signals are maximized. These two optimal
specifications are represented by H∞ and H−. Although sufficient con-
ditions for the existence of such filters are obtained in terms of matrix
inequality feasibility conditions, an algorithm to solve them is provided
to find a feasible solution such that the filters can be established.

Keywords: Distributed fault detection, Multi-agent systems, H− per-
formance, H∞ performance.

1 Introduction

With the increased demand for high safety and reliability in industrial process,
fault detection and isolation (FDI) have been one of the hot topics and paid
considerable attention [1,2]. One of effective methods for fault detection in the
classical model-based FDI scheme is to design an observer or filter to gener-
ate a residual signal, which is sensitive to faults and robust to external input
disturbances[3,4,5]. By comparing the residual evaluation function with a prede-
fined threshold, we can determine whether the fault occurred in control systems
or not. When the residual evaluation function value exceeds the threshold, the
fault is detected and an alarm issued. During the past years, a great amount of
effort has been devoted in the field. To mention a few, H∞ techniques have been
utilized and the problem of FDI is formulated as H∞ filtering one [3,4,5].

On the other hand, multi-agent systems have received considerable atten-
tion because of their potential applications such as the formation of flight of
satellites, unmanned aerial and underwater vehicles, flocking of mobile vehicles,
distributed optimization of multiple mobile robotic systems. The development
of FDI scheme for multi-agent systems is challenging and interesting due to the
distributed nature of such systems and the limitation of shared information with
the lower implementation complexity and fewer network resources requirements.

M. Fei et al. (Eds.): LSMS/ICSEE 2014, Part II, CCIS 462, pp. 496–505, 2014.
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Despite the imperative need for decentralized and distributed FDI methodolo-
gies for multi-agent systems, there exist only few contributions [8]. A distributed
Kalman filter is designed to estimate actuator faults for deep space formation
flying satellites. The problem of distributed FDI in a network of multiagent sys-
tems with double integrator dynamics is considered in [9]. In [7], an observer
based scheme is proposed to detect faults affecting both the local dynamics and
the subsystems interconnections, where each subsystem exchanges state infor-
mation with others. In [6], a distributed FDI algorithm is developed for net-
worked robots such that each robot detects faults of others, even if not directly
connected to it. The proposed FDI technique relies on overlapping system de-
compositions into interconnected simpler subsystems, which is monitored by a
local FD unit allowed to communicate with each other [10]. A distributed FDI
design of heterogeneous network of multi-agent systems is presented for a set
of ”virtual” systems whose orders are only equal to the sum of the order of
each agent and its nearest neighbors agents. In addition, each agent can detect
and isolate not only its own faults but also the faults of its nearest neighbors.
This is a multi-objective design problem since detection and isolation objectives
must be satisfied simultaneously[11]. It should be pointed out that the papers
mentioned above are concerned with continuous time multi-agent systems. To
the best of the authors knowledge, up to now, little attention has been paid to
FDI for discrete time multi-agent systems. In the context of discrete-time non-
linear systems, distributed fault detection scheme is presented to include local
and global FDI units, thanks to the introduction of specialized Fault Isolation
Estimators and a Global Fault Diagnoser[12].

In this paper, we investigate the problem of distributed FDI for discrete time
multi-agent systems based on fault detection filters whose interactions are de-
scribed by a distributed relative output protocol. There are external input dis-
turbance in the systems detected, which is coupling with the fault signals. A
filter is established to generate the residual signal. A multi-objective optimiza-
tion, namely, two performance indexes H∞ and H−, is introduced to represent
the effects of disturbance signal on the residual signals and the sensitivity of
residual signals to fault signals. It is shown that the problem of distributed FDI
under consideration is solvable if certain matrix inequalities are feasible.

The remainder of this paper is organized as follows. In Section 2, the problem
statement and definitions are given. Distributed FDI problem for discrete time
multi-agent systems based on a filter is analyzed in Section 3. In Section 4, the
parameters of filters are constructed. An algorithm for obtaining such parameters
are given in Section 5 which is followed by conclusions in Section 6.

Notation. The notation used in this paper is fairly standard. The superscript T
stands for the transposition of vectors or matrices. Rn denotes the n dimensional
Euclidean space with the norm ‖x‖ = (xT x)1/2. l2[0, ∞) is the space of square

summable infinite sequences with the norm ‖wk‖2 = (
∑∞

0 ‖wk‖2)1/2. In addi-
tion, we use ∗ to denote the symmetry entries of symmetry matrices. Matrices,
if their dimensions are not explicitly stated, are assumed to be compatible for
algebraic operations. ⊗ denotes the Kronecker product of matrices. The notation
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P > 0 (≥ 0) means P is real symmetric positive (semi-positive) definite. I and
0 represent respectively, identity matrix and zero matrix.

2 Problem Formulation

Consider a network of N identical agents with linear or linearized dynamics in
the discrete-time setting, where the dynamics of the i-th agent are described by

xi(k + 1) = Axi(k) +Bwi(k) +Gfi(k)

yi(k) = Cxi(k) +Dwi(k) + Efi(k) (1)

where xi(k) ∈ Rn is the state, fi(k) ∈ Rm is the fault input to be detected,
yi(k) ∈ Rq is the output to be measured, wi(k) ∈ Rp is the disturbance input
which belongs to l2 [0,∞). The matrices A, B, G, C, D and E are of appropriate
dimensions.

The communication topology among agents is represented by a directed graph
G = (V , E), where V = 1, ..., N is the set of agents and E ⊂ V × V is the set
of edges between agents. An edge (i, j) in graph G means that agent j can get
information from agent i, but not conversely.

We are interested in, at each time instant, the information available to agent
i, which is the relative measurements of other agents with respect to itself:

zi =

N∑

j=1

aij(yi − yj) (2)

where A = (aij)N×N is the row-stochastic matrix associated with graph G.
To detect the fault, two tasks require to finish: to construct a residual genera-

tor and then to evaluate a residual signal. The first task is to design an observer
or a filter to generate the residual signal. The other is a evaluation stage includ-
ing determining an evaluation function and a threshold. In the present paper, a
distributed fault detection filter is constructed for the i-th agent as a residual
generator described by

x̂+
i = Âx̂i + B̂zi, ri = Ĉx̂i + D̂zi (3)

where x̂+
i = x̂i(k + 1) is the state at the next time instant, x̂i ∈ Rn is the state

vector of a fault detection filter, ri ∈ Rt is the so-called residual signal, zi is the
relative measurement output error received by an agent over a network, Â, B̂, Ĉ
and D̂ are positive matrices to be determined. For simplicity, time instants (k)
in the variables are neglected.

Let x̄i =
[
xT
i x̂T

i

]T
, x̄ =

[

x̄T
1 , . . . , x̄

T
N

]

, w̄ =
[

wT
1 , . . . , w

T
N

]T
, f̄ =

[

fT
1 , . . . , fT

N

]T
and r =

[

r1
T , r2

T , . . . , rN
T
]T

, combining (1), (2) and (3) leads
to the augmented systems described by

x̄+ = Ãx̄+ B̃w̄ + G̃f̄ , r = C̃x̄+ D̃w̄ + Ẽf̄ (4)
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where

Ã = IN ⊗ Ā+ (IN −A)⊗ L, Ā =

[
A 0

0 Â

]

, L =

[
0 0

B̂C 0

]

B̃ = IN ⊗ B̄ + (IN −A)⊗ D̄, B̄ =

[

B
0

]

, D̄ =

[
0

B̂D

]

G̃ = IN ⊗ Ḡ+ (IN −A)⊗ Ē, Ḡ =

[
G
0

]

, Ē =

[
0

B̂E

]

C̃ = IN ⊗ C̄ + (IN −A)⊗ F̄ , C̄ =
[

0 Ĉ
]

, F̄ =
[

D̂C 0
]

D̃ = (IN −A)⊗ D̂D, Ẽ = (IN −A)⊗ D̂E.

The following definitions are introduced for the requirements of robust fault
detection.

Definition 1 (H∞ performance). Given a positive scalar γ, system (4) with
f̄(k) = 0 is said to be asymptotically stable with a prescribed H∞ norm bound
γ under zero-initial condition if the following inequality holds

∞∑

k=0

‖r(k)‖2 ≤ γ

∞∑

k=0

‖w̄(k)‖2. (5)

Definition 2 (H− performance). Given a positive scalar β, system (4) with
w̄(k) = 0 is said to satisfy a prescribed H− performance β under zero-initial
condition if the following inequality holds

∞∑

k=0

‖r(k)‖2 ≥ β
∞∑

k=0

‖f̄(k)‖2. (6)

Remark 1. These two definitions are developed for establishing robust fault
detection based on the residuals generated by fault detection filters. The first is
to employ β to measure the sensitivity of the residuals to fault occurred while
the second is to use α to attenuate the disturbance level. The key feature of
the proposed FDI scheme is to make the generated residuals sensitive to faulty
signals and robust against disturbances in normal case. This strategy will make
it possible for the generated residuals to have obvious discrepancies between
faulty cases and normal case. It is easily seen that H− specification measures the
sensitivity of r to f . Accordingly, the larger it is, the more sensitive it becomes.
These two specifications above are proposed to evaluate the sensitivity and the
robustness of fault detection systems in the literature[3,4,5].

The problem of fault detection to be addressed is to design a filter (3) such
that system (4) satisfies the following requirements:

1). System (4) is the asymptotical stability and the effects of disturbances on
residuals are minimized in a fault-free cases, namely, a minimum γ is found to
satisfy H∞ performance for system (4).
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2). System (4) is the asymptotical stability and the effects of fault signal on
residuals are maximized in disturbance-free case, namely, a maximum β is found
to meet H− performance for system (4).

After designing the residual generator, a residual evaluation function and
a detection logic unit based on the results proposed by [24] are introduced.
A square sum value, an average energy of residual signals, over a time length
interval L is selected as a residual evaluation function, namely,

Jr(L) =
L∑

k=0

rT (k)r(k) (7)

where L denotes the evaluation time length. If the initial evaluation time is not
at zero such as k1, then, the end time of evaluation function is k1+L. A threshold
is chosen for the decision as follows,

Jth = sup
w̄(k)∈l2, f̄(k)=0

Jr(L). (8)

Based on this, the occurrence of faults can be detected by comparing Jr(L) and
Jth according to the following test:

{

Jr(L) ≤ Jth No alarm
Jr(L) ≥ Jth Alarm.

(9)

3 Fault Detection Analysis

In this section, a robust fault detection scheme for system (1) is presented such
that system (4) satisfies performance specifications (5) and (6).

3.1 H∞ Disturbance Attenuation

In this subsection, we will provide sufficient conditions on disturbance attenua-
tion performance of (4).

Theorem 1. For given γ > 0, system (4) with f̄(k) = 0 satisfying the perfor-
mance specification (5), if there exist a symmetric and positive definite matrix
P and a matrix Q such that

⎡

⎢
⎢
⎣

−P 0 ÃT (IN ⊗Q) C̃T

∗ −γI B̃T (IN ⊗Q) D̃T

∗ ∗ P − IN ⊗QT − IN ⊗Q 0
∗ ∗ ∗ −I

⎤

⎥
⎥
⎦
< 0. (10)

Proof. We choose the following Lyapunov function candidate

V (x̄, k) = x̄TP x̄. (11)
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Calculating the forward difference of (11) along the trajectories of system (4)
with f̄(k) = 0, we have

ΔV = V (x̄(k + 1), k + 1)− V (x̄, k)

= (Ãx̄+ B̃w̄)
T
P (Ãx̄+ B̃w̄)− x̄TP x̄.

When w̄(k) = 0, it follows from (12) that

ΔV = x̄T (ÃTPÃ− P )x̄.

It is easy to display that condition (10) implies ΔV < 0, which means that
system (4) at the absence of the disturbances is the asymptotical stability.

In order to obtain H∞ disturbance attenuation performance of system (4),
the following performance index is introduced

J =
∞∑

k=0

(

rT(k)r(k) − γw̄T (k)w̄(k)
)

.

Based on the zero-initial conditions x̄ = 0, we can get

J =

∞∑

k=0

(rT r − w̄T w̄) =

∞∑

k=0

(rT r − w̄T w̄ +ΔV )− V (∞) + V (0)

≤
∞∑

k=0

(rT r − w̄T w̄ + V (x̄(k + 1), k + 1)− V (x̄, k)) = ζTΞζ

where

ζ =

[
x̄
w̄

]

, Ξ =

[−P 0
0 −γI

]

+

[
ÃT

B̃T

]

P
[

Ã B̃
]

+

[
C̃T

D̃T

]
[

C̃ D̃
]

.

It is clear that J < 0 if Ξ < 0 when ζ(k) 
= 0. By Schur complement lemma, Ξ
is negative definite if and only if the following inequality holds

⎡

⎢
⎢
⎣

−P 0 ÃT C̃T

∗ −γI B̃T D̃T

∗ ∗ −P−1 0
∗ ∗ ∗ −I

⎤

⎥
⎥
⎦
< 0. (12)

Since P−1 is symmetric and positive definite, from the fact that (P − IN ⊗
Q)TP−1(P − IN ⊗Q) ≥ 0, we have

− (IN ⊗QT )P−1(IN ⊗Q) ≤ P − (IN ⊗QT + IN ⊗Q). (13)

Performing a congruence transformation to (12) via diag{I, I, (IN ⊗ Q), I}
yields

⎡

⎢
⎢
⎣

−P 0 ÃT (IN ⊗Q) C̃T

∗ −γI B̃T (IN ⊗Q) D̃T

∗ ∗ −(IN ⊗QT )P−1(IN ⊗Q) 0
∗ ∗ ∗ −I

⎤

⎥
⎥
⎦
< 0. (14)

Based on (13), (10) holds if (14) holds, which means the performance index (5)
is satisfied.
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3.2 H− Performance

The following theorem presents a gain β as fault sensitivity performance.

Theorem 2. Given a scalar β > 0, system (4) with w̄(k) = 0 satisfies the
performance specification (6), if there exist a symmetric and positive definite
matrix P and a matrix Q such that

⎡

⎣

−P − C̃T C̃ −C̃T Ẽ ÃT (IN ⊗Q)

∗ βI − ẼT Ẽ G̃T (IN ⊗Q)
∗ ∗ P − (IN ⊗QT + IN ⊗Q)

⎤

⎦ < 0. (15)

Proof. A Lyapunov function candidate is selected as (11), calculating the for-
ward difference of (11) along the trajectories of system (4) with w̄(k) = 0, we
have

ΔV = V (x̄(k + 1), k + 1)− V (x̄, k)

= (Ãx̄+ G̃f̄)
T
P (Ãx̄+ G̃f̄)− x̄TP x̄.

When f̄(k) = 0, it is similar to the proof line of the asymptotical stability in
Theorem 1 and straightforward to show that condition (15) implies ΔV < 0,
which means that system (4) at the absence of the fault is the asymptotical
stability.

In order to obtain H− performance of system (4), the following performance
index is defined

J− =
∞∑

k=0

(

rT(k)r(k) − βf̄T(k)f̄(k)
)

.

Based on the zero-initial conditions x̄ = 0, we can get

J− =

∞∑

k=0

(

rT(k)r(k) − βf̄T(k)f̄(k)−ΔV (x̄(k), k)
)

+ V (∞) ≥ −ξTΦξ

where

ξ =

[
x̄
f̄

]

, Φ =

[−P 0
0 βI

]

+

[
ÃT

G̃T

]

P
[

Ã G̃
]−

[
C̃T

ẼT

]
[

C̃ Ẽ
]

.

It is obvious that J− > 0 if Φ > 0 when ξ(k) 
= 0. By using Schur complement
lemma, Φ is negative definite if and only if the following inequality holds

⎡

⎣

−P − C̃T C̃ −C̃T Ẽ ÃT

∗ βI − ẼT Ẽ G̃T

∗ ∗ −P−1

⎤

⎦ < 0. (16)

Performing a congruence transformation to (16) via diag{I, I, (IN ⊗Q)} leads
to

⎡

⎣

−P − C̃T C̃ −C̃T Ẽ ÃT (IN ⊗Q)

∗ βI − ẼT Ẽ G̃T (IN ⊗Q)
∗ ∗ −(IN ⊗Q)TP−1(IN ⊗Q)

⎤

⎦ < 0. (17)
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Based on (13), the inequality above holds if (15) holds, which means the perfor-
mance index (6) is satisfied.

4 Design of Fault Detection Filters

Based on the performance analysis in the previous section, sufficient conditions
on the existence of fault detection filters are presented, which is solved to obtain
the filter parameters via an optimization problem.

Theorem 3. For system (1) and filter (3), given two scalars a and b, the prob-
lem of robust fault detection is solvable if there exists symmetric and positive
definite matrices P and matrices Q1, Q2, M , O, S and H such that system (4)
satisfies performance specifications (6) and (5) with the following optimization
constraints:

max
P, Q1, Q2, H, S, M, O

aβ − bγ (18)

s.t.
⎡

⎢
⎢
⎣

−P 0 φT
11 φT

13

∗ −γI φT
12 (IN −A)T ⊗ (OD)T

∗ ∗ P − 2IN ⊗Q 0
∗ ∗ ∗ −I

⎤

⎥
⎥
⎦
< 0 (19)

⎡

⎣

−P − φT
21 −φT

23 φT
11

∗ βI − φT
24 φT

22

∗ ∗ P − 2IN ⊗Q

⎤

⎦ < 0 (20)

where

Q =

[
Q1 −Q2

∗ Q2

]

, φ11 = IN ⊗
[

Q1A −H
−Q2A H

]

+ (IN −A)⊗
[−SC 0

SC 0

]

φ12 = IN ⊗
[

Q1B
−Q2B

]

+ (IN −A)⊗
[−SD

SD

]

φ13 = IN ⊗ [
0 M

]

+ (IN −A)⊗ [
OC 0

]

φ21 = IN ⊗
[
0 0

0 ĈT Ĉ

]

+ (IN −A)T (IN −A)⊗
[

CT D̂T D̂C 0
0 0

]

φ22 = IN ⊗
[

Q1G
−Q2G

]

+ (IN −A)⊗
[−SE

SE

]

, φ23 = 2(IN −A)⊗
[

0 0

ĈT D̂C 0

]

φ24 = (IN −A)T (IN −A)⊗ ET D̂T D̂E.

Then, if there is a feasible solution found, the filter gains can be constructed by

Â = Q−1
2 H, B̂ = Q−1

2 S, Ĉ = M, D̂ = O. (21)
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Proof. According to the property of Kronecker product,

(IN ⊗Q)(IN ⊗ Ā) = IN ⊗QĀ, (IN ⊗Q)(IN ⊗ L) = IN ⊗QL

(IN ⊗Q)(A⊗ L) = A⊗QL, (IN ⊗Q)(IN ⊗ B̄) = IN ⊗QB̄

(IN ⊗Q)(IN ⊗ D̄) = IN ⊗QD̄, (IN ⊗Q)(A⊗ D̄) = A⊗QD̄. (22)

Define new matrices as follows

Q =

[

Q1 −Q2

∗ Q2

]

, H = Q2Â, L = Q2B̂, M = Ĉ, O = D̂. (23)

Based on the definitions above and (22), from (10) we obtain (19).
On the other hand, from (4), we can get

(IN ⊗ C̄)T (IN ⊗ C̄) = IN ⊗ IN ⊗
[
0 0

0 ĈT Ĉ

]

((IN −A)⊗ F̄ )T ((IN −A)⊗ F̄ ) = (IN −A)T (IN −A)⊗
[

CT D̂T D̂C 0
0 0

]

(IN ⊗ C̄)T ((IN −A)⊗ F̄ ) = φ23

((IN −A)⊗ D̂E)T ((IN −A)⊗ D̂E) = φ24.

Letting

(IN ⊗Q)(IN ⊗ Ḡ) = IN ⊗QḠ

(IN ⊗Q)(IN ⊗ Ē) = IN ⊗QĒ, (IN ⊗Q)(A⊗ Ē) = A⊗QĒ

φ21 = C̃T C̃, φ23 = C̃T Ẽ, φ24 = ẼT Ẽ, φ22 = (IN ⊗Q)G̃.

By means of replacing with the definitions above, we obtain (20) from (15). Com-
bining (19) and (20), the problem of robust fault detection is solvable. In view
of (23), the filter parameters are constructed by (21). The proof is completed.

Remark 2. It is seen from (3) that the residual generator is designed for all the
neighbour of each agent. Then, each agent has at least a residual generator. This
means that it is possible to have more than one residual generator for detecting
the fault of an agent. For example, an agent is a neighbour of another two agents.
If a fault occurs in the neighbour, these two agents can both detect this fault.
Hence, the proposed scheme can isolate the faulty agents[6].

5 Algorithm for Parameter Design

In Thoerem 3, the non-convex matrix inequality conditions are presented to char-
acterize the sensitivity of fault detection by β and the robustness by γ. However,
it is difficult to deal with the sensitivity conditions due to the specification (6).
In order to construct the filter parameters, the following algorithm is given:

Step 1. In light of Theorem 3, we choose three positive scalars γ, a and b. By
solving (19), we can obtain P , Q1, Q2, M , O, S and H .
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Step 2. Based on this solution in Step 1, β is selected as an unknown param-
eter. The optimization (18) is combined into solving (20).

Step 3. If there is a feasible solution in (20), then, the filter can be obtained
by (21). Or else, we can select smaller scalars γ and b, and a bigger scalar a, and
go to Step 1 to solve (19).

6 Conclusion

The fault detection problem of networked control systems with a time delay
satisfying Markov chain has been studied in the paper. First, two new criteria
have been proposed to evaluate the performance of detecting the faults. Second,
sufficient conditions for the existence of the gains of observers, controllers and
residual generators of networked control systems have been given. Since such
conditions are easy to solve, all these gains can be designed respectively.
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Abstract. Due to the low price of serial communication, it has been widely used 
among the industrial field. Human machine interface based on Android platform 
has not been widely used in the industrial field. By the article, Human-machine 
interface has been designed to achieve the communication between HMI and 
multiple lower machine. 

Keywords: Android, HMI, serial communication, multiple lower machines. 

1 Introduction 

Serial communication has the low transmission rate while it is relatively inexpensive 
among communication devices.Therefore serial communication is an instrument or 
device commonly used on industrial field of communication. If transport the content is 
not very complicated, serial communication still has a comparative advantage. Upper 
and lower traditional machine communications industry generally use a PC or PLC to 
communication with lower machine communication[1].Advantages concerning 
multiple models,good hardware configuration,openness and so on makes Android the 
overwhelmed share of the commercial market[2]. However, the application is popular 
among the industrial field.This paper studies serial communication based on Android 
platform and makes design of serial communication between Android platform and 
multi-lower machines. 

2 Framework Design 

Cortex A8 is used in this paper cor,which uses Samsung S5PV210 as the main 
processor that runs at up to 1GH so parameter.There are four serial ports in the 
S5PV210 including UART0, UART1,UART2,UART3[3].All of them,UART0 has 
been converted level shift, which corresponds to COM0,which makes this development 
board communicate with PC via the included serial cable [8].The design of lower 
machines adapts 485 serial port,requiring switch electrical level,thus makes 
communication between the upper and lower machine.The design as a whole (Figure 
1). In this paper, it discusses communication module design on the higher machine. 
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Fig. 1. The whole design framework 

3 The Design of Comxmunication between HMI and Singxle 
Lower Machine 

3.1 Module Introduction of HMI 

It is mainly used to receive, transmit data by Human-machine interface. We can use 
buttons to control data communication,.Therefore, in the process of the interface design 
, we would design some buttons to listen some actions that come from buttons,for 
example, sending data to the serial port. For sending data ,we need listen whether there 
is data buffer in serial port constantly.By the way,it’s necessary that we explain input 
stream[6,7].The Java.io.InputStream class is the superclass of all classes representing 
an input stream of bytes.Applications that need to define a subclass of InputStream 
must always provide a method that returns the next byte of input[8]. 

JNI bridges the part of Android or Java and the sections C or C++.So it needs Java 
code and C or C++ code if we need use completely JNI.While C / C + + code is used to 
generate the library file, Java code is used to reference the C / C + + libraries and call C 
/ C + + method [3,4].In this paper,JNI connects HMI and hardware.The following 
shows the flow chart of Android machine to communicate with the next bit by Figure 2. 
First, man-machine interface which can be accessed via the RS232 serial port hardware 
by calling JNI. 

 

Fig. 2. Connection Figure between HMI and Lower computer 
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3.2 Development Process 

For program design, firstly we should find the serial port, set the baud rate,and 
equipment.After Setting up above, open the input and output streams, by which the data 
is processed(Fig. 3). When UI sends commands to output stream, data will be sent to 
the buffer where data can be saved, waiting for lower machine processing.Then, 
receiving data needs to detect whether there are bytes in input stream.Lastly, open a 
thread to judge whether there are bytes in input stream[4]. 

 

 

Fig. 3. Working mode of I/O 

3.3 Open Serial Port 

How to open and close serial port ? Before concerning it,I introduce the class  
of android.app.Application that can be created by Android system. android.app. 
Application runs for each program and create a just, it can be said that an Application 
class singleton mode., And life cycle of application objects ,accompanying the program 
period ,is the longest for the whole procedure.its life cycle is equivalent to the 
program's life cycle. Because it is a single example of a global, objects obtained is the 
same in different Activity, Service object[4] . So we can do data transfer, data sharing, 
data caching and other operations by Application. Therefore, in the design of 
open-closed serial write a Application, inheriting android.app.Application. By the 
design, more  interfaces can open, close the serial port (Fig. 4). 

 

Fig. 4. program flow between HMI and single lower machine 
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3.4 Handler Mechanism 

When you open the serial port, it needs to keep judging there is data in the input buffer. 
If data is found, start the method sendMessage of Handler object .After  Message 
object receives message , then process buffer data(Fig. 5). 

 

 

Fig. 5. Start the handler mechanism 

4 HMI Design of Communication between Lower Machines 

Characteristics of Human machine interface communicating with lower machines 
requires into independent interface, convenient operation, query. So compared with HMI 
communicating with a lower computer,we can achieve this effect through multiple label 
switching different interface. Before doing it,we must know the android.widget.TabHost 
, which is used to deposit a plurality of Tab tags containers, each tab can correspond to the 
layout of their own similar in Tab layout telephone book that is a a linear layout interface 
[4,9]. [5,6]If we use TabHost, the first to obtain TabHost by method of getTabHost from 
android.widget.TabHost and then by using the method of addTab from 
android.widget.TabHost to add TabHost Tab, when you switch,every Tab would have an 
event capturing the event .Set the method of event setOnTabChangedListener from 
TabActivity object , of course,we can also use a Intent to jump[4,9]. 

4.1 HMI Communication Design 

HMI is divided into five modules, requiring it communicate with the lower machine 5. 
Star topology uses a centralized communication control strategy [10].  

Android tablet is always the initiator of communication, five separate lower machine 
in a passive state [5]. When HMI makes broadcast-style request to lower machines 
.Then whether to accept the data, we can judge by address.Then message data is parsed 
by data format based on the message type .If a message is sent to get a response, then 
we send the next data(Fig. 6). 
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Fig. 6. Connection of hardware system 

4.2 Program Design 

Because lower machine contains 5 independent modules, we design into 5 independent 
interfaces,which is convenient operation. Every activity corresponds to an interface. 
Each interface function can be divided into:monitoring, setting, query function. Every 
activity add into monitor queue[4,7]. We wrote a receiving method from the listener. 
We open the serial input and output streams to receive and send data[7]. Start a timer to 
receive data,and determine whether send data to serial port(Fig. 7). 

 
Fig. 7. Muti-machine interface design 

Design of sending and receiving data timer is shown in Figure 8. Received data 
determine whether the data transmission is corrector lost by parsing data. therefore we 
need to check CRC verification. When the data are not complete or has error ,we need 
to throw data, the interface need to extract data from queue to sends commands to lower 
machine . 
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Fig. 8. Design of Data transceiving timer 

4.3 Communication Protocol 

The communication between host computer and lower computer is used in active 
response mode, how to let 5 lower machines accurately receive and send from HMI. 
Therefore, we need to introduce the communication protocol, like in the car on the 
street to drive "rules, “pedestrians pedestrians” rule [10]. Then we set the rules of 
communication. 

We encapsulate message frame containing the address of the machine at the same 
time. When we receive data, we judge whether we go on parsing by parsing the first bit 
.The content length we can judge sent to host computer's command. Verifying CRC is 
very important index judging whether integrity of data. 

 
7 6 5 4 3 2 1 0  

Objective address Message type Byte 1 
ta length Byte 2 
data Byte 3~n 
CRC Byte 

n+1~n+2 

Check bit（0xF1,0xF2）  Byte 
n+3~n+4

Fig. 9. Communication protocol 

5 Conclusion 

This paper designs the communication between single lower machine and HMI. Based 
on it ,we design module of Human-machine interface, communication mode, 
communication protocol.The system is used communication between HMI based on 
Android platform and  lower machines, the system uses the RS-232C communication 
protocol. The host human computer interface is friendly, portable.maintenance and 
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monitoring is very convenient. The study shows that the industrial human-machine 
interface based on Android is feasible, and shows its great advantage. 
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Abstract. The control and scheduling co-design of MIMO networked control 
system are studied in this paper. Considering the MIMO networked control 
system with multiple sensor nodes, the deadband scheduling strategy with 
multi-threshold is employed, then the transmit character of the sensor node’s data 
packets is analyzed. To compensate the effect of the deadband and 
network-induced delay, an observer is employed, and the closed loop system 
with the observer and dynamic feed back controller is modeled as a discrete time 
linear system with uncertainty. Then by the Lyapunov function and LMIs 
method, the sufficient condition for asymptotic stability is presented, together 
with the design method for the dynamic feedback controller and observer. 
Finally, a numerical example is given to validate the method.  

Keywords: MIMO Networked control systems, multi-threshold deadband 
scheduling, dynamic feedback control, observer. 

1 Introduction 

Networked control systems (NCSs) are closed-loop control systems whose sensors, 
controllers and actuators are connected by network. In recent years, NCSs have 
attracted wide attention. Commonly, MIMO NCSs refer to those consist of multiple 
sensor nodes, actuators and controller nodes. Besides those problems in SISO NCSs, 
more challenging problems are involved in MIMO NCSs. For example, for sending 
data packets, a sensor node should compete with other sensor nodes and the nodes 
which do not belong to the control loop, so some sensor nodes cannot transmit data to 
the controller nodes in some periods because of failure competition. That causes the 
controller node cannot obtain all recent output data, which will result in bad 
performance. Also the distributed time-varying network induced delay occurs, which 
will make the model and analysis more difficult than the SISO one. 

Recently, MIMO NCSs have attracted much attention. The modeling, analysis and 
design of the MIMO NCSs are progressing steadily. In [1], the MIMO NCS was 
modeled as a discrete-time linear system, and a sufficient condition for stability subject 
to the bounded packet dropping probability was given. But the controller design 
approach did not be concerned. In [2], a sufficient condition to asymptotically stability 
                                                           
* Corresponding author. 
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for the MIMO NCS with delay and packet loss was proposed. In [3], the MIMO NCSs 
where network with limited access channels were modeled as discrete switch system 
with time delay, and a stability criterion was developed in terms of linear matrix 
inequalities by constructing a novel piece-wise Lyapunov functional. In [4], the problem 
of H∞ performance analysis and controller design was considered for NCSs with 

multiple communication channels. The idle communication channels were made full 
use to compensate the negative influences of time delay and packet dropout. In [5], the 
MIMO NCSs with short time delay was modeled as an asynchronous dynamic system. 
And the condition for exponential stability of the system was given. But the nonlinear 
condition is difficult to be solved.  

In MIMO NCSs, better control performance usually require more transmission, 
which will reduce service quality of network. That is a problem to be solved. The 
control and scheduling strategy co-design is a validate solution. In co-design method, 
the scheduling strategy is used to improve the network service quality, while the 
controller is designed to compensate the negative impact of the network. In [7], the 
scheduling strategy based on time slice was employed to regulate the data 
transmissions in MIMO NCS. Then the models were given with the fixed short time 
delay, random short time delay and data packet loss respectively. Also the 
corresponding conditions for the asymptotic stability were presented respectively, the 
design methods of controllers were also given. 

In NCSs, scheduling policy should guarantee not only the transmissions of control 
system, but also regulate network traffic that non-control packets, such as alarm 
message, monitor information, etc. can be transmitted during operation. At present, the 
common used scheduling policies, such as RM [9], MEF-TOD [10] and MTS [11], 
focus on important data transmission rather than the reasonable network traffic. 
Scheduling policy based on dead band [12] meets both requirements, and thus can be 
applied in MIMO NCSs. However, when using the dead band scheduling, a different 
threshold value should be set for each nodes, because the effect of data fluctuation to 
the system performance is different. 

Based on the analysis above, we employ a multi-threshold deadband scheduling 
policy for the MIMO NCSs. Then with the corresponding dynamic feedback controller 
and observer, the model of the MIMO NCS is given. Based on the model, the stability is 
analyzed with the Lyapunov functional method and the design methods for the dynamic 
feedback controller and observer is present in terms of linear matrix inequalities 
(LMIs). 

The paper is organized as follows. In Section 2, formulates the problem, and some 
preliminary definitions and hypothesis are provided. On the basis, the multi-threshold 
dead band scheduling is proposed, and the discrete time model is given. In section 3, the 
sufficient condition to asymptotic stability and the design for the dynamic feedback 
controller and observer are introduced. In section 4, an example is given to illustrate 
method. Conclusion and future work is introduced in last section. 
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2 Problem Formulation 

The structure of the MIMO NCSs is illustrated in Fig1. And it is supposed that there are 
m  sensor codes in system. ( ), 1, ,iy k i m=  denotes the sampled output of plant the kth 

sampling period, ˆ ( ), 1, ,iy k i m=  denotes the data arrived at the controller node 

through network. ˆ ˆ( ), ( )y k x k denote the input and output of the observer respectively. 

1( )kτ 2 ( )kτ m ( )kτ

1y ( )k

2y ( )k

m
y ( )k

ŷ ( )m k

2ŷ ( )k
1ŷ ( )k

ŷ( )kˆ( )x k

 

Fig. 1. The structure of MIMO NCS 

Suppose the plant is described as in (1)  

( 1) ( ) ( )

( ) ( )

x k Ax k Bu k

y k Cx k

+ = +
=

                        

(1) 

where, ( ) , ( ) , ( )n m rx k y k u k∈ ∈ ∈R R R denote the state vector, output vector and 

input vector respectively. , ,A B C are matrices with appropriate dimensions. 
Firstly, we give following assumptions. 

Assumption 1: The sensor nodes are time-driven, and the sampling period is same, 
denote as , 0T T > ; 

Assumption 2: The controller node is also time-driven, whose period is same as the 
sensor nodes; 

Assumption 3: The network-induced delay ( ) , 1, ,i k T i mτ < =  ; 

Assumption 4:There are no packet dropouts and disorders in the NCSs. 

Because multiple sensor nodes in MIMO NCS sample at the same time, the conflict 
is inevitable. So we employ the deadband schedule strategy to reduce network conflict 
and regulate network load. Notice that different sensor node measures different output 
signal, and its range and impact on system performance is different, it is unreasonable 
to use unique threshold in deadband scheduling. Therefore, multi-threshold deadband 
scheduling strategy is used. According to the scheduling strategy, the sensor node 
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judges whether the sampled data to be transmitted in this period. If the formula (2) is 
satisfied, the data packet should be transmitted. Otherwise, it would not be transmitted. 

( ) ( 1) ( )i i i iy k y k y kδ− − ≥ 
                          

(2) 

where ( 1)iy k − is the data transmitted latest time, and iδ is the threshold of the ith 

sensor node. 
If more than one sensor nodes want to transmit data packet at same period, they will 

complete to access the network with the pre-determined priority. So, the data received 
by controller node can be described as: 

1

( )   data of sensor node i transmitted successfully          
ˆ ( )

ˆ ( 1) data of sensor node i transmitted failed 
i

i k
i

y k
y t

y k+


=  −         

 

(3) 

where 1kt + is the last moment of kth period. According to equation (2), we have 

ˆ ( 1)= ( 1) 1+ ( )) ( )i i i iy k y k k y kδ− − = （                        (4) 

where ( )i ikδ δ≤ . Then we have   

1ˆ ( ) (1 ( )) ( )i k i iy t k y kε+ = +                                (5) 

where
0 transmitted successfully

( )
( ) transmitted failedi

i

k
k

ε
δ


= 


   

    
. Hence, 

1ˆ( ) ( ( )) ( )ky t I E k y k+ = +

                                

(6) 

where 1 1 1 1ˆ ˆ ˆ( ) ( ), , ( )
TT T

k k m ky t y t y t+ + + =   , 1( ) ( ), , ( )
TT T

my k y k y k =   , 

( )1( ) ( ), , ( )mE k diag k kε ε=  . 

At time t kT= , the data used to calculate control variable comprise of some 
components of ˆ( )ky t  and some components of the historical datum ( )iy k d− , 

maxid d≤ . That is, the controller cannot use the full recently output to calculate. The 

performance may decline if the controller uses the compound output variable directly. 
To deal with this drawback, we employ an observer to compensate the effect of the 
historical datum and network-induced delay, because the observer furnish one-step 
forecast.  

The observer is described in (7). 

1ˆ ˆ ˆ ˆ( +1)= ( ) ( ) (y( ) ( ))kx k Ax k Bu k L t Cx k++ + −
               

(7) 

where ˆ( ) nx k ∈ R is the state vector of observer, n mL ×∈R is the gain matrix .  

Remark 1:When the observer calculated in the kth period, the available data is ŷ( )kt . 

So actually, the observer calculate as following equation 

ˆ ˆ ˆ ˆ( )= ( 1) ( 1) (y( ) ( 1))kx k Ax k Bu k L t Cx k− + − + − −  
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And the ˆ( )x k is used to calculate the control variable. Because the above formula is 

equivalent to (7), we use equation (7) in following process. 
Suppose the dynamic feedback controller is in (8): 

ˆ( 1) ( ) ( )

ˆ( ) ( ) ( )
c c c c

c c c

x k A x k B x k

u k C x k D x k

+ = +
= +                              

(8) 

where ( ) p
cx k ∈ R is the state vector of controller, , , ,c c c cA B C D are matrices with 

appropriate dimensions. 
Defined as the observation error ˆ( ) ( ) ( )e k x k x k= − . With Eq. (1)，(6)，(7) and 

(8), the closed-loop system can be rewritten as 

( 1) ( )

( 1) ( ) 0 ( )

( 1) ( )

c c c

c c c c c

x k A BD BD BC x k

e k LE k C A LC e k

x k B B A x k

+ + −     
     + = − −     
     + −                    

(9) 

Note that ( )E k is time-varying and can be divided into two parts: 

( ) ( )E k E E k= +   

where, 1

1
( , , ),

2 mE diag δ δ=  ( ) ( ) ,E k U k V= Δ
1

1
( , , ),

2 mU diag δ δ= 

1( , , )mV diag δ δ=  , 1( ) ( , , )ik diagΔ = Δ Δ , ( ) ( )T k k IΔ Δ ≤ . Therefore, 

( 1) ( )

( 1) ( ( ) ) 0 ( )

( 1) ( )

c c c

c c c c c

x k A BD BD BC x k

e k L E U k V C A LC e k

x k B B A x k

+ + −     
     + = − + Δ −     
     + −            

(10) 

From equation (10), the MIMO NCSs should be modeled as as a uncertain discrete 
linear system.The objective of the following parts is to design the controller and 
observer to stabilize the system (10). 

3 Main Results 

Lemma 1 [13]:For arbitrarily appropriate matrices , , , ( )W M N F k , where 

( ) ( )TF k F k I≤ , W is symmetric matrix, then the inequality holds: 

( ) ( ) 0T T TW N F k M MF k N+ + <  

if and only if there exists 0ε > , such that 

1 0T TW N N MMε ε−+ + <
 

Theorem 1: If there exist positive symmetric matrices 1 2,P P and 3P , and a scalar 0ε > , 

such that the following matrix inequality holds, 
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1
1

2

3
1

1
1

2
1

3
1

0 0 ( ) ( ) 0

* 0 ( ) ( ) 0

* * ( ) 0 0

0* * * 0 0 0

* * * * 0

* * * * * 0

* * * * * *

T T T T T
c c
T T T

c c
T T

c c

P C V VC A BD LEC B

P BD A LC B

P BC A

P

P LU

P

I

ε

ε

−

−

−

−

−

 − + + − −
 − − − 
 − −
  <− 
 −
 

− 
 −   

(11) 

where"*"denotes the symmetrical part. 
Then the system (10) is asymptotically stable. 

Proof: Choose Lyapunov function as following 

1 2 3( ) ( ) ( ) ( ) ( ) ( ) ( )T T T
c cV k x k P x k e k P e k x k P x k= + +  

The forward difference is calculated as.  

1 2 3

1 2 3

( ) ( 1) ( )

( 1) ( 1) ( 1) ( 1) ( 1) ( 1)

( ) ( ) ( ) ( ) ( ) ( )

T T T
c c

T T T
c c

V k V k V k

x k P x k e k P e k x k P x k

x k P x k e k P e k x k P x k

Δ = + −

= + + + + + + + +

− − − .

 

Using equation (10), we have 

( ) ( ) ( ) ( ) ( ) ( ) ( )
TT T T T T T

c cV k x k e k x k x k e k x k   Δ =    ∏  

where 

1 1

1
2 2

3
3 1 3

1 1

2 2

3 3 2

( ) ( ) ( ) ( )
( ) ( )

( ( ) ) ( ( ) ) ( ( ) ) ( )

( ) ( ) ( ) ( )
(

( ) ( ( ) ) ( ) ( )

T T
c c c c T

c cT T

T
c cT T

c c c c

T T
c c c c

T T

T T
c c c c

A BD P A BD A BD P BD
A BD P BC

LE k C P LE k C LE k C P A LC
B P A

B P B P B P B

BD P A BD BD P BD
B

A LC P LE k C A LC P A LC

B P B B P B P

+ + − +
+

+ − −
+

+ − −

− +
−

∏ = − − + − −

− + −

1

3

1 1 1

3 3 3 3

) ( )

( ) ( ) ( ) ( ) ( ) ( )

T
c c

T
c c

T T T
c c c c c c

T T T
c c c c c c

D P BC

B P A

BC P A BD BC P BD BC P BC

A P B A P B A P A P

 
 
 
 
 
 
 
 

− 
 
 + − +
 
 + − −
 
    

If 0∏ < , then ( ) 0V kΔ < , the system (10) is asymptotically stable. By Schur 

complement and lemma 1, 0∏ < is equivalent to (11). The proof is completed. 
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By pre-multiplying and post-multiplying (11) with 1 2 3( , , , , , , )diag I I I P P P I , we have 

1
1 1 2 3

2 1 2 3

3 1 3

1

2 2

3
1

0 0 ( ) ( ) 0

* 0 ( ) ( ) 0

* * ( ) 0 0

0* * * 0 0 0

* * * * 0

* * * * * 0

* * * * * *

T T T T T
c c
T T T

c c
T T

c c

P C V VC A BD P LEC P B P

P BD P A LC P B P

P BC P A P

P

P P LU

P

I

ε

ε

−

−

 − + + − −
 − − − 
 − −
  <− 
 −
 

− 
 − 

(12)

 

Remark 2: If the matrices c c c, , , ,cA B C D L are known, the inequality (12) is a LMI 

which can be easily solved by Matlab LMI Toolbox. 
When design the controller and observer, the matrices c c c, , , ,cA B C D L are unknown 

variable to be determined, then (12) is nonlinear. And we cannot transform it to LMI by 
congruent transformation and variable substitution method.  

If there exist a matrix 1R , such that 

1 1P B BR=                                    (13) 

and define 1 1 2 1 3 2, ,c cY RD Y RC Y PL= = = ， 3 2 3 1,c cP A Q P B Q= = , Eq. (12) is rewritten as 

1
1 1 1 3 1

2 1 2 3 1

3 2 2

1

2 3

3
1

0 0 ( ) ( ) 0

* 0 ( ) ( ) 0

* * ( ) 0 0

0* * * 0 0 0

* * * * 0

* * * * * 0

* * * * * *

T T T T T

T T

T T

P C V VC P A BY Y EC Q

P BY P A Y C Q

P BY Q

P

P Y U

P

I

ε

ε

−

−

 − + + − −
 − − − 
 − −
  <− 
 −
 

− 
 − 

(14)

 

   Let 11 21
1

21 22

T
TP P

P U U
P P

 
=  

 
, by singular value decomposition [14], we have 

                      

11 1

21 0

P V VR

P V

Σ Σ   =   Σ   
                         

(15)
 

   Obviously, the equation (15) holds if 21 0P VΣ = , 11 1P V VRΣ = Σ , which 

means 21 0P = , 1 1
1 11R V P V− −= Σ Σ .So we have 

11
1

22

0

0
TP

P U U
P

 
=  

 
.
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Theorem 2: Suppose the matrix B  is full-column rank, and
0

TB U V
Σ 

=  
 

. If there 

exist positive symmetric matrices 2 3 11, ,P P P and 22P ，a scalar 0ε > and arbitrarily 

appropriate matrices 1 2,Y Y and 3Y ，such that the matrix inequality (14) holds, where 

                                 1 1P B BR=  

 

11
1

22

0

0
TP

P U U
P

 
=  

 
                        

(16)
 

Then the system (10) is asymptotically stable. And the evaluated gain matrices 
are 1

3 2cA P Q−= , 1
3 1cB P Q−= , 1 1 1 1 1 1

11 2 11 1,c cC V P VY D V P VY− − − − − −= Σ Σ = Σ Σ , the evaluated 

observer gain matrix is 1
2 3L P Y−= . 

4 Simulation 

Considering the plant of the MIMO NCS is described as: 

0.5 0.25 0.1 0.1 0

( 1) 0 0.5 0.6 ( ) 0.5 0.2 ( )

0 0.2 0.4 0 0

1 0 0

( ) 0 1 0 ( )

0 0 1

x k x k u k

y k x k

−   
   + = +   
   −   

 
 =  
  

 

Set the threshold of three sensor nodes are 0.64,0.8,0.9. By calculation, we have 

0.32 0.40 0.8

0.40 , 0.445 , 0.89

0.45 0.475 0.95

E U V

     
     = = =     
          

 

By theorem 2, we have 

0.0616 0.0148 0.0065

0.0148 0.0603 0.0480 ,

0.0065 0.0480 0.0480
cA

− − 
 = − − − 
 − − 

0.2749 0.0047 0.0058

0.0047 0.2598 0.0097 ,

0.0058 0.0097 0.2783
cB

− − 
 = − 
 − 

 

0.0687 0.0561 0.0741
,

0.3248 0.1876 0.0147cC
− =  − 

6.1278 2.8421 8.1654
,

5.1789 8.2548 2.7894cD
− 

=  − − − 
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0.8594 1.3675 0.6104

0.1245 0.9629 0.3461 .

0.1242 0.4648 0.1592

L

− − 
 = − 
 − − 

 

Using above gain matrices, the output trajectories are given in Fig.2. The closed loop 
system is asymptotically stable. 
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Fig. 2. The output trajectories of closed loop system 

5 Conclusion 

The modeling and stabilization of the MIMO NCS is studied in this paper. For MIMO 
NCSs with multiple sensor nodes and synchronized sampling, considering the 
network-induced delay less than a sampling period, multi-threshold deadband 
scheduling strategy is employed to improve the service quality of the network. Based 
on dynamic feedback controller, a discrete-time model of the system is given. Using 
Lyapunov functional method, a sufficient condition which assure asymptotically 
stability of the system is presented. And the design approach for the controller and the 
observer gain are given in terms of LMIs. The simulation demonstrates the efficiency 
of the proposed methods.  

In this paper, only the case of unilateral network is considered, the modeling and 
analysis of MIMO NCSs with bilateral network, network-induced delay and packet loss 
will be studied in the future. 
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Abstract. In large scale wireless sensor and actuator network (WSAN), severe 
packet dropout and latency make challenges in designing centralized control 
scheme. Moreover, if system runs stably with little fluctuation of states, period 
sampling always leads to waste of energy and communication resources. To this 
end, adaptive distributed event-triggered collaborative control scheme is 
proposed. In this scheme, distributed event-triggered (DET) mechanism is 
replaced by adaptive DET mechanism with variable triggering threshold in 
order to reduce updates of controller law further. Based on local information, 
distributed collaborative control (DCC) is carried out and formulated as 
optimization problem. And an improved particle swarm optimization (PSO) 
with linearly decreasing inertia weight is used to make a good tradeoff between 
global and local search ability. Simulation shows that, comparing with DET 
scheme, while guaranteeing required closed-loop performance, ADET scheme 
needs fewer executions of control task.  

Keywords: distributed event-triggered, adaptive, collaboration control, particle 
swarm optimization, linearly decreasing inertia weight. 

1 Introduction 

WSAN is an important extension of wireless sensor network, allowing actuators to 
make autonomous decisions and perform actions in response to sensory information 
[1]. Due to the benefits such as easy installation, self configuration and organization, 
fast communication and reaction, etc., WSAN has many promising applications in 
industrial and agricultural fields.  

Generally, control task is executed periodically. However, supposing system has 
been running stably, it is a waste of communication and energy resources if control 
task is still executed periodically. As a result, it is interesting to consider state based 
aperiodic event-triggered control where the triggering condition implicitly determines 
time instances when control law is updated [2-4].  
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Since control task is only executed when needed for stability or performance 
purposes, while guaranteeing desired control performance, event-triggered control is 
appealing to resource-constrained WSAN. Paulo Tabuada investigated a simple 
event-triggered scheduler based on feedback paradigm and showed how it leaded to 
guaranteed performance thus relaxing the more traditional periodic execution 
requirements [5]. Inspired by [5], Wang and Lemmon proposed a decentralized event-
triggering scheme under the assumption that the control system was composed of 
weakly coupled subsystems [6]. The scheme was completely decentralized, which 
meant that a subsystem’s broadcast decisions were made using its local 
measurements, and the threshold was chosen only requiring information about an 
individual subsystem and its immediate neighbors. Manuel Mazo and Paulo Tabuada 
presented a strategy for the construction of decentralized event-triggered 
implementations over WSAN of centralized controllers [7]. The proposed method had 
been shown effective in a distributed event-triggered implementation of a nonlinear 
dynamic controller for a quadruple water-tank system. Furthermore, since it did not 
rely on any internal weak coupling assumptions about the system, it could be used to 
complement the techniques in [6] at the local subsystem level. 

The main contributions of this paper are as follows. Firstly, inspired by [7], an 
adaptive distributed event-triggered scheme (ADET) is proposed, where different 
triggering threshold can be chosen adaptively according to the system state. Secondly, 
as for actuators sharing plant states, collaborative control is formulated as an 
optimization problem and an improved PSO with linearly decreasing inertia weight is 
used due to the good tradeoff between global and local search ability.   

The rest of this paper is organized as follows. System models are presented in 
Section 2. The ADET scheme is proposed in Section 3. DCC scheme and the 
improved PSO are described in Section 4. In Section 5, simulation is carried out to 
evaluate the performance of the proposed scheme. Finally, the paper is concluded in 
Section 6. 

2 System Formulation 

Considering the temperature control system in intelligent greenhouse with WSAN, 
temperatures at different locations are assumed to be state variables. By using event 
detector, only when triggering condition is violated, current state is transmitted and 
control law is updated. The infrastructure of event-triggered control system is plotted 
in Fig.1 [8].  

Plant dynamics is given as  

( ) ( ) ( ) ( )x t Ax t Bu t tϕ= + +
                     

 (1) 

Where ,s s s an n n nA B× ×∈  ∈  , ( ) ( ) ( ), ,x t u t tϕ  are state vector of plants, output 

vector of actuators and system disturbance respectively. Moreover, we assume plant 

states are independent of each other, so 1,1 2,2 ,, , ,
s sn nA diag a a a =    is diagonal 

matrix. In this setup, we assume that one state is only detected by one sensor and one 
sensor only measures one state.  
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Fig. 1. The infrastructure of event-triggered control system 

Control objective is to control temperatures at different locations to meet well with 
the set points, thus it is interesting to choose some optimal control strategy to 
minimize the control objective function defined as  

( ) ( )*1
min :

s

J t x x t
n

     −                      (2) 

Where ⋅  represents Euclidean norm and * * * *
1 2, , ,

s

T

nx x x x =  
 
is set points. 

3 Adaptive Distributed Event-triggered Scheme 

3.1 Notation 

We denote by +  the positive natural numbers. A continuous and strictly increasing 

function [ [ 0: 0,f +∞ →   is of class K∞  if ( )0 0f =  and ( )f g → ∞ as g → ∞ . 

A function : n mf →   is said to be Lipschitz continuous on compacts if for every 

compact set nS ⊆   there exists a constant 0L >  such that 

( ) ( )f x f y L x y− ≤ −  for every ,x y S∈  [5].  

3.2 Adaptive Distributed Event-triggered Scheme 

Consider a control system 

( ),x f x u= , ,s an nx u∈ ∈                          (3) 

Where the feedback control law ( )u k x=  has been designed rendering the closed 

loop system ( )( ),x f x k x e= +
 
Input-to-State Stable (ISS) [9] with respect to 

measure errors sne∈ . 
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In a sample-and-hold control, measurement error ( )e t  is defined to be  

( ) ( ) ( ) [ [1, , ,k k ke t x t x t t t t k+= −   ∈   ∈                         (4)
 

And the control law ( )u t  can be presented as  

( ) ( )( ) ( ) [ [1, ,k k ku t k x t k x e t t t += = +   ∈                       (5) 

As a result, the control system can be rewritten as  

( ) ( )( ) [ [1, , ,k kx f x u f x k x e t t t += = + ,  ∈                        (6) 

( )( ) [ [1, , ,k ke x f x k x e t t t += − = − +   ∈                           (7) 

If a system is ISS with respect to measurement errors sne∈ , there exists an ISS 
Lyapunov function ( )V x   satisfying 

( ) ( ) ( )x V x xα α≤ ≤                             (8) 

( )( ) ( ) ( ),
V

f x k x e x e
x

α γ∂ + ≤ − +
∂

                     (9) 

Where , ,α α α and γ  are K∞ functions [7].  

Consider a condition that  

( ) ( ) ] [, 0,1e xγ σα σ≤   ∈                    (10) 

When the condition (10) is violated at { }k k
t t

∈
∈  , event happens and new 

information is transmitted to controller. Since ( ) 0ke t =  leading to ( )( ) 0ke tγ = , 

the inequality (10) is enforced. 
Then inequality (9) can be rewritten as  

( )( ) ( ) ( ) ( ) ( ), 1 0
V

f x k x e x e x
x

α γ σ α∂ + ≤ − + ≤ − <
∂

           
(11) 

Which ensures Lyapunov function ( )V x decreases. That is to say, the event-

triggered mechanism defines such a sequence of update times { }k k
t

∈
  for the 

controller, rendering the closed loop system asymptotically stable.  

Furthermore, if system operates in some compact set nS ⊆   and 1α −  and γ  are 

Lipschitz continuous on S , for a suitably chosen 0σ > , the condition (10) can be 
replaced by  

( ) ( )2 2
e t x tσ≤                               (12) 
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As for distributed control scenario, since no sensor can obtain the information of all 
plant states needed by condition (12), a set of distributed conditions for sensors to 
check locally should be proposed. To this end, given a set { }, 1, 2, ,i si nθ ∈ = 

 

satisfying 
0

0
sn

i
i

θ
=

= , inequality (12) can be rewritten as [7] 

( ) ( ) ( ) ( )

( ) ( )( )

2 2 2 2

1 1 1

2 2

1 1

0
s s s

s s

n n n

i i i
i i i

n n

i i i
i i

e t x t e t x t

e t x t

σ σ θ

σ θ

= = =

= =

≤ ⇔ − ≤ =

⇔ − ≤

  

 
                   

(13) 

So the following implication holds 

( ) ( )( ) ( ) ( )2 22 2

1

sn

i i i
i

e t x t e t x tσ θ σ
=
∧ − ≤  ≤

                     
(14) 

Which suggests ( ) ( )2 2
i i ie t x tσ θ− ≤

 
as the distributed event-triggered condition.  

In order to avoid Zeno behavior [5], the triggerring condition above is only 
evaluated periodically with sampling interval 0h > , which guerantees the existence 
of a lower bound for interexecution times. Therefore, the update time of controller is 
denoted by 

( ) ( ){ }2 2
1 min ,k k h i k h i k h i ht t n h e t n h x t n h nσ θ +

+ = + + − + ≥    ∈         (15) 

If system has not converged to steady state, σ  takes a small value to ensure high  
frequency of control law updates. On the other hand, if system has already been stable 
without disturbance, in order to reduce executions of control task further, it is 
interesting for σ  to take a larger value on the premise of gueranteeing required 
closed loop performance. So an adaptive distributed event-triggered condition is 
proposed as bellow. 

( ) ( ) ( )

( ) ( ) ( )
[ [

2 2 ' *
1

1
2 2 ' *

2

1
,

1
, ,

1
,

1

i i i i k i i
h

k k

i i i i k i i
h

e t x t X t x x
n

t t t

e t x t X t x x
n

σ θ

σ θ
+

 − ≤   − ≥ Δ    + ∈
 − ≤   − < Δ   
 +        

(16) 

Where 1 20 σ σ< < , * *
ix x∈ , ixΔ  is steady state error system allowed, 

( ) ( ) ( ) ( )'
1, , ,

h hi k i k n i k n i kX t x t x t x t− − +
 =  

 
includes measurements of ix  at current 

and historical triggering instants. hn  is the number of historical data needed, the value 

of which depends on the size of on-chip memory and the requirement of system 
performance.  
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4 Collaborative Control Scheme 

4.1 Nodes Collaboration 

Firstly, the influenced sensors of actuator jA  is marked by jAs , and the responsible 

actuators of sensor is  is marked by isA , which are defined as [10]. 

{ }, ,| 0,jA

i i j i js s b b B=  ≠   ∈  
                        

(17) 

{ }, ,| 0,is
j i j i jA A b b B=  ≠   ∈  

                        
(18) 

Then, overlapping degree of is   is defined as 

{ }, 1, ,is
i sA i nρ   ∀ ∈                            (19) 

Where ⋅  is cardinality of a set. Obviously, if 1iρ > , there are at least two 

responsible actuators and collaboration is necessary. When an event happens, new 
measurements of states are allowed to transmit. The responsible actuators form an 
actuator cluster to share the local information of states and carry out control task 
collaboratively.  

4.2 Linearly Decreasing Inertia Weight PSO 

PSO is a stochastic global optimization algorithm, which imitates foraging behavior 
of bird flock. Iteration functions of PSO are given as follows [11]. 

( ) ( )1 1 2 2
Pbest Gbest

id id id id gd idv v c r p p c r p p= + − + −                   (20) 

id id idp p v= +                                           (21) 

Where idv  and idp  represent the thd  element’s flying speed and position of the 

thi  particle, { }1, 2, , dd n∈  , { }1, 2, , ii n∈  . in
 
is the number of particles and 

dn  is the dimension of search space. 1r  
and

 2r  
are random numbers with 

[ ]1 2, 0,1r r ∈ . 1c
 
and

 2c
 
are accelerating factors. Pbest

idp  and Gbest
gdp  indicate the best 

positions of the thi  particle and all particles respectively.  

In order to maintain a good tradeoff between global search ability and local search 
ability, Yuhui Shi and Russell Eberhart proposed a modified PSO by introducing 
inertia weight, which was a linearly decreased function of time [12]. The iteration 
functions of the modified PSO are given as  

( ) ( )1 1 2 2
Pbest Gbest

id id id id gd idv wv c r p p c r p p= + − + −                   (22) 
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id id idp p v= +                                            (23) 

( ) ( )

max

max min
min

, 1

, 2, ,I I
I

w i

w w w
n i w i n

n

=
= − − + =



          

       
 (24) 

Where maxw  and minw  are the maximum and minimum of inertia weight w . In  

is the total number of iterations and i  is current iteration count. 

5 Numerical Example 

Let us consider a temperature control system with two events and two actuators, i.e., 

2s an n= = . Suppose the initial states are 22 24C C° °      and the set points are 

26 C C° °    26  . The plant model is presented as  

( ) ( ) ( )2.11 0 12.01 0

0 2.11 10.33 14.33
x t x t u t

−   
= +   −   


                   

(25)
 

Since { }1
1 2,As s s= , { }2

1 2,sA A A= , coordination is necessary. In simulation, we 

set 0iθ =  and use ( ) ( )i ie t x tσ≤  as the distributed event-triggered condition.  
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Fig. 2. Evolution of ( )1e t  and ( )1x tσ  for sensor 1s  

In order to describe event triggered scheme vividly, we take situation of 1s  for 

example, and other cases are similar. As shown in Fig.2, at trigger time { }kt , 

measurement error ( )1 0ke t = . Then it increases until it is reset to zero again at next 
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trigger time 1kt + . Therefore, ( )1e t  does not exceed the ( )1x tσ  threshold, i.e., 

( ) ( )1 1e t x tσ≤ . So the asymptotic stability of the control system is promised.  

Triggering time instants for DET and ADET scheme are described in Fig.3(a) and 
Fig.3 (b) respectively, where horizontal axis and vertical axis are used to indicate 
triggering time and inter-triggering time. Moreover, the inter-triggering time denotes 
time interval between the current and previous triggering instants for the same sensor. 
From Fig.3, we can see that the overall triggering times of ADET scheme is less than 
that of DET scheme. 
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Fig. 3. Triggering time for sensors: (a) for DET, (b) for ADET 

Furthermore, the triggering times of sensors and the update times of controller are 

presented in Table 1, where 1s
n  and 2s

n  denote the triggering times of 1s  and 2s  

respectively, 1 2s sn  indicates the triggering times when 1s  and 2s  are triggered 

simultaneously, 1 2 1 2c s s s sn n n n= + −  is the update times of controller. From Table 1, 

by contrast with DET scheme, the update times of controller with ADET scheme has 
been reduced to 15 from 20. Note that, if many sensors trigger independently at the 
same time, the responsible controllers update only once.  

Table 1. Triggering times of sensors and update times of controller 

 1s
n  2s

n  
1 2s sn  

cn   

DET 15 17 12 20 
ADET 11 11 7 15 
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In Fig.4, _ix DET  and _ix ADET  represent state evolutions with DET and 

ADET scheme respectively. Obviously, the two methods produce almost 
undistinguishable state trajectories, and both of them can control states to meet well 
with set points. 

In Fig.5, convergence performance of control objective function is presented, 
where _J DET  and _J ADET

 
represent values of control objective function with 

DET and ADET schemes respectively. Apparently, both methods make control 
objective function converge to zero rapidly. That is to say, comparing with DET 
scheme, while requiring less executions of control task, ADET scheme still obtains 
satisfactory closed loop performance. 

 

Fig. 4. System dynamic response 
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6 Conclusion 

In this paper, in order to reduce the triggering times further, an adaptive distributed 
event-triggered scheme with variable triggering thresholds is proposed. In order to 
achieve control objective, based on local information and actuator cluster, the 
collaborative control is formulated as an optimization problem. And an improved 
PSO with linearly decreasing inertia weight is used to balance global and local search 
ability. Simulation shows that collaborative control based on both DET and ADET 
schemes makes states meet well with set points and achieves control objective 
successfully. Comparing with DET scheme, while guaranteeing the required 
performance of closed loop system, collaborative control based on ADET scheme 
needs less triggering times, which is valuable for resource-constrained WSAN. 
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Abstract. This paper presents the synthesis of a multi-robot forma-
tion manoeuvre and collision avoidance. Turning-compliant waypoints
are first achieved to support the multi-robot formation manoeuvre. The
formation-based collision avoidance is then presented to translate the
collision avoidance problem into the formation stability problem. The
extension-decomposition-aggregation scheme is next employed to solve
both the formation control problem and the collision avoidance problem
during the multi-robot formation manoeuvre. Simulation study finally
shows that the formation control and the collision avoidance can be si-
multaneously solved if the stability of the expanded formation including
unidentified objects can be satisfied.

Keywords: path planning, formation control, manoeuvring waypoints,
line-of-sight, collision avoidance.

1 Introduction

Recent advances in technology and in the theory of computing, communication
and control now make it feasible to coordinate a number of ground, air and un-
derwater autonomous vehicles to work cooperatively to accomplish a task. Com-
pared to a vehicle performing a solo mission, greater efficiency and operational
capability can be achieved through a group of vehicles operating in this way. Such
cooperative control of a multi-vehicle system could have enormous impacts in
many potential civilian and military applications. These include multi-robot mo-
tion, air traffic control, collaborative mapping and exploration, unmanned aerial
vehicle (UAV) formation patrol, autonomous underwater vehicle (AUV) forma-
tion cruises [7], the monitoring of forest fires, oil fields, pipelines and nuclear
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power plants, tracking wildlife, border patrol and surveillance, reconnaissance,
battle damage assessment and space satellite clustering [4] .

To realise this potential, various cooperative control capabilities need to be de-
veloped, one of the most important and fundamental research areas being multi-
vehicle formation manoeuvre [6]. The path planning of the formation should be
first done to support the formation manoeuvre from the source position to the
destination, and the formation controllers should also be designed to stabilise
the formation geometry during the formation manoeuvre [2]. Many published
paper have addressed the path planning problem, i.e. potential-field algorithm,
sampling-based algorithm and A* algorithm. The direction priority sequential
selection (DPSS) algorithm was proposed in [11] to overcome some drawbacks
of the A* algorithm and to achieve a feasible path with minimal steps. In addi-
tion, there are a number of formation control approaches in the literature, i.e.
behaviour-based approach [3], leader-following approach [5], virtual structure
approach [1], and artificial potential field (APF) approach [8]. Another novel
formation control strategy: extension-decomposition-aggregation (EDA) scheme
was proposed in [12].

In this paper, the multi-robot formation manoeuvre and its relevant collision
avoidance are synthesised to study the feasibility of combining the formation
manoeuvre and the proposed formation-based collision avoidance. The turning-
compliant waypoints are achieved to support the formation global manoeuvre
from the source to the destination. The EDA scheme discussed in [12] is applied
to maintain the stability of the formation geometry, and subsequently realise
collision avoidance indirectly. Simulation study shows that if the stability of
the formation extended by UOs can be satisfied, both the formation manoeuvre
problem and the collision avoidance problem can be simultaneously solved. This
idea extends the approach of solving the collision avoidance problem.

The remainder of the paper is organised as follows. Section 2 outlines the back-
ground material. Section 3 presents the algorithm of achieving turning-complaint
waypoints, as well as the collision avoidance approach. Extensive simulation re-
sults are presented in Section 4. The paper finally concludes with some discussion
and suggestions for future work.

2 Background Material and Foundation

The direction priority sequential selection (DPSS) algorithm is essentially a mod-
ified version of the A* path planning algorithm which has been developed by
Yang et al. [11] to enhance its performance in terms of improved trajectories
and computational cost. The DPSS method is based on a goal direction vec-
tor (GDV) and results in the search time reduced by up to 50%. The DPSS
method produces waypoints around obstacles that forms a smoother path with
less jagged segments than A* algorithm. This scheme consists primarily of two
functions: the node sorting search (NSS) and the path fin cutting (PFC). The
NSS function is based on a direction priority sorting and can be used to achieve
a feasible path with minimum number of steps. The route obtained at this step
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is termed as the raw path. The PFC function is then utilised to optimise the raw
path. Since the NSS function focuses on the steps rather than the length/cost,
it is necessary to develop some measures to generate smoother paths with less
jagged segments and to improve the quality of the raw path.

Complex systems can be decomposed into subsystems, and those individual
subsystem solutions are then combined to provide an overall system response.
Motivated by this idea, the extension-decomposition-aggregation(EDA) scheme
proposed in [10] is described in detail here, and Fig. 1 shows the overall process.
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Fig. 1. Process of the extension-decomposition-aggregation

In the extension process, a virtual additional system (VAS) is employed to
build the relationship between isolated vehicles. The VAS is merely an algorithm
to act as an “interaction bridge” providing each vehicle with the capability of
sensing its local-formation states. For the overall complex formation system, it is
natural to decompose it into several local-formation subsystems. Using physical
insight the overall formation system is then decomposed into N individual sub-
systems, each being called an individual augmented subsystem (IAS). The initial
overall complex formation control problem can be finally redefined in terms of
stability and set-point tracking for all the decomposed IASs. A scalar Lyapunov
function is next selected as an index for representing the stability of each IAS.
These indices are finally aggregated to mathematically analyse the subsystem
interactions and the stability of the overall formation using Lyapunov stability
theory.

3 Manoeuvring Waypoints and Collision Avoidance
Approach

During the manoeuvre, there inevitably exists the collision risk between the
robots and other robots or obstacles. The formation control approach adopted to
maintain the stability of the formation is then innovatively used to solve the col-
lision avoidance problem, and the corresponding method is called as formation-
based collision avoidance.
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3.1 Turning-Compliant Waypoints

The DPSS algorithm has been modified in this work to generate safe and feasible
raw paths. The novelty of this work includes the modification of waypoint-by-
LOS and the DPSS algorithms to generate turning-compliant waypoints.

Based on the DPSS, a sequence of nodes can be calculated in the grid-based
map, which actually constitute a feasible path from the start node to the desti-
nation. However, recalling the assumption that each node in the grid-based map
has an eight-connected mapping [11], the turning angle of the path calculated by
the DPSS is always ±45o, and the achieved path could be further improved. In
addition, from the viewpoint of an implementation, the LOS guidance method
tracking the waypoints can be practically applied to the formation manoeuvre
compared to strictly tracking the path. In this section, it is then necessary to
take an algorithm to filter unnecessary waypoints from an initial path, and the
generate the so-called turning-compliant waypoints.

In Fig. 2, the dark areas represent obstacles and the light grey area is defined
as the guarding area where a feasible path should avoid to cross through. It
is given that the start point is located at (2, 2) and the chosen destination is
(18, 18). The calculated path based on the DPSS is constituted by the nodes
1 ∼ 30. It is obvious that the achieved path denoted by Node (1 ∼ 30) can
be segmented to 4 sections of paths which are represented by Node (1 ∼ 3),
Node (3 ∼ 16), Node (16 ∼ 17) and Node (17 ∼ 30) respectively. It can be
observed that the turning angles between two connected path segments are 45o

or −45o, and the corresponding turning points of the overall path are orderly
given as: Node 1, Node 3, Node 16, Node 17 and Node 30. The above five
turning points can be considered as the initial turning-compliant waypoints,
but it is not optimal and a few unnecessary turning points can still be filtered
from them. After performing a relevant algorithm, the final turning-compliant
waypoints chosen from the initial turning-compliant waypoints are given as:
Node 1, Node 16 and Node 30 which are labelled as “A”, “B” and “C” as
shown in Fig. 2.

3.2 Formation-Based Collision Avoidance

The idea of formation-based collision avoidance can be described briefly as fol-
lows: when obstacles or UOs invade into the predefined alert area of the current
robot, the current robot considers these obstacles or UOs as its reaction robot.
In other words, these obstacles are considered as a part of the whole formation
topology once there appears the possibility of a collision. Note that the prereq-
uisite that the proposed formation-based collision avoidance approach is feasible
and effective is that the formation consisting of the robots and other UOs is
stable during the formation manoeuvre. By this way, the collision avoidance
problem is then translated into the formation stability problem. If the dynamic
formation including the UOs is stable, its collision avoidance problem can be
solved by using a formation controller.
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Fig. 2. Turning-compliant waypoints achieved from the path in the map of size
20 units× 20 units

The proposed formation-based collision avoidance strategy contains two levels:
deliberative pre-computation of collision avoidance and reflexive collision avoid-
ance strategy, which is shown in Fig. 3. The first level is an offline approach,

Deliberative pre-computation 
of collision avoidance

Reflexive collision avoidance 
strategyLevel 2

Level 1
Obtain a sequence of formation shapes offline 
for future manoeuvre based on known position 

of obstacles

Obtain the real-time formation shape based on 
real-time environment change, such as the 

appearance of unknown object, mobile obstacles

Fig. 3. Formation-based collision avoidance strategy

where a sequence of formation geometries (or formation shape candidates : FSCs)
can be first pre-calculated under the condition that multi-robot mission map and
position of obstacles are known a priori. These achieved FSCs are then in turn
selected as the real-time reference formation shape at specific manoeuvring lo-
cations. It is noted that Level 1 is different to the simple path planing, and the
procedure of designing the FSC is briefly listed below:

1. Calculate waypoints from start point to destination, and construct a desired
motional path as preparation for next formation manoeuvre.
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2. Based on the positions and sizes of all the known obstacles, successively
search the achieved path and determine the relationship between the lateral
width (wF ) of the current formation shape and the maximum clearance (wC)
between these obstacles.

3. If wF < wC , it is unnecessary to change the current formation geometry,
whereas if wF ≥ wC , a new formation shape is needed to be calculated, as
well as determining a desired position where formation will be changed.

In contrast to the deliberative pre-computation of collision avoidance manoeu-
vre in Lever 1, Level 2 is reflexive collision avoidance strategy which is adopted
to enhance the robustness to the varying environment and to deal with emergent
obstacles. The central idea for Level 2 is to reconstruct and update formation
structure online as well as to change the formation geometry based on real-time
knowledge of the external environment. Its procedure is detailed as follows:

1. Once a local robot is confirmed as broken down or crashed, discard the robot
from the original formation or delete the corresponding node in the formation
topology.

2. Once an UO invades into the predefined alert area of the ith robot, the re-
lated robot will accept the UO as its reaction target. This means that the
original formation system is augmented with the UO and a new formation
topology is created. This newly generated formation is termed as an aug-
mented formation.

3. Determine a sequence of new formation geometries in real time to make
the original formation move away from the newly joined UO as quickly as
possible.

4. Change and update the current formation topology to optimise the forma-
tion reaction structure, and consequently improve the dynamic performance
during formation change and obstacle avoidance.

4 Simulation Study of Formation Manoeuvre and
Collision Avoidance

As previously mentioned, the formation controller can be used to maintain the
stability of the formation and to avoid collision with UOs during formation ma-
noeuvre. In this section, the decentralised formation controller will be designed,
followed by the synthesis of the formation manoeuvre and the collision avoidance.

4.1 Implementation of Decentralised Formation Controller

For simplicity, it is assumed that the dynamic model of the robot is p̈ = u, where
p denotes the referred position of the robot, and u is the acceleration. The model
of the employed IAS is given as θ̈ = k1θ + k2u + k3w, where θ is the designed
variable to reflect the formation change, u is the acceleration of the robot, and
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w denotes the dynamics of the local-formation. The complete IAS model can be
constructed by combining the above equations, which is given by (1),

{
p̈ = u

θ̈ = k1θ + k2u+ k3w
(1)

The state vector of each IAS is defined as x = [p, ṗ, θ, θ̇]T = [x̃, θ, θ̇]T , and (1)
can be rewritten as (2).

d

dt

⎡

⎢
⎢
⎣

p
ṗ
θ

θ̇

⎤

⎥
⎥
⎦
=

⎡
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⎢
⎣
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0 0 0 1
0 0 k1 0
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⎢
⎣

0
0
0
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⎥
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︸ ︷︷ ︸

B1

w (2)

Based on the achieved formation stability result [12], the controllers for main-
taining the stability of the IASs should be designed to stabilise the whole forma-
tion which may include the UOs. Here, the exogenous input w is derived from
the formation change or error, and is considered as a bounded disturbance which
needs to be rejected by the formation control law for stabilising desired forma-

tion. The output feedback H∞ controller [Ak, Bk, Ck, Dk] in
˙̂x = Akx̂+Bky
u = Ckx̂+Dky

is

then designed to stabilise the relevant IASs under the bounded disturbance con-
dition. The purpose is to minimise the exogenous impact, i.e. to maximise the
robust stability and performance of the IAS. Here, x̂ denotes the states of con-
troller, which feeds the measurements y back to the control signal u of the plant
so that the closed-loop controlled system is internally stable and satisfies the
desired performance specifications. Choosing k1 = 24.5, k2 = −2.5, k3 = 8.3, the
matrices of the model in (2) are given:A = [0, 1, 0, 0; 0, 0, 0, 0; 0, 0, 0, 1; 0, 0, 24.5, 0],
B1 = [0, 0, 0, 8.3]T and B2 = [0, 1, 0,−2.5]T . The robust Control Toolbox in Mat-
lab can be conveniently used to calculate the relevant output feedback controller
matrices. The achieved controller matrices are given in (3). The above controller
matrices and parameter values were applied to all the simulations.

Ak =

⎡

⎢
⎢
⎣

−4.8716 −0.0372 −0.0311 −0.0000
0.0634 −4.8907 −0.0142 −0.0000
−0.3507 1.1765 −4.7396 0.0001
−0.0020 0.0055 0.0013 −5.0000

⎤

⎥
⎥
⎦

Bk =

⎡

⎢
⎢
⎣

9.4332 8.2024 29.9302 6.0602
4.0572 4.6614 15.2525 3.0928

−55.6087 −35.5943 −95.5597 −19.3688
−0.2921 −0.1942 −0.5328 −0.1080

⎤

⎥
⎥
⎦

Ck =
[

0.1730 −0.1674 −0.0484 −0.0000
]

Dk =
[
19.1812 16.6582 70.1396 14.1985

]

(3)

4.2 Formation Manoeuvre and Collision Avoidance

Based on the known obstacles map, the DPSS path planning approach was
first employed to calculate a feasible path from start position to goal position.
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The turning-compliant waypoints were then obtained based on an algorithm.
The multi-robot formation was tasked to navigate all the calculated turning-
compliant waypoints: (6, 6), (22, 45), (45, 80), (81, 80), (81, 24) and (56, 6), as
well as avoiding collisions with other UOs.

Some obstacles were also assumed to be present along the path and hence
formation changes were required to avoid them. Assuming that the obstacle
positions were known a priori, formation changes were obtained off-line and are
shown in Fig. 4, where robot 2 is the reference vehicle (RV) [9] and robots 1
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Fig. 4. Formation representation during multi-robot manoeuvring

and 3 are its designated neighbours (DNs). Specifically, Fig. 4 (A) denotes the
reference formation representation (RFR), and Fig. 4 (B) and Fig. 4 (C) for the
intermediate formation representations (IFRs). Note that the RFR indicates the
geometry when the formation moves normally, whereas the IFR is the geometry
designed for avoiding obstacles.

The given map, obstacles and the trajectory of the group of robots are dis-
played in Fig 5 showing the formation maintenance and the formation change
for avoiding collision with obstacles. During the time intervals t = 24 s ∼ 36 s
and t = 80 s ∼ 92 s, the formation geometry shown in Fig. 4 (B) and (C) were
respectively adopted to negotiate forward narrow passages. After passing the
passages, the group of robots restore to the RFR shown in Fig. 4 (A).

In addition, the formation errors for robot 1 and robot 3 relative to robot 2
are displayed in Fig. 6. As shown in the given figures, the following observations
could be made:

1. The multi-robot formation remained stable during the turning manoeuvres
and successfully tracked all the given waypoints in addition to switching the
formations for avoiding collision.

2. Velocity variation with the formation turning or changing could be observed
as it was required to maintain the positions of the robots within the new
desired formation as quickly as possible. The speeds of the robots approached
the reference speed 2m/s once the new formation shape was achieved.

3. During the turning manoeuvre and the formation changes, all the transient
formation errors asymptotically converged to zero over time.
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Fig. 5. Trajectories of multi-robot formation manoeuvre
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Fig. 6. Formation variation of robot 1 and robot 3

5 Conclusions and Future Work

In this paper, different from the path achieved using the DPSS approach, the
turning-compliant waypoints were calculated first, and the so-called formation-
based collision avoidance is presented to translate the collision avoidance problem
into the stability problem of the formation control. The EDA scheme is applied
to stabilise the multi-robot formation geometry when manoeuvring, and to si-
multaneously realise collision avoidance. This idea provides another approach of
solving the collision avoidance problem. Future work includes the application of
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the proposed idea into the multi-UAV formation manoeuvre, and the study of
the multi-vehicle inner/outer collision avoidance in real-time.
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Abstract. This paper describes the communication requirements for an 
intelligent electric vehicle charge station which can provide inertial support to 
the electricity grid.  The application is described.  Telecoms delivery 
technologies are experimentally assessed, and an open source measurement 
system is discussed. 

Keywords: Telecoms, Latency, Last-Mile, Inertia, Open Source Software. 

1 Introduction 

Widespread adoption of Electric Vehicles (EVs) presents a variety of challenges to 
the operation of electrical power systems, notably an increase in system demand, and 
have the potential to overload residential distribution networks if EV batteries are 
allowed to charge without co-ordination.  Technologies are required which allow EVs 
to charge in a manner which respects constraints on the electricity network. 

The authors propose that the technologies which allow an EV to change within 
network constraints can be leveraged to provide services of benefit to the grid, such as 
inertial support during times of system stress and transient activity.  This yields an 
intelligent EV charge station which can use energy stored in the EV battery to 
simulate system inertia for brief periods of time. 

The communication requirements for doing so are feasible but are beyond the level 
of telecommunication found in the typical electrical utility.  This paper describes the 
concept of the intelligent vehicle charger, outlines the telecoms requirements, assesses 
delivery technologies, and makes note of cost effective monitoring systems. 

2 Intelligent EV Charger with Simulated Inertia 

The proposed system uses the EV battery stored energy to provide short term supply 
of electrical power  to the electricity grid in response to changes in the electricity grid 
frequency.  By successful co-ordination of many EV battery charge stations, a 
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population of vehicles will have the affect of simulating the inertia of a rotating 
machine.  This is useful in the context of electricity grids with low inertia thanks to 
the increasing prevalence of electronic machine drives, and renewable generation 
technologies connected via power electronic interfaces. 

The principle of operation is described with reference to Fig. 1.  In Fig. 1 we see 
that there has been an event on the electrical power system which has led to a 
frequency disturbance.  The frequency initially falls, causing governor action at 
thermal generating plant to increase power output.  Over the next number of seconds, 
the frequency recovers.  The intelligent charge station detects that there is a rate-of-
change-of-frequency.  Based on the difference between current frequency and 
nominal frequency, and modulated by the rate-of-change-of-frequency, the intelligent 
charger adjusts its power import from the grid (or exports power to the grid) such as 
to simulate the response of a synchronous machine experiencing the frequency 
transient. 
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Fig. 1. The charge station responses to a frequency disturbance on the electricity grid by 
modulating its power import/export in proportion to the rate-of-change-of-frequency of the grid 

Many examples of EV battery stored energy being used to supply energy to the 
electricity grid, Vehicle to Grid (V2G), can be found in literature.  Such proposals 
yield technical solutions to challenges of load balancing in grids featuring large 
quantities of renewable generation, yet raise concerns with regard to the effect on the 
EV battery State-of-Charge (SoC) and State-of-Health (SoH).  That is to say, firstly it 
is undesirable that the EV owner should find their vehicle without sufficient charge, 
and secondly it is undesirable to shorten the life of the battery.  The proposed system 
only makes use of the EV battery for periods of several seconds at a time, not for long 
periods of time.  The effect on SoC is negligible and since these grid transient events 
happen rarely, the effect on SoH also minimal, being similar to a one-off acceleration 
of the vehicle in normal driving conditions. 
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2.1 Example of Transient Event on Low Inertia System 

The authors operate an expensive network of phasor measurement equipment which 
allows for the capture and analysis of grid frequency related phenomena.  Details of 
the system are available in [1, 2]. 

In April 2013, a disturbance occurred which caused a DC interconnector between 
the island of Ireland and the island of Great Britain to trip.  Each island operates a 
separate synchronous system.  The peak load on the Ireland system is circa 6 GW, 
whilst in the UK it is circa 60 GW.  At the moment that the interconnector 
disconnected, it was exporting 500 MW of power from Ireland to Great Britain.  The 
effect on frequency on the two systems is shown in Fig. 2.  The effect of the 
disturbance on the Ireland system is much greater than the effect on the Great Britain 
system.  Notably, Ireland was operating with 35% of infeed supplied by wind 
generation.  Wind generators are usually connected by power electronic interface and 
provide little or no inertia to the system.  This is an example of transient effects that 
can occur on systems with increasing infeeds of renewable generation and thus 
lessening system inertia. 
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Fig. 2. Frequency disturbances seen on the Ireland and Great Britain electrical systems. This is 
in response to the disconnection of a DC interconnector exporting 500 MW from Ireland to 
Great Britain in April 2013. 

3 Telecommunication Requirements 

Telecommunications are needed with the intelligent vehicle charger for a number of 
reasons. #There are intrinsic needs for telecoms for the purposes of billing the 
customer for their electricity consumption, but there are further needs related to grid 
operations.  Firstly, it is necessary to consider the changing of the vehicles within the 
constraints of the electricity network. These will relate to the available generation 
capacity, power flow limits in transmission networks and especially local distribution 
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networks, and coordinating the charging to make best use of low-carbon renewable 
electricity generation. 

Secondly, with specific concern for the inertial response of the intelligent charger, 
it is necessary to know how many vehicles are available to participate in a simulated 
inertial response, their locations, and their SoC. 

The volume of information to be communicated is low.  SoH, SoH and 
identification information will be tens of bytes in size, and does not need to update 
with great regularity.  Several ‘slow scan’ solutions, including VHF radio, could be 
employed to communicate directly with the vehicle.  However, it is absolutely 
necessary to make security an intrinsic design consideration in the communication 
system.  Thus, reliable communication that can handle several kilobits/second (kbps) 
is required. 

When inertial response is required, it will be necessary to have low latency 
communication between multiple vehicles in a swarm so as to quickly determine the 
optimal response.  Thus, it is desirable that the communications should have a latency 
of less than 1 AC waveform cycle (20 ms in 50 Hz systems, 16.7 ms in 60 Hz 
systems). 

Reliability is a crucial consideration.  The telecoms solution used must have a 
proven track record of data delivery without avoidable disruption.  The operator of the 
system needs to have confidence that it will behave in the correct manner when 
required. 

Security must be an intrinsic aspect of the telecoms system design.  As evidenced 
by recent vulnerabilities in the OpenSSL library [3] there is a need for diversity in the 
security system to ensure that there are no common mode failures.  That is to say that 
different mechanisms should be used for authentication of device messages to that 
used to secure the network infrastructure.  Such mechanisms will include Virtual 
Private Networking (VPN) [4] and Multi-Protocol-Label-Switching (MPLS) [5]. 

To summaries, the types of information to be communicated will include, but not 
be limited to: 

 
1) Customer billing information 
2) Vehicle identity, SoC and SoH 
3) Information on distribution network constraints 
4) Availability of generation (possibly price sensitive) 
5) Forecast of renewable generation 
6) Population (or swarm) information on nearby EVs 

 
The authors suggest that the following specification should be considered a minimum 
set of requirements for the telecoms system: 

 
1) Throughput of the order of kbps or greater 
2) Latency of the order of 20 ms or less 
3) Reliable 
4) Secure 
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Since it is very difficult to find very low bandwidth telecoms delivery 
technologies, the next section shall consider latency as a primary design 
consideration. 

4 Delivery Technologies 

Several telecoms delivery technologies have been reviewed by the authors regarding 
their suitability for real-time control in electrical utility applications.  These 
technologies are described in light of data captured by the authors.  These 
technologies are “last mile” delivery technologies, suitable for connection an EV 
charge station with a backhaul network. 
 
    a) ADSL 
Asymmetric Digital Subscriber Line, ADSL, works over a voice telephone line 
(twisted or untwisted copper wire pair) using frequencies beyond those used for voice 
(3 kHz).  Frequencies of 1 MHz are typical on an ADSL enabled telephone line.  The 
service operates between the subscriber’s premises (e.g. a home) and the telephone 
exchange where the termination equipment is hosted (a DSLAM - Digital Subscriber 
Line Access Multiplexer) [6].   
 ADSL2+ is the current standard for most newly enabled telephone exchanges.  
Speeds of up to 24 Mbps downstream and 3.3 Mbps upstream are possible.  Speed 
diminishes as a function of distance due to increased attenuation and decreased 
signal-to-noise (SNR) ratio. 
 
    b) Fibre-to-the-Cabinet (VDSL) 
Fibre-to-the-Cabinet (FTTC) is similar to ADSL in that the connection to the 
consumer premises is achieved using copper pair, however optical fibre runs from the 
telephone exchange to the local street cabinet.  Very-High-bitrate-DSL (VDSL) [7] is 
used in place of ADSL.  VDSL allows speeds of up to 80 Mbps downstream and 
20 Mbps upstream at distances of 500 m from the street cabinet. 
 
    c) WiMAX 
WiMAX, or Wireless Microwave Access (IEEE 802.16 [8]), can operate in either 
fixed or mobile forms.  The fixed flavor of WiMAX is more established and is the 
subject of this study.  A typically WiMax base station can service a radius of 
approximately 30 km, with the throughput diminishing as a function of distance 
between the base station and the subscriber.  Depending on the frequency band used, 
WiMAX is usually limited to line-of-sight operation.  Whilst LTE has taken over the 
mobile sector, there is increasing adoption of WiMAX in fixed applications due to the 
low cost of equipment.  A pair of WiMAX transceivers can be purchased for as little 
as $100, and can operate in license exempt bands. 
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    4.4 3G / LTE 
Non-enhanced GSM system allows 9.6 kbps of data at maximum signal quality, and is 
suitable for voice and short text message only.  Enhancements such as EDGE 
(Enhanced Data Rates for GSM Evolution) and HSDPA (High-Speed Downlink 
Packet Access) theoretically increase this speed to 14.4 Mbps.  Long Term Evolution 
(LTE) increases speeds further. 
 Mobile telephone networks do not guarantee service.  Although certain 
subscribers such as emergency services can have their service prioritized, service 
level agreements for real-time control are prohibitive.  This makes them unsuited to 
carry essential power system signals. 

 
d) Power Line Carrier 
Power Line Carrier is a potentially useful technology for delivery of low 

bandwidth telecoms to EV charge stations in some environments.  The technology 
must be applied on the low voltage side of the distribution transformer, thus only has 
economies of scales in regions were a large number of customers are connecter to a 
single distribution transformer (e.g. in urban 230V systems such as in Europe).  It is 
less useful in 110V systems were typically small number of subscribers are connected 
to the distribution transformer, or in rural areas.  In these situations, radio is probably 
preferred, but unlike slow scan radio systems used in Smart Meter reading the 
challenge with control systems is providing adequate security in the knowledge that 
the proposed system can affect grid frequency. 

4.1 Latency Accessed by Experimental Trial 

The latency of various last-mile telecoms delivery technologies was assessed by the 
authors in a practical scenario.  Each delivery technology was configured to ‘ping’ a 
server on a high-speed telecoms link at Queen’s University Belfast.  The round trip 
times were recorded over a period of several weeks and the results are presented as a 
Probability Density Function in Fig. 3.  The ping times can be divided by two to yield 
an approximation for the one-way communication delay.  In the previous section, it 
was stated that a one-way latency of less than 20 ms is desired.  Thus round-trip times 
less than 40 ms is preferred. 

Of the technologies surveyed, WiMAX and VDSL performed the best.  WiMAX 
performed with fiber-optic like latency, with 90% of pings returned in under 3 ms, 
and 99% in less than 10 ms.  However, a very small number of pings took as long as 
20 ms to be returned.  VDSL performed very consistently with 99.7% of pings 
returned with times between 30 and 32 ms, with a small number requiring up to 
40 ms.  ADSL returned 97% of pings within 50 ms.  3G requires 250 ms to return 
97% of pings, and GPRS requires 1,100 ms.  Both 3G and GPRS experienced high 
packed loss. 
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Fig. 3. Latency of various last-mile delivery technologies as assessed experimentally in a 
practical scenario.  Divide times by two for one-way communication. 

5 Open Source Measurement System 

The authors have designed an Open Source Measurement System appropriate for 
monitoring power system frequency in the context of intelligent EV charge stations.  
This is under the umbrella of the open source Phasor Measurement Unit (PMU), 
OpenPMU [4]. 

The OpenPMU project is a suite of tools to help researchers create new power 
system technologies.  The project was originally founded at Queen's University 
Belfast, UK, and subsequently joined by the SmarTS Lab at KTH Stockholm, 
Sweden. 

Phasor Measurement Unit (PMU) technology has now become a mainstream tool 
of the power systems engineer.  PMUs allow all manner of interesting phenomena to 
be analysed, from transmission system faults to power oscillations induced by wind 
farms.  But often PMUs are more difficult to use than they should be.   

The OpenPMU project is concerned with the advancement of Phasor Measurement 
Unit technology for the purposes of academic research.  It does not compete with 
commercial vendors.  Software elements are licensed under a suitable open source 
license such as BSD, whilst the design drawings are made available under copyleft 
licenses such as Creative Commons. 

The OpenPMU device is shown schematically in Fig. 4.  Data is interchanged 
between the various modules by means of human readable XML datagrams.  Since 
XML is widely supported by toolboxes in many software languages, this allows PMU 
related data to be read / written on almost any platform.  This means that software 
modules can easily be interchanged and interoperability quickly tested. 
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The advantage of OpenPMU for intelligent EV charge stations is its low cost an 
flexibility.  Since the telecoms format is entirely configurable, extra metadata that 
allows a swarm of EV charge stations to operate as a virtual synchronous machine can 
easily be added to the telecoms interface. 
 

 

Fig. 4. Architecture of the OpenPMU system. Modules exchange data using XML, thus 
allowing easy interchange of data across different platforms and software languages. 

6 Conclusions 

The authors have outlined the telecoms bandwidth and latency requirements for an 
intelligent electric vehicle charging station.  The charging station is to participate in a 
novel technique which simulates the inertial response of a synchronous machine when 
there is a transient on the electricity grid.  Commonly available telecoms delivery 
technologies are shown to provide connectivity with the desired latency, although 
mobile telecoms technology performance has not been demonstrated feasible for real-
time control.  A measurement system based on open source software is recommended 
for this application due to the flexibility to modify the telecoms module to support 
commands necessary to have multiple EV change stations participate as a swarm.  
The components to achieve the system are available and the challenges of 
interoperability will be tested experimentally in future work. 
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Abstract. Human-UAV coordinated flight path planning of UAV low-altitude 
penetration on pop-up threats is a key technology achieving manned and 
unmanned aerial vehicles cooperative combat and is proposed in this paper. In 
the most dangerous environment, human’s wisdom, experience and synthetic 
judgments can make up for the lack of intelligence algorithm. By using variable 
length gene encoding based on angle for the flight paths planning, and 
combining artificial auxiliary decision with novel intelligence algorithm, it 
makes the best possible use of the human brain to guide solution procedures of 
the flight path planning on pop-up threats. A lot of simulation studies show that 
the on-line three-dimensional flight paths by this technology can meet the 
requirements of UAV low-altitude penetration, efficient implementation of 
threat avoidance, terrain avoidance and terrain following. This method has a 
certain practicality. 

Keywords: human-UAV coordinated, flight path planning, low-altitude 
penetration, pop-up threats. 

1 Introduction 

X-47B UAV is for non-operational use, its precision navigation algorithms and more 
intelligent automatic control system have been used to create the first operational 
carrier-based unmanned aircraft without ground operator’s control. X-47B still 
executes the task by computer programs, so that the single self tactical decision and 
aerial battle is not able to be performed completely by itself. As the increasingly 
perfectness of integrated air defense system (IADS), it is impossible that carrying out 
the mission of low penetration and precision strike only relying on UAV. In the 
modern air battles, manned and unmanned aerial vehicles each have advantages and 
are interdependent, they complement each other and divide of labor and cooperation 
for getting the more operational effectiveness. The manned and unmanned aerial 
vehicles cooperative combat is a revolutionary new combat method to achieve 
effective breaking through IADS and would be the main air combat pattern in the 
future.[1-5] Human-UAV coordinated operation would fully utilize human’s wisdom, 
experience and synthetic judgments, combining the special ability of UAV to carry 
out the mission of surveillance and precision strike in the most dangerous 
environment.[6-8] 
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Advanced technologies have enabled some UAVs to execute simple mission tasks 
without human interaction, many tasks are pre-planned using reconnaissance or 
environment information. In the most dangerous environment, UAV must make full 
use of the terrain masking and the IADS shadow to penetrate. With the 
battlefield situation dynamic development, the pop-up threats are inevitable. Because 
of huge three-dimension flight path points, vast searching space, strong real-
timeliness and various constraint missions, the method of solution is extremely 
complex and difficult. The final solution is difficult to be guaranteed by using 
conventional intelligent algorithms, such as genetic, particle swarm optimization, ant 
colony and A* algorithm, et al.[9-12]  

Human-UAV coordinated flight path planning is a critical technology of manned 
and unmanned aerial vehicles cooperative combat. It is proposed in this paper, 
combining artificial auxiliary decision with novel intelligence algorithm. Human’s 
wisdom, experience and synthetic judgments can make up for the lack of intelligence 
algorithm. In the most dangerous environment, it makes the best possible use of the 
human brain to guiding solution procedures of the flight path re-planning on pop-up 
threats range. By using variable length gene encoding based on angle for the flight 
paths planning, the flight performance constraints of UAV are exactly integrated into 
the novel intelligence algorithm, the result of flight paths can meet the requirements 
of UAV mobility. It can make the UAV automatic driving more easily and reliably. 
The novel intelligence algorithm comes from evolutionary algorithm and is a kind of 
niche adaptive pseudo parallel genetic algorithm. The method can re-plan the on-line 
three-dimensional flight paths when the starting and ending positions are set by 
human. A lot of simulation studies show that the on-line three-dimensional flight 
paths by this technology can meet the requirements of UAV low-altitude penetration, 
efficient implementation of threat avoidance, terrain avoidance and terrain following. 
This method has a certain practicality and contributes to realize the manned and 
unmanned aerial vehicles cooperative combat. 

2 Mathematical Descriptions of Flight Path 

2.1 Represent Flight Path Based on Angle 

Only the proper mathematical descriptions of flight path reflect the essence of 
solution to the problems, the accuracy and convergence of algorithm would be 
improved. In the presented algorithm, a chromosome integer code with changeable 
length based on angle is used to represent flight path. ሺl୧, φ୧, µ୧ሻ  represents the 
sequence point ሺx୧, y୧, z୧ሻ  of flight path taking place at discrete times t୧ሺi ൌ1,2, ڮ , Nሻ in the three-dimensional space, respectively. Where l୧  denotes length of 
the ith section path. µ୧  and φ୧  are yaw and pitch angle of the ith section path, 
respectively. It is shown in Fig.1. 

This method representing flight path based on angles is able to satisfy the demands 
of UAV’s flight performance, such as constraints of navigation and control. The pitch 
and yaw angle are also flight control variables and enable the UAV to track a 
trajectory as long as changes. So automatic pilot is achieved conveniently. 
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Fig. 1. Pitch and yaw angle 

2.2 Genetic Representation ሺ݈௜, ߮௜, ௜ሻߤ  is converted into chromosome genes in a certain arrangement. ݃ଵ, ݃ଶ, ڮ , ݃௜ିଵ, ݃௜, ڮ , ݃௡ିଵ  is a chromosome with changeable length representing 
flight path from starting point to end point. ∆݈ （݈௜ ൌ ∆݈）is equal distant-interval, ݃௜ denotes combination of ߮௜ and ߤ௜ about ∆݈, the value range of ݃௜ is integer from 
0 to 127. The whole flight path is separated into ݊ equal-distant sections. Every flight 
path has variable-length chromosomes and their genes have different numbers. The 
value for ݊ is confirmed by the nodes of flight path. According to UAV’s flight 
performance, the values for yaw and pitch angle is confirmed by itself flight overload, ߮௜ ൑ േ70°，ߤ௜ ൑ േ30°. The direction interval is 10°, the value for  ߤ௜′  is {0，േ1，േ2，േ3} and the value for ߮௜′  is {0，േ1，േ2， ，േ7}, then it corresponds to ߤ௜′  
and ߮௜′  by 3-bit and 4-bit binary codes, respectively. The leftmost bit (most 
significant bit) is sign bit, "0" for positive, "1" for negative. A 7-bit binary codes can 
be used to represent the integer from 0 to 127, the combination of ߤ௜′  and ߮௜′  is 
ability to represent ݃௜ . So ݃௜  can denote combination of ߮௜  and ߤ௜  about ∆݈, it is 
shown in Fig.2. 
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Fig. 2. Chromosome gene codes 

For instance, when ݃௜=118, the binary codes are ‘1110110’. After decomposing, ߤ௜′=111, ߮′=0110, then ߤ௜=－30°, ߮௜=60°. The section i path downward sloping at 
30° and counter-clockwise rotating at 60° is represented. 
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3 The Algorithm of Human-UAV Coordinated Intelligent 
Flight Path Planning 

Taking low-altitude penetration especially with unknown pop-up threats, the accurate 
mathematical model couldn't be established. Generally, only relying on conventional 
intelligence algorithms, satisfied optimal solutions are not effectively and quickly 
obtained. Therefore, in the conditions of current technological level, the algorithm of 
human-UAV coordinated intelligent flight path planning is proposed in this paper, 
combining artificial auxiliary decision with novel intelligence algorithm. 

3.1 Artificial Auxiliary Decision 

Most often UAV is controlled by itself onboard equipments and its tasks are managed 
by ground control station. As the separation of management and control function, 
there are communication time-delay including the delay of remote control commands 
and telemetry signals. On-line path re-planning may not be achieved so that UAV 
could not avoid the new threat. During the course of combat, the target information 
obtained by UAV is transmitted to manned aerial vehicles via data link. As for 
human, manned aerial vehicles have better battlefield situational awareness. Human 
has been endowed by nature with special abilities about evaluation of air combat 
threat and the decision-making behavior. Human-UAV coordinated would fully 
utilize human’s wisdom, experience and synthetic judgments to help UAV path re-
planning and avoiding threat.  

There are two situations: 

UAV is outside the pop-up threats coverage 
As the pre-planned flight path that UAV has not been reached yet is inside the pop-up 
threats coverage, utilize human’s experience and synthetic judgments to accurately 
determine starting and ending point of re-planning path through comprehensive 
assessing the situation and threats, then apply the novel intelligence algorithm to re-
plan path for avoiding threats effectively and quickly. If the flight path points are so 
numerous, which need more computing time only relying on novel intelligence 
algorithms, it is difficult to guarantee accessibility and timeliness. In order to avoid 
threats effectively, set few navigation points manually between the starting and 
ending points according to the actual situation and flight characteristics, then the path 
is departed to calculate respectively. If the pre-planned flight path is outside the pop-
up threats coverage, it is to continue on its way as pre-planned. 

UAV is inside the pop-up threats coverage 
Immediately launching emergency response, escape routes by computer-generated as the 
scheduled angle interval in all directions, then human selects the most suitable escape 
route by comprehensive assessing the situation and threats. The next step is set the 
intersection of the selected escape route and the threats coverage region boundary as 
starting point, and set ending point on the pre-planned path manually. Then re-plan the 
route between the new starting and ending point. Through these steps, utilize the human’s 
wisdom, experience, synthetic judgments and the novel intelligence algorithm to guide 
UAV safely and reasonably through the pop-up threats coverage area. 
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3.2 The Novel Intelligence Algorithm 

The novel intelligence algorithm based on evolutionary algorithm principles is 
introduced, which meet the need of low-altitude penetration. It divides the whole 
group into several sub-groups to search multi-orientatedly in the solution space so that 
both the depth and the extent of the search can be assured. Every subgroup evolves in 
different processors independently and synchronously, each search own solution 
space respectively. Then exchange and update the best information periodically 
according to proper migration strategy, and assembled to find the overall optimum 
solution. By this way, the diversity of population is maintained and the operation 
speed of the algorithm is enhanced. To further restrain the premature convergence, a 
kind of niche adaptive genetic mechanism is applied in the subgroup. The individual 
in each generation can be divided into several categories, and the best individuals are 
selected from each category to form a new population. Then the adaptive crossover 
and mutation operators are used as genetic operators to generate the newer population 
among the different populations. The niche technique based on sharing function can 
effectively prevent premature, maintain population diversity and improve the search 
efficiency so that as more optimal solutions would be achieved.[11, 13] The novel 
intelligence algorithm flow chart is shown in Fig. 3. 

 

Fig. 3. Novel intelligence algorithm flow chart 
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4 Mathematical Descriptions of Threat 

In the most dangerous environment, UAV must quickly and effectively to avoid 
various static and pop-up threats coming from IADS. It would be difficult to calculate 
the amount of threat about IADS, the analytical solutions to it are not obtained 
generally. There are some simplified hypotheses for the mathematical descriptions of 
threat without influence on the effects of the path planning algorithm. ்݂ ஺௜ is the 
threat index of UAV facing threat in the ith section path and can be expressed as 
follows: 

 ்݂ ஺௜ ൌ ∑ ்݂ ஺௜_௞୫ା୬୩ୀଵ                           (1) 

where ்݂ ஺௜_௞ is the threat index of the facing the NO. k threat in the ith section path, ݉ is the number of static threats and ݊ is the number of pop-up threats. ்݂ ஺௜_௞ is 
given by: 

 ்݂ ஺௜_௞ ൌ ቐ 0                     ሺ݀௜_௞ସ ൐ ݀ோ௠௔௫_௞ሻఈೖכௗೃ೘ೌೣೖరௗ೔_ೖర ାௗೃ೘ೌೣర        ሺ݀௜_௞ସ ൑ ݀ோ௠௔௫_௞ሻ               (2) 

Here, ݀ோ௠௔௫_௞ is the maximum effective distance of the NO. k threat, ݀௜_௞ is the 
distance between the NO. k threat and UAV in the ith section path, ߙ௞  is the 
multiplier. 

Such simplified hypotheses don't influence the research of path planning 
algorithms. It is easy for computers and has a certain practicality. 

5 Fitness Function 

The fitness function is a chromosome in terms of physical representation, and 
evaluates its fitness based on desired traits of the solution. And, the fitness function 
must accurately measure the quality of the chromosomes in the population. The value 
of fitness function represents the cost of a given path, the fitness function of the jth 
chromosome is defined as follows: ܥ௝ ൌ ∑ ሺݓ௅ ௡௜ୀଵכ ݈௜ ൅ ுݓ כ ݄௜ ൅ ஺்ݓ כ ்݂ ஺௜ሻ ൅ ௗݓ כ ݀ሺ݊ሻ          (3)  

where ݈௜ is length, ݄௜ is altitude and ்݂ ஺௜ is the threat index of the ith section path, ݊ denotes length of the jth chromosome, ݓ௅,ݓு,்ݓ஺ and ݓௗ are all weight. ݀ሺ݊ሻ 
is heuristic function that is used instead of direct distance between  ܶሺݔ௡, ,௡ݕ ,௚௢௔௟ݔ௡ሻ and Gሺݖ ,௚௢௔௟ݕ ௚௢௔௟ሻݖ ,  ܶሺݔ௡, ,௡ݕ ௡ሻݖ  denotes the end of the jth chromosome, Gሺݔ௚௢௔௟, ,௚௢௔௟ݕ  :௚௢௔௟ሻ is end point, then ݀ሺ݊ሻ is defined as followsݖ

   ݀ሺ݊ሻ ൌ ටሺݔ௡ െ ௚௢௔௟ሻଶݔ ൅ ሺݕ௡ െ ௚௢௔௟ሻଶݕ ൅ ሺݖ௡ െ  ௚௢௔௟ሻଶ            (4)ݖ
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6 Experimental and Simulation Results 

To test and evaluate the performance of the proposed algorithm, a number of design 
and aircraft simulation tests are conducted in the current work. The details of the 
experimental and simulation results are described in the sections below. 

DEM was used, which generates 80×80km three dimension terrain including 
gradient, slope aspect, relative elevation, etc. It can meet with the request of track-
planning. In the simulate airspace, starting point is Sሺx଴, y଴, z଴ሻ=（0,0,250）and end 
point is Gሺx୥୭ୟ୪, y୥୭ୟ୪, z୥୭ୟ୪ሻ=(76000,76000,250) (unit: m).  Flight speed 50=ݒm/s 
(constant), the minimum path length ݈௠௜௡=400m, the maximum pitch ߮௠௔௫=±70°and 
yaw angle ߤ௠௔௫ =±30°, the maximum path length ܮ௠௔௫ =200km, the minimal safe 
flight height ܪ଴=20m, the maximum safe flight height ܪ௠௔௫=100m. The population 
size is 80, the maximum number of pre-plan evolution iterations is 300, the maximum 
number of re-plan evolution iterations is 50. 

6.1 Re-planning Paths as UAV is Outside the Pop-Up Threats Coverage 

Fig.4 shows re-planning paths elevation chart by the novel intelligence algorithm and 
human intervention as UAV is outside the pop-up threats coverage. 6 known threats 
and effective distance ݀ோ௠௔௫=12000m, representing by 6 same shape and size hollow 
circle. One pop-up threat and effective distance ݀௧ோ௠௔௫=6000m, representing by a 
red circle. From this figure, we can see that UAV could avoid threats and terrain 
along pre-planned path I and II. When the pop-up threat is found and covers pre-
planned path I that UAV should fly along, it is necessary to re-plan the path for UAV 
immediately. Now utilize human’s wisdom and experience to set starting and end 
points of the re-planning path. Starting point is on the pre-planned path I that UAV 
has not been reached, end point is on the pre-planned path I or II that is outside the 
pop-up threats coverage. Then re-plan the new section paths by the novel intelligence 
algorithm. As we can see that UAV could avoid threats and terrain along the new 
section paths. The next step is artificial select one new suitable section path according 
to the mission requirement of UAV and comprehensive situation assessment. If the 
pop-up threats are detected until later and the computing time for re-planning path is 
not enough, set few navigation points manually between the starting and ending point, 
then the re-planning path is departed to calculate respectively for avoiding threats 
effectively. 

Fig.5 shows re-planning paths profile, the horizontal axis ݀௫௢௬  represents the paths 
shadow on horizontal plane, the vertical axis ܼ represents flight height. From this 
figure, we can see that UAV could avoid threats and terrain along re-planning paths 
even further. Fig.6 shows re-planning paths three-dimensional map, it can be more 
complete and clear to show the result for path planning of UAV penetration.  
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 Fig.4. Re-planning paths elevation chart      Fig.5. Re-planning paths elevation profile 

 

Fig. 6. Re-planning paths three-dimensional map 

6.2 Re-planning Paths as UAV is Inside the Pop-Up Threats Coverage 

Fig.7 shows escape paths elevation chart as UAV is inside the pop-up threats 
coverage. The known and pop-up threats, pre-planned paths are depicted as the same 
with Fig.4. When the pop-up threat is detected and UAV is flying along pre-planned 
path inside coverage areas of it, promptly launch emergency response program, five 
scheduled escape paths on the different directions are implied by the dashed lines in 
Fig.8, utilize human’s wisdom and experience to select a most suitable path for 
escaping according to comprehensive situation assessment. Then put the intersection 
of threat coverage border and escape path as starting point, artificial set end point on 
the pre-planned path I or II that is outside the threats coverage for the next re-
planning path, it is implied by the solid line. From this figure, we can see that along 
two escape paths UAV can avoid threats and terrain. Finally UAV is guided on the 
pre-planned paths. Fig.8 and Fig.9 are escape paths profile and three-dimensional 
map, respectively. They show that the re-planning escape paths can meet the 
requirements of UAV low-altitude penetration, efficient implementation of threat 
avoidance, terrain avoidance and terrain following. 
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Fig.7. Escape paths elevation chart             Fig.8. Escape paths profile 

 

Fig. 9. Escape paths three-dimensional map 

7 Conclusions 

In this paper, the algorithm of human-machine coordinated intelligent flight path 
planning is proposed. By using variable length gene encoding based on angle for the 
flight paths planning, and combining artificial auxiliary decision with novel 
intelligence algorithm, it makes the best possible use of the human brain to guide 
solution procedures of the flight path planning on pop-up threats. On the basis of lots 
of simulation studies, we can reach the following conclusion.  

1) The method representing flight path based on angles is able to satisfy the 
demands of UAV’s flight performance and enable the UAV to track a 
trajectory with changes. 

2) Human’s wisdom, experience and synthetic judgments can make up for the 
lack of intelligence algorithm. In the most dangerous environment, it makes 
the best possible use of the human brain to guide solution procedures of re-
planning flight path on pop-up threats.  
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3) When the threats and terrain information are known, artificial set starting and 
end points, then applying the novel intelligence algorithm to re-plan the flight 
paths that can meet the requirements of UAV low-altitude penetration. 

Finally, manned and unmanned aerial vehicles cooperative combat is a 
revolutionary new combat method and would be the main air combat pattern in the 
future. Human-UAV coordinated operation would fully utilize human’s wisdom, 
experience and synthetic judgments to guide solution procedures of the flight path 
planning on pop-up threats. The simulation result shows that this method is feasible 
and effective. It is necessary to make the research more deeply and more widely. 

References 

[1] Murray, C.C., Park, W.: Incorporating Human Factor Considerations in Unmanned Aerial 
Vehicle Routing. IEEE Systems, Man, and Cybernetics Society 43(4), 860–874 (2013) 

[2] Savla, K., Temple, T., Frazzoli, E.: Human-in-the-loop vehicle routing policies for 
dynamic environments. In: Proc. 47th IEEE Conf. Decision Control, Cancun, Mexico, 
pp. 1145–1150 (2008) 

[3] Donald, W.: Manned/unmanned common architecture program (MCAP): A review. In: 
Proceedings of the 22nd Digital Avionics Systems Conference, Indianapolis, United 
States, pp. 6.B.4/1–6.B.4/7 (2003) 

[4] Valenti, M., Schouwenaars, T., Kuwata, Y., et al.: Implementation of a manned vehicle-
UAV mission system. AIAA-2004–5142 (2004) 

[5] Schouwenaars, T., Valenti, M., Feron, E., et al.: Linear programming and language 
processing for human/unmanned aerial vehicle team missions. Journal of Guidance, 
Control, and Dynamics 29(2), 303–313 (2006) 

[6] Myung, H., James, K., Takeo, K.: Efficient Two-Phase 3D Motion Planning for Small 
Fixed Wing UAVs. In: IEEE International Conference on Robotics and Automation, 
Roma, Italy, pp. 1035–1041 (2007) 

[7] Chingtham, T.S., Sahoo, G., Ghose, M.K.: An unmanned aerial vehicle as human-
assistant robotics system. In: IEEE International Conference on Computational 
Intelligence and Computing Research, Coimbatore, India, pp. 1–6 (2010) 

[8] Ren, P., Gao, X.G.: Operational Effectiveness analyses of AH/UAV Cooperative 
Surveillance against Mission. Flight Dynamics 29(3), 92–96 (2011) 

[9] Fu, X.W., Gao, X.G.: 3D Flight Path Planning Based on Bayesian Optimization 
Algorithm. Acta Armamentarii 28(11), 1340–1345 (2007) 

[10] Peng, J.L., Sun, X.X., Zhu, F., et al.: 3D Path Planning with Multi-constrains Based on 
Genetic algorithm. In: The 27th Chinese Control Conference, Kunming, China, pp. 94–
97 (2008) 

[11] Shen, Z.H., Zhao, Y.K., Wang, X.R.: Niche Pseudo-parallel Genetic Algorithms for Path 
Optimization of Autonomous Robot. Modern Electronics Technique 206(15), 85–87,90 
(2005) 

[12] Li, X., Wei, R.X., Zhou, J., et al.: A Three Dimensional Path Planning for Unmanned Air 
Vehicle Based on Improved Genetic Algorithm. Journal of Northwestern Polytechnical 
University 28(3), 343–348 (2010) 

[13] Zhang, C., Wu, J., Liang, Z.A.: Adaptive Pseudo-Parallel Genetic Algorithms for Solving 
Double Standard Solid Transportation Problem. Mathematics in Practice and 
Theory 37(11), 21–28 (2007) 



 

M. Fei et al. (Eds.): LSMS/ICSEE 2014, Part II, CCIS 462, pp. 562–574, 2014. 
© Springer-Verlag Berlin Heidelberg 2014 

Switched Topology Control and Negotiation  
of Distributed Self-healing for Mobile Robot Formation 

Jianjun Ju1,2, Zhe Liu1,2, Weidong Chen1,2, and Jingchuan Wang1,2 

1 Department of Automation, Shanghai Jiao Tong University 
2 Key Laboratory of System Control and Information Processing,  

Ministry of Education of China, Shanghai 200240, China  
{JianjunJu,liuzhesjtu,wdchen,jchwang}@sjtu.edu.cn 

Abstract. In this paper, we investigate robot failure problem in mobile robot 
formation. A recursive and distributed self-healing algorithm is proposed to 
restore network topology when one or more robots fail. Firstly, a switched 
topology control method is introduced to restore the synchronization and 
connectivity of mobile robot network recursively. Then, a negotiation 
mechanism is further presented which achieves individual control in switched 
topology process. This mechanism only needs local information interactions 
between neighbors. Finally, the effectiveness of the proposed algorithm is 
validated by results of both simulations and real experiments. 

Keywords: mobile robot formation, switched topology control, distributed 
negotiation, self-healing. 

1 Introduction 

With the development of sensor network and multiple mobile robotics, reliable 
formation performance is becoming one of fundamental requirements for many typical 
tasks such as environment exploration and cooperative surveillance [1, 2]. However, 
robots may fail due to mechanical breakdown or force majeure when executing tasks in 
remote or hostile environment. Therefore, in order to improve the robustness of mobile 
robot formation, the system needs the ability to detect failures and to restore its 
topology when robots fail, which is also called self-healing capacity. 

In recent years, there are three typical categories of self-healing algorithms. The first 
category is direct self-healing algorithm [3, 4], which makes decisions based on global 
information and chooses a single robot to repair network topology. The algorithm is not 
distributed and communication traffic will increase rapidly with the growth of the 
number of robots. The second one is density self-healing algorithm which is widely 
used in multi-robot coverage tasks. In [5], the network connectivity is repaired by 
sharing maps of interested region and specified gateway node when covering interested 
region. However, the algorithm doesn’t consider dynamic changes of the network 
topology in self-healing process. The third category is recursive self-healing algorithm 
[6-9] which achieves the self-healing behavior by specified switched topology rules in 
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a local manner. In [6, 7], short route table is used to recursively restore the connectivity 
of wireless sensor and actor network (WSAN). However, in real applications, it’s very 
difficult to maintain route information in real time for dynamic networks such as 
mobile robot formation. In [8], a distributed self-healing method is proposed based on 
the 1-hop neighbors information. However, this method requires all the nodes in the 
network to execute an additional movement, thus leading to large energy consumption. 

Our basic idea is to repair the synchronization and connectivity of mobile robot 
network recursively by switched topology control and negotiation based individual 
control. Some prior works were reported in [9]. However, [9] requires a temporary 
expansion of communication range in order to establish additional communication 
connections to select repair robot, thus increasing the requirement of individual 
communication ability. What’s more, additional communication traffic also increases 
energy consumption. The main contribution of this paper is to introduce a distributed 
self-healing algorithm by negotiation based individual control. The convergence 
analysis is proposed and the validity of proposed method is demonstrated by 
simulations and real experiments. 

2 Switched Topology Control 

2.1 Network Topology  

Consider a network of ( 3)n n ≥  robots, whose topology can be defined as a graph 

( , )G V E= , where , 1, 2,...,iv V i n∈ =  represents mobile robots in the network and 

( , ) , , 1, 2,...,i jv v E i j n∈ =  represents a communication connection between robot i  

and robot j . The coupling matrix ( )
n n

ijA a
×

= ∈ℜ  represents the coupling 

configuration of the network topology, where 

1, ( , )
, , , 1, 2,...,

0, ( , )

v v E
i j

a a i j i j n
ij ji v v E

i j

∈
= = ≠ = ∉

 .              (1) 

Define neighbor set of robot i  as follows:  

( ) { | 1, , 1,2,..., }e ijN i j a j i j n= ≠ =  ，           (2) 

and degree of robot i  as follows: 

                  
( )e

i ij
j N i

d a
∈

=   ,                  (3) 

then diagonal elements of the coupling matrix A  is set as , 1, 2,...,ii ia d i n= − = . 

In this paper, K-neighbors topology is applied to describe mobile robot network, its 
definition is given as follows: 

, , , 1, 2,...,i iv V K d K i n+∀ ∈ ∃ ∈ ≤ =  .             (3) 
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Remark 1. Some basic assumptions of mobile robot network in this paper are given as 
follows: 
1. Robot can only obtain information from its neighbors. 
2. Robot failures will not cause disconnection of the whole network. 

Remark 2. The dynamics of each mobile robot in this paper is the same with our 
previous work, more details can be found in [9]. 

2.2 Preparations  

Before introducing the main results, some lemmas are given as follows: 

Lemma 1[10]. The second largest eigenvalue 2λ  of coupling matrix A  demonstrates 

the stability and robustness of network. Smaller 2λ  indicates better stability and 

robustness. 

Lemma 2[11]. In K-neighbors topology, if a small proportion of robots whose degrees 
are sufficiently small fail, the second largest eigenvalue 2λ  of coupling matrix A  

will almost be fixed. 

Lemma 3[9]. If a robot with smaller degree fills the blank location of failed robot, the 
stability and robustness of the network will be improved.  

Then some evaluation indices are given as follows:  
(1) Recovery Time rt  

Recovery time can be divided into two parts: 

     r d mt t t= +  .     (4) 

dt  is the communication time which depends on the property of self-healing algorithm, 

mt  is the motion time which is related to the distance between the failed robot and the 

repair robot. 
(2) Power Consumption P  
Power consumption P  can be calculated by the following formula[9]: 

2

1 ( )e

n

ij
i j N i

P dβ
= ∈

=   ,  (5) 

where n  is the number of robots, ijd  represents the communication distance between 

robot i  and robot j , and β  is a positive parameter. 

2.3 Direct Self-healing Algorithm versus Recursive Self-healing Algorithm 

In this section, a brief description will be given to introduce the difference between 
direct and recursive self-healing algorithm. Fig. 1 shows both self-healing processes of 
a network with 8-neighbors topology. In direct self-healing algorithm(Fig. 1(a)), the 
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blank location of failed robot is filled by robot with the lowest degree in the network. 
While in recursive algorithm(Fig. 1(b)), the blank location is filled by one of its 
neighbors(the repair robot), then the new blank location that repair robot left is filled by 
one of repair robot’s neighbors(the next repair robot). This process is repeated 
recursively until robot with the lowest degree in the network becomes repair robot. 
Compared with direct algorithm, the recursive one has shorter recovery time and lower 
power consumption and can be implemented in distributed framework. 

 

 

Fig. 1. Direct and recursive self-healing algorithms 

2.4 Switched Topology Rules 

The proposed topology control for self-healing process can be described through the 
following rules: 

Rule 1 Neighbors of failed robot become candidates of repair robot.   
Rule 2 The robot with the lowest degree among candidates becomes repair robot if 

its degree is no larger than failed robot. 
Rule 3 If there exist more than one robots with the same smallest degree, then only 

one robot is randomly chosen to be repair robot.  

Theorem 1. Under the rules mentioned above, the topology can be recovered from 
robots failure, and the stability and robustness of the network will remain almost 
unchanged. 

Proof: 
Denote the k-th repair robot as ( ), 1, 2,...repairR k k = , then degree of ( 1)repairR k +  is no 

higher than degree of ( )repairR k  according to Rule 2. Therefore, in each step of 

switched topology control, failed robot is replaced by a robot with the lower degree 
recursively. According to Lemma 3, it can be concluded that the stability and 
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robustness of the network are improved at each self-healing step. At the end of 
switched topology control, the robot with the lowest degree becomes failed robot. And 
according to Lemma 2, the second largest eigenvalue 2λ  of the coupling matrix A  

remains almost unchanged. And according to Lemma 1, the stability and robustness of 
the network remain almost unchanged. 

3 Negotiation Based Individual Control 

In this section, a negotiation based individual control algorithm is presented with its 
convergence analysis. The comparison with the previous work [9] is further proposed. 

3.1 Individual Control Algorithm Based on Distributed Negotiation 

The recursive self-healing process can be divided into two stages, the first step and the 
k-th(k>1) step. As is shown in Fig. 1(b), since the (k-1)-th repair robot knows all its 
neighbors’ information, the k-th repair robot can be selected by the (k-1)-th repair robot 
according to the switched topology rules. However, for the first step, since failure of 
robot occurs randomly, there is no robot who can obtain information about all the 
neighbors of failed robot, so it is difficult to select the first repair robot without global 
information. The previous work presented in [9] introduces a temporary expansion of 
communication range in order to obtain information of all the candidates to select the 
first repair robot. This method cannot be implemented in a distributed framework and 
leads to large communication traffic. In this section, a distributed negotiation 
mechanism is introduced to solve this problem. Before introducing the distributed 
negotiation algorithm, some notations are given as follows: 

 
(A) Election Information Packet( electP ): 

Pelect{ 
current_lowest_degree;//lowest degree that robot knows in 

current step  
}  

In the first step, all candidate robots receive, update and send this packet recursively 
in local interactions with their neighbors. At the beginning, _ _current lowest degree  

is equal to the degree of robot itself.  

(B) Maximum Time of Election( electT ): The upper bound of negotiation time 

consumed during the first step. 

(C) Repair Information Packet( repairP ): 

Prepair{ 
 current_repair_robot; 
 next_repair_robot; 
}  
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In k-th(k>1) step, current repair robot sends this packet to inform next repair robot, 
next repair robot receives this packet and then fill the blank location of current repair 
robot. 

Now the first step repair robot election algorithm based on distributed negotiation 
mechanism is described in view of robot R  as follows: 
Step1 If robot R  detects that one of its neighbor fR  fails, go to Step2; otherwise, 

return to Step1; 
Step2 If robot R  receives a packet repairP , go to Step3; otherwise, go to Step4;   

Step3 If robot R  is . _ _repairP next repair robot , go to Step7; otherwise, ignore robot 

failure and return to Step1; 
Step4 Robot R  becomes a candidate of the first step repair robot, sends and receives 

electP , go to Step 5;    

Step5 Define _elect sendP  and _elect recvP  as packets electP  that robot R  sends and 

receives respectively. In each step, if 

_ __ . _. _ _elect send elect recvlowest degree lowest degreeP current P current> , sets 

_ _elect send elect recvP P=  and sends _elect sendP  to its neighbors again. If electT T= , go 

to Step 6; otherwise, return to Step5; 
Step6 If _ _. _ _ . _ _elect recv elect sendP current lowest degree P current lowest degree≥  for all 

_elect recvP , then robot R becomes repair robot, go to Step7; otherwise, ignore 

robot failure and go to Step1;  
Step7 Robot R decides the next repair robot . _ _repairP next repair robot . If 

. _ _repairP next repair robot  exists, robot R  sends repairP  to its neighbors, and 

fills the blank location, return to Step1; otherwise, Robot R  fills the blank 
location and the self-healing process is accomplished. 

Remark 3. In Step5, to avoid the situation that 

_ __ . _. _ _elect send elect recvlowest degree lowest degreeP current P current== , two random numbers are 

generated to decide who has a “higher” degree.    

Remark 4. electT  depends on the degree of failed robot 
fRd  and the communication 

time T  between candidates, and it satisfies that / 2
felect RT Td≤ , the derivation will be 

given in the rest of this paper. 
Fig. 2 shows an example of the first step repair robot election algorithm. When robot 

10 fails (as shown in Fig. 1), its neighbors (robot 5, 6, 7, 9, 11, 13, 14 and 15) become 
candidates of the first step repair robot. Through local interaction and distributed 
negotiation mentioned above, robot 9 is selected as the first repair robot.  
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Fig. 2. Example of the first step in recursive self-healing process. cld represents the 
current_lowest_degree, rad represents the random number. Bold and italic format means an 
update of the election information packet. 

Theorem 2. Considering a mobile robot network with K-neighbors topology, the 
proposed negotiation mechanism can elect the first step repair robot within KT/2, 
where T is the communication time between two candidate robots. 

Proof: Note that the degree of the failed robot is no more than K. As shown in Fig. 3, 
when a robot fails, the worst situation occurs when its neighbors locate in a ring. 
Without loss of generality, robot R is assumed as the selected repair robot which has the 
lowest degree among all candidates. Then in the worst situation, within KT/2, all 
candidates can receive electP  of robot R and then lose the eligibility. So within KT/2, 

the first step repair robot can be selected even in the worst situation. 

3.2 Performance Analysis 

In this section, the proposed algorithm is compared with our previous work in [9]. 

 Recovery Time 

According to formula(4), since the motion time mt  of two algorithms are equal, we 

only compare the communication time dt . For simplicity and without loss of 

generality, as shown in Fig.3, a 6-neighbors model is chosen as the network topology 
for comparison. Firstly, we suppose that in the previous algorithm (as is shown in Fig.3 
(b)) two candidate robots need bT  seconds to communicate with each other while in 

the proposed method (as is shown in Fig.3 (c)) two candidate robots need cT  seconds. 

In [9], the repair robot selection process includes two steps, the first step is to select a 
decision-maker with a temporary expansion of communication range and the second 
step is to choose the repair robot by the selected decision-maker. Therefore, the total 
selection time bt  is equal to 2 bT . And for the proposed method in this paper, the total 

negotiation time ct  is equal to / 2cKT . Considering that 4 8K≤ ≤  in practical 

application and b cT T>  due to the communication distances and bandwidth, the 

communication time of the proposed method ct  is almost equal to that of the previous 

work bt .  
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 Power Consumption 

Denote D as the distance between two candidate robots. In our previous work, the 
power consumption includes two parts: 1bP  for decision-maker selection and 2bP  for 

repair robot selection. In decision-maker selection step, all candidate robots need to 
communicate with each other, while in repair robot selection step only the 
decision-maker need to communicate with other candidates. According to formula(5) 
and Fig.3(b), we have: 

2 2 2
1 6[2 2 ( 3 ) (2 ) ]bP D D Dβ β β= + +  ,  (6) 

 
2 2 2

2 2 2 ( 3 ) (2 )bP D D Dβ β β= + +  .  (7) 

 
Therefore, the total power consumption bP  is  

2
1 2 84b b bP P P Dβ= + =  .  (8) 

In the proposed negotiation based method, as is shown in Fig.3(c), each of the 
candidate robots communicates with two other candidates in a ring every cT  seconds, 

and the negotiation will finish in / 2cKT , thus the total power consumption cP  is  

2 2(2 ) 36
2c

K
P K D Dβ β≤ • • =  .  (9) 

It is obvious that b cP P , so the proposed method has lower power consumption than 

the previous work in [9]. 
 

 

Fig. 3. Topology of two self-healing algorithms 

4 Simulation and Experiment 

4.1 Simulation 

Without loss of generality, a mobile robot formation of 30 robots with 6-neighbors 
topology is used in simulations. The sampling time period is 0.05s, the communication 
time 0.3bT s= and 0.25cT s= , and the distance D = 10. Fig.4 and Fig.5 show switched 

topology processes of the previous work in [9] and the proposed method respectively, 
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where red dots represent mobile robots and blue lines represent communication 
connections. Fig. 6 shows the total power consumption curves of both algorithms, the 
blue solid curve represents the power consumption of the algorithm in [9] and the red 
dashed curve represents the power consumption of the algorithm proposed in this 
paper. At 1 1.0t s= , robot 14 fails; at 2t  and 3t , the previous algorithm in [9] and the 

proposed algorithm in this paper select the first step repair robot respectively. As shown 
in Fig. 6, both algorithms recover robot formation from the failure at almost the same 
time. However, the proposed distributed negotiation based algorithm has much lower 
power consumption between 1t  and 3t , which suggests that the proposed algorithm 

need less energy to select the first repair robot due to its distributed negotiation 
framework. 

Remark 5. Since recursive self-healing algorithm outperforms direct self-healing 
algorithm in [9], comparisons in this paper are restricted to recursive algorithms. 

 

 

Fig. 4. Switched topology of self-healing algorithm based on communication range expansion 
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Fig. 5. Switched topology of self-healing algorithm based on distributed negotiation 

 

Fig. 6. Total power consumption of two algorithms 

4.2 Experiment 

We further conduct a real experiment with mobile robot “Frontier III” [12] shown in 
Fig.7. Since it is very difficult to obtain actual power consumption of robots, we obtain 
positions of robots through two omni-directional cameras mounted on the ceil, then the 
power consumption can be calculated by formula(5). ZigBee modules are used for local 



572 J. Ju et al. 

 

interaction. The maximum linear velocity of the robot is set to 30cm/s, the maximum 
angular velocity is set to 60 degree/s, and the sample period is 0.05s. 

As is shown in Fig.8, mobile robots maintain a triangle formation and move from the 
top to bottom in the figure (as shown in Fig.8(a)). When the center robot of formation 
fails (as shown in Fig.8(b)), repair robot is selected by distributed negotiation 
mechanism and then the topology is switched (as shown in Fig.8(c)). Repair robots fill 
the blank locations recursively until the topology is repaired (as shown in Fig.8(d)). 
Fig.9 shows the power consumption curve of the whole formation in the self-healing 
process. The power consumption of the formation keeps almost unchanged until 1t  

when the center robot fails; during 1 2t t− , the first step repair robot is selected by 

distributed negotiation, and the power consumption dropped to a quite low level 
because of communication disconnections between the failed robot and its neighbors; 
during 2 3t t− , connections between the repair robot and neighbors of the failed robot 

are established, so the power consumption rises to a high level rapidly; during 3 4t t− , 

the first step repair robot goes to fill the blank of the failed robot while the second step 
repair robot begins to establish connections with neighbors of the first step repair robot, 
so the power consumption still maintain a high level; after 4t , the second step repair 

robot goes to fill the blank of the first step repair robot, thus the power consumption 
drops gradually to a low level. Note that during 2 4t t− , the communication connections 

have been established while the repair motions have not been accomplished. So the 
additional communication distance leads to the high power consumption. As is 
discussed above, these experiment results validate the effectiveness of the proposed 
method. Remark that different with simulations, the motion constraints in real 
experiments lead to longer recovery time. 

 

 

Fig. 7. “Frontier III” mobile robot 
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Fig. 8. Results of self-healing algorithm based on distributed negotiation 

 

Fig. 9. Total power consumption curve of self-healing algorithm in real experiment 

5 Conclusion 

In this paper, a switched topology control and distributed negotiation based self-healing 
algorithm for mobile robot formation is proposed. Compared with existing algorithms, 
the proposed method has lower power consumption and can be implemented in a 
distributed framework. The proposed method can also be implemented in other 
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complex tasks of multiple mobile robots such as coverage and exploration. In the future 
work, we will investigate the communication delays in self-healing algorithms. 
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Abstract. In wireless sensor networks, gateway is a hub in data transmission 
between wireless nodes and Personal Computer (PC). Once the gateway fails, 
the entire network will paralyze. To ensure the stability of the network, a 
methodology for the design of redundant gateway based on improved 
Transmission Control Protocol (TCP) congestion algorithm is proposed in this 
paper. In this methodology, two gateways physically connected by Ethernet are 
logically divided into a primary one and a secondary one. Secondary gateway is 
the backup of the primary gateway. The paper gives an improve method of 
congestion algorithm, which is applied in this scheme. It can better satisfy the 
high demands of real-time communication in the embedded system when 
compares with the traditional TCP congestion algorithm. Experiment shows the 
effectiveness of improved TCP congestion algorithm，when the primary 
gateway fails. Secondary gateway can rapidly replace the primary gateway and 
it ensures a better reliability of the network. 

Keywords: TCP congestion algorithm, redundant gateway, embedded system.  

1 Introduction 

Industrial wireless communication technology is another hotspot following the 
Industrial Ethernet field bus. In fact, both the field bus and industrial Ethernet have 
formed a multi-standard coexist situation. The Gateway, which converts data using 
different protocols for communication, plays a vital role in the heterogeneous network 
access protocol conversion process. Industrial wireless network is a wireless network 
with a central. As the center of the network, once the network hub fails, the entire 
network will paralyze. Therefore, the gateway is the bottleneck of network reliability. 
To improve the reliability and stability of the network, increasing its redundant fault-
tolerant ability is required. In order to improve the reliability of the entire network, 
this paper presents a design methodology of redundant gateway, which gives specific 
ideas and implementation. The two gateways are physically connected by Ethernet 
interfaces and logically parted into primary and secondary. As the backup of the 
primary gateway, the secondary gateway will replace the primary gateway when it 
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fails. Then an improved TCP congestion algorithm, which not only can automatically 
adjust to meet the network congestion, but also achieve optimal use of the buffer and 
make real-time increased, has been proposed for dealing with the problem of real-time 
communication in embedded gateway. 

In the design and algorithm application of Gateway, papers [1-4] gave a general 
method of gateway design. Xu et al. [1] proposed a design of Zigbee/Industrial 
Wireless Gateway for industrial wireless communications and industrial Ethernet. 
However, the multi-master station and multi-slave station are not implemented, and 
there is no essential change in network communication efficiency. Aiming at the 
requirement of easy networking, low power consumption and low cost, Zhao et al. [2] 
put forward a design method of wireless gateway based on Zigbee protocol. The 
hardware and software designs of the wireless gateway had been given and a reliable 
operation test had been conducted to corroborate the feasibility of the method. 
Nonetheless, redundancy gateway has not been considered. Zhang et al. [3] designed 
the Wireless Networks for Industrial Automation-Process Automation (WIA-PA) 
redundant gateway, which was a big improvement for the reliability of the network. 
But algorithm optimizations for wired communication between gateways were not 
mentioned. Wei et al. [4] analyzed three typical TCP congestion control algorithm 
performances, and pointed out the need to improve the TCP congestion control. In 
paper[5], a new adaptive control algorithm based on fuzzy theory was proposed to 
solve unnecessary performance degradation， it was based on feedback theory 
method, finally built an adaptive control model. Zhou et al. [6] introduced a practical 
real time data transmission system based on embedded TCP/IP technology. Both 
hardware and software system were analyzed in this article. Elaboration of embedded 
TCP/IP technology in the operation system, the embedded TCP/IP technology, the 
reliability and security etc. essential technology are major presented in the 
combination of two characteristics, including systems control object dispersive and 
the network management. Du et al. [7] analyzed the embedded communications 
protocol stack based on TCP/IP protocol, improves the TCP congestion control 
problem in communication, and effectively improves the real-time nature of the 
TCP/IP protocol. In paper [8], embedded real-time systems were analyzed and the 
TCP congestion control algorithm embedded real-time communication system was 
under discussion. The algorithm was improved in the TCP buffer dynamically 
adjusting module and two-dimensional table based packet scheduling module. 

Therefore, based on the summary of above papers, an improved TCP congestion 
algorithm that can fulfill the characteristics of the embedded system including limited 
resources and high real-time requirements is proposed in this paper to improve the 
real-time communication system based on embedded. The algorithm combines the 
initial priority packet, the size of the package and the wait time. Packet will be 
discarded to ease congestion after queue length reaches to a certain length. Finally, 
the effectiveness of the addressed methods is shown by a simulation. 
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2 Design of Redundant Gateway 

For a single gateway based on the Z-Stack network, a gateway is added to backup 
real-time network information on gateway. Once primary gateway fails, the other 
gateway will replace the original gateway to maintain the network and the 
uninterrupted operation of the network system. 

For management requires, the two gateways are defined as a primary gateway and 
secondary gateway to distinguish from each other. The primary gateway is 
responsible for the process of wireless network setting up and maintenance while the 
secondary gateway is responsible for backup network information and monitoring 
operation of the primary gateway. Once the primary gateway fails, the secondary one 
will replace the main gateway to manage and maintain the network operation 
immediately. 

Primary gateway linked to the PC via an Ethernet connection. The role of the main 
gateway for all network configuration parameters is configured in the PC. Then, the 
primary gateway and secondary gateway linked to the same router through the 
connected system shows in Fig.1.  

 
Primary 
Gateway

Secondary
Gateway

Router

Ethernet  

Fig. 1. The system connection diagram 

To distinguish each gateway behaviors in different situations, it defines four kinds 
of state: 

Idle state: initialization of system electrification, the idle state, expecting the next 
state. 

Synchronization State: Monitor broadcasters from other running gateway to get 
network time and synchronize to the network.  

Backup State: Secondary gateway particular state, in this state, the gateway is in 
charge of receiving the backup data of primary gateway and save it, monitoring the 
primary gateway operation at the same time. 

Running State: responsible for the formation and maintenance of the network, 
updates the backup gateway backup information, in response to Modbus request 
command of the Distributed Control System (DCS) system at the same time. 
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Fig. 2. Primary and secondary gateway state diagram 

In normal running condition, primary gateway should be in the running state, 
secondary gateway should be in backup state. When primary gateway fails, secondary 
gateway change from backup state to running state and replace the primary gateway. 
While primary gateway operation normally, secondary gateway in running state turn 
into backup state, primary gateway in synchronization state switch to running state. 
State switch follows Fig.2. 

To realize redundancy function of gateway，software structure of design is given 
in Fig.3. 

 

Fig. 3. Software structure of redundant gateway 

Wired communication module mainly completes the communication between 
primary gateway and secondary gateway. The communication content including 
queries each other's role and state, periodic monitoring of abnormal operation. After 
above, it transmit the results to the state management module. 

Based on the opposite side information and its own role， state management 
module gives a judgment whether to use wireless monitoring, operate wireless 
protocol stack or response to Modbus command of terminal equipment. At the same 
time start the backup module to judge whether to request an active backup or to 
dynamic send backup data. 
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Wireless communication module will complete synchronize time with existing 
gateway in synchronization status and send the results to the state management 
module. In backup state, the wireless communication module will monitor primary 
gateway in wireless work and send abnormal information to state management 
module. The wireless protocol starts to accomplish wireless network management and 
the real-time data transmission when the gateway is in running state.  

3 Improved TCP Congestion Algorithm 

3.1 Traditional TCP Congestion Algorithm 

TCP/IP congestion control is mainly consisted of four core algorithms [9]: slow start, 
congestion avoidance [8, 10], fast retransmit and rapid recovery [11]. TCP congestion 
control algorithm is suitable in the Internet, while traditional TCP congestion 
algorithm is not suitable for high-speed network and embedded real-time network. 
The three main reasons are listed below: 

(1) Traditional TCP congestion control mechanism reacts relatively poor in the 
high-speed network and embedded real-time network.  

(2) Traditional TCP always put the packet loss as congestion, and it assumes that 
packet link error caused by the loss is negligible; 

(3) Traditional TCP cannot use all the bandwidth of the network. This is mainly 
due to the long time TCP needed from a packet loss to recovery of bandwidth 
in the Additive Increase Multiplicative Decrease (AIMD) algorithm.  

The main reason for congestion is the resources that the network provided are not 
sufficient to meet the needs of users. When load beyond the network can bear, the 
congestion will appear. Although the network layer cannot control the occurrence of 
congestion, this task is mostly done by TCP. TCP congestion control paid more 
attention to the reliability of the connection. The bandwidth will halve under the TCP 
congestion control after any packet loss is detected. This will dramatically reduce the 
network utilization.  

The most effective solution to the congestion is to reduce the rate of data 
transmission for solving the congestion problem. It requires focusing on two potential 
problems: network capacity and capacity of the receiver. And they need to be 
separately treated. To ensure a good real-time performance of embedded system, 
solving the congestion control problem in the communications of embedded systems 
is required. 

3.2 Improvement of Congestion Control Algorithm 

This scheme is an improvement of RED [12](random early detection) algorithm. The 
core idea of the algorithm is to detect congestion by monitoring the average queue 
length of the router. Once congestion approached, it’ll randomly select packets to 
discard in order to ease the congestion of the network. In RED algorithm, packets are 
equally selected when randomly discard all packets. It’s not suitable for the 
measurement and control system in this paper. RED algorithm has only a captain 
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threshold. The improved scheme set three different priorities of packets according to 
different priorities and set up three thresholds of queue length.  

Algorithm design idea is as follows: 
In embedded real-time monitoring system, different monitor nodes collect data in 

different types. Important data require to process in high priority, while collected data 
from other monitoring node can be delayed sometime to process. The data in the same 
priority cannot simply rely on rules of short data first or first come first process. They 
need to take the size of the packet and the waiting time for processing into account. 

In this article, the initial priority of packets is set in three categories. The first 
category is the alarm message. When the message is sent back to control node, it 
should have the highest priority to treat. The second category is the message that 
changing constantly. Some message from monitor node constantly changes or 
fluctuates overtime. For such message, system requires to know real-time changing 
information. Such packets have a relatively high priority. The third category is 
messages not always change, or change little. This information is relatively stable, so 
the priority of packets can be lower. 

After a packet sent back to the management platform from monitor points, it is 
required to wait in packet distribution processor first. The processor would assign an 
initial priority. It depends on where it comes (from which monitor node). And then set 
final priority according to the size of the packet and its waiting time. 

The priority formula is: 

1)( 2) / 2P I r L T L Tλ λ= + ⋅ + − + −（                      (1) 

Where, P is for packet priority, I is for the initial priority packets, L is for the size 
of the packet, and T is for packet waiting time.  As the initial priority packet I was the 
first consideration of the packet scheduling scheme, the higher the initial priority I 
was, the higher the final priority P of the packet should be. 

In formula (1), λ is the impact factor of time, its value is 
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Where, RTTSimplet is the sampling period of round-trip time, RTTusedt is last round-trip 

time， RTTt is this round-trip time. All the time above is getting through timestamp. 

α is the decay factor which generally set values in 0.1 ~ 0.125. 
In formula (1), r is discard probability in packet discard device, its value is 
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Where, minth and max th represent for average queue length of low threshold and 
high threshold respectively. avq is the average length of queue, which calculated in the 
method of exponentially weighted moving average： 

 

         1(1 )n n
av q av qq q qω ω−= − + ⋅                        (4)    

q is the queue length, n
avq and 1n

avq − are current and previous average queue length, 

qω is weight constant, it determines influence degree current average queue length 

affect in settlement of average queue length. 
Under the condition of the same initial priority, packet size L and waiting time T 

needs to be considered comprehensively. If in the same sum, the smaller packet has 
higher priority. For packet waiting time T, system uses a counter as a time stamp. the 
Counter plus 1 when each packet arrivals. At the same time, the current value of the 
counter as the timestamp is assigned to the packet. 

Packet joins the buffer queue after setting the ultimate priority. When the queue 
length reaches first threshold of queue length, low priority packets are to be discarded. 
If the speed of the discarded packets is lower than the speed of queued packet, the 
queue will lengthen. When the queue length reaches the second threshold of queue 
length, medium priority packets are to be discarded. If the queue continues to 
lengthen till the queue reaches the third threshold of queue length, high priority 
packets are to be discarded. 

The description of the algorithm: 
1) Returned packet from collection point set initial priority by packet distributed 

processor. Then calculate the ultimate priority according to the size of the 
initial priority packets and its waiting time. 

2) The packet whose priority has already calculated is added to the buffer queue 
by distributing processor and waiting to be processed. 

3) When the queue length reaches 200000, low priority packets will be discarded. 
4) If the queue length continues to increase to 250000, medium priority packets 

will be discarded. 
5) If the queue length continues to increase to 300000, discard high priority 

packets will be discarded. 

  

Fig. 4. Flow chart of improved congestion control algorithm 
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Algorithm process as showed in Fig.4, the length is the queue length. I was the 
initial priority of the packet. L is the size of packet, T for packet waiting time. 

3.3 Experimental Testing and Performance Analysis 

Simulation experiment was performed based on NS2. The simulation structure model 
as showed in Fig.5, bottleneck between nodes 1 and 2 is 1 m, delay is 1-5ms. 

 

 

Fig. 5. Experimental network topology 

Fig.6 (a) shows the algorithm in this paper. Three kinds of different priority packet 
discard rate curve with three different thresholds of queue length. From Fig.6 (a), the 
packet loss rate decreased when the threshold of queue length increased. When queue 
length of low priority is set to 200000, packet loss rate of a low priority is 9%. It also 
can be perceived the rate of medium priority and high priority when the queue length 
is set to 250000 and 300000 respectively. Packet loss rate of the corresponding 
priority packet satisfied the requirement of important data less discarding in the 
retransmission. 

 

        
(a)                                              (b)  

Fig. 6. Packet loss rate. (a) Different priority. (b)Different algorithm. 

According to the analysis of the simulation results, the suitable threshold of queue 
length applied in this article can be determined. In Fig.6 (b), from the comparison of 
packet loss rate in the process of operation between this algorithm and classical RED 
congestion algorithm, it is easy to see that this algorithm has lower packet loss rate 
because of the classified priority in packets and the corresponding threshold instead of 
single priority First In First Out(FIFO) in RED algorithm. This enhanced algorithm 
can alleviate network congestion situation, so as to improve the real-time performance 
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of the whole network. In addition, Fig.6 (b) shows each packet loss rate of the three 
kinds of different priority packets. It’s clear to see that, compared with packet of low 
priority. Packet of high priority has a lower rate and less quantity in packet loss. It can 
ensure important data arrive in time, reduce errors of important data caused by 
network congestion due to time consuming in retransmission. However, the selection 
of threshold may have certain influence on the performance of the algorithm. The 
three queue threshold in this article may not be the best, so the performance of the 
improved algorithm may be affected. 

Users observe data uploaded by node via PC software. Data receiving, storage, 
analysis and display of Modbus/TCP communication are operated by PC as showed in 
Fig.7 (b). Users could view information, online time, packet loss rate of nodes and 
manage the nodes. Compared with gateway without redundant function, gateway 
designed in this article made monitor system more stable. Test system consists of two 
gateways and ten temperature and humidity nodes, within the range of 50m, 
continuous 1200h. Fig.7 (a) shows the daily loss rate is less than 5%. Transient packet 
loss rate is 1% in Fig.7 (b). This system is easy to form networks. Stability for data 
transmission and the work time of the node can be maintained for a longer time. It 
meets the demands of the industrial control field. 

 

   
(a)                                             (b) 

Fig. 7. (a) Packet loss rate in 1200h. (b)PC software monitor interface.  

4 Conclusion 

This article introduces a wireless network system. It has successfully verified the 
work of design gateway and realized the stability of network communication through 
redundant gateway. The improved TCP congestion control algorithm performs better 
than traditional TCP congestion control algorithm in high-speed embedded real-time 
communication network. It has certain reference value in embedded system 
application which required large transmission and high transmission speed. Through 
PC monitoring users can observe and process data like temperature data collected by 
each node and control wireless network through the wired network. The gateway has 
the characteristics of low cost, low power consumption, high reliability and high anti-
interference ability. It can be easily applied in modern industrial and agricultural 
monitoring. 
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