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Preface

The present special issue of the Journal Transactions on Computational Collective
Intelligence (TCCI) includes extended and revised versions of a set of selected papers
from the International Joint Conference on Computational Intelligence – IJCCI 2012 –

and from the International Conference on Agents and Artificial Intelligence – ICAART
2013.

The interdisciplinary areas of Intelligent Agents, Artificial Intelligence, and Com-
putational Intelligence involve a large number of researchers who devote themselves to
study theoretical and practical issues related to areas such as multi-agent systems,
software platforms, distributed problem solving, distributed AI in general, knowledge
representation, planning, learning, scheduling, perception reactive AI systems, fuzzy
systems, neural networks, evolutionary computing, and other related topics.

This special issue presents 15 research papers with novel concepts and applications
in the aforementioned areas.

The first nine papers are revised and extended versions of papers presented at ICAART
2013, focusing on theoretical and practical applications of agent and multi-agent systems,
including the behavior of financial trading agents (Steve Stotter et al.), multi-agent meth-
odology applied to supply chainmanagement (by Borja Ponte et al.), distributed evacuation
route planning using mobile agents (by Alejandro Aviles et al.), and agent-based approach
to accident analysis in safety critical domains (by Tibor Bosse and Nataliya M. Mogles).
Some other papers focused on more theoretical aspects, namely on the importance of
interdisciplinary research relating agent systems, learning models, and formal languages
(by Leonor Becerra-Bonache and Dolores Jiménez-López), the contribution of unsuper-
vised learning and regular grammatical inference to identify profiles of elderly people and
their development over time in order to evaluate care needs (by Catherine Combes and Jean
Azema), and computational and formal linguistics to find good mathematical and com-
putational models to describe linguistic phenomena (by Benedek Nagy and László
Kovács). Finally, we included two papers that discuss situation theory, situated informa-
tion, and situated agents (by Roussanka Loukanova), and conditional preference networks
support multi-issue negotiations with mediator (by Ghosh et al.).

The other six papers are revised and extended versions of papers presented at IJCCI
2012, ranging from evolutionary computing, such as hybrid schemas using the genetic
algorithm and firefly algorithm (by Olympia Roeva) and a subset-based ant colony
optimization with tournament path selection for high-dimensional problems (by Em-
manuel Sapin and Ed Keedwell), to neural computing, including a paper on color
quantization with magnitude sensitive competitive learning algorithm (by Enrique
Pelayo et al.) and another on the analysis of the local optima storage capacity of
Hopfield network-based fitness function models (by Kevin Swingler and Leslie Smith)
and two application-oriented papers, one on the synthesis of multicomponent reuse
water networks by pso approach (by Ravagnani et al.) and the other on the Alzheimer
disease diagnosis: automatic spontaneous speech analysis (by Lopez-de-Ipiña et al.).



We believe that all papers presented in this special issue will serve as a reference for
students, researchers, and practitioners who research on the areas of agent technology,
evolutionary computing or neural networks, or whose work is related to interdisci-
plinary area of computational intelligence. We hope that the readers will find new
inspiration for their research and may join the ICAART or IJCCI communities in the
future.

We would like to thank all the authors for their contributions and to the reviewers
who have helped ensuring the quality of this publication. Finally, we would also like to
express our gratitude to the LNCS editorial staff of Springer, in particular to Prof.
Ryszard Kowalczyk for all his patience and availability during this process.

We hope you enjoy this special issue.

July 2014 Ana Fred
Joaquim Filipe
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Multiagent Methodology to Reduce
the Bullwhip Effect in a Supply Chain

Borja Ponte(&), Raúl Pino, and David de la Fuente

Polytechnic School of Engineering, University of Oviedo, Gijón, Spain
{uo183377,pino,david}@uniovi.es

Abstract. There are several circumstances which, in recent decades, have
granted the supply chain management a strategic role in the search for com-
petitive advantage. One of the goals is, undoubtedly, the reduction of Bullwhip
Effect, which is generated by the amplification of the variability of orders along
the chain, from the customer to the factory. This paper applies multiagent
methodology for reducing Bullwhip Effect. To do this, it considers the supply
chain as a global multiagent system, formed in turn by four multiagent sub-
systems. Each one of them represents one of the four levels of the traditional
linear supply chain (Shop Retailer, Retailer, Wholesaler and Factory), and it
coordinates various intelligent agents with different objectives. Thus, each level
has its own capacity of decision and it seeks to optimize the supply chain
management. The problem is analyzed both from a non collaborative approach,
where each level seeks the optimal forecasting methodology independently of
the rest, and from a collaborative approach, where each level negotiates with the
rest looking for the best solution for the whole supply chain.

Keywords: Bullwhip effect � Supply chain management � Multiagent system �
Time series forecasting

1 Introduction

A supply chain encompasses all participants and processes involved in satisfying
customer demands around some products. Analyzing it, Forrester (1961) noted that
small changes in customer demand are amplified along the supply chain, leading to
larger variations in demand supported by the different levels, as they are further away
from customer. This is called the Bullwhip Effect (or Forrester Effect), which,
according to the subsequent research by Lee et al. (1997), is due to four main causes:
demand forecastings, order batching, price fluctuations, and shortage gaming.

There have been several changes in the last two decades in the macro environment
of the companies that have set up a new business perspective. From this, the production
function is considered to have a strategic role as a source of competitive advantage, so
that the practices related to managing the supply chain now represent one of the main
concerns of business. In these circumstances, it is especially emphasized the impor-
tance of proper management of the supply chain regarding different objectives. One of
them is undoubtedly reducing the Bullwhip Effect. In fact, Disney et al. (2003a, b)
demonstrated that the Bullwhip effect leads the supply chain to unnecessary costs that
can represent, in some cases, more than 30 % of the total costs thereof.

© Springer-Verlag Berlin Heidelberg 2014
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In this context, this paper proposes the application of Artificial Intelligence tech-
niques to the problematic associated with the Bullwhip Effect, in order to create a tool
aimed at reducing variations in the demands transmitted along the supply chain. More
specifically, Distributed Intelligence is applied to the problem through a multiagent
system. It determines the optimal order policy based on the best demand forecasting
method for each one of the different levels that make up the supply chain, under-
standing the forecasting errors as the main causes in the creation of the Bullwhip Effect.

The presented document is divided into four sections besides this introduction.
Section 2 shows a review of the most relevant and recent literature in terms of reducing
the Bullwhip Effect, with special emphasis on models based on Distributed Intelli-
gence. Section 3 describes the model created with the different agents that compose it,
the structure which includes them and the relationships among them, which is the way
in which intelligence has been introduced to the system. Section 4 presents the results,
mainly related to reducing the Bullwhip Effect, for which we have used time series data
from the literature. Finally, Sect. 5 presents the conclusions according to the planned
objectives.

2 Background: Reducing the Bullwhip Effect

2.1 Traditional Solutions

Each supply chain has its own characteristics, mainly conditioned by the type of
product which is offered to the final consumer and by the market conditions in which it
moves, and that unquestionably complicates the analysis of valid methodologies for
reducing the Bullwhip Effect. However, it is possible to find some common problems
to all of them, and several authors have proposed general strategies to be adapted to
each particular supply chain. These traditional solutions to Bullwhip Effect are mainly
based on collaboration among the various members of the supply chain, often sharing
some information.

Thus, some practices that are carried out in some companies and which have been
successful in reducing the Bullwhip Effect are:

• Use of Information Technology systems such as electronic data interchange
(Machuca and Barajas 2004).

• Postponement, which is based on a redesign of products with the aim that the
differentiation takes place in nodes near the customer. (Chen and Lee 2009).

• Efficient Consumer Response (ECR). These are associations of companies to syn-
chronize the supply chain. (Disney et al. 2002).

• Vendor Managed Inventory (VMI). The supplier controls the inventory of the
consumer, deciding on delivery times and quantities. (Holmstrom 1997).

• Collaborative Planning, Forecasting and Replenishment (CPFR). It means that
members of the supply chain can develop, in a collaborative way, business plans
and processes (Ji and Yang 2005).

2 B. Ponte et al.



2.2 Multiagent Systems in the Supply Chain Management

The supply chain management, including all that related to the Bullwhip Effect, is a
highly complex problem, conditioned by multiple agents, each of which has to serve a
large number of variables. In the last two decades, authors have looked for different
ways to optimize the management by using new techniques based on Artificial Intel-
ligence. Among these methods, there are several authors who have approached the
supply chain as a network of intelligent agents. These are called multiagent systems.

Fox et al. (1993) were pioneers in the proposal of the organization of the supply
chain as a network of cooperating intelligent agents. In their work, each agent executes
one or more functions of the supply chain, coordinating their actions with other agents.
Later, Shen et al. (1998) developed the tool MetaMorph II, which, through an agent-
based architecture, integrates partners, suppliers and customers with a lead company
through their respective mediators within a supply chain network via the Internet.

Kimbrough et al. (2002) studied whether a structure based on agents could be valid
for the supply chain management, and they reached the conclusion that the agents were
able to effectively play the well known Beer Game (Sterman 1989), reducing the
Bullwhip Effect. Moyaux et al. (2004) used a multiagent system for modeling the
behavior of each company in the supply chain. The paper proposes a variant of the Beer
Game, which they called “Quebec Wood Supply Game”.

Liang and Huang (2006) developed, based on a multiagent architecture, a model
which allowed predicting the order quantity in a supply chain with several nodes,
where each one of them could use a different system of inventory. De la Fuente and
Lozano (2007) presented an application of Distributed Intelligence to reduce the
Bullwhip Effect in a supply chain, based on a genetic algorithm. Zarandi et al. (2008)
introduced Fuzzy Logic in the analysis.

Wu et al. (2011) applied the multiagent methodology to establish a supply chain
model and to analyze in detail the Bullwhip Effect created along the chain, considering
the non existence of information exchange among different members. One of the last
studies in that regard is the one by Saberi et al. (2012), It develops a multiagent system,
and which links the various agents that form it, emphasizing the collaborative aspect.

We can conclude that supply chain has become a complex system that requires
modern methodologies for its analysis, seeking to optimize their management.

3 Construction of the Model

3.1 Global Multiagent System

To prepare the base model, we have considered a traditional supply chain with linear
structure, which consists of five main levels: Consumer, Shop Retailer, Retailer,
Wholesaler and Factory. Figure 1 shows the graphical representation of the levels,
indicating the materials flow, which occurs from the top of the chain (Factory) to the
lower levels (Consumer). Therefore, it is called downstream flow. The information flow
is considered to be in the opposite way, which is called downstream flow.

The methodology used for the modeling and analysis in this research is based on
multiagent systems. A multiagent system is a system composed of multiple intelligent

Multiagent Methodology to Reduce the Bullwhip Effect in a Supply Chain 3



agents, which interact among them. An agent can be defined as a computer system,
which is able to perform autonomous and flexible actions that affect their environment
according to certain design goals.

Thus, the behavior of each one of the main levels of the supply chain (Shop
Retailer, Retailer, Wholesaler and Factory) will be simulated using a multiagent sub-
system (which we will call MASS). The four multiagent subsystems form a global
multiagent system (which we will call MAGS) which represents the whole supply
chain. In turn, each subsystem will consist of several intelligent agents which interact
among them, seeking to satisfy predefined objectives.

In our case, we consider static agents as they do not travel through the network,
which have an internal symbolic reasoning model committed to the planning and
negotiation for coordination with other agents. Thus, each agent has an incomplete
knowledge of the problem, with decentralized data, so there is no overall control in the
system.

All this means that each subsystem can represent a member of the supply chain, so
that the global multiagent system has similar characteristics to the overall supply
chain as:

• Autonomy: each level decides and executes without external intervention.
• Social skills: each level communicates with the other ones.
• Reactivity: each level modifies its behavior depending on the environment.

Figure 2, by way of synthesis, shows a scheme of the global multiagent system
(MAGS) which simulates the supply chain, formed in turn by four local multiagent
subsystems.

Thus, the supply chain management through a multiagent system allows the cre-
ation of an agile network which reacts in real-time to customer demands, compared to
traditional systems, where everything is decided before the client makes the request.

Fig. 1. Supply Chain Model.

4 B. Ponte et al.



3.2 Multiagent Subsystems

Each multiagent subsystem replicates the behavior of one of the levels of the supply
chain. In turn, this subsystem will consist of several interconnected intelligent agents.
Each multiagent subsystem will have some set goals that it will try to meet as best as
possible, given certain conditions in its environment.

Fig. 2. General model of the global multiagent system.

Fig. 3. Detail of the multiagent subsystem on each level of the supply chain.

Multiagent Methodology to Reduce the Bullwhip Effect in a Supply Chain 5



Figure 3 shows the detail of the internal structure of a multiagent subsystem. There,
it is possible to identify five types of agents: Communication Agent, Information
Agent, Planning Agent, Forecasting Agents –which, in turn, include three agents
according to the used method of demand forecasting– and Negotiation Agent. It also
highlights the existence of a database to store the most relevant information for each
subsystem.

Information Agent. The database associated with each multiagent subsystem store a
temporary data series for the level of the supply chain partner. These mainly include:

• Information on the demands received.
• Information on demand forecasting to be considered.
• Information on the situation of inventory at the beginning and at the end of periods

to be considered.
• Information on deliveries to the lower level of the supply chain.
• Information about orders to the top level of the supply chain.

Thus, the Information Agent’s main objective is the mediation between the data-
base and the other agents. So, they do not see a database, but another agent, and thus
we achieve uniformity in the system. The Information Agent will only respond to
requests for information from other agents and it will store the data given to him.

Communication (and User) Agent. Communication (and User) Agent will be
responsible for carrying out the interactions of the multiagent subsystem with the
adequate agents. It works, thus, as a spokesman. Communications among the various
levels of the supply chain will be only through Communication Agents. Each one
works in two ways:

• It transmits purchase orders received by the agents of its own level to the top level
of the supply chain.

• It collects the purchase orders received from the lower level and it provides them to
the other agents at its level.

Furthermore, the Communication (and User) Agent acts as an intermediary between
the multiagent subsystem and the user, so that the other agents do not relates directly to
the user. This agent communicates with the user through a graphical interface, with two
objectives:

• To allow the user to enter information that may condition the environment of the
agents.

• To show the user the most relevant information on the supply chain management.

Forecasting Agents. Forecasting Agents are the real core of the system. Each one will
carry out the calculations of demand forecasting for future periods based on a prede-
termined method. All forecasting methods will make their decisions based on historical
data, received from the Information Agent.

Initially, the system consists of three agents, but it is an open group, so that in
future we can add new forecasting methods, increasing its capabilities.

6 B. Ponte et al.



1-1 Agent forecasts using one-one method, which is based on estimating the
demand at any period as the one in the previous period. It can be expressed as follows:

bDt ¼ Dt�1 ð1Þ

Where bDt is the forecast of demand in period t, and Dt−1 is the demand received in
period t.

MM Agent forecasts using the moving average method of order n, which estimates
the demand in any period as the average of the latest n demands. It can be expressed as:

bDt ¼ 1
n
½Dt�1 þ Dt�2 þ . . .þ Dt�n� ð2Þ

Where bDt is the forecast of demand in period t, n is the number of periods to be
considered for the moving average and Dt-i (i ∊ [1, n]) is the demand received in period
t−i.

ES Agent, finally, determines forecasts according to the simple exponential
smoothing method, which estimates the demand in any period as the weighted average
of the last period demand and the forecast of demand in that period. It can be expressed
as follows:

bDt ¼ a � Dt�1 þ 1� að Þ � bDt�1 ð3Þ

Where bDt is the forecast of demand in period t, bDt�1 is the forecast of demand in
period t−1, Dt−1 is the demand received in period t−1, and α ∊ [0, 1] is the exponential
smoothing coefficient or weighing of the forecasting error.

MM Agent evaluates all the moving averages from n = 2 to n = 15 (for n = 1, it
coincides with one-one method), selecting, on the basis of available data, the optimal
moving average. The ES Agent evaluates all the forecasts for coefficients from α = 0.1
to α = 0.9, with jumps of 0.1, selecting the optimal coefficient. In both cases, we choose
the optimal forecast according to the mean square error criterion, which must be
minimized, expressing it as follows:

MSE ¼ 1
m

Xm

t¼1
ðbDt � DtÞ2 ð4Þ

Where bDt is the forecast of demand in period t, Dt is the real demand in period t and
m is the number of available data.

Planning Agent. Planning Agent collects the forecasts made by the Forecasting
Agents, and it is the responsible of deciding which one is the best, based on the
Bullwhip Effect generated in the supply chain. Many authors quantify the Bullwhip
Effect in supply chain as follows:

BW ¼ r2df
r2dc

ð5Þ

Multiagent Methodology to Reduce the Bullwhip Effect in a Supply Chain 7



Where σdc
2 is the variance in consumer demand for the product, and σdf

2 represents
the variance in the rate of the factory production.

Likewise, the Bullwhip Effect generated at each step can be defined as the ratio of
the variance in orders sent to the upper node of the supply chain, and the variance in
orders received from the bottom node of the supply chain.

BWi ¼ r2out
r2in

ð6Þ

Where BWi represents the Bullwhip Effect generated in the level i, σout
2 is the

variance in orders sent to the upper node of the supply chain, y σin
2 represents the

variance in the orders received from the lower node of the supply chain. This allows
expressing the Bullwhip Effect along the chain as the product of the ratios that define
the Bullwhip Effect at each level.

In these circumstances, the Planning Agent will select as the optimal forecasting
method that which minimizes the effect generated in that level, seeking to reduce the
effect generated in the chain, unless it is activated Negotiation Agent, in which case the
selection of the optimal method is detailed later.

From there, the Planning Agent will be responsible for providing the Information
Agent the necessary information on the node to complete the database. This infor-
mation, for each period, includes:

• The forecast of demand ðbDtÞ according to the optimal method.
• The initial inventory situation ðSI tÞ, which is the sum of the final situation of the

inventory in the previous period ðSF t�1Þ and orders received at the beginning of the
period, which, considering a unitary lead time, are assumed to have been made
during the previous period (Ot−1).

SI t ¼ SF t�1 þ Ot�1 ð7Þ

• The final situation of the inventory ðSF tÞ, which is the difference between the initial
situation of the inventory ðSI tÞ and the demand received in the current period (Dt),
so that negative values show stock-out.

SF t ¼ SI t � Dt ð8Þ

• The deliveries to the lower level of the supply chain (Yt), which coincides with the
demand (Dt), unless it is impossible to satisfy it completely.

Yt ¼ min Dt; SI tf g ð9Þ

• The orders to be made to the upper level of the supply chain (Ot-1), which can be
expressed as the difference between the forecast of the demand ðbDtÞ and the final
situation of the inventory ðSFtÞ, or zero, if the above difference is negative.
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Ot ¼ maxfbDtþ1 � SF t; 0g ð10Þ

Negotiation Agent. Negotiation Agent will be activated by the user, when it is con-
sidered appropriate by the latter, from the interface of the developed tool. When it is
active, it will allow the management of forecasting demand in the supply chain in a
coordinated way through collaboration between Shop Retailer and Retailer, on the one
hand, and Wholesaler and Factory, on the other.

Every Negotiation Agent will initiate a process of discussion with the Negotiation
Agent to which it relates, through the Communication Agent. The collaborative
framework is mainly based on the sharing of information between the agents with the
goal of finding a balance between a forecast considered acceptable in local terms, and a
forecast which is profitable to the whole system, since both terms can sometimes come
into opposition.

Thus, the Negotiation Agent for each level interacts with the Planning Agent,
seeking the optimal policy, which not only tries to minimize the Bullwhip Effect
generated in the node, but it also seeks to minimize the global Bullwhip Effect gen-
erated in the supply chain.

3.3 Implementation of the Model

To implement the model, we have used NetLogo 5.0.1. Figure 4, by way of example,
shows a screen shot of the interface of the implemented model in a particular instant of
a simulation.

Fig. 4. Screenshot of the interface.
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NetLogo is a programming environment created by Uri Wilensky (1999) and
continuously developed by the Center for Connected Learning and Computer-Based
Model, which allows the development of multiagent models for simulation and analysis
of phenomena of a different type.

By way of example, we show below the pseoudecode of the agent “Retailer”,
which has identical structure as the other three. First, it is stored in the temporary
variable “demand” the value of the variable “order”, which contains the order issued by
the previous level of the supply chain. This instruction acts as a part of Communication
Agent. Later, acting as Information Agent, it is stored in the database as the demand of
the level. From there, it calls the function “11agent”, which makes the forecasting using
the one-one method, and it performs the function “planningagent”, which makes the
planning around that demand and it stores in four variables (initial and final inventory,
deliveries and order). Then, it repeats the same process with the other two forecast
methods so that it has stored the three plannings. Then the “evaluation” function
evaluates the three schedules around the minimization of the Bullwhip Effect, and it
stores in the database the best planning for this level. Finally, the Communication
Agent represents the demand received and transmitted by the level in the interface of
the application, and also estimates the Bullwhip Effect generated, and it assigns the
variable “order” the order of the level, so it is possible to use this data, as demand, in
the next step of the supply chain.

4 Numerical Application

4.1 Tests with Random Demands

First, we describe numerically some tests carried out on the developed multiagent
model, considering random demands, which follow certain statistical distributions. We
have used samples with 30 and 90 temporary data.

10 B. Ponte et al.



Table 1 presents the results of the 24 tests, where the columns contain the following
values: the number of the test; the statistical distribution which follows the demand,
which can be normal N (μ, σ) (where μ refers to the mean demand and σ refers to its
standard deviation) or Poisson P (μ) (where μ is the mean of demand); the size of the
serie, the Bullwhip Effect generated if all levels of the supply use the one-one model
(BW1); the Bullwhip Effect generated if all levels forecasts using a moving average of
3 periods (BW2) and the Bullwhip Effect generated by using the developed tool
without activating the Agent Negotiation (BW3). In all cases, it is considered that the
initial inventory at all levels of the supply chain coincides with the average of the
corresponding statistical distribution.

The results presented in Table 1 show, broadly speaking, the huge efficiency of the
multiagent model developed in this paper versus one-one method. In all cases, the
achieved results, in terms of Bullwhip Effect, improve the performance of the one-one
model in several orders of magnitude.

In these circumstances, the shown results demonstrate the poor performance of the
one-one model when the demand for a particular product can be estimated through a

Table 1. Results of tests with random demands.

Test Demand Number of data BW1 BW2 BW3

A-1 N(100,10) 30 248,05 26,99 3,56
A-2 N(100,10) 30 331,17 18,57 2,91
A-3 N(100,10) 30 314,08 22,59 4,11
A-4 N(100,10) 90 230,48 25,38 4,67
A-5 N(100,10) 90 222,96 27,86 2,14
A-6 N(100,10) 90 209,87 15,99 3,08
A-7 N(100,1) 30 2305,30 22,13 9,17
A-8 N(100,1) 30 1705,08 22,00 5,14
A-9 N(100,1) 30 1866,49 25,79 8,30
A-10 N(100,1) 90 1994,37 25,77 3,67
A-11 N(100,1) 90 1734,57 22,66 2,87
A-12 N(100,1) 90 1750,67 26,88 9,16
A-13 P(100) 30 136,89 17,47 2,15
A-14 P(100) 30 308,45 24,61 5,98
A-15 P(100) 30 198,99 14,95 3,85
A-16 P(100) 90 215,37 26,65 6,38
A-17 P(100) 90 267,79 20,82 1,99
A-18 P(100) 90 261,21 23,11 2,07
A-19 Expo(100) 30 9078 6,70 1,59
A-20 Expo(100) 30 42,90 6,34 3,88
A-21 Expo(100) 30 81,15 7,22 2,40
A-22 Expo(100) 90 48,87 5,75 1,85
A-23 Expo(100) 90 62,36 6,34 1,51
A-24 Expo(100) 90 77,12 7,47 1,17
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statistical distribution. In the case of normal distribution, the Bullwhip Effect generated
along the supply chain considerably increases when the standard deviation of consumer
demand decreases. In this case, the variance in orders along the supply chain will also
decrease, but the variation will be smaller in relative terms.

So, with such a degree of randomness, the approximation of the demand in a certain
period according to the demand in the previous period is a bad alternative. In fact, the
model tends to select moving averages of a large number of periods. In the same vein,
the model determines that the best solutions with exponential smoothing are offered by
very low parameters, in order to minimize the effect of the latest demands in the
forecast.

In the referred cases with high randomness, it is necessary to use other methods of
forecasting, and a system based on intelligent agents is, in view of the data, a good way
to coordinate them. The collected results show that using simple forecasting methods,
such as moving averages or exponential smoothing, allows reaching great results in
reducing the Bullwhip Effect.

By way of example, Figs. 6, 7 and 8 show variations of purchase orders made by
the four levels of the supply chain in test A-1 in the three different cases, as well as
consumer demand (Fig. 5), obtained from a normal distribution with mean 100 and
standard deviation 10. It is clearly seen how the consumer demand, which is the same
in both cases, is much more amplified in the case of one-one model that in the case of

Fig. 6. Variation of orders along the supply chain in the test A-1 with One-One model.

Fig. 5. Consumer demand in test A-1.
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multiagent system. Table 2 shows, in each case, the optimal policy for each level of the
supply chain.

4.2 Tests with Real Demands

For further analysis, some tests with real data on the developed multiagent model will
be shown. We have chosen eight time series obtained from databases commonly used
for forecasting (Box and Jenkins 1970; Abraham and Ledolter 1983). Table 3 shows,

Fig. 7. Variation of orders along the supply chain in the test A-1 with Moving Average of 3
periods.

Fig. 8. Variation of oders along the supply chain in the test A-1 with the developed multiagent
model.

Table 2. Optimal Policy for each level of the supply chain in test A-1.

Level Optimal forecasting method

Shop Retailer Exponential Smoothing with a ¼ 0:1
Retailer Exponential Smoothing with a ¼ 0:1
Wholesaler Moving Average with N ¼ 11
Factory Moving Average with N ¼ 17
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for each one of the eight series, the series name; the database which contains the
information; the content of the information; and the number of data which comprise the
series.

Table 4 presents the results of applying the genetic algorithm on the eight series,
where the columns contain the following values: the number of the test; the used series;
the Bullwhip Effect generated if all levels of the supply use the one-one model (BW1);
the size of the time serie, the Bullwhip Effect generated if all levels forecasts using a
moving average of 3 periods (BW2) and the Bullwhip Effect generated by using the
developed tool without activating the Agent Negotiation (BW3) and activating it
(BW4). As in the case of random demands, it is considered that the initial inventory, in
all cases, coincides with the demand of the first period.

The obtained results again demonstrate the effectiveness of multiagent model in
reducing Bullwhip Effect generated along the supply chain. In all cases, the results
generated by the one-one model are improved, although the difference is more relevant
in some cases than in other ones.

This situation evidences again that the use of simple forecasting methods, coor-
dinated through a multiagent system allows a great improvement, in terms of Bullwhip
Effect, comparing to the results of the one-one model. There is not clear proportionality
between the result provided by the multiagent system and the result provided when all

Table 3. Data on the time series used to test the multiagent model.

Datbase Name Number of Data Content

Abraham and L. (1983) AL03 106 Electricity Consumption
Abraham and L. (1983) AL04 108 Car sales
Abraham and L. (1983) AL09 159 Mortgage – Loan Differences
Abraham and L. (1983) AL11 106 Gas Consumption
Box and Jenkins (1976) BJ02 369 Price of IBM shares
Box and Jenkins (1976) BJ06 100 Wolfer sunspots
Box and Jenkins (1976) BJ08 144 Airline company passengers
Box and Jenkins (1976) BJ15 150 Warehouse sales

Table 4. Results of tests with real demands.

Test Demand Number of data BW1 BW2 BW3 BW4

B-1 AL03 106 65,90 26,29 1,54 1,22
B-2 AL04 108 48,70 12,41 1,32 1,11
B-3 AL09 159 29,93 4,16 3,29 2,61
B-4 AL11 106 13,74 7,42 6,00 2,88
B-5 BJ02 369 4,20 1,21 1,12 1,05
B-6 BJ06 100 15,41 7,54 4,18 3,35
B-7 BJ08 144 12,28 3,31 1,25 1,18
B-8 BJ15 150 2,75 1,27 1,13 1,03
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agents use the one-one model, which indicates again that the fitness of each forecasting
method depends on the characteristics of the time series.

When analyzing the results, it is more appropriate to do it from a relative point of
view that from an absolute one. When considering a larger number of data, and since
the series in some cases have definite trends, the values of the Bullwhip Effect are
significantly lower than in the cases analyzed with random demands.

AL03 time series is a clear example where the results of the multiagent system
significantly improve the results of the one-one model. Without introducing Negoci-
ation Agent, the Bullwhip Effect is divided by 43 when using the model. Figures 10, 11
and 12 show variations of purchase orders made by the four levels of the supply chain
in the different cases, related to the AL03 demand (Fig. 9). Comparing the vertical scale
of both graphs, it is possible to see the huge difference. Table 5 shows, in each case, the
optimal policy for each level of the supply chain.

A different situation is the one for the time series AL11 (Fig. 13). Multiagent model
also allows a significant reduction in the Bullwhip Effect, as it is divided by 2.29, but
not so large as in the previous case. Figures 14, 15 and 16 show the variations of
purchase orders made by the four levels of the supply chain in the different situations.
With these data, the multiagent system is not able to produce such a high improvement

Fig. 10. Variation of orders along the supply chain in the test B-1 with One-One model.

Fig. 9. Consumer demand in test B-1.
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over the one-one method, given the strongly stationary character in the series, with a
high variance of orders. Table 6 shows, in each case, the optimal policy for each level
of the supply chain.

The results obtained, and shown in Table 4, also show that close negotiation and
collaboration in the supply chain between Factory and Wholesaler, on the one hand,
and Shop Retailer and Retailer, on the other, is a very appropriate strategy for the
reduction of the Bullwhip Effect. Collaboration significantly improves the performance

Fig. 12. Variation of oders along the supply chain in the test B-1 with the developed multiagent
model.

Table 5. Optimal Policy for each level of the supply chain for the AL09 series.

Level Optimal forecasting method

Shop retailer Moving average with N ¼ 2
Retailer Moving average with N ¼ 2
Wholesaler Moving average with N ¼ 14
Factory Moving average with N ¼ 14

Fig. 11. Variation of orders along the supply chain in the test B-1 with Moving Average of 3
periods.
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of multiagent model, achieving amazing results. Then, it is easy to justify the
assumption of many authors, who advocate collaboration as one of the best solutions to
the Bullwhip Effect generated in supply chains.

Fig. 13. Consumer demand in test B-4.

Fig. 14. Variation of orders along the supply chain in the test B-4 with One-One model.

Fig. 15. Variation of orders along the supply chain in the test B-4 with Moving Average of 3
periods.
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4.3 Application of Advanced Forecasting Methods

Finally, after having demonstrated the effectiveness of the multiagent model, we
consider the introduction of advanced forecasting methods, such as the autoregressive
integrated moving average (ARIMA models). The objective is to assess the extent
whether these techniques can help for reducing the Bullwhip Effect. Then, we use the
same series as in the previous section, but considering that the first stage of the supply
chain (Retailer) performs the demand forecasting using ARIMA techniques.

The ARIMA model, introducing the seasonality, can be defined by:

p; d; qð ÞðP;D;QÞn
Where p (P) is the order of the autoregression, d (D) is the order of differentiation

and q (Q) is the order of the moving average. Lowercase parameters are nonseasonal,
while uppercase parameters are seasonal, where n is the order of seasonality.

To carry out the analysis, we used IBM SPSS Statistics 19, which contains the tool
“Expert Modeler to time series”. Table 7 contains the proposed model for each one of
the eight time series.

Table 8 is an extension of Table 3 but adding a column with the results when
considering the ARIMA models to forecast demand in the first level of the supply chain
(BW5). Furthermore, we show the reduction achieved in each case.

Fig. 16. Variation of oders along the supply chain in the test B-4 with the developed multiagent
model.

Table 6. Optimal Policy for each level of the supply chain for the AL11 series.

Level Optimal forecasting method

Shop retailer One – One method
Retailer Exponential smoothing with a ¼ 0:9
Wholesaler Moving average with N ¼ 2
Factory Moving average with N ¼ 14
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The results presented in this section show that the use of advanced forecasting
methods leads to the reduction of Bullwhip Effect. Thus, the inclusion of ARIMA
models at the lowest level of the supply chain provides very interesting results, and it
can significantly reduce, in many cases, the Bullwhip Effect. In these circumstances, we

Table 7. ARIMA models of the time series.

Database Name Number of data ARIMA model

Abraham (1983) AL03 106 (0, 0, 1)(0, 1, 1)12
Abraham (1983) AL04 108 (2, 0, 0)(0, 1, 0)12
Abraham (1983) AL09 159 (1, 0, 0)
Abraham (1983) AL11 106 (1, 0, 0)(0, 1, 1)12
Box and Jenkins (1976) BJ02 369 (0, 1, 0)
Box and Jenkins (1976) BJ06 100 (0, 0, 2)(1, 0, 0)11
Box and Jenkins (1976) BJ08 144 (0, 1, 1)(0, 1, 1)12
Box and Jenkins (1976) BJ15 150 (1, 1, 1)

Table 8. Results of the tests using ARIMA models.

Test Name Number of data BW3 BW5 Reduction

C-1 AL03 106 1,54 1,52 1,30 %
C-2 AL04 108 1,32 1,28 3,03 %
C-3 AL09 159 3,29 2,54 22,80 %
C-4 AL11 106 6,00 3,89 35,17 %
C-5 BJ02 369 1,12 1,11 0,89 %
C-6 BJ06 100 4,18 3,45 17,46 %
C-7 BJ08 144 1,25 1,23 1,60 %
C-8 BJ15 150 1,13 1,12 0,88 %

Fig. 17. Variation of oders along the supply chain in the test C-4 with the developed multiagent
model using ARIMA techniques in the Shop Retailer level.
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consider to incorporate them to the multiagent model, through a new agent within the
Forecasting Agents.

Figure 17 depicts, by way of example, the results obtained for the serie BJ06. It is
compared with Fig. 16. It is possible to see how the use of ARIMA models signifi-
cantly reduces, above 35 %, the variability of orders along the supply chain. Table 9
shows, in each case, the optimal policy for each level of the supply chain.

5 Conclusions

The paper describes an application of multiagent methodology aimed at reducing the
Bullwhip Effect in a supply chain. This is represented as a global multiagent system,
itself composed of four subsystems multiagent. Each of them refers to one of the levels
of the supply chain (Shop Retailer, Retailer, Wholesaler and Factory).

Tests performed on the raw data show that the one-one method greatly amplifies
demand variability of end consumer throughout the supply chain, especially when the
demands have a high degree of randomness. In this context, the application of multi-
agent model, with other forecasting methods, markedly reduces the Bullwhip Effect
generated.

To develop the tool, we have considered only simple forecasting methods, such as
moving averages and exponential smoothing, so that each level of the chain uses the
best one that suits the demand it should deal with. With them, it is possible to achieve
great results in reducing Bullwhip Effect. Even so, we have also shown that the
inclusion of more advanced forecasting methods (ARIMA models) allows an even
better system performance.

Lastly, we have analyzed the effect of negotiation and collaboration among dif-
ferent levels of the supply chain, verifying that it is an adequate solution in reducing the
Bullwhip Effect.
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Abstract. Some major financial markets are currently reporting that
50% or more of all transactions are now executed by automated trad-
ing systems (ATS). To understand the impact of ATS proliferation on
the global financial markets, academic studies often use standard ref-
erence strategies, such as “AA” and “ZIP”, to model the behaviour of
real trading systems. Disturbingly, we show that the reference algorithms
presented in the literature are ambiguous, thus reducing the validity of
strict comparative studies. As a remedy, we suggest disambiguated stan-
dard implementations of AA and ZIP. Using Exchange Portal (ExPo),
an open-source financial exchange simulation platform designed for real-
time behavioural economic experiments involving human traders and/or
trader-agents, we study the effects of disambiguating AA and ZIP, before
introducing a novel method of assignment-adaptation (ASAD). Exper-
iments show that introducing ASAD agents into a market with shocks
can produce counter-intuitive market dynamics.

Keywords: Software agents · Auctions · Agent-based computational
economics · ACE · Agent-based modelling · ABM · Automated trad-
ing · Computational finance · ExPo · Exchange portal · Assignment
adaptation

1 Introduction

In 2001, a team of researchers at IBM [9] reported on a series of experiments
to test the efficiency of two adaptive trading-agent algorithms, MGD [16] and
ZIP [8], when competing directly against human traders. Previous studies using
homogeneous trader populations of all-humans or all-agents had indicated that, in
both cases, trading interactions within the populations rapidly and robustly con-
verged toward theoretically optimal, and stable, dynamic equilibria. IBM’s results
demonstrated for the first time that, in heterogeneous populations mixing human
traders with trader-agents, both MGD and ZIP consistently out-performed the
human traders, achieving greater efficiency by making more profitable trans-
actions. The IBM authors concluded with a prescient statement, predicting:
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“in many real marketplaces, agents of sufficient quality will be developed such
that most agents beat most humans”. Hindsight shows that they were correct:
in many of the world’s major financial markets, transactions that used to take
place between human traders are now being fulfilled electronically, at super-
human speeds, by automated trading (AT) and high frequency trading (HFT)
systems. AT and HFT systems are typically highly autonomous and dynami-
cally adapt to changes in the market’s prevailing conditions: for any reasonable
definition of software agent, it is clear that AT/HFT systems can be considered
as software agents, even though practitioners in the finance industry typically
do not make much use of the phrase.

However, as the number of AT and HFT systems has increased, and as the bil-
lions of dollars worth of daily transaction volumes that they control has steadily
risen, a worrying gap has emerged between theory and practice. Commercial
deployments of AT/HFT continue to proliferate (some major financial markets
are currently reporting that 50 % or more of transactions are now executed by
automated agents), yet theoretical understanding of the impact of trading agent
technologies on the system-level dynamics of financial markets is dangerously
deficient. To address this problem, in 2010 the UK Government’s Office for Sci-
ence (UKGoS) launched a two year “Foresight” project entitled “The Future of
Computer Trading in Financial Markets”.1

One report [12] commissioned by that project and published by UKGoS
attempted a replication of IBM’s study, but with two extensions: firstly, trading
agents used the Adaptive Aggressive (AA) strategy [26], which had previously
been shown to outperform both MGD and ZIP [11]; secondly, to increase the
experimental “realism”, order assignments to trade were continuously replen-
ished, thus producing a continuous “drip-feed” market that more closely approx-
imates the real world, rather than a discrete, periodic market as had been used in
almost all prior experimental studies. Results showed that, under these exper-
imental conditions, agents were less efficient than human traders, with slower
markets hindering agent performance but enhancing human performance [12].

In this paper, we perform two sets of experiments. Firstly, we replicate the
continuous replenishment experiments of [12] using ExPo: The Exchange Por-
tal, an open-source platform designed to facilitate financial trading experiments
between humans, agents, or both [13]. However, unlike [12], we study agent-only
markets. Perhaps surprisingly, we believe that this is the first time agent-only
markets have been studied using continuous replenishment of order assignments.
For our trading agents, we use two well-known “reference” algorithms from the
trading-agent literature, AA [26] and ZIP [8].

In our second set of experiments, we introduce “market shocks” to the system
and explore a novel extension to the reference algorithms (assignment-adaptive,
or ASAD, agents), designed to enable agents to take advantage of such shocks.
We demonstrate that if all agents in the market are ASAD, then the market is
more efficient in the presence of market shocks than if all agents are non-ASAD.
1 The final report from that investigation was published in Oct. 2012, and is available

at: http://bit.ly/UvGE4Q.

http://bit.ly/UvGE4Q
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However, somewhat counter-intuitively, when the market is a heterogeneous mix-
ture of ASAD and non-ASAD, non-ASAD agents outperform ASAD agents by
adapting to the new price signals generated by ASAD agents.

This paper is organised as follows.2 In Sect. 2 we review the literature on
financial trading agent experiments and the agent algorithms, AA and ZIP. In
Sect. 3 we introduce ExPo, our experimental platform, and describe our experi-
mental design. In Sect. 4 we present the results from our two sets of experiments.
Finally, conclusions are drawn in Sect. 5.

2 Background

2.1 The Continuous Double Auction

An auction is a mechanism whereby sellers and buyers come together and agree
on a transaction price. Many auction mechanisms exist, each governed by a
different set of rules. In this paper, we focus on the Continuous Double Auction
(CDA), the most widely used auction mechanism and the one used to control
all the world’s major financial exchanges. The CDA enables buyers and sellers
to freely and independently exchange quotes at any time. Transactions occur
when a seller accepts a buyer’s “bid”, or when a buyer accepts a seller’s “ask”.
Although it is possible for any seller to accept any buyer’s bid, and vice-versa,
it is in both of their interests to get the best deal possible at any point in time.
Thus, transactions execute with a counter party that offers the most competitive
quote.

Vernon Smith explored the dynamics of CDA markets in a series of Nobel
Prize winning experiments using small groups of human participants [20]. Split-
ting participants evenly into a group of buyers and a group of sellers, Smith
handed out a single card (an assignment) to each buyer and seller with a single
limit price written on each, known only to that individual. The limit price on the
card for buyers (sellers) represented the maximum (minimum) price they were
willing to pay (accept) for a fictitious commodity. Participants were given strict
instructions to not bid (ask) a price higher (lower) than that shown on their
card, and were encouraged to bid lower (ask higher) than this price, regarding
any difference between the price on the card and the price achieved in the market
as profit.

Experiments were split into a number of “trading days”, each typically lasting
a few minutes. At any point during the trading day, a buyer or seller could
raise their hand and announce a quote. When a seller and a buyer agreed on a
quote, a transaction was made. At the end of each trading day, all stock (sellers
assignment cards) and money (buyer assignment cards) was recalled, and then
reallocated anew at the start of the next trading day. By controlling the limit
prices allocated to participants, Smith was able to control the market’s supply
and demand schedules. Smith found that, typically after a couple of trading days,
human traders achieved very close to 100 % allocative efficiency; a measure of
2 For an earlier version of the work presented here, we refer the reader to [23].
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the percentage of profit in relation to the maximum theoretical profit available
(see Sect. 2.2). This was a significant result: few people had believed that a very
small number of inexperienced, self-interested participants could effectively self-
equilibrate.

2.2 Measuring Market Performance

An “ideal” market can be perfectly described by the aggregate quantity supplied
by sellers and the aggregate quantity demanded by buyers at every price-point
(i.e., the market’s supply and demand schedules, Fig. 1). As prices increase, in
general there is a tendency for supply to increase, with increased potential rev-
enues from sales encouraging more sellers to enter the market; while, at the same
time, there is a tendency for demand to decrease as buyers look to spend their
money elsewhere. At some price-point, the quantity demanded will equal the
quantity supplied. This is the theoretical market equilibrium. An idealised the-
oretical market (and many real ones) has a market equilibrium price and quan-
tity (P0, Q0) determined by the intersection between the supply and demand
schedules. The dynamics of competition in the market will tend to drive trans-
actions toward this equilibrium point. For all prices above P0, supply will exceed
demand, forcing suppliers to reduce their prices to make a trade; whereas for
all prices below P0, demand exceeds supply, forcing buyers to increase their
price to make a trade. Any quantity demanded or supplied below Q0 is called

Fig. 1. Supply and Demand curves (here illustrated as straight lines) show the quan-
tities supplied by sellers and demanded by buyers at every price-point. In general, as
price increases, the quantity supplied increases and the quantity demanded falls. The
point at which the two curves intersect is the theoretical equilibrium point; where Q0

is the equilibrium quantity and P0 is the equilibrium price.
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“intra-marginal”; all quantity demanded or supplied in excess of Q0, is called
“extra-marginal”. In an ideal market, all intra-marginal units and no extra-
marginal units are expected to trade.

In the real world, markets are not ideal. They will always trade away from
equilibrium at least some of the time. We can use metrics to calculate the “per-
formance” of a market by how far from ideal equilibrium it trades, allowing us to
compare between markets. In this report, we make use of the following metrics:

Smith’s Alpha. Following Vernon Smith [20], we measure the equilibration
(equilibrium-finding) behaviour of markets using the coefficient of convergence,
α, defined as the root mean square difference between each of n transaction
prices, pi (for i = 1 . . . n) over some period, and the P0 value for that period,
expressed as a percentage of the equilibrium price:

α =
100
P0

√
√
√
√

1
n

n∑

i=1

(pi − P0)2. (1)

In essence, α captures the standard deviation of trade prices about the theoretical
equilibrium. A low value of α is desirable, indicating trading close to P0.

Allocative Efficiency. For each trader, i, the maximum theoretical profit avail-
able, π∗

i , is the difference between the price they are prepared to pay (their “limit
price”) and the theoretical market equilibrium price, P0. Efficiency, E, is used to
calculate the performance of a group of n traders as the mean ratio of realised
profit, πi, to theoretical profit, π∗

i :

E =
1
n

n∑

i=1

πi

π∗
i

. (2)

As profit values cannot go below zero (traders in these experiments are not allowed
to enter into loss-making deals), a value of 1.0 indicates that the group has earned
the maximum theoretical profit available, π∗

i , on all trades. A value below 1.0 indi-
cates that some opportunities have been missed. Finally, a value above 1.0 means
that additional profit has been made by taking advantage of a trading counter-
party’s willingness to trade away from P0. So, for example, a group of sellers might
record an allocative efficiency of 1.2 if their counterparties (a group of buyers) con-
sistently enter into transactions at prices greater than P0; in such a situation, the
buyers’ allocative efficiency would not be more than 0.8.

Profit Dispersion. Profit dispersion is a measure of the extent to which the
profit/utility generated by a group of traders in the market differs from the profit
that would be expected of them if all transactions took place at the equilibrium
price, P0. For a group of n traders, profit dispersion is calculated as the root
mean square difference between the profits achieved, πi, by each trader, i, and
the maximum theoretical profit available, π∗

i :
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πdisp =

√
√
√
√

1
n

n∑

i=1

(πi − π∗
i )2. (3)

Low values of πdisp indicate that traders are extracting actual profits close
to profits available when all trades take place at the equilibrium price P0. In
contrast, higher values of πdisp indicate that traders’ profits differ from those
expected at equilibrium. Since zero-sum effects between buyers and sellers do
not mask profit dispersion, this statistic is attractive [17].

2.3 Algorithmic Traders

Zero-Intelligence Plus (ZIP) agents were developed by Dave Cliff [8] to
overcome the provable shortcomings of Gode & Sunder’s ZI-C agents [17]. ZIP
agents are profit-driven traders that adapt using a simple learning mechanism:
adjust profit margins based on the price of other bids and offers in the market,
and decide whether to make a transaction or not. When a decision to raise or
lower a ZIP trader’s profit margin, μi(t), is taken, ZIP modifies the value using
market data and an adaptation rule based on the Widrow-Hoff “delta rule” [28]:

Δi(t) = βi(τi(t) − pi(t)), (4)

where βi is the learning rate, pi is the quote price and τi is the target price (based
on the price of the last quote in the market). At time t, an update to the profit
margin, μi, takes the form:

μi(t + 1) =
pi(t) + Γi(t + 1)

li − 1
, (5)

and
Γi(t + 1) = γi(t) + (1 − γi)Δi(t), (6)

where Γi(t + 1) is the amount of change on the transition from t to t + 1, and γi
is the momentum coefficient. Given the limit price, li, of the current assignment,
ZIP then updates its profit margin, μi(t), based on these trading rules, where
the final quote price, pi, is given as:

pi = li(1 + μ(t)). (7)

The ZIP strategy has become a popular benchmark for CDA experiments.
In their IBM study, [9] concluded that ZIP was a dominant strategy, beating
humans in experimental trials and matching the performance of their own mod-
ified GD [16] algorithmic trader. More recently, ZIP has again been shown to
outperform humans [10,11]. However, it is no longer considered the dominant
agent strategy (having been shown to be beaten by AA; see Sect. 2.3). ZIP has
also been tested against humans in a continuous “drip-feed” market, where ZIP
was shown to be less efficient than humans (a result that surprised the authors)
[7,12]. However, we believe that De Luca’s implementation of ZIP [18] that was
used in those experiments may have played some part in this result.
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The original implementation of ZIP [8] was designed to handle only one limit
price, had no explicit notion of time and no persistent orders. So, when the
IBM team used ZIP to conduct human vs. agent experiments, they adapted ZIP
for their platform [9]. In order to handle persistent orders, a “sleep time” was
introduced into ZIP, such that if no trade took place within a given time period,
then the ZIP agent would automatically initiate a competitive price movement,
i.e., a price movement towards the best value on the other side of the order book
[ibid]. Perhaps more importantly, ZIP was further modified to have a vector of
internal price variables, allowing profit to be made at different values for different
assignments. These modifications were similar to an alternative implementation
that had been independently proposed in a previous study [19]. Other versions
of ZIP also appear in the literature. In [26], ZIP (and presumably, also AA)
algorithms were forced to update only the most profitable bid (for buyers) or ask
(for sellers) at any one time. This approach was replicated in De Luca’s open-
source implementation of ZIP and AA [18]. Finally, ZIP has also been adapted to
enable arbitrage, by allowing an individual agent to both buy and sell. Initially
introduced by [25], and recently adapted by [2], ZIP “arbitrageurs” contain two
profit margins (buy and sell) and the price adjustment mechanism adjusts two
prices each time the agent receives new market information. For this reason, ZIP
arbitrageurs can be considered equivalent to two standard ZIP agents (one buyer
and one seller) working as a team.

Here, we test to see whether a ZIP implementation with multiple profit mar-
gins, ZIPM , is more efficient than a ZIP trader with a single profit margin, ZIPS .
As far as we are aware, this comparison has not been directly tested before. We
use ZIPS to describe the implementation in [26], where only the most profitable
order is updated on every wakeup; and ZIPM to denote an implementation of
ZIP similar to that used in [9,19,24], such that ZIPM is capable of updating all
profit margins for all orders simultaneously. Every unique limit price received is
given a new μ and γ (the values of μ and γ are decided at random when the
agent is started) and all ZIP parameters are the same as those used in [8].

Adaptive-Aggressive (AA) agents were developed by Vytelingum [26] to
explicitly model “aggressiveness”—trading the opportunity of extra profit for
the certainty of transacting. Aggressive agents enter competitive bids (or asks)
for a quick trade, while passive agents forgo the chance of a quick trade in order
to hold out for greater profit. To control the level of aggressiveness, AA uses the
Widrow-Hoff delta rule [28] that is also used in ZIP (Eq. 4). However, whereas
ZIP uses learning to update profit margin, AA updates an aggression parameter
based on previous market information. At time, t, AA estimates the competitive
equilibrium price, p∗, based on a moving window of historic market transaction
prices; p∗ is then used in AA’s long-term adaptation component, which updates
θ, a property of the aggressiveness model. In this long-term adaptation compo-
nent, an internal estimate of Smith’s α (Eq. 1) is calculated, enabling the agent to
detect and react to price volatility. AA was developed to perform well in dynamic
markets. Short-term learning is used to react to the current state of the market,
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while long-term learning is used to react to market trends. AA has been shown
to dominate other agent strategies in the literature [11,26], however, unlike ZIP,
which has been independently re-implemented by many different researchers, we
believe the only replication of AA in the literature prior to this study is De
Luca’s OpEx implementation [18].

In Vytelingum’s original AA implementation [26], it is unclear how an agent
should quote when the market first opens and is empty. In De Luca’s version
[18], AA uses the maximum bid or ask price allowed in the market, Pmax = 400,
to determine an agent’s initial quote price, pt=0, such that pt=0 is a random
variable from a uniform distribution with range [0.15Pmax, 0.85Pmax]. In the
absence of any “real” market data, the value pt=0 acts as a proxy for the ini-
tial estimate of market equilibrium. But, since pt=0 is artificially constrained
by the arbitrary market value Pmax, we believe that this method of generating
pt=0 is not domain independent and may present AA with an unfair “equilib-
rium finding” advantage when compared with other agent strategies, such as
ZIP, which do not have access to this parameter. Moreover, for their first quote
price, De Luca’s OpEx agents [18] do not make use of the limit prices of their
internal assignments (other than to maximally bound the quote at the bid limit
and minimally bound at the ask limit). We believe this to be unrealistic. At the
beginning of the market the only information agents have available for price dis-
covery are their own personal assignments. Therefore, it is intuitive that agents
should try to benefit from any information contained therein. For this reason, we
introduce a modification to AA whereby agents set their own internal estimation
of Pmax such that Pmax equals twice the maximum assignment limit price an
agent holds.3 Readers should note that agents could only submit a quote once
they had received an assignment to trade.

In March 2012, an unexpected “max spread rule” in De Luca’s AA code of
OpEx version 1 was exposed [5]. This rule states that an agent should automat-
ically execute against the best quote on the other side of the book if the relative
spread (the difference between best quotes on either side of the book) is within
a threshold, maxSpread (and within limit price range).4 Although this rule is
not described in the definition of AA, we believe that it is a vestigial morph of a
spread rule appearing in Risk-Based (RB) agents [27], a previous trader agent that
Vytelingumeventually developed intoAA [26]. Themax spread rule encouragesDe
Luca’s AA agents to “jump the spread” for a quick transaction. However, in OpEx
version 1, maxSpread was hard-coded to a value of 15%. Following [5], we believe
that this value is unrealistically large and therefore casts a question of doubt on
the validity of previous experimental results gathered using these agents.5 In this
3 We do not suggest that two is the optimum multiplier for this equation; rather we

aim to investigate the effect of introducing this modification and select two as a
simple heuristic estimate.

4 For a lengthy discussion on the consequences of the max spread rule, see [5].
5 Since this issue was raised by [5], the spread jumping rule has subsequently been clas-

sified as a bug and removed from De Luca’s OpEx AA agents (http://sourceforge.net/
p/open-exchange/tickets/1/).

http://sourceforge.net/p/open-exchange/tickets/1/
http://sourceforge.net/p/open-exchange/tickets/1/
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paper, we explore the effect of the spread-jumping rule. Unless otherwise stated, we
remove the maxSpread condition (i.e., set maxSpread = 0% for our AA agents).
All other AA parameters are set to those suggested by [26]. Following the litera-
ture, we also use the rule of updating only the most profitable bid (for buyers) or
ask (for sellers) at any one time (similar to ZIPS).

3 Methodology

3.1 ExPo: Exchange Portal Platform

Exchange Portal [13] is a real-time online financial trading exchange platform
designed to run controlled scientific trading experiments between human traders
and automated trader robots (see Fig. 2). ExPo was developed at the University
of Bristol as both a teaching and research platform and has been open-sourced
as a gift to the wider research community. ExPo can be run across a network
(e.g., the internet), with human and/or automated trader agents messaging the
exchange via HTTP. Alternatively, ExPo can be run on a single machine, with all
clients running locally. For all experiments detailed in this paper, we run ExPo
and the agent traders on the same physical machine. Prior to running exper-
iments, ExPo was stress-tested through a rigorous series of agent-only experi-
ments (see [22]).

Figures 3 and 4 show a typical set up for an auction using the admin GUI
(Fig. 3) and an example of ExPo in operation (Fig. 4). The assignment sequences

Fig. 2. ExPo architecture. The ExPo exchange is a Ruby on Rails web server applica-
tion with RESTful architecture, using a MySQL database for storage. Clients (auto-
mated trader agents, or human traders using a web browser) connect and message the
server using HTTP messaging. ExPo internal servers communicate via unix sockets.
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Fig. 3. Screenshot of ExPo’s auction configuration GUI, used to initialise a financial
trading experiment. Top: the auction parameters table is used to name a market exper-
iment, define the market running time, set the market equilibrium price, link to the
trader agent algorithm code, and select whether or not human users are able to par-
ticipate. Bottom: the assignment sequences for participants are configured using the
text boxes on the left, and illustrated dynamically by the graph on the right, with the
blue line indicating aggregate market demand and the yellow line indicating aggregate
market supply.

for participants are looped until the end of the auction. When competitors are
added to an auction through the automation scripts, they are put on the same
assignment sequences as already exist in the market. This is designed to avoid
accidentally introducing an asymmetrical advantage for any one group.
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Fig. 4. ExPo screenshot of the admin screen (not available to ordinary market par-
ticipants) during an open market period. Top-left: table showing details of all traders
(human and robot) participating in the market. Top-right: the public order book dis-
plays current prices and volumes quoted in the market. Bottom-left: execution prices
of trades are plotted dynamically. Bottom-right: an exportable list of all market trans-
actions are detailed.

3.2 Experiment Design

Market environments used in previous experiments typically follow the “trading
day” model of Smith’s original experiments (notable exceptions include [5–7,12]).
The problem with this is that it assumes traders only get new assignments at
the start of each trading day—typically only one assignment each. Platforms like
ExPo help to model markets in a more realistic way. By modelling a market as
a continuous replenishment auction, we are able to model in real time, allowing
assignments to drip feed into the market like they would if you were a sales trader
on a financial trading desk, receiving assignments from clients throughout the
day.

Each agent strategy in the market was grouped into 3 buyers and 3 sellers.
The running time for each auction was 1152 s (64 assignment “loops” of 18 s
each), similar to the 20 min length of time that was used in [12]. Assignments



Behavioural Investigations of Financial Trading Agents 33

Fig. 5. Supply and demand assignment sequences used for experiments. Left: equilib-
rium price, P0 = 230. Right: equilibrium price P0 = 300. Each agent (3 buyers and 3
sellers) receives 6 assignments per assignment “loop”, hence the total volume demanded
and supplied per loop is 18 and Q0/loop = 9. Assignments are allocated in pairs (to one
seller and one buyer) every second, with each agent receiving a new assignment on aver-
age every 3 s. Assignment loops are repeated 64 times, producing a total experiment
running time of 1152 s, and an equilibrium quantity Q0 = 64 × 9 = 576.

were sequentially allocated in pairs (to one buyer and one seller) every second,
thus for each agent the mean time between assignments received was 3 s. Each
assignment “loop” (see Fig. 5), agents each received 6 assignments with different
limit prices. As assignments belonging to an agent are grouped by limit price,
when an agent receives a new assignment the assignment quantity for that limit
price was incremented. All agents treat current holdings of assignments as a
single entity, increasing or decreasing their quote price as a group. However, one
or multiple assignments may be traded from a group at any time if only a certain
number are able to transact on the order book. No retraction of assignments was
permitted, and once assignments were distributed, their limit prices could not
be modified. For all experiments, equilibrium was set at 230 (Fig. 5, left), and
raised to 300 (Fig. 5, right) when a “market shock” occurred. We do not use the
NYSE spread-improvement rule, thus enabling traders to submit quotes at any
price.

When a new assignment is provided to an agent, that agent has the ability
to put it straight on the order book. Although agents can create new orders
immediately, each agent can only update their orders once a sleep-time, s, has
expired. While the agent is asleep (we can think of this as a “thinking” period), it
is still actively able to calculate a new order price using shouts and transactions
in the marketplace. Once sleep-time has elapsed, an agent is able to update
their order price. The ability to put new assignments on the order book as
soon as they are received is an important difference to previous implementations
of sleep-time. An order placed immediately on the book is more advantageous
than delaying a trade by waiting. The sleep-time of each agent was set randomly
within a boundary of ±(0-25) % of the sleep-time provided. This is the same
“jitter” setting implemented in [9]. For all experiments reported here, we set
sleep-time s = 4 s. While it is not strictly necessary to enforce a period of sleep
time in agents (on the scale of human reaction times) when the market contains
no humans, we do this to replicate the experimental method of [7,12]. This
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enables us to directly compare results, and hence challenge or confirm any of
their conclusions.

All experiments were repeated 5 times and results analysed using the non-
parametric Robust Rank-Order (RRO) statistical test [14,15]. The number of
trials was necessarily restricted due to the real-time nature of experiments, with
each run taking approximately 20 min.

4 Results

4.1 AA Modifications

Here, we present results from a series of experiments between the “reference”
AA agents from the literature, and the modifications we suggested in Sect. 2.3.

The Effect of Pmax on AA. In De Luca’s implementation of AA [18], agents
use the OpEx system parameter Pmax = 400. For the majority of OpEx experi-
ments, markets were engineered to have an equilibrium value of P0 = 200, exactly
half the value of Pmax, e.g., [7,12]. We believe that the use of this system para-
meter by AA agents may produce artifactual dynamics and favourably bias AA
agents (when compared with other agents, such as ZIP, that do not make use of
this system parameter). Here, we test three implementations of AA to observe the
effect Pmax has on AA dynamics: AAL, with low value Pmax = 500; AAH with
high value Pmax = 2000; and AAD, with dynamic Pmax = 2 × max(limitPrice).
The value used for AAL was purposely set to be approximately twice equilibrium
(set to P0 = 230 in all experiments) to enable comparison with OpEx results.
Note that, since limit price is exogenously assigned to agents via the supply and
demand permit schedules, Pmax will vary between AAD agents. For example,
if an agent, a, receives 2 sell assignments with limit prices 250 and 350, then
Pmax = 700 for that agent, a. For buy assignments, quote prices are implicitly
bounded by zero.

Figure 6 displays mean Smith’s α across 5 runs of homogeneous AAL, AAH

and AAD markets. We see that a lower value of Pmax encourages better market
equilibration by constraining the “exploration” of initial equilibrium values. This
suggests that Pmax introduces an artificial system bias. In heterogeneous markets
(containing 3 AAL and 3 AAH on each side) AAL agents gained greater efficiency
in 4 of the 5 experiments. However, using Robust Rank Order (RRO) [15] this
result was not statistically significant at the 10.3 % level.

Table 1 summarises the performance of homogeneous AAL, AAH and AAD

markets. We see that Pmax has virtually no effect on efficiency, but has a large
effect on Smith’s α and profit dispersion. There is no significant difference
between the efficiencies or α values of homogeneous AAD and AAH markets.
We believe the reason AAD did not outperform AAH on these metrics is due
to the assignment distribution pattern. In all experiments, assignments are dis-
tributed in descending order, such that buy assignments with the highest limit
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Fig. 6. Smith’s α over time for each homogeneous AA market. AAL produces lower α
than AAH , demonstrating that lower values of Pmax artificially encourage equilibration.
AAD performs similarly to AAH , but does not rely on the market dependent Pmax value
and hence is more robust.

Table 1. Performance of AA with varying values of Pmax. While efficiency varies little
between the three settings, AAL produces significantly lower Smith’s α and profit
dispersion, verifying that the spurious variable Pmax affects market dynamics.

Strategy Efficiency Alpha Profit dispersion

AAL 0.999372 0.0114 97.3

AAH 0.999365 0.0436 204.4

AAD 0.999323 0.0469 253.4

prices are always allocated first. Therefore, initial values of Pmax for AAD agents
are higher than they would be otherwise.

Having shown that AA agents are sensitive to the system value Pmax, we
propose that AA agents should be modified to dynamically adapt their own
internal value of Pmax. For the remainder of this paper, unless stated otherwise,
we use the dynamic AAD version of AA.

The Effect of maxSpread on AA. In OpEx version 1 [18], AA agents had a
fixed parameter value maxSpread = 15%. These agents were used in [7,12]. Here,
we test the effect of this parameter by comparing homogeneous and heterogeneous
markets containing two AA versions: AAD with no maxSpread condition; and
AAMS

D with maxSpread = 15%.
Figure 7 displays the time series of trade prices from one example run of a

homogeneous AAMS
D market (left) and homogeneous AAD market (right). As

we would expect, AAMS
D markets have greater price volatility and less equi-

libration to P0, with AAMS
D happy to “jump” a spread of 15%. Conversely,

AAD agents will post quotes closer to equilibrium and wait to be “hit”. Table 2
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Fig. 7. Trade prices executed in homogeneous markets of AA agents with maxSpread
rule (left) and no maxSpread rule (right). Left: AAMS

D agents (maxSpread = 15 %)
produce volatile trading dynamics, with execution prices rapidly fluctuating above and
below equilibrium price P0 = 230, within a region approximately bounded by P0±7.5 %.
Right: AAD agents (maxSpread = 0 %) produce much more stable dynamics, with
executions clustered closely around P0. Since AAMS

D agents are happy to accept prices
away from equilibrium (within the maxSpread limit), maxSpread markets (left) are
more liquid (produce more trade executions) than non-maxSpread markets (right).

Table 2. Mean results summary (5 runs) of fast homogeneous markets, allocating
assignments every 3 s. ZIPM performs significantly better than ZIPS across all mea-
sures. AAD outperforms AAMS

D , and significantly dominates overall.

Agent Trials Efficiency Smith’s α Profit disp. Total shouts Total trades

ZIPS 5 0.974 0.0664 678.6 4245 582

ZIPM 5 0.995 0.0529 308.6 7479 594

AAMS
D 5 0.988 0.0658 530.5 4036 639

AAD 5 0.999 0.0469 253.4 4104 577

summarises mean results (5 runs) across all homogeneous markets. Comparing
AAMS

D with AAD, we see that the “spread jumping” behaviour of AAMS
D results

in lower efficiency, higher α (less equilibration) and greater profit dispersion.
AAMS

D markets also execute roughly 10% more trades than AAD, producing
the most liquid markets of all strategies tested. However, it should be noted that
although AAMS

D made more trades, they were not more profitable. In hetero-
geneous markets containing 2 agent types (with 3 agents of each type on each
side), AAD gained significantly higher efficiency than AAMS

D (RRO, p ≤ 0.004).

4.2 ZIP Modifications

Single vs. Multiple Profit Margins. We tested multi-profit margin, ZIPM ,
and single-profit margin, ZIPS , in a series of homogeneous markets. Table 2 sum-
marises mean results (5 runs). ZIPM is significantly more efficient than ZIPS
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in fast continuous replenishment markets, with 3 s between assignments (RRO,
p ≤ 0.004). However, this superiority diminishes as the market slows. With
6 s between assignments, ZIPM still has significantly greater efficiency (RRO,
0.004 ≤ p ≤ 0.008), but with 12 and 24 s between assignments, ZIPM are no
longer more efficient. This suggests that holding a vector of simultaneously
adjustable profit margins is more effective in markets where a quick response
is necessary.

Overall, AAD is the dominant strategy of the four tested (see Table 2), with
significantly higher allocative efficiency and significantly lower Smith’s α than
both ZIPM and ZIPS across all market speeds (RRO, p < 0.048). This confirms
the dominance of AA over ZIP reported in the literature (for the full set of
detailed results, see [22]).

4.3 Market Shocks

Thus far, we have assessed the performance of agents in static markets with
a fixed theoretical equilibrium, P0. Here, we test the performance of agents in
dynamic markets that experience a market “shock”, such that P0 changes value
mid-way though an experiment. For brevity, we only present results for shocks
where the market equilibrium, P0, increases. However, the reader should note
that shocks where P0 decreases are equally likely and lead to symmetrically
similar results (see Fig. 8). As such, where buyers benefit from a shock in one
direction, sellers will equally benefit from a shock in the other. When a market
shock occurs, new assignments entering the market are perturbed by the same
value as the shock. For example, if a market shock moves P0 from 230 to 300,
all new assignment allocations are given an increased limit price 70 units higher
than they were before the shock. Real-world financial markets are inherently
dynamic, experiencing continual supply and demand fluctuations. By exploring
dynamic markets we aim to better understand the dynamics of agent traders in
real-world markets.

When a market shock occurs, assignments that have already been allocated
into the market are not recalled. Thus, the actual market equilibrium P ′

0 does
not immediately move to the new theoretical market equilibrium P0. Rather, P ′

0

asymptotically tends toward P0, only reaching P0 when all assignments allocated
before the market shock have executed. We use this model of assignment persis-
tency since we assume agents are acting as sales traders—assigned by a client
to buy or sell on their behalf. Figure 8 illustrates example markets containing,
from left to right, ZIPS , ZIPM and AAD agents. In each case, we see transaction
prices gradually tend toward the new equilibrium after a market shock. These
results are different to those seen in discrete trading day experiments presented
in the literature, where markets tend to re-equilibrate much quicker. However,
we believe the setup we use here to be a more accurate model of real markets.

Table 3 summarises the mean profits of traders across 5 experiments with
positive market shocks; i.e., shocks in which P0 increases. Results for negative
market shocks are symmetrically similar. For brevity, we do not present results
for negative shocks, since all conclusions drawn are the same as those for positive



38 S. Stotter et al.

Fig. 8. Illustrative example of a market shock. Top row: a positive shock from P t
0 = 230

to P t+1
0 = 300. Bottom row: a negative shock from P t

0 = 300 to P t+1
0 = 230. Markets

containing only ZIPM agents (centre) re-equilibrate after a market shock more quickly
than ZIPS (left) and AAD (right). Market dynamics are symmetrically similar for
positive (top) and negative (bottom) shocks.

Table 3. Mean profit in positively shocked homogeneous markets.

Average profit per trade

Strategy Buyers Sellers % difference

ZIPS 97.08 71.65 35.50 %

ZIPM 90.62 72.50 24.99 %

AAD 98.28 69.46 41.49 %

shocks. We see that, in all cases, positive shocks benefit buyers (similarly, nega-
tive shocks benefit sellers). This is because, for the period that P ′

0 is below P0,
buyers have the opportunity to trade at a “cheap” price. In Fig. 8, top row, the
area between the new equilibrium line (in red) and the transaction time-series
(in blue) is additional profit that buyers are making and that sellers miss out on
(similarly, for negative shocks, bottom row, this is additional profit for sellers).
We can quantify this by the percentage difference in the average profit per trade
of buyers and sellers (Table 3). We see that ZIPM markets have significantly lower
profit spread (RRO, 0.071 < p < 0.089), indicating quicker re-equilibration after
market shock. There is no significant difference in profit spread between ZIPS

and AAD markets. We believe shocked homogeneous markets containing ZIPM

agents are able to re-equilibrate more quickly due to ZIPM agents’ ability to
update multiple orders each time they “wake”. Thus, if we ran further experi-
ments using AAD agents with multiple profit margins, we would similarly expect
a decrease in re-equilibration time.

However, while both AA and ZIP agents are able to re-equilibrate after market
shocks, neither algorithm is specifically designed to anticipate price movements
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following a shock. In the following section, we explore the effects of adding such a
novel mechanism.

4.4 Assignment-Adaptive Agents

If an agent is capable of analysing their own assignments to see if there is an
inherent rise (or fall) in value, then it may be possible to infer that a market shock
has occurred, thus enabling the agent to anticipate a rise (fall) in transaction
prices. By adjusting profit margins accordingly, the agent may be able to secure
greater profit. Here, we introduce a preliminary method for agents to adapt
their profit margins using information contained in their own assignment orders.
We call these agents Assignment Adaptive (ASAD). This is exploratory work
and is not intended to be a definitive solution. Rather, we are more interested
in the dynamics of markets that contain such agents. For all experiments, we
use ZIPM agents, previously shown to most quickly re-equilibrate after market
shocks. Once again, we present results for positive market shocks only. However,
results for negative shocks are symmetrically similar and the same conclusions
can be drawn for shocks in both directions.

ASAD agents store assignment limit prices in a rolling memory window con-
taining the last 20 prices, ordered oldest to youngest. Agents only begin acting
on these prices once the window is filled (i.e., once an agent has received and
stored 20 assignment prices). ASAD agents then calculate the gradient of change
in assignment prices using Ordinary Least Squares (OLS) regression [21], such
that gradient, ∇, is:

∇ =

∑

xiyi − y
∑

xi
∑

x2
i − x

∑

xi

, (8)

where xi is the index position of assignment limit price yi in the assignment price
window. Figure 9 provides a visual example of how this gradient calculation can
help to detect a change in prices. This gradient value, ∇, is then transformed
using a simple logarithm function, in order to return a value greater than 1 for
positive gradients and a value less than 1 for negative gradients:

φ =

{

−ln(1 − ∇) if ∇ < 0
ln(∇ + 1) otherwise.

(9)

We call this value the shock indicator, φ. Values of φ > 1 indicate prices in the
market may increase; values of φ < −1 indicate prices in the market may fall.

ASAD agents use φ to alter profit margin according to the following two
rules:

if (seller & phi > 1) increase profit margin,
if (buyer & phi < -1) increase profit margin.
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Fig. 9. Illustrative example of an agent’s assignment sequence, subject to a negative
market shock after assignment 42. Blue dots plot the limit price of each assignment.
The black line plots a moving average over 20 assignments (the ASAD agent memory
window). Ordinary Least Squares (OLS) regression is used to calculate the grandient of
change in assignment prices (i.e., the gradient of the moving average), which between
assignments 43 and 61 is significantly negative, indicating a negative market shock
(Color figure online).

While φ > 1 for sellers (or φ < −1 for buyers), agent calculated quotes
are increased, or inflated, by 20 %. To prevent ASAD agents from returning to
market clearing price (P ′

0) too early after a shock is detected, the cumulative
value of φ is used to “wind-down” ASAD price inflation from 20 % to 0 % over
time. This decline in percentage over time is proportional to the size of the
cumulative value of φ, reduced (increased) by 0.5 every time the ASAD agent
can update its orders (subject to no current shock occurring), until cumulative
φ, and therefore percentage, equals zero.

Results from one homogeneous market containing ASAD agents is shown
in Fig. 10. We see that immediately following a positive market shock prices
begin to rise. Prices then overshoot the new equilibrium value, before returning to
near-equilibrium value. This suggests that ASAD agents are sensitive to market
shocks, but require tuning. In homogeneous markets with all ASAD agents,
sellers benefit from a positive market shock, being able to either match or beat
buyers’ average profit. This is in stark contrast to ZIPM markets, where sellers
consistently lose out by a margin of ≈ 25%. Further, very little profit is lost
in the market itself, suggesting that assignment adaptation can equalise profit
between buyers and sellers during a market shock.

However, when testing ASAD (adapted ZIPM ) agents in positive shock mar-
kets containing näıve ZIPM agents, results were somewhat surprising:

– In heterogeneous markets containing six ASAD and six ZIPM agents, ASAD
sellers performed significantly worse than ZIPM sellers. Surprisingly, ZIPM

sellers also outperformed all buyers.
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Fig. 10. Example of a positive market shock in a homogeneous ASAD market. The
market quickly reacts to the shock, but initially overshoots the new equilibrium.

– In heterogeneous markets containing eleven ZIPM agents and only one ASAD
seller, once again the profits of every ZIPM seller was increased, while the
ASAD agent significantly under-performed.

– The profit spread between buyers and sellers of homogeneous markets contain-
ing twelve ZIPM agents was significantly higher than in markets containing
at least one ASAD agent; although in every case the ASAD agent(s) suffered.

Fig. 11. Normal form matrix of results between competing ASAD (adapted) and non-
ASAD (näıve) agents. Homogeneous markets of adapted (ASAD) agents perform better
than homogeneous markets of näıve (ZIPM ) agents. However, in heterogeneous mar-
kets, näıve (ZIPM ) agents gain while adapted (ASAD) agents lose.
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These findings suggest that ASAD agents generate a new price signal to which
price sensitive ZIPM agents can react and benefit. However, ASAD agents them-
selves suffer from the resulting behaviour of ZIPM agents. If we consider longer-
term market evolution, a population of ASAD agents can be easily invaded by
ZIPM . If the entire market is ASAD then everyone benefits, but if any non-
ASAD agent enters the market, it parasitically benefits from the behaviour of
ASAD and will flourish, eventually exterminating the ASAD agents from the
marketplace. We summarise these outcomes in Fig. 11. Although these results
may appear counter-intuitive, such dynamics are not unusual in co-adaptive sys-
tems of competing populations (for example, see [1,3,4]).

Potentially, these findings could be due to the simple ASAD strategy imple-
mented here. For example, ASAD agents are not designed to consider the rate
of change of prices in the market. Perhaps a more suitable approach would be
to implement an adaptive learning rule, such as the Widrow-Hoff delta rule [28],
which is the basis of the adaptation mechanism in ZIP [8] and AA [26]. We
reserve this extension for future work.

5 Conclusion

We have used the Exchange Portal (ExPo) platform to perform a series of agent-
based computational economics experiments between populations of financial
trading agents, using continuous replenishment of order assignments.

In the first set of experiments, we exposed several idiosyncrasies and ambi-
guities in AA and ZIP, two of the standard “reference” algorithms from the lit-
erature. First, we showed that ZIP performs better in fast markets when agents
contain a vector of profit margins that they can update simultaneously. Then, for
AA agents, we demonstrated how Pmax provides unfair information about the
market and how the algorithm can use readily available information to overcome
this. Finally, we demonstrated how “spread jumping” in AA negatively affects
market dynamics and performance.

In the second set of experiments, we introduced market “shocks” and pre-
sented a novel exploratory Assignment Adaptation (ASAD) modification to ZIP.
Results showed that homogeneous populations of ASAD agents perform better
than homogeneous populations of ZIP agents. However, in heterogeneous ASAD-
ZIP populations, ZIP agents perform better while ASAD agents perform worse.
This suggests that ASAD agents provide a novel price signal that benefits ZIP,
to the detriment of ASAD agents themselves.

This work naturally suggests further extensions. Firstly, to expose the bene-
fits of dynamically selecting a value of Pmax, we set Pmax = 2×max(limitPrice).
The multiplier value, 2, was arbitrarily selected and should be optimised for per-
formance. Secondly, it is likely that the introduction of an adaptive learning algo-
rithm (similar to that used by ZIP) could improve the performance of ASAD.
Thirdly, unlike ZIP agents, AA agents have never been adapted to contain a
vector of profit margins that they can update simultaneously (i.e., an AAM ).
We reserve these avenues of research for further work.
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Perhaps more interestingly, we also reserve more general open questions for
future exploration. Firstly, in the work presented here all market shocks are
exogenous. It would be very interesting to see how results are affected when
shocks are endogenous to the market. However, to answer this, it is first necessary
to have agents acting as “proprietary” (“prop”) traders—buying and selling on
their own behalf for profit—rather than “sales” traders (trading on behalf of a
client). This is a more difficult challenge, but one that is pertinent if we are to
further our understanding of the global financial markets. Secondly, since real
financial markets include human traders and “robot” automated trading agent
systems, we hope to explore the dynamic interactions between these groups by
introducing human participants into our experiments. ExPo has been specifically
designed to enable human participation; and further, since ExPo participants
(whether human, or robot) connect to the exchange using HTTP messaging
across a network, ExPo allows geographically dis-located human participants to
sign in via a web browser and then leave or return at will. Theoretically, this
enables us to run experiments with large numbers of participants, over long time
periods of days, weeks, or even months. As far as we are aware, this has never
been done before and has the potential to provide valuable insight into real world
financial markets.
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Abstract. Considering the important role of interdiciplinarity in cur-
rent research, this article provides an overview of the interchange of
methods among three different areas: agent technologies, learning models
and formal languages. The ability to learn is one of the most funda-
mental attributes of the intelligent behaviour. Therefore, any progress
in the theory and computer modelling of learning processes is of great
significance to fields concerning with understanding intelligence, and this
includes, of course, artificial intelligence and intelligent agent technology.
Agent technologies can offer good solutions and alternative frameworks
to classic models in the area of computing languages and this can ben-
efit formal models of learning. Formal language theory –considered as
the stem of theoretical computer science– provides mathematical tools
for the description of linguistic phenomena. This theory is central to
grammatical inference, a subfield of machine learning. The interest of
the interrelation among these disciplines is based on the idea that the
collaboration among researchers in these areas can clearly improve their
respective fields. Our goal here is to present the state-of-the art of the
relationship among these three areas and to emphasize the importance
of this interdisciplinary research.

1 Introduction

Nowadays, although disciplines are highly specialized, research areas are get-
ting more and more interdisciplinary. Researchers realize that in order to solve
problems in their respective areas, it is necessary to cross traditional academic
boundaries. There is a great need to connect and integrate disciplines, methods
and technologies in order to improve our knowledge. Subjects must be attacked
from various angles and across disciplines. Interdisciplinarity should be an essen-
tial trait of research and, of course, the three areas considered in this paper are
not an exception. This is why in this article we focus not on single fields but on
the common space delimited by those three areas: agent technologies, learning
c© Springer-Verlag Berlin Heidelberg 2014
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models, and formal language theory (see Fig. 1). The main goal here is to show
how interdisciplinarity among people working in such disciplines can provide new
models that may improve the current scientific results in artificial intelligence
technologies.

Fig. 1. Intersection among machine learning, agent technology and formal language
theory.

Understanding human learning well enough to reproduce aspects of that
learning capability in a computer system is a worthy scientific goal that have
been considered by the research on machine learning, a field of artificial intelli-
gence that aims to develop techniques that allow computers to learn. As Nilsson
says, “a machine learns whenever it changes its structure, program or data (based
on its inputs or in response to external information) in such a manner that its
expected future performance improves” [35]. Machine learning techniques have
been successfully applied to different domains, such as bio-informatics (e.g., gene
finding), natural language processing (e.g., machine translation), speech and
image recognition, robotics, etc.

Agent technology is one of the most important areas of research and develop-
ment that have emerged in information technology in the 1990s. It can be defined
as a distributed artificial intelligence approach to implement autonomous enti-
ties driven by beliefs, goals, capabilities, plans and agency properties. Roughly
speaking, an agent is a computer system that is capable of flexible autonomous
action in dynamic, unpredictable, multi-agent environments. The metaphor of
autonomous problem solving entities cooperating and coordinating to achieve
their objectives is a natural way of conceptualizing many problems. In fact, the
multi-agent system literature spans a wide range of fields including robotics,
mathematics, linguistics, psychology, and sociology, as well as computer science.

Formal languages originated from mathematics and linguistics as a theory
that provides mathematical tools for the description of linguistic phenomena.
The main goal of formal language theory is the syntactic finite specification of
infinite languages. The theory was born in the middle of the 20th century as a
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tool for modelling and investigating the syntax of natural languages. However,
very soon it developed as a new research field, separated from linguistics, with
specific problems, techniques and results and, since then, it has had an important
role in the field of computer science, in fact it is considered as the stem of
theoretical computer science.

Taking into account the important advantages that collaboration among
researchers of these fields can have for the area of artificial intelligence, we focus
on the common space delimited by them and organize the paper as follows.

In Sect. 2 the relationship between learning and formal languages is taken
into account. The theory of formal language is central to the field of machine
learning, since there exists even an area called grammatical inference dealing
with the process of learning formal grammars and languages from a set of data.

In Sect. 3, the relationship between agents and formal languages is considered.
While in classic formal language theory, grammars and automata modelled com-
puting devices where the computation was accomplished by one central agent,
new models in formal languages take into account distributed computing. The
idea of several devices collaborating for achieving a common goal was formal-
ized in many subfields of formal language theory giving rise to the so-called
agent-based models of formal languages.

In Sect. 4, we consider the relationship between learning and agents. The
intersection of multi-agent systems and machine learning techniques have given
rise to two different research areas [21]: (1) learning in multi-agent systems
where machine learning solutions are applied to support agent technology and
(2) agent-based machine learning techniques where agent technology is used in
the field of machine learning with the interest on applying agent-based solutions
to learning.

Finally, Sect. 5 concludes the paper by suggesting potential and promising
directions of future research on the intersection among learning, agents and
formal languages.

2 Learning and Formal Languages

The intersection between machine learning and formal languages constitutes a
well-established research area known as grammatical inference. As A. Clark says,
“grammatical inference is the study of machine learning of formal languages” [8].
This new area was born in the 1960s and since then has attracted the attention
of researchers working on different fields, including machine learning, formal
languages, computational linguistics, information theory, pattern recognition,
and many others.

E.M. Gold [17] originated the study of grammatical inference and gave the
initial theoretical foundations of this field. Motivated by the problem of children’s
language acquisition, E.M. Gold aimed “to construct a precise model for the
intuitive notion able to speak a language in order to be able to investigate
theoretically how it can be achieved artificially” [17]. After Gold’s work, there
has been developed a considerable amount of research to establish a grammatical
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inference theory, to find efficient methods for inferring formal grammars, and to
apply these methods to practical domains, such as bioinformatics or natural
language processing.

As H. Fernau and C. de la Higuera pointed out [16], there is a number of good
reasons for formal language specialists to be interested in the field of grammatical
inference, among others:

– Grammatical inference deals with formalisms describing formal languages,
such us formal grammars, automata, etc.

– Grammatical inference uses formal language methodologies for constructing
learning algorithms and for reasoning about them.

– Grammatical inference tries to give mathematical descriptions of the classes
of languages that can be learned by a concrete learning algorithm.

Most of grammatical inference research has been focused on learning regular
and context-free languages. Although these are the basic classes of the Chomsky
hierarchy, it has been proved that even to learn these classes is already too
hard under certain learning paradigms. Next, we review the main formal models
proposed in this field and some of the main learnability results obtained.

2.1 Learning Paradigms

Broadly speaking, in a grammatical inference problem, we have a teacher that
provides data to the learner (or learning algorithm), and a learner that must
identify the underlying language from this data. Depending on the kind of data
given to the learner, how this data is provided to it and the criteria used to say
that a learner has successfully acquired the language, we can distinguish three
main learning paradigms:

– Identification in the limit, proposed by Gold [17].
– Query learning, proposed by Angluin [1].
– Probably Approximately Correct learning (PAC), proposed by Valiant [48].

Imagine an adult and a child that is learning his native language. The adult
uses his grammar, G, to construct sentences of his language, L. The child receives
sentences and, after some time, he is able to use grammar G to construct sen-
tences of L. From a mathematical point of view, the child is described by a learn-
ing algorithm, which takes a list of sentences as input and generates a language
as output. Based on these ideas, Gold introduced a new formal model known as
identification in the limit [17], with the ultimate goal of explaining the process
of children’s language acquisition. In this model, examples of the unknown lan-
guage are presented to the learner, and the learner has to produce a hypothesis
of this language. Its hypothesis is updated after receiving each example; if the
new examples received are not consistent with the current hypothesis, it changes
its hypothesis. However, at some point, always, the learner will found the correct
hypothesis and will not change from it. Therefore, according to Gold’s model,
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the learner identifies the target language in the limit if after a finite number of
examples, the learner makes a correct hypothesis and does not change it from
there on.

There are two traditional settings within Gold’s model: (a) learning from
text, where only examples of the target language are given to the learner (i.e.,
only positive data); (b) learning from informant, where examples that belong and
do not belong to the target language are provided to the learner (i.e., positive
and negative information).

It is desirable that learning can be achieved from only positive data, since
in the most part of applications the available data is positive. However, one
of Gold’s main results is that superfinite classes of languages (i.e., classes of
languages that contains all finite languages and at least one infinite language)
are not identifiable in the limit from positive data [17]. This implies that even
the class of regular languages is not identifiable in the limit from positive data.
The intuitive idea is that, if the target language is a finite language contained
in an infinite language, and the learner infers that the target language is the
infinite language, it will not have any evidence to refute its hypothesis and it
will never converge to the correct language. Due to these results, learning from
only positive data is considered a hard task. However, learnability results have
been obtained by studying subclasses of the languages to be learned, providing
additional information to the learner, etc. For more details, see [14].

In Gold’s model, the learner passively receives examples of the language.
Angluin proposed a new learning model known as query learning model (or
active learning), where the learner is allowed to interact with the teacher, by
making questions about the strings of the language [1]. There are different kinds
of queries, but the standard combination to be used are: (a) membership queries:
the learner asks if a concrete string belongs to the target language and the teacher
answers “yes” or “no”; (b) equivalence queries: the learner asks if its hypothesis
is correct and the teacher answers “yes” if it is correct or otherwise gives a coun-
terexample. According to Angluin’s model, the learner has successfully learnt the
target language if it returns the correct hypothesis after asking a finite number
of queries.

The learnability of DFA (Deterministic Finite Automata) has been success-
fully studied in the context of query learning. One of the most important results
in this framework was given by D. Angluin [1]. She proved that DFA can be
identified in polynomial time using membership and equivalence queries. Later,
there were developed more efficient versions of the same algorithm trying to
increase the parallelism level, to reduce the number of EQs, etc. (see [3,18,41]).
Moreover, some new type of queries have been proposed to learn DFA, such
as corrections queries, that has led to some interesting results [5]. Angluin and
Kharitonov [2] showed that the problem of identifying the class of context-free
languages from membership and equivalence queries is computationally as hard
as the cryptographic problems.

In order to obtain some positive learnability results for classes of languages
more powerful than regular, researchers have used different techniques: to
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investigate subclasses of context-free languages, to give structural information
to the learner, to reduce the problem to the learning of regular languages, etc.
For more details, see [14].

In Gold’s and Angluin’s model, exact learning is required. However, this has
always been considered a hard task to achieve. Based on these ideas, Valiant
introduced the PAC model: a distribution-independent model of learning from
random examples [48]. According to this model, there exist an unknown dis-
tribution over the examples, and the learner receives examples sampled under
this distribution. The learner is required to learn under any distribution, but
exact learning is not required (since one may be unlucky during the sampling
process). A successful learning algorithm is one that with high probability finds
a grammar whose error is small.

In the PAC learning model, the requirement that the learning algorithm must
learn under any distribution is too hard and has led to very few positive results.
Even for the case of DFA, most results are negative. For a review of some positive
results in this model, see [14].

3 Agents and Formal Languages

Multi-agent systems offer strong models for representing complex and dynamic
real-world environments. The formal apparatus of agent technology provides a
powerful and useful set of structures and processes for designing and building
complex applications. Multi-agent systems promote the interaction and coop-
eration of autonomous agents to deal with complex tasks. Taking into account
that computing languages is a complex task, formal language theory [42] has
taken advantage of the idea of formalizing architectures where a hard task is
distributed among several task-specific agents that collaborate in the solution of
the problem: in this case, the generation/recognition of language.

The first generation of formal grammars, based in rewriting, formalized clas-
sical computing models. The idea of several devices collaborating for achieving
a common goal has given rise to a new generation of formal languages that
form an agent-based subfield of the theory. Colonies, grammar systems and eco-
grammar systems are examples of this new generation of formal languages. All
these new types of formalisms have been proposed as grammatical models of
agent systems. The main advantage of those agent-based models is that they
increase the generative power of the system thanks to interaction, distribution
and cooperation.

A third generation of formal language theory has started with the introduc-
tion of biological ideas in the field. In the last decades, natural computing has
become the most extended framework where new models in formal language
theory have been developed. DNA computing [39] is an example of those mod-
els. During the last years, systems biology and cellular biology have achieved an
important development. These advances have provided new models for computer
science. One of them is cellular computing, a model that emphasizes the concept
of microbiological populations as well as the equilibrium of the devices and the
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relationships between the elements. P systems [38] can be considered an example
of this emerging paradigm. On the other hand, natural computing has evolved
from the first numeric models –like neural networks– to symbolic models –as
cellular computing– which are closer to multi-agent systems. Networks of evolu-
tionary processors (NEPs) [7] are inspired in both, bio cellular models and basic
structures for parallel and distributed symbolic processing. The main reason
for adopting such theoretical perspectives is the need to reach a more realistic
human-designed computing, both understanding the processes the nature carries
out and taking advantage of the natural mechanisms that science is discovering.

3.1 Colonies

Colonies as well-formalized language generating devices have been proposed in
[24], and developed during the nineties in several directions in many papers
[4,12,23,25,26,30,31,37,45,46].

Colonies can be thought of as grammatical models of multi-agent systems
motivated by Brooks’ subsumption architectures [6]. They describe language
classes in terms of behaviour of collections of very simple, purely reactive, situ-
ated agents with emergent behaviour.

A colony consists of a finite number of simple agents which generate finite
languages and operate on a shared string of symbols –the environment– without
any explicitly predefined strategy of cooperation. Each component has its own
reactive behaviour which consists in: (1) sensing some aspects of the context and
(2) performing elementary tasks on it in order to achieve some local changes.

Formally, a colony is defined as follows.

Definition 1. A colony C is a 3-tuple: C = (R, V, T ), where R = {Ri|1 ≤
i ≤ n} is a finite set of regular grammars Ri = (Ni, Ti, Pi, Si) producing finite
languages L(Ri) = Fi for each i. Ri will be referred to as a component of C;
V =

⋃n
i=1(Ti ∪ Ni) is the alphabet of the colony; T ⊆ V is the terminal alphabet

of the colony.

Components Ri ∈ R (1 ≤ i ≤ n) of a colony C are regular grammars generating
finite languages and operating on a shared string of symbols –the environment–
without any explicitly predefined strategy of cooperation of the components.

An environment of a colony is formed by strings of symbols from V . Strings
are modified only by sequential activities of components of a colony. Because of
the lack of any predefined strategy of cooperation between components, each com-
ponent may participate in the rewriting of the current string whenever its start
symbol is present in the current string. Conflicts are solved non-deterministically,
as it is usual in classical theory of formal grammars. The activity of components
in a colony is performed by string transformation on a common tape. Elementary
changes of strings are determined by a basic derivation step:

Definition 2. For x, y ∈ V ∗ we define x =⇒ y iff x = x1Six2, y = x1zx2,
where z ∈ Fi for some i, 1 ≤ i ≤ n.
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The behaviour of a colony is defined as the set of all strings which can be
generated by the colony from a given starting string. A terminal symbol of
one component can occur as a non-terminal symbol of another one, so that
the possibility of cooperation of components of the colony allows to generate
substantially more than finite languages. The global behaviour of the whole
colony emerges from the strictly individual behaviours of components.

Definition 3. The language determined by a colony C starting with the word
w0 ∈ V ∗ is given by: L(C,w0) = {v|w0 =⇒∗ v, v ∈ T ∗}.

A colony is outlined in Fig. 2.

Fig. 2. A colony.

Colonies offer a formal framework for the emergence of complex behaviours by
using purely reactive simple components. The main advantage of colonies is their
generative power, the class of languages describable by colonies that make use of
strictly regular components is beyond the set describable in terms of individual
regular grammars.

3.2 Grammar Systems

Grammar system theory is a consolidated and active branch in the field of for-
mal languages that provides syntactic models for describing multi-agent systems
at the symbolic level, using tools from formal grammars and languages. The
attempt of the ‘parents’ of the theory was “to demonstrate a particular possi-
bility of studying complex systems in a purely syntactic level” [10] or, what is
the same, to propose a grammatical framework for multi-agent systems.

A grammar system is a set of grammars working together, according to a
specified protocol, to generate a language. Note that while in classical formal
language theory one grammar (or automaton) works individually to generate
(or recognize) one language, here we have several grammars working together in
order to produce one language.

The theory was launched in 1988 [9], when Cooperating Distributed Gram-
mar Systems (CDGS) were proposed as a syntactic model of the blackboard
architecture of problem solving. A CDGS consists of a finite set of generative
grammars with a common sentential form (axiom) that cooperate in the deriva-
tion of a common language. Component grammars generate the string in turns
(thus, sequentially), under some cooperation protocol. At each moment in time,
one grammar (and just one) is active, this is, rewrites the common string, while
the rest of grammars of the CDGS are inactive. Conditions under which a com-
ponent can start/stop its activity on common sentential form are specified in the
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cooperation protocol. Terminal strings generated in this way form the language
of the system.

An analogy can be drawn between CDGS and the blackboard model of prob-
lem solving described in [34] as consisting of three major components: (1) Knowl-
edge sources. The knowledge needed to solve the problem is partitioned into
knowledge sources, which are kept separate and independent; (2) Blackboard data
structure. Problem solving state data are kept in a global database, the black-
board. Knowledge sources produce changes in the blackboard that lead incre-
mentally to a solution to the problem. Communication and interaction among
knowledge sources take place solely through the blackboard; (3) Control. Knowl-
edge sources respond opportunistically to changes in the blackboard. There is a
set of control modules that monitor changes in the blackboard and decide what
actions to take next. Criteria are provided to determine when to terminate the
process. In CDGS, component grammars correspond to knowledge sources. The
common sentential form in CDGS plays the same role as the blackboard data
structure. And finally, the protocol of cooperation in CDGS encodes control on
the work of knowledge sources. The rewriting of a non-terminal symbol can be
interpreted as a developmental step on the information contained in the current
state of the blackboard. And, finally, a solution to the problem corresponds to
a terminal word.

One year later, in 1989, Parallel Communicating Grammar Systems (PCGS)
were introduced as a grammatical model of parallelism [40]. A PCGS consists of
several grammars with their respective sentential forms. In each time unit, each
component uses a rule, which rewrites the associated sentential form. Coopera-
tion among agents takes place thanks to the so-called query symbols that allow
communication among components.

If CDGS were considered a grammatical model of the blackboard system
in problem solving, PCGS can be thought of as a formal representation of the
classroom model. Let us take the blackboard model and make the following mod-
ifications: (1) Allow each knowledge source to have its own ‘notebook’ containing
the description of a particular subproblem of a given problem; (2) Allow each
knowledge source to operate only on its own ‘notebook’ and let exist one distin-
guished agent which operates on the ‘blackboard’ and has the description of the
problem; (3) and finally, allow agents to communicate by request the content of
their own ‘notebook’. These modifications on the blackboard model lead to the
‘classroom model’ of problem solving where the classroom leader (the master)
works on the blackboard while pupils have particular problems to solve in their
notebooks. Master and pupils can communicate and the global problem is solved
through such cooperation on the blackboard. An easy analogy can be established
between PCGS and the classroom model: pupils correspond to grammars which
make up the system, and their notebooks correspond to the sentential forms.
The set of rules of grammars encodes the knowledge of pupils. The distinguished
agent corresponds to the ‘master’. Rewriting a nonterminal symbol is interpreted
as a developmental step of the information contained in the notebooks. A partial
solution, obtained by a pupil corresponds to a terminal word generated in one
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grammar, while solution of the problem is associated to a word in the language
generated by the ‘master.’

The sequential CDGS and the parallel PCGS are the two main types of gram-
mar systems. However, since 1988, the theory has developed into several direc-
tions, motivated by several scientific areas. Besides distributed and decentralized
artificial intelligence, artificial life, molecular computing, robotics, natural lan-
guage processing, ecology, sociology, etc. have suggested some modifications of
the basic models, and have given rise to the appearance of different variants and
subfields of the theory. For more information on those new types see [10,13].

3.3 Eco-Grammar Systems

Eco-grammar systems have been introduced in [11] and provide a syntactical
framework for eco-systems, this is, for communities of evolving agents and their
interrelated environment. An eco-grammar system is defined as a multi-agent
system where different components, apart from interacting among themselves,
interact with a special component called ‘environment’. Within an eco-grammar
system we can distinguish two types of components environment and agents.
Both are represented at any moment by a string of symbols that identifies the
current state of the component. These strings change according to sets of evo-
lution rules. Interaction among agents and environment is carried out through
agents’ actions performed on the environmental state by the application of some
productions from the set of action rules of agents.

An eco-grammar system can be thought of as a generalization of CDGS and
PCGS. If we superpose a CDGS and a PCGS, we obtain a system consisting of
grammars that contain individual strings (like in PCGS) and a common string
(like in CDGS). If we call this common string environment and we mix the func-
tioning of CDGS and PCGS, letting each component to work on its own string
and on the environmental string, something similar to an ecosystem is obtained.
If we add one more grammar, expressing evolution rules of the environment, and
we make evolution of agents depend on the environmental state, the thing we
obtain is an eco-grammar system.

The concept of eco-grammar system is based on six postulates formulated
according to properties of artificial life [27]:

1. An ecosystem consists of an environment and a set of agents.
2. In an ecosystem there is a universal clock which marks time units, the same

for all the agents and for the environment, according to which agents and
environment evolution is considered.

3. Both environment and agents have characteristic evolution rules which are
in fact L systems [22,28], hence are applied in a parallel manner to all the
symbols describing agents and environment; such a (rewriting) step is done
in each time unit.

4. Evolution rules of environment are independent of agents and on the state of
the environment itself. Evolution rules of agents depend on the state of the
environment.
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5. Agents act on the environment according to action rules, which are pure
rewriting rules used sequentially. In each time unit, each agent uses one action
rule which is chosen from a set depending on the current state of the agent.

6. Action has priority over evolution of the environment. At a given time unit
exactly the symbols which are not affected by action are rewritten by evolu-
tion rules.

Main features of eco-grammar systems are captured in Fig. 3.

Fig. 3. An eco-grammar system.

Definition 4. An Eco-Grammar System (EG-system) is an n + 1-tuple: Σ =
(E,A1, . . . , An), where:

– E = (VE , PE), VE is a finite alphabet; PE is a finite set of 0 L rules over VE.
– Ai = (Vi, Pi, Ri, ϕi, ψi) for i, 1 ≤ i ≤ n, where: Vi is a finite alphabet; Pi is a

finite set of 0 L rules over Vi; Ri is a finite set of rewriting rules of the form
x → y with x ∈ V +

E , y ∈ V ∗
E ;

– ϕi : V ∗
E −→ 2Pi ;

– ψi : V +
i −→ 2Ri .

Definition 5. A state of an Eco-Grammar System Σ = (E,A1, . . . , An) is an
(n+1)-tuple: σ = (wE , w1, w2, . . . , wn), where wE ∈ V ∗

E and wi ∈ V ∗
i , 1 ≤ i ≤ n;

wE is the state of the environment, and wi is the state of i-th agent, 1 ≤ i ≤ n.

Definition 6. Let σ = (wE , w1, w2, . . . , wn) be a state of EG-system Σ =
(E,A1, . . . , An). Agent Ai is said to be active in state σ if the set of its cur-
rent action rules, this is ψi(wi), is nonempty. By an action of an active agent
Ai in state σ we mean an application of an action rule r, r ∈ ψi(wi), to the envi-
ronmental state wE. A simultaneous action of agents Ai1 , . . . , Air , {i1, . . . , ir} ∈
{1, . . . , n} being active in state σ, onto the environment is a parallel derivation
step wE =⇒ w′

E such that wE = x1u1x2u2 . . . urxr+1, and w′
E = x1v1x2v2 . . .

vrxr+1, where uj → vj ∈ ψij (wij ), 1 ≤ j ≤ r, and xi ∈ V ∗
E , 1 ≤ i ≤ r + 1.
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Definition 7. Let σ = (wE , w1, w2, . . . , wn) be a state of EG-system Σ =
(E,A1, . . . , An). We say that w′

i is a current evolution of agent Ai in state wi, if
w′

i can be derived from wi by productions of ϕi(wE), in 0L-manner, 1 ≤ i ≤ n.
For two states wE and w′

E of the environment we say that w′
E is an evolution

of wE if w′
E can be derived from wE by productions of PE in 0L-manner. A

change of a state of an Eco-Grammar System means an evolution of the state of
every agent and an evolution of the environment at each place except some dis-
tinguished ones where currently active agents perform simultaneously an action.

Definition 8. Let σ = (wE , w1, w2, . . . , wn) and σ′ = (w′
E , w′

1, w
′
2, . . . , w

′
n) be

two states of EG-system Σ = (E,A1, . . . , An). We say that σ changes into σ′,
written as: σ =⇒Σ σ′, iff the following conditions hold: (i) w′

E arises from wE

by an evolution affected by all the active agents in state σ: wE = z1x1z2x2 . . .
zmxmzm+1 and w′

E = z′
1y1z

′
2y2 . . . z′

mymz′
m+1 such that: z1x1z2x2 . . . xmzm+1

=⇒ z1y1z2y2 . . . ymzm+1 is a simultaneous action of all the agents Ai1 , . . . , Aim ,
{i1, . . . , im} ⊆ {1, . . . , n}, that are active in state σ and, z′

1z
′
2 . . . z′

m+1 is an
evolution of z1z2; . . . zm+1; (ii) w′

i is an evolution of Ai in state wi, 1 ≤ i ≤ n.

3.4 NEPs-Networks of Evolutionary Processors

Networks of Evolutionary Processors (NEPs) are new computing mechanisms
directly inspired in the behaviour of cell populations. NEPs, introduced in [7,29],
can be defined as systems consisting of several devices whose communication is
regulated by an underlying graph. Such devices, which are an abstract formal-
ization of cells, are described by a set of words (DNA) evolving by mutations,
according to some predefined rules. Their outcome travels to the other nodes if
they accept it after passing a filtering process. At the end of the process, only
the cells with correct strings will survive.

The cellular basis of NEPs relate them with P systems, especially with tissue
P systems [32,33]. In tissue P systems, cells form a multitude of different asso-
ciations performing various functions. NEPs could be linked to systems biology
as well, because the model aims to develop a holistic theory where the behav-
iour of each agent can influence the environment and the other agents. From the
computational point of view, NEPs are related to the Connection Machine [19]
and the Logic Flow paradigm [15]. Another important theoretical relationship of
NEPs is the theory of grammar and eco-grammar systems [10,11] which share
with NEPs the idea of several devices working together and exchanging results.

With all this background and theoretical connections, it is easy to understand
how NEPs can be described as agential bio-inspired context-sensitive systems.
Many disciplines are needed of these types of models that are able to support
a biological framework in a collaborative environment. The conjunction of these
features allows applying the system to a number of areas, beyond generation and
recognition in formal language theory.

Definition 9. A Network of Evolutionary Processors of size n is a construct:
Γ = (V,N1, N2, ..., Nn, G), where:
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– V is an alphabet and for each 1 ≤ i ≤ n,
– Ni = (Mi, Ai, P Ii, POi) is the i-th evolutionary node processor of the network.

The components of every processor are (we denote by e the empty word):
Mi is a finite set of evolution rules of one of the following forms only (i)
a → b, a, b ∈ V (substitution rules), (ii) a → e, a ∈ V (deletion rules), (iii)
e → a, a ∈ V (insertion rules); Ai is a finite set of strings over V . The set
Ai is the set of initial strings in the i-th node; PIi and POi are subsets of
V ∗ representing the input and the output filter, respectively. These filters are
defined by the membership condition, namely a string w ∈ V ∗ can pass the
input filter (the output filter) if w ∈ PIi(w ∈ POi).

– G = ({N1, N2, . . . , Nn}, E) is an undirected graph called the underlying graph
of the network. The edges of G, that is the elements of E, are given in the
form of sets of two nodes. The complete graph with n vertices is denoted by
Kn.

Definition 10. Configuration of a NEP is an n-tuple C = (L1, L2, . . . , Ln),
with Li ⊆ V ∗ for all 1 ≤ i ≤ n. It represents the sets of strings which are
present in all the nodes at a given moment.

A given configuration of a NEP can change either by an evolutionary step
or by a communicating step. When changing by an evolutionary step, each com-
ponent Li of the configuration is changed in accordance with the evolutionary
rules associated with the node i. The change in the configuration by an evolu-
tionary step is written as C1 ⇒ C2. When changing by a communication step,
each node processor Ni sends all copies of the strings it has which are able to
pass its output filter to all the node processors connected to Ni and receives all
copies of the strings sent by any node processor connected with Ni, if they can
pass its input filter. The change in the configuration by a communication step is
written as C1 � C2.

A scheme of the basic architecture of NEPs is shown in Fig. 4.

Fig. 4. Basic architecture of a NEP.

4 Learning and Agents

The intersection of agent technology and machine learning constitutes a research
area whose importance is nowadays broadly acknowledged in artificial intelli-
gence: learning in multi-agent systems. This new area has emerged as a topic of
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research in the late 1980s and since then has attracted increasing attention in
both the multi-agent systems community and the machine learning area. How-
ever, until the late 80s, multi-agent learning had been widely ignored by both
researchers in distributed artificial intelligence and in machine learning. This sit-
uation was due to two facts: (1) work in distributed artificial intelligence mainly
concentrated on developing multi-agent systems whose organization and func-
tioning were fixed and, (2) research in machine learning mainly concentrated on
learning techniques and methods for single-agent settings [51].

Nowadays, it is commonly agreed by distributed artificial intelligence and
machine learning communities that multi-agent learning –this is, learning that
requires the interaction among several intelligent agents [20]-deserves particular
attention. Two important reasons for the interest in studying learning in multi-
agent systems have been stressed [49]:

1. The need for learning techniques and methods in the area of multi-agent
systems in order to equip multi-agent systems with learning abilities to allow
agents to automatically improve their behaviour.

2. The need in the area of machine learning of considering not only single-agent
learning but also multi-agent learning in order to improve the understanding
of the learning processes in natural multi-agent systems (like human groups
or societies).

The area of multi-agent learning shows how developments in the fields of
machine learning and agent technologies have become complementary. In this
intersection, researchers from both fields have opportunities to profit from solu-
tions proposed by each other. In fact we can distinguish two directions in this
intersection [21]:

1. Learning in Multi-Agent Systems (MAS), this is, using machine learning tech-
niques in agent technology.

2. Agent-Based Machine Learning, this is, using agent technology in the field of
machine learning.

4.1 Learning in Multi-agent Systems

Learning is increasingly being seen as a key ability of agents and, therefore, sev-
eral agent-based frameworks that utilize machine learning for intelligent decision
support have been reported. Theoretical developments in the field of learning
agents focus mostly on methodologies and requirements for constructing multi-
agent systems with learning capabilities.

Many terms can be found in the literature that refer to learning in multi-
agent systems [43]: mutual learning, cooperative learning, collaborative learning,
co-learning, team learning, social learning, shared learning, pluralistic learning,
and organizational learning are just some examples.

In the area of multi-agent learning –the application of machine learning to
problems involving multiple agents [36]–, two principal forms of learning can be
distinguished [43,49]:
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1. Centralized or isolated learning where the learning process is executed by one
single agent and does not require any interaction with other agents.

2. Decentralized, distributed, collective or interactive learning where several
agents are engaged in the same learning process and the learning is done
by the agents as a group.

There are three main methods/approaches to learning in multi-agent systems
which are distinguished by taking into account the kind of feedback provided to
the learner [36,49]:

1. Supervised learning, where the correct output is provided. This means that
the environment or an agent providing feedback acts as a “teacher”.

2. Reinforcement learning, where an assessment of the learner’s output is pro-
vided. This means that the environment or an agent providing feedback acts
as a “critic”.

3. Unsupervised learning, where no explicit feedback is provided at all. This means
that the environment or an agent providing feedback acts as an “observer”.

A third classification can be obtained by taking into account the learning
strategies used by agents [43]. The main difference between the types of learning
included in this classification is the amount of learning effort required:

1. Rote learning consists of the direct implantation of knowledge and skills.
2. Learning form instruction and by advice taking. This type of learning trans-

forms new information (instruction or advice) into an internal representation
and integrates it with prior knowledge.

3. Learning from examples and practice consists of the extraction and refine-
ment of knowledge from positive and negative examples or from practical
experience.

4. Learning by analogy is as solution-preserving transformation of knowledge
from a solved problem to a similar unsolved problem.

5. Learning by discovery consists of gathering new knowledge by observations,
experiments, testing hypotheses or theories on the basis of the observational
and experimental results.

Space limitation prevents us of going deeper in the above models. For more
information the reader can see [36,43,44,47,49–51]. Our goal in this section has
been just to stress the fact that several dimensions of multi-agent interaction
can be subject to learning –when to interact, with whom to interact, how to
interact, and what exactly the content of the interaction should be [20]–, and
machine learning can be seen as a primer supplier of learning capabilities for
agent and multi-agent systems.

4.2 Agent-Based Machine Learning

In the intersection between multi-agent systems and machine learning we find
the so-called agent-based machine learning techniques where agent technology
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is applied to solve machine learning problems. According to Jedrzejowicz [21],
there are several ways in which the research of machine learning can profit from
the application of agent technology:

– First of all, there are machine learning techniques where parallelization can
speed-up learning, therefore, in these cases using a set of agents may increase
the efficiency of learning.

– Secondly, there are machine learning techniques that rely on the collective
computational intelligence paradigm, where a synergetic effect is expected
from combining efforts of various agents.

– Thirdly, in the so-called distributed machine learning problems, a set of agents
working in distributed sites can be used to produce some local level solutions
independently and in parallel.

Taking into account those advantages, several models have been proposed
that apply agent-based solutions to machine learning problems:

– Models of collective or collaborative learning.
– Learning classifier systems that use agents representing set of rules as a solu-

tion to machine learning problem.
– Ensemble techniques.
– Distributed learning models.

According to [21], agent technology has brought to machine learning several
capabilities including parallel computation, scalability and interoperability. In
general, agent based solutions can be used to develop more flexible machine
learning tools. For the state of the art of agent-based machine learning see [21].

5 Conclusions

According to [49], the interest in multi-agent systems is founded on the insight
that many real-world problems are best modelled using a set of agents instead of
a single agent. Multi-agent modelling makes possible to cope with natural con-
straints like the limitation of the processing power of a single agent and to profit
from inherent properties of distributed systems like robustness, fault tolerance,
parallelism and scalability. These properties have facilitated the application of
multi-agent technology to many types of systems that help humans to perform
several tasks.

Machine learning is one of the core fields of artificial intelligence, since arti-
ficial intelligence has been defined as “the science and engineering of making
intelligent machines” and the ability to learn is one of the most fundamental
attributes of intelligent behaviour. It is usually agreed that a system capable of
learning deserves to be called intelligent; and conversely, a system being consid-
ered as intelligent is, among other things, usually expected to be able to learn.

Formalization has a long tradition in science, besides traditional fields such as
physics or chemistry, other scientific areas such as medicine, cognitive and social
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sciences and linguistics have shown a tendency towards formalization. The use
of formal methods has led to numerous results that would have been difficult
to be obtained without such formalization. Formal language theory provides
good tools to formalize different problems. This flexibility and abstraction has
been proven by the application of formal languages to the fields of linguistics,
economic modelling, developmental biology, cryptography, sociology, etc.

From what we have said, it follows that multi-agent systems, machine learn-
ing and formal language theory provide flexible and useful tools that can be used
in different research areas due to their versatility. All three areas have revealed
to be very useful for dealing with complex systems. MAS provide principles for
the construction of complex systems and mechanisms for coordination. Formal
language theory offers mathematical tools to formalize complex systems. And
machine learning techniques help to deal with the complexity of complex sys-
tems by endowing agents with the ability of improving their behaviour. We have
seen in this paper that some intersection between those areas has been already
performed: agents with learning, agents with formal languages and formal lan-
guages with learning.

Future research should help to further integrate the three fields considered
in this paper in order to obtain what in [20] is seen as a must: a formal theory
of multi-agent learning.

Another important and challenging working direction is the application of
this formal theory of multi-agent learning to a real world domain as is the area
of processing natural language. The interaction between researchers in those
three topics can provide good techniques and methods for improving our knowl-
edge about how languages are processed. The advances in the area of natural
language processing may have important consequences in the area of artificial
intelligence since they can help the design of technologies in which computers will
be integrated into the everyday environment, rendering accessible a multitude
of services and applications through easy-to-use human interfaces.
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A. (eds.) New Trends in Formal Languages. LNCS, vol. 1218. Springer, Heidelberg
(1997)

47. Stone, P., Veloso, M.: Multiagent systems: a survey from a machine learning per-
spective. Auton. Robot. 8, 345–383 (2000)

48. Valiant, L.G.: A theory of the learnable. Commun. ACM 27, 1134–1142 (1984)
49. Weiss, G.: Learning to coordinate actions in multi-agent systems. In: Proceedings

of the 13th International Conference on Artificial Intelligence, pp. 311–316 (1993)

http://robotics.stanford.edu/people/nilsson/mlbook.html


Agent Systems, Learning Models and Formal Languages 65

50. Weiss, G.: A multiagent perspective of parallel and distributed machine learning.
In: Proceedings of the 2nd International Conference on Autonomous Agents, pp.
226–230 (1998)

51. Weiss, G., Dillenbourg, P.: What is “Multi” in multi-agent learning? In:
Dillenbourg, P. (ed.) Collaborative Learning: Cognitive and Computational
Approaches (Chapter 4). Pergamon Press, Oxford (1998)



An Agent-Based Approach for Accident
Analysis in Safety Critical Domains:

A Case Study on a Runway Incursion Incident

Tibor Bosse and Nataliya M. Mogles(&)

Agent Systems Research Group, Vrije Universiteit Amsterdam,
de Boelelaan 1081, 1081 HV Amsterdam, The Netherlands

{tbosse,nm.mogles}@few.vu.nl

Abstract. This paper introduces an agent-based approach to analyze the
dynamics of accidents and incidents in aviation. The approach makes use of a
number of elements, including formalization of a real world scenario, agent-
based simulation of variations of the scenario, and formal verification of
dynamic properties against the (empirical and simulated) scenarios. The scenario
formalization part enables incident reconstruction and formal analysis of it. The
simulation part enables the analyst to explore various hypothetical scenarios
under different circumstances, with an emphasis on error related to human
factors. The formal verification part enables the analyst to identify scenarios
involving potential hazards, and to relate those hazards (via so-called interlevel
relations) to inadequate behavior on the level of individual agents. The approach
is illustrated by means of a case study on a runway incursion incident, and a
number of advantages with respect to the current state-of-the-art are discussed.

Keywords: Aviation � Incidents � Agent-based simulation � Verification �
Interlevel relations

1 Introduction

Within aviation, analyzing the exact causes of accidents and incidents is a nontrivial
task. Even if detailed flight data from the ‘black box’ are available, it is usually still
difficult to come up with a clear analysis, for the simple reason that the causes of
incidents cannot be attributed to a single point of failure of one individual entity.
Instead, most incidents in aviation are found to be caused by a complex interplay of
processes at various levels of the socio-technical system, involving pilots, air traffic
controllers, technical systems, and their interaction. For example the famous accident in
2009 of Air France Flight 447 is still under investigation and seems to have been the
consequence of a rare combination of factors. On May 31, 2009, this flight disappeared
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somewhere over the Atlantic Ocean, during a route from Rio de Janeiro to Paris. The
crash was the deadliest accident in the history of Air France, killing all 228 people on
board. This accident seems to have been the consequence of a rare combination of
factors, like inconsistent airspeed sensor readings, the disengagement of the autopilot,
and the pilot pulling the nose of the plane back despite stall warnings.1

For the analysis of accidents and incidents in aviation, roughly two streams can
be distinguished in the literature, namely accident analysis and risk analysis. Whilst the
former has the goal to determine the cause of an accident that actually took place, the
latter aims to assess the likelihood of the occurrence of future accidents. Hence,
although both streams have similar purposes, a main difference is that accident analysis
attempts to identify one specific combination of hazardous factors, whereas risk
analysis basically explores a whole range of such factors, and the associated risks.
Nevertheless, most of the existing approaches are used for both streams.

Traditionally, accident and incident analyses are done via fault and event trees,
graphical representations of Boolean logic relations between success and failure types
of events. However, although widely used, there is an increasing awareness that fault
and event trees have serious limitations, especially when it comes to analysing dynamic
systems with time-dependent interactions (see [6] for a more extensive argumentation).
More recently, alternative approaches have been developed, such as FRAM [7] and
STAMP [11]. While these approaches have proved successful in various case studies,
they still have some drawbacks. In particular, FRAM lacks a formal semantics, which
makes a computational analysis of complex non-linear processes impossible. STAMP
does have a formal basis, but takes an aggregated, organisational perspective (based on
system dynamics), which hinders an analysis at the level of individual agents (such as
pilots and air traffic controllers), and their underlying mental processes.

As an alternative, the current paper presents an approach for analysis of aviation
incidents that takes a multi-agent perspective, and is based on formal methods. The
approach is an extension of the approach introduced in the work of Bosse and Mogles
[4], which was in turn inspired by Blom, Bakker, Blanker, Daams, Everdij and
Klompstra [1]. Whereas this approach mainly focuses on the analysis of existing
accidents (also called accident analysis or retrospective analysis), the current paper
also addresses analysis of potential future accidents (called risk analysis or prospective
analysis). This is done by means of a multi-agent simulation framework that addresses
both the behaviour of individual agents (operators, pilots) as well as their mutual
communication, and interaction with technical systems. By manipulating various
parameters in the model, different scenarios can be explored. Moreover, by means of
automated checks of dynamic properties, these scenarios can be assessed with respect
to their likelihood of the occurrence of accidents. The approach is illustrated by a case
study on a runway incursion incident at a large European airport in 1995.

The remainder of this paper is structured as follows. In Sect. 2, the modelling
approach used in the paper is presented. In Sect. 3, the scenario used within the case study
is described. Section 4 introduces the agent-based model to simulate this (and similar)

1 http://en.wikipedia.org/wiki/Air_France_Flight_447
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scenarios, and Sect. 5 presents the simulation results. Section 6 addresses formal analysis
of the model and its results, and Sect. 7 concludes the paper with a discussion.

2 Modeling Approach

In this section, first an overview of the modeling paradigm underlying the proposed
methodology is given. After that, the modeling language and the methodology used for
accident analysis are introduced.

2.1 Agent-Based Modeling

Agent-oriented approaches have been widely used for modeling complex socio-
technical systems [8]. The essence of agent-based modeling is the agent-oriented
world view that implies that the world consists of active, purposeful agents that
interact to achieve their objectives. There is still much debate, however, about what
exactly constitutes an agent or agenthood. The majority of researchers agree on the
following definition of an agent proposed in [15]: ‘An agent is an encapsulated
(computer) system that is situated in some environment and that is capable of flexible,
autonomous action in that environment in order to meet its design objectives’.
The agent-based approach for modeling is characterized by flexibility of outcomes
and the strong possibility of system’s emergent behavior that cannot be predicted
from behavior of its individual components, or agents. The class of agent models that
has beliefs (what the agent knows about the world and other agents), desires (what the
agent wants or which goals he has) and intentions (what the agent intends to do) have
been used in a wide variety of applications including air traffic control, process
control and transportation [8]. Such a Belief-Desire-Intention (BDI) paradigm [13] is
powerful for the representation of cognitive states of agents and will be adopted in the
current work in order to model internal cognitive states of human agents that may be
crucial for understanding of human performance in critical domains and in air traffic
in particular. Instead, entities with less autonomy (like aircraft and runways) will not
be modeled using the BDI approach; these entities will simply be represented as static
objects that are part of the environment with which the agents interact.

2.2 Temporal Trace Language

To model the different aspects of aviation operations from an agent perspective, an
expressive modeling language is needed. On the one hand, qualitative aspects have to
be addressed, such as observations, beliefs, and actions of human operators. On the
other hand, quantitative aspects have to be addressed, such as the locations and speeds
of aircraft. Another requirement of the chosen modeling language is its suitability to
express both the basic mechanisms of aviation operations (for the purpose of simula-
tion), as well as more global properties of these operations (for the purpose of logical
analysis and verification). For example, basic mechanisms of aviation operations
involve decision functions for individual agents (e.g., an operator may decide to give
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runway clearance, and a pilot to abort a take-off procedure in case of an emergency).
Instead, examples of global properties address the overall safety of an operation, such
as “no collisions take place”.

The predicate-logical Temporal Trace Language (TTL) introduced in the work of
Bosse, Jonker, van der Meij, Sharpanskykh and Treur [2] fulfils all of these desiderata.
It integrates qualitative, logical aspects and quantitative, numerical aspects. This
integration allows the modeler to exploit both logical and numerical methods for
analysis and simulation. Moreover it can be used to express dynamic properties at
different levels of aggregation, which makes it well suited both for simulation and
logical analysis.

The TTL language is based on the assumption that dynamics can be described as an
evolution of states over time. The notion of state as used here is characterised on the
basis of an ontology defining a set of physical and/or mental (state) properties that do or
do not hold at a certain point in time. These properties are often called state properties
to distinguish them from dynamic properties that relate different states over time.
A specific state is characterised by dividing the set of state properties into those that
hold, and those that do not hold in the state. Examples of state properties are ‘aircraft
A moves with speed S’, or ‘Air Traffic Controller C provides runway clearance to
aircraft A’. Real value assignments to variables are also considered as possible state
property descriptions.

To formalise state properties, ontologies are specified in a (many-sorted) first order
logical format: an ontology is specified as a finite set of sorts, constants within these
sorts, and relations and functions over these sorts (sometimes also called signatures).
The examples mentioned above then can be formalised by n-ary predicates (or prop-
osition symbols), such as, moves_with_velocity(A, S) or communicate_from_to(C, A,
runway_clearance). Such predicates are called state ground atoms (or atomic state
properties). For a given ontology Ont, the propositional language signature consisting
of all ground atoms based on Ont is denoted by APROP(Ont). One step further, the
state properties based on ontology Ont are formalised by the propositions that can be
made (using conjunction, negation, disjunction, implication) from the ground atoms.
Thus, an example of a formalised state property is moves_with_velocity(A, S) &
communicate_from_to(C, A, runway_clearance). Moreover, a state S is an indication
of which atomic state properties are true and which are false, i.e., a mapping S: APROP
(Ont) → {true, false}. The set of all possible states for ontology Ont is denoted by
STATES(Ont).

To describe dynamic properties of complex processes such as in aviation, explicit
reference is made to time and to traces. A fixed time frame T is assumed which is
linearly ordered. Depending on the application, it may be dense (e.g., the real numbers)
or discrete (e.g., the set of integers or natural numbers or a finite initial segment of the
natural numbers). Dynamic properties can be formulated that relate a state at one point
in time to a state at another point in time. A simple example is the following (infor-
mally stated) dynamic property about the absence of collisions:

For all traces γ,
there is no time point t
on which a collision takes place.
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A trace γ over an ontology Ont and time frame T is a mapping γ : T → STATES
(Ont), i.e., a sequence of states γt (t ∈ T) in STATES(Ont). The temporal trace language
TTL is built on atoms referring to, e.g., traces, time and state properties. For example,
‘in trace γ at time t property p holds’ is formalised by state(γ, t) |= p. Here |= is a
predicate symbol in the language, usually used in infix notation, which is comparable to
the Holds-predicate in situation calculus. Dynamic properties are expressed by tem-
poral statements built using the usual first-order logical connectives (such as ¬, ∧, ∨,
⇒) and quantification (∀ and ∃; for example, over traces, time and state properties).
For example, the informally stated dynamic property introduced above is formally
expressed as follows:

∀γ:TRACES ¬∃t:TIME
state(γ, t) |= collision

In addition, language abstractions by introducing new predicates as abbreviations
for complex expressions are supported.

To be able to perform (pseudo-)experiments, only part of the expressivity of TTL is
needed. To this end, the executable LEADSTO language described in [3] has been
defined as a sublanguage of TTL, with the specific purpose to develop simulation
models in a declarative manner. In LEADSTO, direct temporal dependencies between
two state properties in successive states are modelled by executable dynamic proper-
ties. The LEADSTO format is defined as follows. Let α and β be state properties as
defined above. Then, α ↠e, f, g, h β means:

If state property holds for a certain time interval with duration g, 
then after some delay between e and f 
state property will hold for a certain time interval with duration h. 

Based on TTL and LEADSTO, two dedicated pieces of software have recently been
developed. First, the LEADSTO Simulation Environment [3] takes a specification of
executable dynamic properties as input, and uses this to generate simulation traces.
Second, to automatically analyse the resulting simulation traces, the TTL Checker tool
[2] has been developed. This tool takes as input a formula expressed in TTL and a set
of traces, and verifies automatically whether the formula holds for the traces.

2.3 Accident/Incident Analysis Methodology

Based on the agent-based modelling paradigm and TTL, the current paper proposes the
following 7-step methodology for formal analysis of aviation incidents:

(1) Development of formal ontology: to develop the state ontology Ont introduced
above, all relevant sorts, constants, functions and predicates have to be specified
for the domain under investigation, enabling the modeller to describe the relevant
aspects of the world (e.g., pilots, controllers, aircraft, actions, communications,
mental states, and so on). This step is addressed in Sect. 4.1 of the current paper.

(2) Formalisation of real world scenarios in terms of traces: for each scenario,
express the different events using the formal ontology developed in step 1), and
allocate a time stamp to them. This step is described in Sect. 4.2.
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(3) Specification of local executable dynamic properties of agents involved in the
ATM system of the scenario under consideration: identify the relevant executable
dynamic properties and express them in LEADSTO. This step is applied in
Sect. 4.3.

(4) Perform dynamic simulations of the scenario: identify parameters and/or initial
settings that might be crucial for occurring of an incident or an accident,
manipulate the parameters and observe the behavior of the agents and the
emergent behavior of the whole system. This step enables the analyst to observe a
variety of alternative developments of the scenario (simulation traces) under
investigation. Section 5 is devoted to this methodological step.

(5) Specification of non-local dynamic properties at different levels: identify non-
local dynamic properties that are relevant for the domain, and express them in
TTL. Section 6.1 is dedicated to this step.

(6) Specification of interlevel relations between dynamic properties: the dynamic
properties identified in step (3) and (5) may be classified according to different
levels of aggregation of the aviation domain. For instance, some properties may
apply to the air traffic organisation as a whole (e.g., ‘no incident will occur’),
whereas others apply to the level of individual agents (e.g., ‘agent A will only
communicate correct information’). In this step, logical relationships between
dynamic properties at different levels are established, to ensure that conjunctions
of properties at one level imply properties at higher levels. This step is addressed
in Sect. 6.2.

(7) Verification of properties against (real life and simulated) traces: using the TTL
Checking Tool mentioned above, dynamic properties at different levels are
checked automatically against the traces generated in step 2) and 4), allowing the
analyst to find out what exactly went wrong in the scenarios under investigation.
This step is described in Sect. 6.3.

Note that this approach is in principle not restricted to the domain of aviation. In fact,
it is completely domain-independent, as long as it is applied to systems that consists of
multiple interacting agents, and of which it is possible to obtain empirical data in the form
of scenario descriptions. Nevertheless, the main purpose of the current paper is to study
the applicability of this approach to the domain of aviation. Hence, in the remainder of
the paper, the 7 steps are illustrated by means of the runway incursion case study.

3 Case Study

One of the possible approaches in analyzing the behavior of complex systems in
aviation is by identification and formal analysis of case studies. This type of analysis
allows researchers to acquire possible underlying information about incidents or
almost-incidents within the air traffic domain. Our interest was mainly focused on
incidents where a small mistake of one or multiple actors could have led to severe
consequences at the level of the whole system, but was corrected by another actor and
thus the possible accident was prevented. This focus on incidents was motivated by the
fact that the numerous descriptions of air traffic accidents that could be found in the
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published literature are one-sided, as these cases cover just a small top of the iceberg of
all risky situations occurring daily in air traffic interactions. However, it is not so easy
to get access to these incidents, as they are mostly company confidential and not
available for broad publications, or they are not officially reported at all. To obtain such
a case study, it was decided to perform a semi-structured interview with an available
expert, a two years retired pilot of a European civil aviation company.

The following subsections provide the overview of an interview that was performed
with the available expert and the description of the extracted incident that has been
selected for the formal analysis.

3.1 Interview

The interview with a retired pilot of a civil aviation company took place on May 12,
2011 and lasted approximately 1 hour and 15 minutes. It was a semi-structured
interview with a predefined set of questions concerning the incidents that the pilot or
any of his colleagues had experienced during his flight career. In the beginning of the
interview it was clearly announced to the interviewee that we were interested in the
cases within air traffic where a small local mistake could have led to severe global
consequences, but was corrected before an actual accident would occur. The inter-
viewee was asked to recall such incidents. This question contained the following
subquestions:

1. Who was involved in the incident?
2. What was the cause of the problem?2

3. How was the problem solved?
4. What were the consequences?
5. Was the situation familiar to you from trainings or procedures?

During the interview a case study was identified that describes an incident where, due
to the mistake of a pilot of one taxiing aircraft, two aircraft were taking off almost
simultaneously from crossing runways. After the correct intervention of the air traffic
controllers from the ATC Tower, and adequate decision making, coordination and
action of the pilots of one of the aircraft, a collision was prevented. This incident is
described (in an anonymised manner) in the following section.

3.2 Runway Incursion Incident Description

The runway incursion incident took place during the departure of an Airbus A310 of a
civil aviation company from one large airport in Europe. A summary of the scenario is
provided below. A schematic overview of the situation is provided in Fig. 1.

2 Possible causes that might be relevant include failure of technical systems, miscommunication,
fatigue, high or low workload (restricted Situation Awareness or decreased vigilance), strong positive
or negative emotions, power influences, (dis)trust in colleagues or computer systems, little
experience, negligence of the existing procedures, organisational management etc.
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The Airbus was preparing for the departure: the pilot-in-command was sitting on the
left and the co-pilot on the right seat in the cockpit and they were ready to start taxiing.
They were supposed to taxi to runway 03 in the north-east direction. The Airbus
received permission to taxi and started taxiing to its runway. Approximately at the
same time, a military Hercules aircraft that was ready for the departure as well
received permission to taxi in the north-west direction from its parking gate. The
Hercules was supposed to take off from runway 36 that crossed with runway 03 that
was designated for the Airbus. Both aircraft were taxiing to their runways. During the
taxiing, the Airbus received its flight route from the air traffic controllers. Some time
later, when the Airbus was near the runway designated for taking off, it switched from
the taxiing radio frequency to the frequency of the Tower and received permission to
line up on the assigned runway. The Hercules was still at the taxiing radio frequency
and also received permission to line up, while at the same time the Airbus received
permission to take off at the radio frequency of the Tower. However, due to unknown
reasons,3 the Hercules pilot interpreted his permission for lining up as permission for
taking off and started taking off on runway 36. As a result of this mistake of the pilot of
the Hercules, two aircraft were taking off simultaneously on crossing runways, and
none of the crews were aware of that. The air traffic controllers in the Tower observed
the conflicting situation and communicated a ‘STOP’ signal to the pilot-in-command of
the Airbus, while the Airbus was still on the ground (but at high speed). The pilot had
to make a quick decision about the termination of the take-off as there is a point in this
process that one cannot safely do this anymore. After having analysed the situation, the
pilot-in-command of the Airbus gave a command to the co-pilot (who controlled
the aircraft) to abort the take-off and start braking on the runway. During braking, the
crew of the Airbus saw the Hercules flying close in the air above their own aircraft at a
distance of about 5 m. A serious collision was prevented.

TOWER

AIRBUS

HERCULES

runway 03

runway 36

Fig. 1. Schematic overview of the case study.

3 This misinterpretation might be explained by the fact that the pilot of the Hercules got used to the
routine procedure of taxiing from the same military parking place at this airport and perhaps also of
taking off from the same runway. And in many past cases, the line up procedure was often
immediately followed by taking off, as permissions for lining up and taking off were sometimes
given simultaneously.
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4 Agent-Based Model

The following subsections describe, respectively, the formal ontology for the case
study, a formalized trace of the case study based on this ontology, and a set of
executable dynamic properties (or rules) that can be used to simulate the scenario (and
variations of it).

4.1 Formal Ontology

As the first step towards the formalization of the incident identified during the inter-
view, formal domain ontology was developed in TTL. In Tables 1 and 2, an overview
of the ontology elements is shown, including the relevant sorts and subsorts relations,
elements (constants) of sorts, and logical predicates over sorts.

As shown in the first three rows of Table 1, the model consists of five active agents
that play a role in the scenario (see also Fig. 1): Tower, Airbus Aircraft, Hercules
Aircraft, Airbus Pilot and Hercules Pilot. In addition, there are elements of the envi-
ronment that influence the agents’ behavior in the model, such as runways, taxiways
and other locations.

4.2 Formal Trace

The informal scenario described in Sect. 3 was formalized using the ontology presented
in the previous subsection. A time point was assigned to each event of the case study
under consideration.

The time points in the trace indicate the relative timing of the events. The trace was
visualized in the LEADSTO software environment [3], as shown in Fig. 2. The states
that hold in the world are represented on the vertical axis and the time line on the
horizontal axis. The dark lines on the right indicate time intervals within which the
given states are true.

Table 1. Domain ontology: sorts and elements.
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Table 2. Domain ontology: logical predicates.

belief(A:Agent, I:Info_El) agent A believes that infor-
mation element I is true in the 
world

expectation(A:Agent, C:Action) agent A has expectation for 
action C

Actions of agents
move_from_to(R1: Roadway, R2: Roadway) action of moving from road-

way R1 to roadway R2
performed(A:Agent, C:Action) agent A performs action C
set_velocity(A:Aircraft, V:Velocity) aircraft A acquires velocity V
take_off_from(R:Runway) take-off is performed from 

runway R
stop_take_off(R:Runway) take-off from runway R is 

aborted
Positions of agents

is_at_position(A:Agent, R:Roadway)  agent A is on  roadway R

is_adjacent_to(R1:Roadway, R2:Roadway) roadway R1 is adjacent to 
roadway R2

crossing_ways(R1:Roadway, R2:Roadway roadways R1 and R2 cross

is_half_way(A:Agent,R:Roadway)) agent A is half way on road-
way R

in_air(A:Aircraft) aircraft A is in air
Other information elements used within predicates

roadway R is available
agent A is a pilot of aircraft B 

has_role(A:Agent) an agent has role A
start_taxiing start taxiing 
start_line_up permission to line up 
start_take_off permission to take off 
velocity(A:Aircraft, V:Velocity) aircraft A has velocity V
has_priority_over(A:Aircraft, B:Aircraft) aircraft A has priority over 

aircraft B
not_in_conflict(A1:Agent, A2: Agent) agent A1 is not in conflict 

with agent A2
similarity(A1:Action, A2:Action) action A1 is similar to action 

A2
velocity(A:Aircraft, V:Velocity) aircraft A has velocity V
collision(A:Aircraft, B:Aircraft ) aircraft A collides with Air-

craft B

PREDICATE DESCRIPTION

Communication
communicate_from_to(A:Agent, B: Agent, C:Action, 

R:Roadway)
agent A communicates per-
mission for action C on 
roadway R to agent B

incoming_communication(A: Agent, C:Action,  
R:Roadway)

agent A receives permission 
for action C on roadway R 

Internal states of agents
observation(A:Agent, I:Info_El) agent A observes information 

element I from the world
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4.3 Executable Dynamic Properties

This subsection presents an agent-based simulation model of the runway incursion
scenario, which consists of a number of executable dynamic properties (EPs) in
LEADSTO. This model can be used both to reproduce the trace as shown in the
previous subsection, but also (by slightly changing initial parameter settings) to gen-
erate a variety of alternative traces. The executable properties can be subdivided into
four different categories, namely properties related to (1) belief formation, (2) com-
municative action generation, (3) physical action generation, and (4) transfer.

Below some examples of properties in formal LEADSTO notation per category are
given (for simplicity, the time parameters have been left out). Note that most properties
are applied to all agents. Only some of the properties (e.g., EP2, EP6 and EP16) are
specific to a particular agent role (e.g., Tower or Pilot).

4.3.1 Belief Formation
Belief formation properties specify how agents create beliefs about the world on the
basis of the observations or communications they receive. For instance, EP1 states that,
if an agent observes no other agents at a certain roadway, it concludes that this roadway
is available.

Fig. 2. Formalised empirical trace of the runway incursion incident in LEADSTO.
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Belief formation properties may also represent erroneous behavior, e.g. related to
cognitive biases such as the ATC expectation bias,4 which is related to the well known
confirmation bias [12]. For example, EP5 states that, if an agent receives an instruction I1,
while it has a strong expectation to receive a similar, but slightly different instruction I2,
it will believe that it actually did receive I2. This property can be used to model the fact that
the Hercules pilot interpreted his permission for lining up as permission for taking off.

4.3.2 Communicative Action Generation
These properties specify how agents derive actions to communicate to other agents,
based on the beliefs they possess. For instance, EP2 determines when the Tower agent
communicates a permission to start taxiing to the different aircraft, whereas EP16 when
the Tower communicates a request to abort take-off.

4.3.3 Physical Action Generation
In addition to communicative actions, agents may also derive physical actions. An
example of this is represented by property EP6, which determines that pilot agents may
start taxiing when they believe this is appropriate.

4 http://www.skybrary.aero/index.php/ATC_Expectation_Bias
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4.3.4 Transfer
Finally, transfer properties represent correct transfer of information. For instance, EP3
states that information that is communicated from agent A to agent B is also received as
such by agent B (of by the pilot of agent B, if agent B is an aircraft).

To enhance readability, only a number of the executable properties per category
have been listed. However, the full specification (using the notation of the LEADSTO
simulation tool) can be found at http://www.cs.vu.nl/*tbosse/aviation.

5 Simulation Results

This section describes simulation results of the case study across three different sce-
narios. The first scenario represents the real situation as described in Sect. 3, and the
other two scenarios simulate two hypothetical situations that would occur when the
perceptions and the actions of the agents involved would slightly differ from the real
case. These hypothetical situations were created by making small changes in some of
the relevant parameters.

In the simulation traces depicted in Figs. 3, 4, 5, again a time line is represented on
the horizontal axis and the states that hold in the world are represented on the vertical
axis. For the sake of transparency, the atoms that represent observations and beliefs of
the agents are not depicted in the traces.

5.1 Scenario 1: Intervention of Tower

The simulation trace of scenario 1 is shown in Fig. 3. This scenario simulates the real
events of the case study. It represents the situation that the pilot of the Hercules aircraft
misinterprets the information that is communicated to him by controllers in the Tower
because of an incorrect expectation (see atom expectation(hercules_pilot, start_take_off)
at the top of the trace that is true during the whole simulation), and consequently initiates
take-off without take-off clearance (see atom performed(hercules_pilot, take_off_from
(run-way_36)) that is true from time point 15–21).

There is no atom that states that take-off clearance from the Tower is communicated
to the Hercules. At the same time, the clearance for take-off is given to the Airbus
aircraft that almost simultaneously initiates take-off from the crossing runway at time
point 20; see atom performed(airbus_pilot, take_off_from(runway_03)). Luckily, the
Tower observes the conflict situation (this atom is not depicted in the trace) and
communicates a “STOP” signal to the Airbus at time point 24. As a result, the pilot of
the Airbus aborts the take-off at time point 27 and a severe collision is prevented by this
action. As can be seen this scenario is almost identical (with the exception of some
minor differences in terminology and timing) to the empirical trace shown in Fig. 2.

78 T. Bosse and N.M. Mogles

http://www.cs.vu.nl/~tbosse/aviation


Hence, it is an example of a case when a hazardous situation created by the wrong
decision and action of one agent can be corrected by appropriate intervention of other
agents.

5.2 Scenario 2: Nominal Behaviour

The simulation trace of scenario 2 is shown in Fig. 4. This trace represents an ideal
scenario where all agents behave properly. In the initial settings of this hypothetical
scenario the pilot of the Hercules has no erroneous expectation about the take-off
clearance as in scenario 1. As a result, he performs line-up correctly and does not
initiate any take-off, as shown in Fig. 4. After both aircraft have performed line-up on

Fig. 3. Simulation results of scenario 1 - intervention of tower prevents severe collision.
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their runways at time point 14, permission to take off is communicated only to the
Airbus (see atom communicate_from_to(tower, air-bus, start_take_off, runway_03))).
Hence, in this scenario all agents behave according to the nominal prescriptions of the
agent system. Consequently, no collision or hazardous situation occurs.

5.3 Scenario 3: Collision

The simulation of scenario 3 is shown in Fig. 5. This scenario represents a situation
when the pilot of the Hercules aircraft has erroneous expectations about the take-off
clearance and initiates take-off while he should not (like in scenario 1). However, in
this case the controllers in the Tower observe the conflict situation rather late, and
therefore they do not have the time to interfere. As a result, both aircraft collide; see
atom collision(hercules, airbus) at the end of the trace.

In this scenario the time parameters of the rule that generates the action to take off
have been modified in such a way that this action is performed more quickly. This has
important consequences for the opportunity of the Tower to interfere and prevent the
collision. As can be seen in Fig. 5, the short duration of the take-off procedure leads to
severe consequences as both aircraft perform take-off almost simultaneously on
crossing runways.

Fig. 4. Simulation results of scenario 2 - Hercules pilot does not make interpretation error.
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6 Formal Analysis

This section addresses formal analysis of the simulated traces. Section 6.1 addresses
specification of (global) dynamic properties, Sect. 6.2 address specification of interlevel
relations between dynamic properties at different aggregation levels, and Sect. 6.3
discusses some results of verification of properties against empirical and simulated
traces.

6.1 Global Dynamic Properties

Various dynamic properties for the aviation domain have been formalized in TTL, a
number of which are introduced below. All of these properties are related in some way
to the occurrence of collisions. More specifically, Sect. 6.1.1 addresses properties that

Fig. 5. Simulation results of scenario 3 - interpretation error by Hercules results in severe
collision.
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relate to the fact that ‘there are never two simultaneous take-offs at crossing runways’.
Section 6.1.2 addresses properties that relate to the fact that ‘IF any of such simulta-
neous take-offs occur, THEN they will be corrected on time because one of the aircraft
aborts its take-off’. It is easy to see that either one of these cases is sufficient to
guarantee that no runway incursions will occur (assuming for simplicity that simulta-
neous take-offs are the only ways in which runway incursions can possibly occur). All
properties in Sect. 6.1.1 are presented both in semi-formal and in formal (TTL)
notation; to enhance readability, the properties in Sect. 6.1.2 are presented only in semi-
formal notation.

Note that the properties presented below address processes at different aggregation
levels, thereby distinguishing global properties about the entire scenario (indicated by
GP), intermediate properties about input and output states of individual agents (indi-
cated by IP), and local properties about mental processes of agents or about infor-
mation/communication transfer between agents (indicated by LP). As will be explained
in Sect. 6.3, this distinction enables the analyst to apply a diagnostic process in which
the causes of global system failures can be related to more local fault and errors.

6.1.1 Absence of Simultaneous Take-Offs

and the difference between t1 and t2 is smaller than or equal to d5.

5 Many of the properties given in this section contain some parameters d and e. These should be seen
as constants, of which the value can be filled in by the modeller.
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6.1.2 Correction of Simultaneous Take-Offs
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6.2 Interlevel Relations

A number of logical relationships have been identified between properties at different
aggregation levels. An overview of all identified logical relationships relevant for GP1
is depicted as an AND-tree in Fig. 6.

Fig. 6. AND-tree of interlevel relations between dynamic properties related to GP1.
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The relationships depicted in this figure should be interpreted as semantic entail-
ment relationships. For example, the relationship at the highest level expresses that the
implication IP1 & IP2 => GP1 holds, whereas the relationship at the lower level
expresses that LP1 & LP2 => IP2 holds. A sketch of the proof for the first implication is
as follows (for simplicity reasons abstracting from time constrains):

Suppose that IP1 and IP2 hold. Then, according to IP1, no two permissions to take off at
crossing runways will be communicated simultaneously. Moreover, since take-offs are only
performed immediately after a corresponding permission has been communicated (as guar-
anteed by IP2), no simultaneous take-offs are performed at crossing runways. This confirms
GP1.

Such logical relationships between dynamic properties can be very useful in the
analysis of (both simulated as well as empirical) scenarios, especially when used in
combination with the TTL Checker Tool mentioned earlier. For example, for the
empirical trace 1, checking GP1 pointed out that this property was not satisfied. As a
result, by a refutation process (following the tree in Fig. 6 top-down) it could be
concluded that either IP1 or IP2 failed (or a combination of them). When, after further
checking, IP2 was found to be the cause of the failure, the analysis could proceed by
focusing on LP1 and LP2. Eventually, LP1 was found satisfied, whereas LP2 failed.
Thus, (part of) the source of the incident could be reduced to failure of LP2, i.e., there
was an agent (namely the pilot of the Hercules) that believed to have the permission to
take off, whilst this was not communicated by the tower. A discussion with our domain
expert confirmed that this was indeed the case. One level deeper, such local properties
can even be related to executable properties. For instance, the failure of LP2 can be
explained because the Hercules pilot applied property EP5. A full connection of local
properties to executable properties is beyond the scope of this paper, but a detailed
discussion can be found in [10].

Similar to Fig. 6, an AND-tree representing all identified logical relationships
relevant for GP2 is shown in Fig. 7.

Note that the example scenario provided here is mainly meant as an illustration of
the approach. In addition to this relatively simple case, similar trees of interlevel
relations are being constructed that involve more properties at multiple levels. For such
more complex cases, the diagnostic process is economic in the sense that, when a
certain property holds, the entire subtree under this property does not have to be
examined.

Fig. 7. AND-tree of interlevel relations between dynamic properties related to GP2.
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6.3 Checking Results

Using the TTL Checker, all dynamic properties introduced in Sect. 6.1 have been
checked against the three simulation traces discussed in Sect. 5 as well as the empirical
trace discussed in Sect. 4.2. The results of these checks are shown in Table 3 (where
‘X’ denotes ‘satisfied’). As can be seen from the table, scenario 2 is indeed a nominal
case in which all expected properties hold. In contrast, in scenario 1, two simultaneous
take-offs at crossing runways occur (since GP1 fails), which can eventually be related
to an incorrectly derived belief of permission for take-off (failure of LP2). However,
since the situation is corrected on time (GP2 succeeds), no collision occurs in this
scenario. In scenario 3, GP1 also fails, but in addition GP2 fails, which can be related
partly to failure of LP3 (the simultaneous take-offs are observed, but too late) and to
failure of LP6 (once the tower believes that there are simultaneous take-offs, it is too
late to communicate an abort request). As a result, the collision is not prevented. As can
be seen, the same system properties failed for the empirical trace as for scenario 1,
which makes sense because these scenarios are identical.

7 Discussion

In this paper, an agent-based approach was introduced for analysis of the dynamics of
accidents and incidents in aviation. Although agent-based modeling and simulation has
been widely applied to study complex systems (see, e.g. [8]), it has not yet been
commonly accepted within the domain of aviation safety (see [6]). The presented
approach makes use of a number of elements, including formalization of a real world
scenario, agent-based simulation of variations of the scenario, and formal verification
of dynamic properties against the (empirical and simulated) scenarios. The scenario

Table 3. Checking dynamic properties against (simulated and empirical) traces.

Property Scenario 1 Scenario 2 Scenario 3 Empirical

GP1 – X – –

IP1 X X X X
IP2 – X – –

LP1 X X X X
LP2 – X – –

GP2 X X – X
IP3 X X – X
IP4 X X X X
LP3 X X +/− X
LP4 X X X X
LP5 X X X X
LP6 X X – X
LP7 X X X X
LP8 X X X X
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formalization part enables incident reconstruction and formal analysis of it. The
simulation part enables the analyst to explore various hypothetical scenarios under
different circumstances, with an emphasis on error related to human factors. The formal
verification part enables the analyst to identify scenarios involving potential hazards,
and to relate those hazards (via interlevel relations) to inadequate behavior on the level
of individual agents. The approach was illustrated by means of a case study on a
runway incursion incident.

To obtain information about this incident, an interview with a domain expert was
conducted. In the current paper, this interview was used as the only source of infor-
mation to construct the formal ontology and the traces. Nevertheless, for more complex
case studies it may be interesting to consider more extensive knowledge elicitation
techniques, involving a larger number of experts. Some example case studies in which
such techniques were applied in the aviation domain are reported in [5] and [9].

The approach introduced in the current paper in principle addressed both retro-
spective and prospective analysis of scenarios. In particular, the possibility to check
properties against formalized empirical traces is an adequate way to analyze past
scenarios. This has been illustrated by the analysis of the empirical trace shown in
Sect. 4.2, which was a formalization of a real world scenario. In contrast, the possibility
to run simulations and to check properties against the simulated traces enables analysts
to study future scenarios as well. This has been illustrated by the analysis of the
simulation traces in Sect. 5, most of which addressed hypothetical future scenarios.
Nevertheless, one should keep in mind that the scope of the prospective analysis is
restricted to those elements that are part of the formal ontology.

For a more quantitative type of agent-based dynamic risk analysis, often Monte
Carlo methods are applied; see e.g. the work of Blom et al. [1] or Stroeve, Blom and
Bakker [14]. These methods are very useful for quantitative collision risk estimations,
but one of their disadvantages is lack of transparency due to the complex stochastic
relations between the elements of the agent-based models that are used. In contrast, the
approach presented in this paper is highly transparent; it provides a visible trace of risk
related events that can be analyzed manually or automatically with the help of special
tools. Moreover, the roles of the agents involved in risk creation and reduction (as well
as their underlying cognitive processes, like the influence of biased reasoning) are clear
from the trace, while in dynamic quantitative risk models used for Monte Carlo sim-
ulations this is usually not the case. The complexity of Monte Carlo methods makes it
also difficult for the non-specialist to understand the implications of actions and thus
makes a public debate of issues a problem. However, a disadvantage of the method
proposed in this paper is that it cannot provide a precise risk estimation as is provided
by Monte Carlo methods. In follow-up research, we therefore intend to explore the
possibilities to combine our approach with elements from Monte Carlo methods.

Another promising direction for future work would be to automate more steps in the
analysis method. For example, the ontology developed in step 1 of the methodology
could make use of standard templates for common agent-based concepts, such that it does
not have to be designed by hand for any new domain. Similarly, templates for dynamic
properties could be developed, as well as computer-supported techniques to automate
parts of step 4 (e.g., systematically generating large numbers of simulation runs) and step
7 (e.g., systematically checking multiple properties against large sets of traces).
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As mentioned earlier, agent-based modeling and simulation has been widely
applied outside the aviation domain, and the state-of-the-art in this area is extensive.
A comparison with other (agent-based) dynamic modeling approaches is therefore
outside the scope of this article; for this purpose, the interested reader is referred to
[2, 3].
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Abstract. We investigate the contribution of unsupervised learning and regular
grammatical inference to respectively identify profiles of elderly people and
their development over time in order to evaluate care needs (human, financial
and physical resources). Grammatical Inference (also known as automata
induction, grammar induction and automatic language acquisition) allows
grammar and language learning from data. Machine learning by using grammar
has a variety of applications: pattern recognition, adaptive intelligent agents,
diagnosis, biology, systems modelling, prediction, natural language acquisition,
data mining… The proposed approach is based on regular grammar. An adap-
tation of k-Testable Languages in the Strict Sense Inference algorithm is pro-
posed in order to infer a probabilistic automaton from which a Markovian model
which has a discrete (finite or countable) state-space has been deduced. In
simulating the corresponding Markov chain model, it is possible to obtain
information on population ageing. We have verified if our observed system
conforms to a unique long term state vector, called the stationary distribution
and the steady-state.

Keywords: Grammar inference � k-Testable language in strict sense � Proba-
bilistic deterministic finite automata � Timed-transition systems � Evolution of
elderly people disability

1 Introduction

Demographic shifts in the population and the fact that people are living longer have
created an awareness that the health care system is and will be increasingly difficult to
control, organize and finance especially where the ageing population are concerned.
The senior citizen population is increasing along with the diversity of their health
backgrounds and medico-social needs which cannot be provided easily because of
health aspects, social conventions and lifestyles that are intertwined with the ageing
process. Long-term care is a variety of services that includes medical and non-medical
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care to people who have a chronic illness or disability. This illness or disability could
include a problem with memory loss, confusion, or disorientation. This is called cognitive
impairment and can result from conditions such as Alzheimer’s disease [15]. Care needs
often progress as age or as chronic illness or as disability progresses. Long-term care helps
meet health or personal needs. Most long-term care is to assist people with support
services such as activities of daily living like dressing, bathing, and using the toilet.
Approximately 70 % of individuals over the age of 65 will require at least some type of
long-term care services during their lifetime. Over 40 % will need care in a nursing home
for some period of time. Nursing homes provide long-term care to people who need more
extensive care, particularly those whose needs include nursing care or 24-hour supervision
in addition to their personal care needs. We focus our interest on nursing homes.

This presentation is split up into eight sections. After an introduction describing the
scope of the study, the study context is presented in Sect. 2. The characteristics of the
collected data are described in Sect. 3. The profiles of residents obtained by using
cluster analysis are presented in Sect. 4. A brief review of previous works is presented
in Sect. 5. Section 6 deals with the techniques used (regular probabilistic grammar
inference) to model the automaton symbolizing the changing profiles and their
development over time. Starting from this automaton, a Markov model is deduced.
Thereby, it is possible to verify if our system is achieving a steady state. Section 7
presents the results obtained concerning the four medical nursing homes (called Ber-
nadette, Soleil, Les Myosotis, Val Dorlay situated in France) and dementia. We con-
clude with some future works.

2 Study Context

This project is being carried out in close collaboration with a French mutual benefit
organization called “Mutualité Française de la Loire” which manages several nursing
homes.

To fully explore the opportunities for our approach, we propose a modelling
environment. This allows one to manage the resources, to elaborate medico-social
resource planning and to simulate them in order to evaluate the performance of each of
them (Fig. 1).

The Decisional Information System is crucial in the methodological framework.
The objective is to design an environment for decision aid-tools dedicated to health-
care and social services professionals for strategic and tactical decisions such that:

– Which activity should be developed, and at what cost?
– Whether or not to open additional facilities - and if so which ones?
– etc.

The aim is to provide a certain standard of care to dependent old people in nursing
homes, through the sharing of resources (staff, finance and equipment) thanks to all the
key indicators (via the managers’ choices).

The methodological framework is described in Fig. 2.
So, in order to do this, we have to identify different senior citizen profiles as well as

the length of stay according to these profiles and to study their development over time.
The collected data comes from administrative data, previous medical history, etc.
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We evaluate the workload in function of the profile of each elderly person in the
nursing home. Based on nursing home pricing (for accommodation and care in function
of the degree of dependence…), we can verify that:

– the budget will not be exceeded,
– we have enough staff to carry out the workload.

Simulations are used to forecast population ageing. So we can identify the work-
load in the short-term, medium-term and long-term and estimate the resources needed.
From the potential elderly people needs, we can also evaluate which profiles should be
accepted to ensure that both quality and safety criteria are respected from a workload
and financial point of view.

In this article, we will present the study of the progression over time of elderly
people autonomy-disability. The steps of the project consist in:

1. The specification of elderly people profiles by using unsupervised learning
approach [9],

2. The study of the development of these profiles over time by using a probabilistic
graph of transitions between the clusters inferred by k-TSSI (k-Testable Languages
in the Strict Sense Inference) algorithm. The objective is to deduce Markov process
which has a discrete (finite or countable) state-space.

3. Discrete-time Markov chain simulation is used to forecast population ageing. It
allows to identify the elderly people care needs and the workload in short-term,
medium-term and long-term and to predict the future costs. An application is
presented in [8].

Fig. 1. Modelling environment

Inference of Markov Chain Models by Using k-Testable Language 91



3 Data Collected

The quantitative data arises from the databases and the corresponding information
system deals with the evaluation of autonomy/disability of elderly people. Dependence
evaluation in France is carried out using a specific national grid called AGGIR:
Autonomy-Gerontology-Group-Iso-Resources. The quantitative data concerns 628
residents and more than 2,200 observations of independence evaluations. The evalu-
ations are made by the resident doctor in collaboration with the medical staff. An item
can be evaluated using the four adverbs (see Fig. 3):

• Spontaneously corresponding to the letter S,
• Entirely corresponding to the letter E,
• Correctly corresponding to the letter C,
• Usually corresponding to the letter U.

Fig. 2. Methodological framework
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The codification is the following. If all four adverbs are marked, the code is C. If
less than four adverbs are checked (three or two or one), the code is B. If no adverb is
checked, the code is A.

The proposed algorithm uses numerical data. So, the corresponding values are:

– 0 for code A meaning the person can do it alone,
– 1 for code B meaning the person can partially do it,
– 2 for code C meaning the person cannot do it alone.

The first step is to analyze the degree of autonomy-disability in order to identify
clusters.

4 Identification of Residents’ Profiles

The aim is to find feature-patterns related to the autonomy-disability level of elderly
people living in nursing homes. These levels correspond to profiles based on the
people’s ability to perform activities of daily living like being able to wash, dress and
move. To achieve this aim, an unsupervised learning approach is proposed [9]. It is
based on principal component analysis technique to direct the determination of the
clusters with self-organizing partitions. Cluster analysis is made on the 8 variables:
Transferring to or from bed or chair, Moving indoors, Washing, Toilet, Dressing, Food,
Orientation, Coherence. The cluster analysis identifies two kinds of patterns (see
Fig. 4):

– The decline in executive functions regarding to motor and functional abilities called
apraxia disorders,

– The cognitive impairment and neuropsychological deficits.

Fig. 3. A.G.G.I.R. grid
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By combining clustering with a machine learning process, we could be able to
predict the development of physical autonomy loss or mental autonomy loss in elderly
people over time. To reach this objective, we use machine learning approach based on
grammar inference in order to infer a probabilistic automaton. In the article, we only
present the patients’ profiles evolution regarding to upper body functional disorders
(cognitive impairment).

5 Related Works

We want to obtain a probabilistic graph of transitions between states (clusters) with the
length-of-stay in each state (temporal state representations). It is also interesting to
study cluster succession of length k (for example, the 3 last states of resident’s clusters).
Probabilistic automata are used in various areas in pattern recognition or in fields to
which pattern recognition is linked. Different concept learning algorithms have been
developed for different types of concepts.

We are interested by the class of regular grammars that are the simplest class of
formal grammars in the Chomsky hierarchy and it consists in the identification of the
corresponding learning of deterministic finite automata (DFA).

The learning of DFA, also called regular inference is based on acceptance of regular
languages which allow to model the behaviour of systems. The aim consists in con-
structing a DFA from information about the set of words it accepts. There are many
algorithms for learning DFAs, the most well-known being the algorithm due to Dana
Angluin [4, 5]. There are many approaches for regular inference [6, 7, 11, 16, 17, 19].
For more information, the book [14] presents an overview on learning automata and
grammar inference.

A finite automaton with transition probabilities represents a distribution over the set
of all strings defined over a finite alphabet. The articles [18, 24] present a survey and a
study of the relations and properties of probabilistic finite-automata and tree. The
article [10] clarifies the links between probabilistic automata and Hidden Markov
Models (HMM). In a first part of this work, the authors present:

Fig. 4. Contribution of the clustering
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– the probabilities distributions generated by these models,
– the necessary and sufficient conditions for an automaton to define a probabilistic

language.

The authors show that one the one hand, probabilistic deterministic finite automata
(PDFA) form a proper subclass of probabilistic non-deterministic automata (PNFA)
and the other hand, PNFA and HMM are equivalent.

However, there are almost no extensions of these algorithms to the setting of timed
systems. A variant of a DFA including the notion of time is called Timed Automaton
(TA). These models are based on the fact that each symbol of a word occurs at a certain
point in time. TA can see that an automaton that generates strings with event-time value
pairs called timed strings. Very few works exist in the domain [1–3, 13, 20, 21]. Timed
automata correspond to finite state models where explicit notion of time is taken into
account and is represented by timed events. Time can be modelled in different ways,
e.g. discrete or continuous. The more recent works [22, 23] propose an algorithm for
learning simple timed automata, known as Deterministic Real-Time Automata (DRTA)
where the transitions of real-time automata can have a temporal constraint on the time
of occurrence of the current symbol relative to the previous symbol. The main draw-
back of such approaches is that it can result in an exponential blow-up of both the input
data and the resulting size of the model and the obtained models are quite difficult to
interpret.

The main objective of the study is the ability to analyze an identified model in
identifying automaton models from observations. We want to take an established
method to learn a DFA and apply it to our timed sequences. Our problem could be
modelled as a timed-state transition graph, a probabilistic deterministic finite automaton
(PDFA) taking into account timed-event. We also have a set of positive timed-strings
(or time-stamped event sequences).

From a set of labelled (positive only) time stamped event sequences, the problem to
solve is to find the automaton model that most likely produce the data. We do not want
to learn (identify) a DRTA such that [22], with time constraints because we do not
exactly have the same problematic of real-time system. We only have timed-strings
from which we propose to automatically deduce a Markov chain model.

The k-TSSI (k-Testable Languages in the Strict Sense Inference) algorithm [11, 12]
could be useful, convenient and suitable for two reasons: the simplicity of imple-
mentation and the possibility to take into account memory effects (macro-states). The
inductive inference of the class of k-testable languages in the strict sense (k-TLSS) has
been studied and adapted to local languages, N-grams and tree languages. A k-TLSS is
essentially defined by a finite set of substrings of length k that are permitted to appear in
the strings of then language. Given a size k of memory, the objective is to find an
automaton for the language. This subclass of language called k-testable language has
the property that the next character is only dependent on the previous k-1 characters. In
our case, it is interesting to be able to identify the substrings (memory) of length k.

But, our goal is to infer a timed-system model and an automaton inferred by the k-
TSSI algorithm does not take into account the timed strings.

The problem is also that it is difficult to take into account a set of substrings of
length k(k > 1) and the algorithm is not generalized to probabilistic timed-automata. In
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this section we propose a model in order to take into account the concept of time in the
automaton inferred by the k-TSSI algorithm (i.e. the duration of time a resident spends
in a particular cluster) taking into account timed-transition system. In the next section,
we present the implementation of the model.

6 Development of Patients’ Profiles: Model Implementation

We present an algorithm for inferring a model of a timed transition system based on the
K-Testable Language in Strict Sense (K-TLSS).

The method consists of:

1. Learning a Deterministic Finite Automata (DFA) of timed-transition systems by
using an extension of k-TSSI algorithm.

2. Transforming this DFA into a probabilistic DFA.
3. Converting this probabilistic DFA in a Markov chain model.

6.1 Preliminaries

The aim of grammatical inference is to learn models of languages from sample sen-
tences in these languages. A sentence can be any structured composition of primitive
elements or symbols, though the most common type of composition is concatenation.
So we infer grammar and the corresponding representation is an automaton.

A finite automaton is a 5-tuple A = (Q, Σ, δ, q0, F) with:

– Σ: a finite input alphabet of symbols,
– Q: a finite set of states with q0 as start state,
– F: a set of final states (F ⊆ Q),
– δ: a transition function of Q × Σ→ Q. So that qʹ = δ(q, σ) returns a state for current

state q and input symbol σ from Σ. Each transition is noted by 3-tuple (q, σ, qʹ).

If for all q ∈ Q and for all σ ∈ Σ, δ(q, σ) corresponds to a unique state of Q, then the
automaton is said to be a Deterministic Finite Automaton (DFA). Grammatical infer-
ence refers to the process of learning rules from a set of labelled examples. It belongs to
a class of inductive inference problems [4] in which the target domain is a formal
language (a set of strings generated from some alphabet Σ) and the hypothesis space is
a family of grammars. It is also often referred to as automata induction, grammar
induction, or automatic language acquisition. The inference process aims at finding a
minimum automaton (the canonical automaton) that is compatible with the examples.
In regular grammar inference, we have a finite alphabet Σ and a regular language
L ⊆ Σ* where:

– Σ*: the set of all finite length strings generated from Σ,
– L: a sub-set of Σ* corresponding to the words recognized from the automaton A.

Given a set of examples that are in the language (I+) and a (possibly empty) set of
examples not in the language (I-), the task is to infer a deterministic finite automaton
A that accepts the examples in I+ and rejects the examples in I-.
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6.2 Automata Induction

The k-TSSI algorithm [11] allows us to infer k-Testable Languages in the Strict Sense.
The inductive inference of the class of k-Testable Languages in the Strict Sense is
defined by a finite set of substrings of length k that are allowed to appear in the strings
of the language. Given a positive sample I+ ∈ L of strings of an unknown language, a
deterministic finite-state automaton that recognizes the smallest k-TLSS containing I+
is obtained. An automaton inferred by the k-TSSI algorithm is by its construction, non-
ambiguous. Moreover, our choice is justified by the fact that k-testable (k > 1) can take
into account a memory effect (i.e. N-gram). Indeed, we observed during data analysis
that the change in evolution of the autonomy/disability state depends on the previous
resident’s states and their diseases (especially for chronic and disabling diseases such as
osteoarticular degenerative diseases, anxio-depressive disorder, behavioural disor-
ders…). To illustrate our approach and for the sake of simplicity, we will present in this
article, the results obtained with 1-TSSL (the next state depends only on the previous
states) in order to explain how we turn the timed transitions into sequences (time-
series). We choose to divide up the length-of-stay in each cluster (for example, one
discrete step T = 30 days).

Consequently, the corresponding automaton is a 6-tuple (Q, Σ, δ, q0, F, d) where
d corresponds to the length-of-stay in the clusters. At each cluster, we assign a symbol
σ ∈ Σ. Each symbol is represented by a pair (σi, di), where di is the delay on the symbol
σi which corresponds to an application d: Σ → N with d(σi) = di.

In the following sections, we explain the implementation of the model through an
example (on only six residents: 7, 12, 17, 14, 8, 44 corresponding to an excerpt of the
collected data).

Setting Up the Alphabet. The assessment of elderly people’s autonomy/disability
allows us to classify residents into five levels of mental dependence situation (5 to 1 in
decreasing order of severity). Figure 5 presents the data collected from the database.

The resident assessment is made on different dates. For example, resident number 7
was evaluated at level 3 (mental disorder) on the 06/24/2002. For all the assessments
concerning resident number 7, we can deduce the sequence: 3321111. But this
sequence does not express the amount of time the person spends in each state (level of
mental disorder). In this model, each symbol of a word occurs at a certain point in time.

From such observations, we only obtain positive data I+, and now we have to
describe how we can obtain timed strings. The following paragraph present the basic
notions explaining how we take into account timed-transitions between clusters.

Preliminary Mapping of the Set of Strings. The objective is to obtain a stochastic
state transition graph taking into account the length-of-stay in each state. So we have to
associate for each occurrence of a symbol (event) in order to model time value. In
practice, we use the evaluation date.

The first step consists in the definition of the alphabet (the set Σ). The set Σ is
based on an alphabet of 6 symbols - {a, b, c, d, e, f} which correspond to:

– a length-of-stay in cluster number 1 during a given period T (example: 30 days)
meaning d(a) = T,

– b length-of-stay in cluster number 2 during a given period,
– etc. (until the symbol e for cluster number 5).

Inference of Markov Chain Models by Using k-Testable Language 97



The symbol f models the fact that a resident can leave the nursing home or cor-
responds to the last resident assessment during the last 30 days before the data
extraction. It is only used when we want to deduce the Markov model. Consequently,
in the following example, the symbol f does not exist in Fig. 6.

The second step concerns the identification of the words which corresponds to the
translation of the initial sequence in order to take into account length of time spent in each
cluster. Resident number 7 stayed in cluster number 3 from 06/24/2002 to 03/15/2004 (date
at which the resident was evaluated and changed to cluster number 2). Thus resident
number 7 stayed in cluster number 3 for about 22 periods of 30 days. The symbol modeling
cluster number 3 for 30 days is c, consequently the initial sequence “33” becomes
“cccccccccccccccccccccc”. The resident stayed in cluster number 2 for 9 periods…

And the corresponding word is:

ccccccccccccccccccccccbbbbbbbbbaaaaaaaaaaaaaaaaaa

So we obtain the set I+ ⊆ Σ*. I+ corresponds to the learning set from which the
automaton is inferred. The initial set of sequences (Fig. 5)

{3321111, 42, 212, 56656, 243333, 4}

becomes:

Iþ ¼ fccccccccccccccccccccccbbbbbbbbbaaaaaaaaaaaaaaaaaa; ddb; bbbbbaaaab;
ddddeeeeeeeeddee; bbbdddddddccccccccccccccccc; ddg

From the set I+ by using k-TSSI algorithm (to simplify, we present the case cor-
responding to k = 1), we obtain the automaton described in Fig. 6. The algorithm [12]

Fig. 5. Data and sequencing
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consists in building the sets Q, Σ, δ, q0, F by observation of the corresponding events
in the training strings. From these sets, a finite-state automaton that recognizes the
associated language is straightforwardly built.

y  xij // to build the substrings of length  k regarding the 
word xi 

If y  > k then 
y  y y  y  // the length of the substring must be equal to k. 

  // =>Shift of one symbol  
EndIf 
q  y //the state representing the substring 

Q  Q  {q} //to add this state 
     {( ij,q)} //to add the transition 
If j = xi  Then // at the end of the word 

F  F  {q} // the state is final 
EndIf 

  q // progression on the state in order to process the next 
symbol 

EndFor 
EndFor 
Return Ak 
End k-TSSI 

 

 
Let I+ be a positive sample of the regular language L. 
Input 
 k // substrings of length k 
 I+ = {x1 I+

} //collected sample 
 D={ ( ,d( )) with   } 
Output Ak = (Q, , ,q0,F,d) //the obtained automaton 
Begin 
   Q  q0 // initial state 
    ,   , F   
  q0   //  corresponds to an empty string  
For i=1 until I+  // for all words xi in I+ 
   q0 

For j=1 until xi //For all symbol xij of the word xi  I+  
     {xij} // to add a symbol xij to the alphabet 

Fig. 6. The automaton inferred by the algorithm k-TSSI with q0 = 0
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6.3 Computation of Probabilities

The automaton is inferred by the k-TSSI algorithm. We have to associate transition
probabilities with states. In order to compute these probabilities, we use the learning set
I+. From the words of set I+, when they are recognized by the automaton inferred by k-
TSSI, we count:

– The transition between two states for a given symbol (transition from the state q by
the symbol σ): cpδ(q,σ),

– each transition in a state q: cpq,
– if a state q is the final state (end of the words): cpq_final.

For the algorithm, we use the three epochs-counts in order to estimate the proba-
bilities. The algorithm computing the probabilities from a learning set is the following.

 cp ( q,xij) ++ //epoch-count in passing transition 
 q   
EndFor 

 cpq_final++ //epoch-count concerning the final states 
 cpq ++ 
EndFor 
For all q  Q 

pq_final= cpq_final / cpq //Computation of final-state probabilities 
EndFor 
For all ( q, )   
p ( q, ) = cp ( q, )/ cpq //Computation of transition probabilities 
EndFor 
Return PAk 

 

 
Input I+ = {x1 I+  } //collected sample 
  Ak = (Q, , ,q0,F,d) //the inferred  

automaton 
Output PAk = { p ( q,xij), pq_final} //the obtained probabilities 
Begin 
For i=1 until I+  //for all words xi in I+ 
 q  q0 
 For j=1 until xi  //for all symbol xij of the word xi  I+  

 ( q,xij) //the corresponding transition  
 cpq ++ //epoch-count in passing state  

From the automaton (Fig. 6) and the set I+, we count:

• cpq: The number of times the state q was used while generating the set of words of
I+.

• cpδ(q,σ): The number of times the transition δ(q,σ) was used while generating the set
of words of I+.

• cpq_final: The number of times that a state q is final (state gets at end of the words).
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The obtained results from the sample presented in Fig. 5 are:

 cpq = (6(0), 39(1), 19(2), 22(3) , 17(4), 10(5)), 
 cpq_final = (0(0), 1(1), 2(2), 1(3), 1(4), 1(5)), 
 cp (q, ) = (2 (0,b), 1 (0,c), 3 (0,d), 0 (0,e), 1 (1,b), 37 (1,c), 2 (2,a), 14 (2,b), 
1 (2,d), 20 (3,a), 1 (3,b), 1 (4,b), 1 (4,c), 12 (4,d), 2 (4,e), 1 (5,d),.8 (5,e)). 

And afterwards, we deduce the probabilities:

 pq_final  = cpq_final / cpq 

= (0/6(0), 1/39(1), 2/19(2), 1/22(3), 1/17(4), 1/10(5)), 
 p (q, ) = cp (q, ) / cpq 

= (2/6 (0,b), 1/6 (0,c), 3/6 (0,d), 1/39 (1,b), 37/39 (1,c), 2/19 (2,a), 
14/19 (2,b), 1/19 (2,d), 20/22 (3,a), 1/22 (3,b),1/17 (4,b), 
1/17 (4,c), 12/17 (4,d), 2/17 (4,e), 1/10 (5,d), 8/10 (5,e)). 

So we obtain the probabilistic deterministic automaton where the time series are
taken into account. The advantage of using 1-TSSL (k-TSSI algorithm with k = 1) lies
in the fact that one state corresponds to one symbol. We have added a new symbol
f and a final state q6 in order to facilitate the translation of the probabilistic automaton
into a Markov process. For all q states where pq_final > 0, we add a transition δ(q,
g) = q6, pδ(q,g) = pq_final and pq_final ← 0. We note that pq6_final = 1.

Fig. 7. The automaton inferred by the algorithm k-TSSL (Soleil nursing home: residents
suffering from dementia).
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From patients’ file living in Soleil nursing home and suffering from Alzheimer
disease, the probability matrix of transitions between states and the corresponding
automaton are respectively presented in Table 1 and in Fig. 7.

6.4 Markov Model

The final state q6 does not only represent the resident state when they left the system
but also the last resident assessment (resident present in the system at the date of
database extraction).

In order to obtain the Markov chain model, we have to compute the probabilities:

– Pei: Input probabilities (i.e. the initial resident assessments) in each clusteri
(i = 1..5),

– Psi: Output probabilities (i.e. the last resident assessments when residents leave the
system) in being clusteri (i = 1..5) after d(clusteri) = 30 days (corresponding to the
equidistant discrete time described in the automaton definition in the paragraph 5.2).

We have also to modify the probabilities of staying in clusteri (i = 1..5), regarding if
the patient is staying in the nursing home at the at the date of database extraction (these
evaluations are taken into account in the transition with the symbol f to q6 in Table 1).
We add the number of evaluations in the corresponding clusteri. It is the reason that the
probability to be in cluster1, (initially is 0.9738 in Table 1) becomes 0.9902 in the
Markov matrix.

When a resident leaves the system, he is immediately replaced by a new resident.
Consequently, two other probabilities are taken into account PE and PS. The Markov
matrix is presented in Table 2.

We verify if the system reaches a steady state. Out of definition, an eigenvector x is
associated to eigenvalue l if: A � x ¼ l � x:

(A corresponding to the probabilities matrix presented in Table 2)
If an eigenvector of x is associated to a unique eigenvalue 1, such a vector is called

a steady state vector. If we identify only one eigenvalue 1, then the distribution is said
to be irreducible and aperiodic.

Table 1. The corresponding probability matrix of transitions between states (Fig. 7).

To  
From  

Cluster 5 Cluster4 Cluster3 Cluster2 Cluster1 q6 

q0 0.5072 0.0580 0.3333 0.0290 0.0725  
Cluster5 0.9738 0.0005 0.0009 0 0 0.0248 
Cluster4 0.0629 0.9021 0.0210 0 0 0.0140 
Cluster3 0.0229 0.0134 0.9408 0.0019 0.0019 0.0191 
Cluster2 0 0.0299 0.0299 0.8955 0 0.0448 
Cluster1 0 0 0.0122 0.0488 0.9268 0.0122 
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The eigenvector associated with the eigenvalue 1 has been computed. We have one
eigenvalue 1 and the corresponding eigenvector x is the following:

0.00692 0.01263 0.01966 0.12108 0.03768 0.79510 0.00693.
The interpretation of this eigenvector is that the system (ratio of the resident profiles

without 0.69 % of resident turnover of input/output in the nursing home) evolves
towards a state where the percentages of population are:

• 1.28 % are in cluster1,
• 1.99 % are in cluster2,
• 12.28 % are in cluster3,
• 3.82 % are in cluster4,
• 80.63 % are in cluster5.

7 Experiments

The experiment deals with the evolution of a patient’s loss of cognitive autonomy over
time. Table 3 presents the steady state vectors from different samples which correspond
to a stable condition that does not change over time or in which change in one direction
is continually balanced by change in another. We see that the decline is more signif-
icant for elderly people with dementia than non-demented elderly people.

Now, we simulate the evolution over time by using transition matrix used to model
the Markov chain concerning each population. The results concerning the patients’
profile progress in 2 years are presented in Tables 4 and 5.

Table 2. The Markov matrix obtained from the collected data - Soleil Nursing home: patient
suffering from dementia.

Pei Cluster1 Cluster2 Cluster3 Cluster4 Cluster5 PSS
PEE 0 0 0 0 0 0 1
Cluster1 0.0725 0.9390 0 0.0019 0 0 0
Cluster2 0.0290 0.0488 0.9403 0.0019 0 0 0
Cluster3 0.3333 0.0122 0.0299 0.9580 0.0210 0.0009 0
Cluster4 0.0580 0 0.0299 0.0134 0.9161 0.0005 0
Cluster5 0.5072 0 0 0.0229 0.0629 0.9902 0
Psi 0 0 0 0.0019 0 0.0084 0

Table 3. Steady state: population staying in medical nursing homes.

4 Nursing Homes Patient Without 
Dementia Disease

Patient Suffering from 
Dementia

Cluster5 3.57% 35.98% 0.32%
Cluster4 13.42% 27.00% 1.93%
Cluster3 27.80% 15.96% 5.21%
Cluster2 11.54% 5.65% 6.84%
Cluster1 43.66% 15.40% 85.69%
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If the patient does not suffer from dementia disease, if he is initially in cluster5, in 2
years, the probabilities that the patient will be staying in:

– Cluster5 is 50.9 %,
– Cluster4 is 16 %,
– Cluster3 is 5.8 %…
– and leaves the system with a probability near to 23 %.

If the patient suffers of dementia, the probabilities that the patient which will be
staying in:

– Cluster5 is 9.7 %,
– Cluster4 is 20.6 %,
– Cluster3 is 27.1 %,…
– and leaves the system with a probability near to 10 %.

8 Conclusion

A real case application of grammatical inference to identify the progression of a res-
ident’s autonomy-disability over time has been presented. From profiles identified by
using clustering approach [9], we propose preliminary results of an investigation where
regular grammars are used for modeling the evolution of ageing over time. The finite
automaton is inferred by using the k-TSSI algorithm and afterward modified in order to
obtain a probabilistic graph of transitions between states (clusters) with the length-
of-stay in each state. From this graph, we automatically deduce the corresponding
Markov chain model. For the sake of simplicity, we only present in the article, the case
where k = 1. It is evident that in this case, we can use a bi-gram. But we have also
studied the evolution with k = 2..n. So, the approach allows identifying a sub-sequence
of n items from sequences.

Table 4. Evolution of patients’ profiles in 2 years (patients without dementia)

No Dementia Cluster5 Cluster4 Cluster3 Cluster2 Cluster1 Exit
Cluster5 50.9% 16.0% 5.8% 1.6% 2.4% 23.3%
Cluster4 3.8% 56.0% 10.6% 3.4% 4.1% 22.2%
Cluster3 4.3% 4.0% 25.2% 9.1% 13.8% 43.6%
Cluster2 0.8% 0.9% 11.4% 29.4% 29.6% 27.9%
Cluster1 0.1% 0.6% 0.7% 1.3% 33.1% 64.2%

Table 5. Evolution of patients’ profiles in 2 years (patients suffering from dementia)

Dementia Cluster5 Cluster4 Cluster3 Cluster2 Cluster1 Exit
Cluster5 9.7% 20.6% 27.1% 12.7% 19.4% 10.5%
Cluster4 0.5% 20.2% 32.4% 14.7% 20.0% 12.2%
Cluster3 0.6% 1.5% 21.8% 17.7% 34.1% 24.3%
Cluster2 0.1% 0.1% 1.9% 11.9% 31.7% 54.3%
Cluster1 0.2% 0.1% 1.5% 15.5% 64.8% 17.9%
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In future work, we will extend and validate the different models to other class of
diseases. Approximately 1–1.5 % of the French population suffer from dementia and
the causes of dementia are neurological disorders such as Alzheimer’s disease (which
causes 50 %–70 % of all dementia), blood flow-related (vascular) disorders such as
multi-infarct diseases, inherited disorders such as Huntington’s disease, and infections
such as HIV [15]. In fact, we would like to simulate the patient’s progress in order to
forecast and to analyze the need for long, medium and short-term care. This allows us
to evaluate human, financial and physical resources in the future.
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Abstract. An important direction of computational and formal linguis-
tics is to find good (mathematical and computational) models to describe
linguistic phenomena. These models can also help to understand lan-
guage acquisition, thinking and other mental activities. In this paper we
consider finite automata with translucent letters. These models do not
read their input strictly from left to right as traditional finite automata,
but for each internal state of such a device, certain letters are translu-
cent, that is, in this state the automaton cannot see them. We solve
the parsing problem of these automata, both in the deterministic and
in the nondeterministic cases. By introducing the permutation operator
the class of regular languages is extended. It is shown that this extended
class inside the class of languages that can be accepted by nondetermin-
istic finite automata with translucent letters. Some interesting examples
from the formal language theory and from a segment of the Hungarian
language are shown presenting the applicability of finite automata with
translucent letters both in formal and natural languages.

Keywords: Finite automata · Mildly context-sensitive languages ·
Natural languages · Formal linguistics · Free-order languages ·
Computational linguistics · Formal models

1 Introduction

Finite automata are fundamental computing devices for accepting languages.
Their deterministic versions (DFA) and their nondeterministic versions (NFA)
both accept exactly the regular languages, and they are applied in many areas
like compiler construction, text editors, computational linguistics, etc. For reg-
ular languages the membership problem is decidable by a real-time (i.e., linear)
computation. However, the expressiveness of regular languages is quite limited,
and thus, these automata are too weak for several further applications. It is a
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well-known fact of the Chomsky hierarchy that all regular languages are context-
free. Pushdown automata accept exactly the class of context-free languages.
Their deterministic counterpart has less expressive power, they define the class
of deterministic context-free languages. However, the world is not context-free,
as it is stated, for instance, in [4], where seven circumstances are described
where context-free grammars are not enough. Some of these circumstances are
the logical laws of the predicate logic, some aspects of the programming lan-
guages and the natural languages. Accordingly, much more powerful models of
automata have been introduced and studied like, e.g., linear-bounded automata,
and Turing machines. This larger expressive power comes at a price that certain
algorithmic questions like the membership problem or the emptiness problem
become more complex or even undecidable. Hence, when dealing with appli-
cations, for example in natural language processing or concurrency control, it
is important to find models of automata that reconcile two contrasting goals:
they have sufficient expressiveness and, at the same time, a moderate degree of
complexity. We note here that there are unconventional computing models that
can also be used to model some phenomena of natural languages (see [1], for
example).

An interesting question concerning applications of formal languages is whether
the sentences of natural languages (NL) can be modeled with a class of the Chom-
sky hierarchy or not. There are many different views and approaches in the liter-
ature regarding the position of natural languages in this hierarchy. It is folklore
that finite languages are regular, and hence the simplest model for NL uses reg-
ular form approach based on the idea that the set of all sentences of humans are
finite (sentences have a limited length). There are also different approaches which
use context-free grammars [8] while others like Matthews [13] consider NL even
more complex than the recursively enumerable languages. Since we do not under-
stand all features of the human brain, one may believe that human brain can do
more effective ‘computations’ than the computers/Turing machines can do.

The first finite state model for NL was developed in 1955 by Hockett [9].
Later, in 1969, Reich [21] has argued that NLs are not self-embedding to any ar-
bitrary degree. Another argument for regularity is given by among others Sullivan
[22]: an individual neuron in the brain can be modeled with a finite automaton
and the brain contains only finite number of neurons thus the resulting structure
also corresponds to a finite automaton. The number of states of the resulting
non-deterministic finite automaton is approximated with 1010

9
. Thus the only

way to prove that NL are more complex than regular grammars is to exhibit some
infinite sequences of grammatical sentences [12]. Chomsky [2] himself argues that
English and other NLs are not regular languages. The most famous example for
non-regular behaviour is the following pattern [23]:

A white male (whom a white male)n (hired)n hired another white male.

Also in the case, when the argumentation is accepted that the given structure
can’t be realized in infinite depth, it is clear that the corresponding base regular



Finite Automata with Translucent Letters 109

grammar/finite automata for finite depth may have a very large complexity.
Thus, from a practical point of view it is worth to find more compact grammars
that can describe the special behaviour of the different natural languages.

There are also very strong arguments that NLs are not context-free (but more
complex). In the area of formal languages in conjunction with computational lin-
guistics and natural language processing the formulation of the notion of “mildly
context-sensitive languages” [11,14] has been appeared and used. These classes
are proper subclasses of the class of context-sensitive languages and proper super-
classes of the class of context-free languages. They contain some typical examples
of non-context-free languages that show important features of natural languages,
e.g., {anbncn|n ≥ 0}, {ww|w ∈ {a, b}∗} and {anbmcndm|m,n ≥ 0}. At the same
time mildly context-sensitive languages share many of the nice properties with
the context-free languages. For example, they have semi-linear Parikh images
and their parsing complexity is polynomially bounded.

In this paper, the permutation operation is introduced and used for languages
allowing any order of the terminals below this operation, e.g., (abc)! is equivalent
to (bac)! and both of them denote the set {abc, acb, bac, bca, cab, cba}.

An interesting extension of the class of finite automata that vastly increases
its expressive power, the so-called finite automaton (or finite-state acceptor) with
translucent letters (NFAwtl for short) was introduced in [19]. The idea of this new
model comes from the research of cooperative distributed systems of stateless
deterministic restarting automata with window size 1 [18,20]. An NFAwtl does
not read its input strictly from left to right as the traditional finite automaton
does, but for each of its internal states, certain letters are translucent, that is,
in this state the NFAwtl cannot see them. Accordingly, it may read (and erase)
a letter from the middle or the end of the given input. They accept certain non-
regular and even some non-context-free languages, but all languages accepted by
NFAwtls have semi-linear Parikh images [20]. These issues are important for the
linguistic applications point of view. In contrast to the classical finite-state accep-
tors, the deterministic variants of the NFAwtls, the so-called DFAwtls, are less
expressive than the nondeterministic ones [18]. In this paper, as a continuation
of the work started in [19], we consider the parsing (membership or word prob-
lem, i.e., to decide whether an arbitrary input word is accepted or not by a given
automaton, and in affirmative case how the word is accepted) of these automata
by showing a nondeterminsitic/deterministic almost linear-time algorithm that
decides if a given word is accepted or not by an NFAwtl/DFAwtl, respectively.
We introduce the permutation operation for languages and we show that the set
of regular operations (concatenation, union, Kleene-star) extended with the per-
mutation operation defines a class of languages that is strictly between the class
of regular languages and the class of languages accepted by NFAwtl. Some lin-
guistical examples are also shown to demonstrate the efficiency of DFAwtls.

This paper is structured as follows. In Sect. 2 we recall the definition of the
finite automata with translucent letters and we also present an example. In Sect. 3
the parsing problem is considered with some further examples, while in Sect. 4 we
consider the extension of regular languages by permutations. Further, in Sect. 5 we
show examples for the usage of finite automata with translucent letters modeling
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some phenomena of the Hungarian language. In our investigation, the Hungarian
language was selected because it differs from English in the following important
aspects:

– it is an agglutinative language (in Hungarian most grammatical information
is given through suffixes: cases, conjugation, etc.),

– it has no dominant word order (as we will see, in Hungarian, several kinds of
order of the words within a sentence can be considered emphasizing slightly
different special meanings),

– reduced use of postpositions (since suffixes are often equivalent to English
prepositions, there are only few postpositions in Hungarian).

In Sect. 6 we summarize our work and give some open problems for future
work.

2 Preliminaries and Basic Definitions

In this section we fix our notation and recall the definition and some basic facts
about the finite automata with translucent letters.

The classREG of regular languages contains all the languages that are described
by regular expressions. Let Σ be a finite alphabet. Then each a ∈ Σ is a regular
expression and describes the singleton language {a}. The signs ε and ∅ are also reg-
ular expressions and describe the languages {ε} and {}, respectively. If r1 and r2
are regular expressions describing the languages L1 and L2, then (r1 ·r2), (r1+r2)
and r∗

1 are also regular expressions, and they are describing the languages L1 ·L2,
L1 ∪ L2 and L∗

1, respectively. (Note here that the sign of the concatenation, the
sign ‘·’, is usually eliminated and some of the brackets can be removed, e.g., by the
associative property of union, and by precedence relation defined on these opera-
tions, see, e.g., [24] for details.)

A nondeterministic finite automaton (NFA) is described by a tuple A =
(Q,Σ, I, F, δ), where Q is a finite set of internal states, Σ is a finite alphabet of
input letters, I ⊆ Q is the set of initial states, F ⊆ Q is the set of final states,
and δ : Q × Σ → 2Q is a transition relation. If |I| = 1 and |δ(q, a)| ≤ 1 holds for
all q ∈ Q and all a ∈ Σ, then A is a deterministic finite automaton (DFA).

An NFA A works as follows. It is given an input string w ∈ Σ∗, and A starts
its computation/run in a state q0 that is chosen nondeterministically from the set
I of all initial states. This configuration is encoded as q0w. Now it reads the first
letter of w, say a, thereby deleting this letter, and it changes its internal state
to a state q1 that is chosen nondeterministically from the set δ(q0, a). Should
δ(q0, a) be empty, then A gets stuck (in this run), otherwise, it continues its run
by reading letters until w has been consumed completely. We say that A accepts
w with a run if A is in a final state qf ∈ F after reading w completely at the
end of this run. By L(A) we denote the set of all strings w ∈ Σ∗ for which A
has an accepting computation in the sense described above.

It is well-known that the class L(NFA) of languages L(A) that are accepted
by NFAs coincides with the class REG of regular languages, and that DFAs accept
exactly the same languages.
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Now we recall a recently developed variant of the nondeterministic finite
automata that does not process its input strictly from left to right [19].

Definition 1. A finite-state acceptor with translucent letters (NFAwtl) is defined
as a 7-tuple A = (Q,Σ, $, τ, I, F, δ), where Q is a finite set of internal states, Σ
is a finite alphabet of input letters, $ 	∈ Σ is a special symbol that is used as an
endmarker, τ : Q → 2Σ is a translucency mapping, I ⊆ Q is a set of initial
states, F ⊆ Q is a set of final states, and δ : Q × Σ → 2Q is a transition relation
that satisfies the following condition: ∀q ∈ Q ∀a ∈ τ(q) : δ(q, a) = ∅. For each state
q ∈ Q, the letters from the set τ(q) are translucent for q. A is called deterministic,
abbreviated as DFAwtl, if |I| = 1 and if |δ(q, a)| ≤ 1 for all q ∈ Q and all a ∈ Σ.

A configuration of an NFAwtl is written in the form qw$, where q ∈ Q is the
current state and w is the tape content (without the endmarker). The NFAwtl
A = (Q,Σ, $, τ, I, F, δ) works as follows. For an input word w ∈ Σ∗, it starts in
a nondeterministically chosen initial state q ∈ I with the word w · $ on its input
tape, i.e., with configuration qw$. A single step computation of A is as follows.
Assume that w = a1a2 · · · an for some n ≥ 1 and a1, . . . , an ∈ Σ. Then A looks
for the first occurrence from the left of a letter that is not translucent for the
current state q, that is, if w = uav such that u ∈ (τ(q))∗ and a 	∈ τ(q), then A
nondeterministically chooses a state q′ ∈ δ(q, a), erases the letter a from the tape
thus producing the tape contents uv·$, and its internal state is set to q′. Formally,
we write the single-step computation relation in the form quav$ �A q′uv$. In
state q′ the automaton considers the tape uv$ and continues the process by
another single step computation looking for the first visible letter of uv at state
q′. In case δ(q, a) = ∅, A halts without accepting. Finally, if w ∈ (τ(q))∗, then
A reaches the $-symbol and the computation halts. In this case A accepts if q
is a final state; otherwise, it does not accept. Observe that this definition also
applies to configurations of the form q · $, that is, q · ε · $ �A Accept holds if and
only if q is a final state. A word w ∈ Σ∗ is accepted by A if there exists an
initial state q0 ∈ I and a computation q0w · $ �∗

A Accept, where �∗
A denotes

the reflexive transitive closure of the single-step computation relation �A. Now
L(A) = {w ∈ Σ∗ | w is accepted by A } is the language accepted by A.

Observe that for each state q ∈ Q, the letters from the set τ(q) are translucent
for q, that is, in state q the automaton A does not see these letters.

The classical nondeterministic finite automata (NFA) is obtained from the
NFAwtl by removing the endmarker $ and by ignoring the translucency rela-
tion τ , and the deterministic finite-state acceptor (DFA) is obtained from the
DFAwtl in the same way. Thus, the NFA (DFA) can be interpreted as a special
type of NFAwtl (DFAwtl). Accordingly, all regular languages are accepted by
DFAwtl. Moreover, DFAwtls are much more expressive than standard DFAs as
shown by the following example.

Example 1. Let A = (Q,Σ, $, τ, I, F, δ), where Q = {q0, q1, q2}, I = {q0} = F ,
Σ = {a, b, c, d}, and the functions τ and δ are defined as follows:
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τ(q0) = ∅, δ(q0, a) = {q1},

δ(q0, b) = {q2},

τ(q1) = {a, b}, δ(q1, c) = {q0},

τ(q2) = {b}, δ(q2, d) = {q0},

and δ(q, x) = ∅ for all other pairs (q, x) ∈ Q × Σ. Observe that A is in fact a
DFAwtl.

Let us consider some example input words. Given the word w = aacc as
input, A executes the following computation:

q0aacc · $ �A q1acc · $ �A q0ac · $ �A q1c · $
�A q0ε · $ �A Accept,

as q0 is a final state, A accepts the input aacc.
Given the word w = aabcc as input, A executes the following computation:

q0aabcc · $ �A q1abcc · $ �A q0abc · $ �A q1bc · $
�A q0b · $ �A q2ε · $,

and, since q2 	∈ F , this input word is not accepted.
One can prove that L(A) consists only words with |w|a = |w|c and |w|b =

|w|d, moreover L(A) ∩ (a∗ · b∗ · c∗ · d∗) = { anbmcndm | n,m ≥ 0} and thus this
language is not context-free.

Observe that automaton A accepts the language L′(A) = (ac)∗(bd)∗ � L(A) by
its computations without effectively using the translucency mapping, i.e., when
every transition erases the first letter of the remaining input.

We have seen that already DFAwtls accept non-context-free languages.
An NFAwtl A = (Q,Σ, $, τ, I, F, δ) is described more intuitively by a graph,

similar to the graph representation of standard NFAs [24]. A state q ∈ Q is repre-
sented by a node (circle on figures) labelled with a pair q, T , where T = τ(q) ⊂ Σ
shows the set of translucent letters at the given state. Moreover the node of an
initial state p is marked by a special incoming edge without a label, and the
node of a final state p is marked by double-lined circle. For each state q ∈ Q and
each letter a ∈ Σ \ τ(q), if δ(q, a) = {q1, . . . , qs}, then there is a directed edge
labelled by a from the node corresponding to state q to the node corresponding
to state qi for each i = 1, . . . , s. The graph representation of the DFAwtl A of
Example 1 is given in Fig. 1.

According to the definition, an NFAwtl may accept a word without process-
ing it completely. This, however, is only a convenience that makes for simple
instructions, since for every NFAwtl A one can effectively construct an NFAwtl
B such that L(B) = L(A), but for each word w ∈ L(B), each accepting com-
putation of B on input w consists of |w| many reading steps plus a final step
that accepts the empty word (i.e., the input is totally processed). Nevertheless
it is an open problem whether the same fact holds for DFAwtls in general. If
A is an NFAwtl on Σ that is accepting only totally processed input, then by
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Fig. 1. A graphical representation of the DFAwtl A of Example 1.

removing the translucency relation from A, we obtain a standard NFA A′ that
accepts a letter equivalent language of the original language L(A), moreover
L(A) ⊇ L(A′).

3 The Parsing Problem

In this section we address the membership problem (it is also known as the word
problem and as the acceptance problem), i.e., how we can decide if a given word
is accepted by an NFAwtl/DFAwtl.

One may feel that in every step of our automaton the input should be
processed from the beginning by searching an occurrence of the letter indicated
by the transition; and in this way the time complexity of the membership prob-
lem looks quadratic. In the next part of this section we show a representation
method which gives lower complexity for the membership problem.

Let us start this section with a kind of description of our automata, i.e., how
it could work. Our aim is to reach easily the next occurrence of a given letter.
To do so, first, let us divide the tape into as many parts as the cardinality of
the alphabet (about a similar way as a one-tape Turing machine can simulate a
multi-tape Turing machine [10]). See Fig. 2 as well. In each division exactly one
of the letters is used: there is a bijection from Σ to the parts of the tape.

Fig. 2. Divided tape model of NFAwtl.

Then in each state those parts of the tape are not used that are assigned to
translucent letters. With this picture in mind, one can construct the ‘linked-list’
data structure of the tape content in a linear number of steps (by the length of
the input). The notation wn is used for the n-th letter of the word w. The linked-
list structure contains the array STORE with dimension |w| and |Σ| pointers.
A pointer HEADa shows the first occurrence of letter a in w. In that position in
the array there is a value that shows the second occurrence of letter a in w, etc.
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At the last occurrence of a there is a special marker that shows that there is
no further occurrences of the letter a. The formal algorithm is shown in Fig. 3.
Starting from the end of the word we easily find the last occurrence of every
type of letters of the word, we mark these places of STORE by special markers
(NULL). Further preprocessing the input, we put every place to STORE the
value that indicates the next occurrence of the given letter. Finally, the pointers
HEADj show the first occurrences of the letters.

Fig. 3. Preprocessing algorithm to obtain linked list representation of the input word.

Fig. 4. Linked list model of NFAwtl with preprocessed input.

Then the constructed data structure is used in computation as a representa-
tion of the input word (see Fig. 4). Let us see, how this structure can be used in
processing the input. By the constructed data structure one can easily access the
first occurrence of any letters a of any word w by the pointer HEADa. When
a machine should read a letter a then one needs a constant number (at most
|Σ| − 1) of comparisons: if HEADa > HEADb for any non-translucent letters
b occurring in the unprocessed part of the input (here the value NULL is con-
sidered as ∞, i.e., larger than any value of n ∈ N), then the machine gets stuck,
else a is read by the machine: it is done by erasing the current head of the list
representing a’s: let HEADa = STOREHEADa

. When a list is empty, then all
the occurrences of the given letter have been processed. If all the non translucent
letters have empty lists in a final state, then the NFAwtl accepts the input by
this computation. When all lists are empty, i.e., HEADa = NULL for every
input letter a, then the input is fully processed. Remember that for NFAwtl
one can construct an equivalent NFAwtl that erases all the input letters before
acceptance in accepting runs [19].

3.1 Complexity of Parsing

The preprocessing part goes in a linear number of steps, where a step (i.e.,
to store a value) has time complexity at most log(n) where n is the length of
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the input, and so, the maximal number that will be stored is n. (We assume a
non-unary coding of the values.)

In this way a DFAwtl processes the input of length n in n log(n) time: the
preprocessing and processing together executed by a linear number of simple
operations (comparisons and assignment statements). Their number is bounded
by (|Σ| + 2|w|) + (|Σ| − 1)|w|).

Each comparison and assignment statement (or storing a value) needs at
most log(n) time.

Therefore the membership problem for DFAwtl is almost as simple as for
DFA, this family of languages has this very pleasant and effective property.

For NFAwtl the membership problem using our representation is n log(n)
with a nondeterministic version of our algorithm, i.e., the problem is solvable in
n log(n) time nondeterministically.

3.2 Examples from Formal Languages

In this subsection we present some additional examples (both for DFAwtl lan-
guages and for our parsing algorithm). The next example is one of the most
typical and important (deterministic) context-free languages.

Example 2. The Dyck language is accepted by the DFAwtl shown in Fig. 5.
The input abaababb is represented by HEADa = 1, HEADb = 2, STORE =
35467∞8∞ (where ∞ represents the value NULL as discussed before). The run
of the machine on this input is as follows:

State q0, HEADa = 1 (HEADa < HEADb) is changing to STOREHEADa
=

STORE1 = 3; the next state is q1.
State q1, HEADb = 2 is changing to STOREHEADb

= STORE2 = 5; the
next state is q0.

State q0, HEADa = 3 (HEADa < HEADb) is changing to STOREHEADa
=

STORE3 = 4; the next state is q1.
State q1, HEADb = 5 is changing to STOREHEADb

= STORE5 = 7; the
next state is q0.

State q0, HEADa = 4 (HEADa < HEADb) is changing to STOREHEADa
=

STORE4 = 6; the next state is q1.
State q1, HEADb = 7 is changing to STOREHEADb

= STORE7 = 8; the
next state is q0.

State q0, HEADa = 6 (HEADa < HEADb) is changing to STOREHEADa
=

STORE6 = ∞; the next state is q1.
State q1, HEADb = 8 is changing to STOREHEADb

= STORE8 = ∞; the
next state is q0.

The input is empty (both HEADa and HEADb are NULL and q0 is a final
state, the input is accepted.

The input abbabaab is represented by HEADa = 1, HEADb = 2, STORE =
435687∞∞. The run of the machine on this input is as follows:

State q0, HEADa = 1 (HEADa < HEADb) is changing to STOREHEADa
=

STORE1 = 4; the next state is q1.
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Fig. 5. The DFAwtl of Example 2.

State q1, HEADb = 2 is changing to STOREHEADb
= STORE2 = 3; the

next state is q0. The first two letters of the input are already processed.
State q0, HEADa = 4, HEADb = 3, therefore HEADa > HEADb this tran-

sition cannot be executed. The machine gets stuck. This input is not accepted,
abbabaab is not in the Dyck language.

In the previous example the language (ab)∗ is accepted if the first letter is erased
in every transition.

Further, we present two non-context-free languages that are closely related
to basic mildly context-sensitive languages.

Example 3. Let A = (Q,Σ, $, τ, I, F, δ), where Q = {q0, q1, q2}, I = {q0} = F ,
Σ = {a, b, c}, and the functions τ and δ are defined as follows:

τ(q0) = {}, δ(q0, a) = {q1},

τ(q1) = {a}, δ(q1, b) = {q2},

τ(q2) = {a, b}, δ(q2, c) = {q0},

and δ(q, x) = ∅ for all other pairs (q, x) ∈ Q × Σ. The language {w ∈ {a, b, c}∗

||w|a = |w|b = |w|c and for all u, v ∈ {a, b, c}∗ such that w = uv : |u|a
≥ |u|b and |u|b ≥ |u|c} is accepted by this DFAwtl. Its graphical representa-
tion is shown in Fig. 6.

An example run on input abaabccbc is:
Representation of the input: HEADa = 1, HEADb = 2, HEADc = 6,

STORE = 354∞879∞∞.
Starting from the initial state q0 an a is read. This step can be done, since

HEADa < HEADb (1 < 2) and HEADa < HEADc (1 < 6). In this step
HEADa is changing from 1 to STORE1 = 3.

Then in state q1 a b is read. It can be done, since HEADb < HEADc (2 < 6).
In this step HEADb is increasing from 2 to STORE2 = 5.

In state q2 a c is read by changing HEADc from 6 to STORE6 = 7. Since
both a and b are translucent in state q2, there were no condition on this step.

Now the system is in q0 and an a is read. It is allowed, since HEADa <
HEADb (3 < 5) and HEADa < HEADc (3 < 7), and thus HEADa is changed
to STORE3 = 4.
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Fig. 6. The DFAwtl of Example 3.

In state q1: HEADb < HEADc (5 < 7) and so, a b is read: HEADb is
increased to STORE5 = 8.

In state q2 HEADc is changed to STORE7 = 9.
In state q0 an a is read (HEADa < HEADb (4 < 8) and HEADa <

HEADc (4 < 9)) and thus, HEADa is increased to STORE4 = ∞.
In state q1 (HEADb < HEADc (8 < 9)), therefore HEADb is increased to

STORE8 = ∞.
In state q2 HEADc is changed to STORE9 = ∞ and the system is arrived

to q0.
Since all lists are empty (all HEADs are NULL) the input is fully processed

and the system is in its final state, the input is accepted.

Note that in this example without using translucency (deleting the first letter
of the remaining input at each transition), the language L′ = (abc)∗ is accepted.
This regular language is a special subset of the language accepted by the automa-
ton of the example.

The language accepted by the previous automaton intersected by the regular
language a∗b∗c∗ gives the language anbncn. The language {anbmcndm} can be
recognized in a similar way: it can be obtained as an intersection of the DFAwtl
language presented in Example 1 and the regular language a∗b∗c∗d∗. These lan-
guages are belonging to mildly context-sensitive language families and they are
important from linguistic point of view. The next language is closely connected
to the copy language that is also belonging to mildly context-sensitive language
families.
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Example 4. The disjoint copy language {ww′|w ∈ {a, b}∗, w′ ∈ {a′, b′}, w′ =
h(w), where the alphabetic morphism h maps the letters to their primed versions}
is accepted in the following way. Consider the DFAwtl shown in Fig. 7. The lan-
guage accepted by the DFAwtl of Fig. 7 intersected by the regular language
(a + b)∗(a′ + b′)∗ gives exactly the disjoint copy language.

Fig. 7. The graphical representation of the DFAwtl of Example 4.

In Example 4, the regular language that is accepted by the automaton erasing
the first letter of the remaining input in every step is (aa′ + bb′)∗.

As we have seen, versions of all the three ‘famous’, i.e., linguistically impor-
tant non context-free mildly context-sensitive languages can easily be described
based on DFAwtl languages. Actually, the technique to use the intersection with
the regular language is a standard technique for language classes that are not
closed under intersection with regular languages [16]. Moreover it does not cause
any difficulties in membership problems, for example, since to check whether the
given word is in the given regular class can be done in a deterministic real-time
(i.e., linear) algorithm.

4 Extending Regular Languages with Permutations

In this section we formally define a permutation operation on languages and
extend the family of regular languages. We also show that NFAwtls can accept
all the languages that belong to this extended class.

In theory of formal grammars, the word-order freedom usually means a cer-
tain level of robustness against permutations of sentential forms [15]. To simplify
the formulae with permutation elements, a permutation symbol is introduced as
follows. Let s = s1s2 . . . sm, where every si ∈ Σ (i ∈ {1, . . . , m}). Then define

s! = {sp1sp2 . . . spm
| pi ∈ {1, . . . , m},∀i 	= j : pi 	= pj}.

The permutation operator yields the set of all possible permutations of the ele-
ments of the sequence s. Considering the length of the sequence |s| = m, the
number of permutations is finite (at most m!, it is actually m! if every two
letters of s are distinct), but grows faster with m than the exponential func-
tion. Based on the finiteness of this set, it can be described with an NFA or
DFA. Considering the cost value of the corresponding automaton, a storage and
a parse execution cost (the space and time complexities) can be investigated.
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The storage cost is equal to the size of the required data structure representing
the automaton. A compact solution can be achieved with the application of a
prefix tree (trie) [3]. The trie structure is an index tree, where the first level cor-
responds to the first symbol of the key sequence, and the i-th level is assigned to
the i-th symbol of the sequence. The common prefix parts of the different keys
are stored in the same node of the tree, thus a significant space reduction can
be achieved with this structure. Having |s| = 3, the finite automata for s! can be
given with tree-structure graph as it is shown in Fig. 8 (the levels of the tree can
be seen vertically). By further minimizing these structures, one can easily prove
the following. Let a word w over an n-letter alphabet Σ = {a1, . . . , an} be given
with Parikh vector (m1,m2, . . . , mn) (i.e., w contains the letter ai mi times for
each 1 ≤ i ≤ n). Let m = |w|. Then the number of states of the minimal deter-
ministic automaton accepting the language w! is (m1+1)(m2+1) . . . (mn +1) by
counting how many of the letters have already read. (It seems that this language
cannot be accepted by less number of states even with NFAs.) The number of
states can be approximated by O(|w||Σ|) = O(mn). Also the number of edges
(transitions) of these automata, and thus, their storage cost, can be approxi-
mated by O(|Σ| · |w||Σ|) = O(n · mn). These values may be too high for real
applications due to the length of the possible sentences and the large size of the
alphabet. In the case of DFAwtl, m nodes are sufficient, but the management of
the corresponding sets of translucent symbols requires additional space. However
at each state only those letters could be translucent for which there is no transi-
tion defined. The storage of a translucent letter for a state cannot require more
space than an edge. Thus the storage cost (based on edge complexity) can be
estimated with O(nm). (The measure of edge complexity is recently investigated
for not complete finite automata, see, e.g., [7]. In case of a DFAwtl (NFAwtl)
that uses non-empty translucency relation, there must be transitions that are not
defined, due to the translucent letters of the given states.) This kind of structure
enables a much more efficient implementation for large alphabets too.

Regarding the execution costs (i.e. runtime), the two variants have very simi-
lar characteristics, as we have seen in Subsect. 3.1. Thus, the significantly reduced
storage cost of DFAs will result a slightly increased execution cost for DFAwtls.

In the previous part we used the permutation operation to reduce the descrip-
tional complexity of regular languages. In the next part we extend the notion to
go beyond regular, i.e., to present non-regular languages using permutation.

The permutation operator can be extended for languages: let L ⊆ Σ∗, then
let L! =

⋃

s∈L

s!. Actually L! gives the commutative closure of L.

For example, taking L = {anbn | n ∈ N} we have L! = {ε, ab, ba, aabb, abab,
abba, baab, baba, bbaa, . . . } = {w ∈ {a, b}∗ | |w|a = |w|b}.

The language L! is letter-equivalent to L (their Parikh images are the same).
It is known that none of the classes of regular, linear and context-free lan-

guages are closed under commutative closure, however, the commutative closure
of regular and linear and context-free languages coincide, and this class is the
class of commutative semi-linear languages.
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Fig. 8. The tree form of a DFA accepting all the permutations of a word

Let us define the regular expressions with permutations. Let Σ be a finite
alphabet. Then each a ∈ Σ, ε and ∅ are regular expressions with permutations.
If r1 and r2 are regular expressions with permutations describing the languages
L1 and L2, then (r1 · r2), (r1 + r2), r∗

1 and r!1 are also regular expressions with
permutations, where the latter expression describes the language L!

1. (We can
use the permutation operation with the same precedence as the Kleene-star
operation to reduce the number of used brackets.) Observe that for a given
alphabet Σ, (Σ∗)! = Σ∗.

It is clear that the regular expressions with permutations describes all reg-
ular languages and they also describes some non-context-free languages, e.g.,
(abc)∗! = {w ∈ {a, b, c}∗ | |w|a = |w|b, |w|b = |w|c}.

Now we show that the class of NFAwtl languages are closed under the oper-
ations used in this section. Let us consider two NFAwtls

A1 = (Q1, Σ, $, τ1, I1, F1, δ1) and A2 = (Q2, Σ, $, τ2, I2, F2, δ2)

with Q1 ∩ Q2 = ∅ such that they accept only completely processed input words.

Let A = (Q1 ∪ Q2, Σ, $, τ, I1 ∪ I2, F1 ∪ F2, δ) where τ(q) =
{

τ1(q) if q ∈ Q1,
τ2(q) if q ∈ Q2;

and δ(q) =
{

δ1(q) if q ∈ Q1,
δ2(q) if q ∈ Q2

. It is clear by the construction that A accepts

exactly the union L(A) = L(A1) ∪ L(A2) of the languages accepted by A1 and
A2. Now let us construct the automaton A′ = (Q1, Σ, $, τ ′, I1, F1, δ1), where
τ ′(q) = {a ∈ Σ | there is no defined transition on q with letter a}. By this
construction, one can prove that A′ accepts the commutative closure L(A1)! of
the language accepted by A1.

In [19,20] it is constructively proved that the class of NFAwtl languages are
closed under the regular operations. Actually the proof of closure under concate-
nation is very long and technical, the construction is based on a nondeterministic
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guess whether the last occurrence of a letter is being read and erased in a tran-
sition. Based on that construction, closure under Kleene-star was also proved.

Therefore the class of NFAwtl languages are closed under the regular oper-
ations and also under commutative closure. Based on these constructive proofs
one can construct NFAwtl for any regular expressions with permutations.

Unfortunately, the class of DFAwtl languages is not closed under union, con-
catenation, Kleene-star, and taking the commutative closure [18]. Therefore they
cannot be used in such a wide area as NFAwtls. Despite of this fact we believe
that DFAwtls can be used to model several phenomena in linguistics, as we use
them in the next section.

We close this section by a hierarchy result showing that our automata model
has larger expressive power than regular expressions with permutations.

Proposition 1. The DFAwtl language of Example 2 cannot be described by reg-
ular expressions with permutations.

Instead of the full formal proof we give the idea of the proof. The Dyck lan-
guage L is not regular and thus, for each of its regular sublanguages L′ (L′ ⊂ L,
L′ regular) there are infinitely many words of L that are not contained in L′.
To go beyond regular the permutation operation must be used for an expres-
sion describing an infinite language. To describe an infinite language Kleene-star
must be used. Since the number of a’s and b’s are the same in each word of L,
under a Kleene-star the number of a’s and b’s must be the same, i.e., we have a
subexpression (s1o1s∗o2s2)!, where s, s1, s2 are expressions, o1, o2 are the opera-
tions concatenation and/or union such that each word of s has the same number
of a’s and b’s. However, in this case, the number of a’s and b’s of s∗ can be
arbitrarily large, and thus, the permutation operation allows to have arbitrarily
many b’s preceding the large number of a’s in the subexpression (s1o1s∗o2s2)!.
In this way some words can be obtained that are outside of L.

Based on Proposition 1 we can claim that the class of languages accepted
by NFAwtls is a strict superset of the class of languages defined by regular
expressions with permutations.

5 Applications in a Natural Language: Modeling Some
Structures of Hungarian Language

In the previous section we gave some examples how NFAwtls/DFAwtls can be
used to model languages that are not context-free and closely connected to the
main mildly context-sensitive languages. In this section we make a further step:
we use NFAwtls to present some features of a natural language, namely, of the
Hungarian language.

In our investigation, the Hungarian language was selected which differs from
English in many aspects. As we already mentioned, the Hungarian language is an
agglutinative language, it has no dominant word order, and there is a reduced
use of postpositions. We note here that, among other languages, Finnish and
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Table 1. Hungarian words used in Example 5.

person én I te you ő she/he Jani Johnny Mari Mary

thing a tjasazskekaréynekagásjúzavynök
the book the newspaper the bread the biscuit the cheese

object a totjasatezskekatereynekatogásjúzatevynök

Table 2. Hungarian verbs used in Example 5.

(I) (you) (she/he/it) (I) (you) (she/he/it)

definite eszem eszed eszi olvasom olvasod olvassa
eat eat eats read read reads

indefinite eszek eszel eszik olvasok olvasol olvas

situation fekszem fekszel fekszik vagyok vagy van
lay lay lays be am are is

Japanese allow also various word orders in sentences. However, in this paper, we
consider only some segments of the Hungarian language.

Our next example is modeling the two types of conjugation of the Hungarian
language. The Hungarian language is a free order language therefore our new
model can effectively be used. In our example we consider a very small segment
of the language focusing on the phenomenon.

Example 5. We present the used ‘alphabet’, i.e., the Hungarian words in Tables 1
and 2. Conjugation of verbs can be seen in Table 2.

One of the most widely investigated distinguishing features of languages is
the ordering of subject (S), object (O) and verb (V) within a sentence. Theoreti-
cally there are seven different ways and each way is represented by a set of living
languages. According to the statistical analysis [6], the dominating sequence is
the SOV order with about 565 languages, the smallest group is the cluster with
4 languages for OSV order. An example of OSV order can be found in the Nadeb
language, where the sentence ‘the child sees the jaguar’ is given with

awad (jaguar) kalapéé (child) hapúh (to see).

Note that in Hungarian it also makes sense to use OSV order: Jaguárt a
gyerek lát. or A jaguárt a gyerek látja (a gyerek = the child, lát = (can) see)
However, in Hungarian this sentence may have an additional meaning, it under-
lines the child, i.e., not the adult (or anybody else), but the child sees the jaguar.

In a significant number of languages, no single dominant order can be found.
These languages use a relatively free word order. According to some recent
approaches [5] the SOV order has a marginal role in the categorization of the lan-
guages as in more languages some of these components can be eliminated from
the sentences, the corresponding clause will be pronominal or it is expressed by
some verbal affixes. It is argued that a more useful typology is the one based on



Finite Automata with Translucent Letters 123

two more basic features, whether the language is OV or VO and whether it is
SV or VS.

Correct sentences in Hungarian can be formed in the following way: a person
or a thing and a situation verb can be paired in any order (respecting the person
of the conjugation), e.g., “Én fekszem.”, “Vagyok én.”, “Fekszel te.”, “Te vagy.”,
“Ő fekszik.”, “Fekszik Jani.”, “Mari van.”, “Az újság van.”, “A könyv fekszik.”

A person and a verb in indefinite form can also be paired in any order
(respecting the person of the conjugation), e.g., “Én eszek.”, “Olvasok én.”,
“Te eszel.”, “Olvas ő.”, “Mari eszik.”, “Eszik Jani.”

A person, a verb in definite form and an object can also be grouped to form
a sentence in any order (respecting the person of the conjugation), e.g., “Én
eszem a kenyeret.”, “A kenyeret te eszed.”, “Eszi Mari a kenyeret.”, “Én az
újságot olvasom.”, “Te a könyvet olvasod.”, “A kekszet eszi Jani.”, “Én eszem
kenyeret.”, “Olvassa ő a könyvet.”

We wish to parse similar sentences and we plan to use some automata with
translucent letters. The appropriate automaton may look first for the subject
(having everything else translucent), and then depending on the object the
automaton looks for the verb (with everything else translucent). If a definite
version of a verb is used with a person, then the automaton checks the existence
of the object also.

From the theoretical point of view, the main interest in modeling natural lan-
guage grammars focuses on the sentences with unlimited length. Regarding the
set of sublanguages belonging to the class accepted by NFAwtl the following con-
dition should be met [19]: any language accepted by an NFAwtl should contain a
regular sublanguage being letter equivalent with the language itself. Allowing an
unbounded length, this regular sublanguage must have the following structure

S1S
∗
2S3

where S1, S2, S3 are regular expressions that describes finite languages (and
therefore sentences of finite length) in the simplest case. Thus the pattern accepted
by the NFAwtl is letter equivalent with this regular pattern. In the simplest cases,
this part is equal to

– the repetition of a fixed subsequence or
– the repetition of any permutations of elements of the subsequence or
– the permutation of equal numbers of elements from each different symbols in

the subsequence.

Considering the first case, the pattern includes the repetition of the same
element:

S1w
∗S3.

A sample sentence can be given as

Péter szereti Annát, Évát, Katit, Marit,... (Peter likes Ann, Eve, Kate, Mary,...)
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This kind of pattern can be described with a simple regular grammar, thus no
translucent symbols are needed. Thus, the power of NFAwtl can be demon-
strated at such pattern where the ordering of the elements can be arbitrary. The
next sentence demonstrates this kind of pattern:

Anna egy könyvet olvas arról, hogy egy könyvet olvas Zoli arról, hogy olvas
Mari egy könyvet arról, hogy Tibor olvas egy könyvet arról,... (Anna is reading a
book about that Zoli is reading a book about that Mari is reading a book about
that Tibor is reading a book about that ..)

In this example, the order of some words within the repeating subsentence
can be arbitrary, as the semantic role is encoded in Hungarian language with
case-making (inflection) of the words. The word “könyvet” is the accusative form
of the stem “könyv” (book). Thus all of the following sentences can be used:

– hogy Anna könyvet olvas
– hogy könyvet olvas Anna
– hogy Anna olvas könyvet
– hogy olvas Anna könyvet
– hogy olvas könyvet Anna
– hogy könyvet Anna olvas.

The pattern of the corresponding subsentence can be given with

(x(yzv)!w)∗ .

In general, the form of the sublanguage is

(S1S
!
2S3)∗ .

The pattern (x(yzv)!w)∗ can be validated with the NFAwtl given in Fig. 9.
In natural languages, the semantic role can be represented at the syntax

level by different ways. The two most usual encoding methods are the inflection

Fig. 9. The graphical representation of the DFAwtl for (x(yzv)!w)∗.
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and the relative position of the words. In Hungarian language, where free orders
can be accepted, the different permutations usually convey different marginally
semantic contents like emphases or the opinion of the sender. For example, tak-
ing the sentence

Mari sokat olvas (Mary reads a lot)

the following permutations can be constructed:

– Mari sokat olvas (correct, natural)
– Mari olvas sokat (rare use, special situation)
– olvas Mari sokat (special situation)
– olvas sokat Mari (special situation)
– sokat Mari olvas (very special situation, sounds strange)
– sokat olvas Mari (correct, natural).

The complexity of natural languages can be well demonstrated with the phenom-
ena that acceptance of a permutation depends on the semantic of the situation.
In the next example a similar sentence is used:

Mari olvas egy könyvet (Mary reads a book)

The related permutations are

– Mari olvas egy könyvet (correct)
– Mari egy könyvet olvas (correct)
– olvas egy könyvet Mari (correct)
– olvas Mari egy könyvet (correct)
– egy könyvet Mari olvas (special situation, may sound strange)
– egy könyvet olvas Mari (correct).

There are some cases also in Hungarian where the order of the words has
a key role in correct interpretation of the sentence. Let us take the following
example:

Péter seǵıtette Jóskát (acc) Tomit (acc) kifesteni (Peter helped John to
paint Tom).

The sentence

Péter seǵıtette Tomit (acc) Jóskát (acc) kifesteni (Peter helped Tom to paint
John).

means on the other hand a very different situation.
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6 Conclusions

In this paper, the theory of finite automata with translucent letters is further
developed with several applications related to (computational) linguistics. A lan-
guage class is defined by extending the regular languages with a permutation
operation. We showed that this extended class can be accepted by nondeter-
ministic automata with translucent letters. A large group of natural languages
has no single dominant word order, several permutations of the symbols are
grammatical. The traditional finite automata represent every possible orders
explicitly resulting in a huge/complex structure. The presented finite automata
with translucent letters can be used for a more compact modeling of free word
order in natural languages. The NFAwtl provides a more expressive and precise
description of the grammar than the base (regular) finite automaton. The next
step of the investigation is to cover also the non-regular and non-context-free
elements of natural languages, since DFAwtls and NFAwtls are good candidates
to handle some of these features...

Other main result is that we provide an almost linear time algorithm for the
membership problem. The considered algorithm is non-deterministic in case of
NFAwtls and deterministic in case of DFAwtls. Thus, it remains open to give an
efficient deterministic algorithm for NFAwtl languages, if possible.

For technical reasons we have used an endmarker at the end of the input. It
allows to check if every important parts of the sentence are already read, i.e.,
the main structure of the sentence is checked; since some other optional parts
may be left on the tape, the process is finished by seeing the endmarker (having
the remained optional parts translucent). It is an open problem whether each
language accepted by DFAwtl can be accepted by a DFAwtl such a way that all
the input letters (including the optional parts) of each accepted input word are
erased during the computation.
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Enguix, G., Jiménez López, M.D. (eds.) Bio-Inspired Models for Natural and For-
mal Languages, pp. 135–152. Cambridge Scholars (2011)
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Abstract. This paper proposes a distributed multi-agent framework for
discovering and optimizing evacuation routes on demand. Our frame-
work assumes mobile ad hoc networks (MANETs) composed of smart-
phones with geo-location capabilities. On the network, heterogeneous
mobile agents cooperatively insert knowledge about crowd in our mass
evacuation framework. They are relying exclusively on crowd sourcing;
therefore our framework is layout independent and adaptable for any
situation. The mobile agents take advantage of ant colony optimiza-
tion (ACO) in order to collect such knowledge. Once users reach safe
areas, they distribute agents to inform the directions of the locations of
the safe areas. On the other hand, evacuating users distribute agents to
search safe areas, based on guidance given by the agents from the safe
areas. Once each searching agent reaches the safe area, it traces its path
backwardly collecting geographical information of intermediate nodes for
composing an evacuation route. During the backward travel, agents lay
down pheromone as they migrate back based on the ACO algorithm,
strengthening quasi-optimal physical routes, and hence guiding succeed-
ing agents. A characteristic of pheromone in this family of algorithms is
that it lessens during run-time, keeping the information about successful
escape routes current, as is essential in an evacuation scenario. We have
implemented a simulator based on our framework in order to show the
effectiveness of our technique. We discuss the behaviors of our system
with various settings on the simulator for real world implementation in
the near future.

1 Introduction

In cases of emergency, people in a building, facility or even whole cities might
need to be evacuated. Known routes, however, found to be congested or
compromised can lead crowds to panic when there is a lack of information
for an alternate route to reach a safe area. Therefore, it is desirable to have
an infrastructure-less, adaptable, real-time framework to assist evacuees to find
c© Springer-Verlag Berlin Heidelberg 2014
N.T. Nguyen (Ed.): TCCI XVII 2014, LNCS 8790, pp. 128–144, 2014.
DOI: 10.1007/978-3-662-44994-3 7
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routes on demand. Such a system would not need any previous specific prepa-
ration of roads or buildings with monitoring and communication equipment in
order to increase the survival rate.

We apply swarm intelligence-based routing mechanisms that are well known
to be useful in virtual environments as shown in [4,10,11]. Adapting them, crowd
flow guidance in the real world through handheld devices such as smartphones
is possible.

Nowadays, smartphones are increasingly relevant in daily life among a very
wide range of users. This remarkable growth results from some features such as
portability, which traditional computers lack. This feature as well as relatively
small size can be applied to solve old problems in new ways. In particular, there
are two key features for the implementation of our framework: (1) The smart-
phones wireless connectivity, which allows the deployment of a swarm intelligent
system, and (2) built-in Global Positioning System (GPS) reception that pro-
vides location information.

The combination of these technologies on a single portable device along with
swarm mechanisms assists to identify not only the main successful evacuation
routes but also alternative ones. In addition, it also makes it possible to take into
account the congestion in the routes. Moreover, found routes can reflect unpre-
dictable human behavior that could have been overseen by safety policies [16].

We propose a distributed multi-agent framework for discovering optimized
evacuation routes on demand. We call this framework Evacuation Routing Using
Ant Colony Optimization over Mobile Ad hoc Networks (ERAM). This frame-
work has evolved from AntHocNet [6–8], a framework for routing in Mobile
Ad hoc Networks (MANETs) and the algorithm for resource discovery in P2P
networks presented in [13,14]. Both approaches use Ant Colony Optimization
(ACO) providing indirect communication between agents in order to achieve
self-organized optimization.

ACO is a biologically inspired framework based on ant foraging behaviors, as
proposed in [2,9]. Ant agents laying pheromone down reinforce paths that are
more likely to lead towards fruitful nodes. This way, pheromone level indicates
the goodness of a node regarding the goal. Thanks to the ant agents constantly
modifying the pheromone level the system becomes quasi-optimized during run-
time. This indirect method is called stigmergy.

The structure of the balance of this paper is as follows. In the second section,
we describe an evacuation scenario in which ERAM performs the guidance for
the users. The third section describes the ERAM framework. ERAM consists
of several static and mobile agents. The static agents interact with users and
store routing information, and the mobile agents effectively work together with
stigmergy to find optimal evacuation routes. The fourth section demonstrates
the usefulness of the framework with the results of numerical experiments on
a simulator we built. Finally, the fifth section discusses conclusion and future
work.
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2 Scenario

ERAM presents a novel hybrid solution for physical environment routing using
networked resources, a field that has not been previously investigated, in con-
trast with other swarm intelligence-based routing frameworks such as the ones
proposed in [13,20]. Whereas the latter focus basically on data packet routing
over networks, ERAM aims to discover physical resources over physical layouts
instead of virtual ones. ERAM, however, uses networks as a means to locate
those resources, and thus previous researches on ACO routing provide it a robust
background.

2.1 Scenario Description

As derived from the previous section, in an evacuation scenario resources corre-
spond to physical safe areas. Such information may be actively input by users
on their smartphones when safe a area is reached. Each user holding a smart-
phone is referred to as node. Paths discovered with ERAM take into account
physical locations. GPS is used to provide geographic information that will be
collected on ERAM as described later. This information is also used to evaluate
the congestion of crowd flows and to optimize them.

In order to perform resource discovery and routing, both active and passive
sources of information are important. Users provide active input when they reach
safe areas and smartphones provide passive input by constantly storing GPS
tracks.

Finally, optimal routing discovery both in network and in physical envi-
ronments is achieved by indirect communication through migrations of mobile
agents over nodes of a MANET applying the ACO algorithm described in the
next section.

In order to make the scenario mentioned above technically feasible, we assume
that each node has the following functionalities:

– Built-in Wi-Fi connectivity to construct the MANET with other smartphones.
– Ability to use an existing, strong GPS signal.

2.2 Scenario Difficulties

A real implementation of ERAM framework, however, reveals some difficulties
mainly related with the reliability of the information.

The first problem is simply that of relying on human knowledge in a stressful
situation to obtain routes. To deal with this, the framework assumes that, at
least, a few people are able to reach a safe area, i.e. shelter, out of the building,
etc. and mark it on their smartphone. Then, by the unsupervised usage of the
pheromone, those nodes closer to these areas will be more likely to lead people
to a secure area.

The second problem is to identify safe areas accurately. It is possible that inac-
curate or even false indications of a safe area could be made by users. A possible
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solution is to weight safe flags by their concentration in a given area. This is based
on the fact that the majority of people will not lie. In this manner, the more safe
flags that are close to a node, the more likely that node is to attract mobile agents,
and thus, to produce correct evacuation routes avoiding those leading to fake or
mistaken safe areas. Another way to enforce reliability is a distributed trust pro-
tocol, as proposed in [15], which makes it almost impossible to deceive the system.
This set of issues is not further addressed in this paper.

Additionally, GPS signal is probably the most troublesome aspect of the
framework. It is hardly available indoors and obstacles like trees or buildings
outdoors can easily hinder precision. In order to obtain precise GPS samples,
there are some widespread solutions currently available. One of them is the usage
of differential GPS, which relies on static devices with known position such as
cell-phone antennas. Another one is using external sensors or measurement of
Wi-Fi signal to estimate absolute position like the one proposed in [19]. This
solution implies relying on infrastructure or preloaded information, which might
be eventually necessary in order to improve this framework. There are also more
innovative approaches such as [1], which propose a taxonomic GPS that would
provide precise and ubiquitous positioning.

3 ERAM Framework

In this section, ERAM framework is described in detail. It first covers the agents
that are involved in the consecution of the goal, conditions of the algorithm to
guarantee the negotiability of the evacuation route, and the formal definition of
the pheromone calculation.

3.1 Agents

Due to the similarities of ERAM’s scenario with the one proposed in [13], the
solutions are also similar. In particular, its concept of a set of collaborative
static and mobile agents for discovery of resources in P2P networks has also
been adapted to ERAM. This concept is necessary to deal with the complexity
and uncertainty to be managed by a hybrid network-physical scenario.

Figure 1 depicts the different kinds of agents participating in the framework.
The following descriptions are brief explanation of their tasks.

1. Information Agent (IA): IA is a static agent residing on each node. It is in
charge of perceiving physical context as well as storing knowledge about its
hosting node. It also acts as an interface with the user, receiving input and
providing directions to follow.

2. Node management Agent (NA): NA is a static agent also residing on each
node. It is in charge of storing knowledge of the network context, namely
storing information about other nodes.

3. Goal Agent (GA): GA is a mobile agent that floods the network with informa-
tion about the safe area recently reached. An IA on a safe node
creates GA.
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Fig. 1. ERAM participators. Nodes host mobile agents (RAs and GAs), and static
agents (IA and NA). Users communicate with IA. IA creates RAs and GAs. Mobile
agents migrate towards other nodes.

4. Routing Agent (RA): RA is a mobile agent that tries to find safe nodes in
order to obtain evacuation routes. IA on a node in search of evacuation routes,
which is called swarm node, creates RA.

The interactions between them can be illustrated as shown in Fig. 2. We
describe the details of each agent below.

Fig. 2. Interactions between agents. Here, IA provides the node GPS log and receives
GPS log collections for calculations; NA provides IP address to mobile agents, and
both RAs and GAs update pheromone value on the NA.

Information Agent (IA). Each node hosts an IA that updates the GPS log
by taking position samples periodically. On top of that, whenever two nodes
establish Wi-Fi connection, their IAs start initiate a session in order to constantly
exchange GPS logs. This method is similar as shown in SLS [12], but storing the
whole GPS log instead of a single position. Collected GPS logs and all received
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information from such exchange is then stored in the NA of each node. We
describe NA in the next section.

User can interact with the IA by activating the safe flag or by activating the
evacuation search. These two modes are mutually exclusive.

– Safe flagged: When a user reaches a safe area, he or she hoists the safe flag in
his or her smartphone. Once the safe flag is activated, the IA starts creating
GAs periodically in order to flood the network with information about the
safe area position.

– Searching evacuation: When a user is in need of evacuation route, he or she
sets his or her smartphone in search mode. In this process, the IA produces
RAs constantly, making them migrate to search negotiable paths towards
safe areas. Once one RA returns from a safe flagged node storing GPS logs
of intermediate nodes, the IA composes an evacuation route from them. If
the estimated time of the new evacuation route is better, the current one is
replaced by it. Finally, the route is provided to the user in a form of directions
to be followed.

As pointed in [17,18], routes composed of pairs of positions should be smoothed
to reduce unnecessary loops.

Node Management Agent (NA). In addition to an IA, every node hosts an
NA. The NA keeps information about neighbor nodes such as IP address, GPS
log and other data used for pheromone calculation. Each entry is created when
the IA successfully initiates sessions with neighboring nodes, which are updated
as mobile agents arrive and add new information.

As shown by Table 1, an NA encodes the basic knowledge in its matrix to
cover the following fields.

Table 1. Knowledge encoded within an NA

IP:port GPS log Jumps SAV GA ID

9.163.251.45:50000 (3,4), ... 4 0.8 2435

92.71.112.26:50001 (0,1), ... 1 0.1 8431

... ... ... ... ...

– Jumps: the number of hops from a safe flagged node. It is updated by GAs.
– Speed Ahead Value (SAV): this encodes congestion level and it is modified by

RAs. It is covered later in detail.
– GA ID: the unique identification of the GA that last updated the entry. This

is used for stopping GAs from migrating endlessly.

When mobile agents need to migrate, they request the NA to provide them
the IP addresses of the nodes to which they migrate next.
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Goal Agent (GA). A safe flagged node’s IA creates GAs in order to dissem-
inate the information in the network about the safe area. The GA, therefore,
requests the NA information of all the connected nodes, and clones itself on
each of them. As the GA migrates through the network, it counts the number of
hops it has performed. When it steps to a new node, this information is provided
to the NA of that node in order to update the Jumps entry of the neighboring
nodes. This information is used for subsequent pheromone calculation.

The terminating condition of a GA’s migration is as follows. When it is
created, every GA has a unique identification. Thus, if it steps into a node with
the same GA ID as it has it means that node has been previously visited by one
of the other clones of the GA, and therefore the GA is killed. GA’s life span is
graphically explained in Fig. 3.

Fig. 3. Migration activity of a GA through a simple ad hoc network. Numbers represent
Jumps value. Arrows with an X at the end mean the GA is killed.

Routing Agent (RA). A routing agent is an agent created by an IA on a node
that searches for safe areas. The RA migrates while it satisfies the condition
where a GPS log on a new node to which it is migrating has some intersections
with the GPS log of the current node as shown in Fig. 4. It means that there
are some intersections between GPS logs such as a chain, and this is possible
because the NA of the hosting node stores the GPS log of nodes surrounding
that node.

This condition enables ERAM to identify the shortest known route to a safe
area for the node following paths derived from GPS logs.

Fig. 4. Condition for RA to perform a migration
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In order to optimize this evacuation route, the RA will choose nodes with
higher pheromone value at present. As ACO states, this is merely probabilistic
as explained in [5]; therefore, this allows stochastic exploration of routes.

If a situation in which a sequence of connecting nodes meets the mentioned
condition and it reaches a safe flagged node, the RA becomes a backward RA
immediately. The backward RA follows the same path as the forward RA but in
the opposite direction.

There may be some situations in which the forward RA arrives at a node
using an evacuation route already created. In this case the RA will copy the
evacuation route and become a backward RA.

On its way back, the RA collects the GPS logs of the nodes while laying
pheromone down in the NAs on the nodes. This pheromone, represented by
Speed Ahead Value (SAV), reflects the congestion present along the path. When
the RA reaches the original node where it was created, the GPS logs are provided
to the IA. Once this happens the evacuation route is established.

3.2 Route Construction

The route composed from GPS logs is expected to be an evacuation route because
a chain of intersecting GPS logs ends in a safe flagged node, which is in a safe
area.

This is the expected result of the algorithm used to compose the evacua-
tion route, when intersecting GPS logs have been received. The composed route
avoids loops and unnecessary paths by deleting those parts that do not lead
towards a safe flagged node.

As depicted in Fig. 5, sometimes the GPS logs may be not exactly intersect-
ing but should be considered for having physical reachability. In such a case,
fuzzy approaches provide flexibility for dealing with uncertainty as well as with
constraints that accept some degree of error.

In our system, instead of binary functions returning whether some intersec-
tions exist or not, a radial basis function is used to loosen intersection constraints.

Fig. 5. When GPS logs are not exactly intersecting but proximity can be used for
calculating the evacuation route.
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Notice here that such a radial basis function needs a predefined threshold of dis-
tance to be regarded as an intersection between GPS tracks.

3.3 ACO Algorithm

The following equation determines the pheromone level of a node.

pheromone(n) =
speedn
jumpsn

∗ SAVn (1)

speedn is the average speed of node n, using the GPS track stored in its
IA. The length of the time window of the GPS track affects the sensibility of
this parameter. This implies that the shorter the length of the window becomes,
the fewer samples for calculating the parameter we get. That results in a highly
responsive value, causing the last few seconds of the movement to be reflected
more precisely.

jumpsn reflects how many migrations are needed to reach the closest safe
flagged node. Due to the agents wireless capabilities this is a heuristically deter-
mined parameter as it positively estimates how far the node is from a safe area.
This is because even if agents can migrate through obstacles such as walls, human
beings will not be able to pass through.

SAVn stands for Speed Ahead Value. It serves the purpose of estimating
congestion ahead. For SAV, having a lower value means that nodes ahead are
moving more slowly, therefore the probability of congestion is higher and RAs
will be less likely to follow these nodes while seeking a safe flagged node.

Like pheromone as described in [13], our framework does not implement a
pheromone decay system through evaporation. Instead, because RAs are con-
stantly migrating through the network, this value is frequently updated and
serves as the pheromone decay mechanism.

SAV of any safe node is 1. SAV of a non-safe given node n starts at 1 and it
is recalculated based on: its SAV previous value and both the SAV and average
speed from the node straight ahead. The RA carries that information. In this
way, knowledge about congestion is propagated backward through the network
while updating each node through iterations.

The formal calculation is as follows.

SAV (n) = w1SAVn + w2SAVn−1 + w3
speedn−1

speedNorm
(2)

Where 0 < SAV ≤ 1, and w1 + w2 + w3 = 1

w1, w2 and w3 are predefined weights that determine how SAV will be modi-
fied through iterations. Fine-tuning these three constants is the key to obtaining
a self-optimizing routing system.

– w1: represents how slowly SAV is modified through iterations. The higher the
weight is, the slower SAV will be affected. Having values near to 1 means
that it will hardly change, and near to 0 means that will be overridden every
iteration.
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– w2: represents how much overall congestion ahead from node n influences
its SAV calculation. Having values near to 1 means that initial SAV will be
carried all the way back.

– w3: represents how much the speed of the node straight ahead influences on the
node SAV. Having values near to 1 means that SAV only represents congestion
of the node straight ahead.

In addition, the variable speedNorm is a normalizer of the speed that keeps
the value between 0 and 1.

In summary, the pheromone level of a node is directly proportional to the
average speed of movement. The pheromone level is inversely proportional to
the number of migrations to the closest safe area. Thus, the pheromone level is
reduced by distance from a safe area and congestion.

4 Results

In order to demonstrate the effectiveness of our framework, we have built a sim-
ulator and have conducted numerical experiments. The results addressed in this
section were acquired using the simulation environment that provides graphical
representation of the framework and statistical results for further analysis. We
call this simulation environment ERAMsim.

First, we give a brief explanation of the simulator; second, we describe the
simulation settings; and last, we discuss the simulation results.

4.1 Simulator Overview

ERAMsim is a software program developed for running basic simulations of the
ERAM framework. Providing both simplified physical and network environment
simulations, it implements the ACO algorithm as well as the behavior of indi-
viduals trying to reach a safe area in a floor plan. Figure 6 shows a screenshot
of the simulation environment.

It can be perceived that white ground represents the interior of a building
whereas green grounds are safe areas outside the building and black lines are
walls. Consequently, the basic unit for space is the pixel, and the time is discrete.

The simulator takes account of physical constraints such as maximum density
of people or the impossibility of them to pass through others, producing bot-
tlenecks in doors. It also assumes that there are some nodes that already know
where to go, referred as to informed nodes, and others using ERAM exclusively,
swarm nodes. As soon as any of them reaches a safe area it becomes a safe node,
starting to produce GAs, and then walking away from the building.

4.2 Simulation Settings

Table 2 shows the default values of the main parameters used for running the
simulator.
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Fig. 6. Simulation screenshot with 300 nodes (10% swarm). Blue nodes are informed
nodes, pink nodes swarm nodes, and red nodes swarm nodes with evacuation route.
Green grounds represent safe area, white ground floor within the building, and black
impassable walls. It also shows Wi-Fi connections between nodes, GAs and RAs, and
GPS logs in red trajectories (Color figure online).

Table 2. Default parameter values

Parameter Value Parameter Value

Total nodes 200 w1 0.1

Swarm nodes 10 % nodes w2 0.5

GPS log length 100 samples w3 0.4

Wi-Fi range 70 pixels GA cooldown 50 rounds

ACO randomness 10 % RA cooldown 5 rounds

These parameters are clarified as follows:

– “Total nodes” determines how many individuals-smartphone are participating
in the evacuation. 200 nodes provide a density of 4.71 %.

– “Swarm nodes” configures the percentage of the total nodes using ERAM to
find their way.
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– “GPS log length” refers to the maximum amount of GPS samples that are
stored within a NA with a frequency of 0.25 samples/round.

– “Wi-Fi range” determines the range, in pixels, of the Wi-Fi signal of the
smartphones.

– “ACO random” determines the chance of a RA to migrate randomly instead
of following the best pheromone value.

– “w1−3” are the weights for SAV calculation.
– “GA/RA” cooldown values are the number of rounds that takes for a node to

produce the next mobile agent.

We use discrete time, a floor plan with 800 px×600 px, and nodes represented
by circumferences of 6 px radius moving at a maximum speed of 2 px/round.
Approximating these values to meters, nodes are 70 cm diameter circumferences.
From the circumference diameter it can be derived that a pixel is 5.83 cm and it
can move up to 1.16 m/s in a 46.7m × 35m physical environment.

Finally, default values have been chosen for the purpose of keeping the per-
formance metric low, which enables the behavior of the framework to be easily
analyzed through modifying them.

4.3 Simulation Results

The results focus on the success rate of finding a safe evacuation route rather
than on overall route optimization. This is due to the fact that, for measuring
the improvement comparison between virtual evacuations, time using ERAM and
real evacuation time is required. In order to obtain the real one, sophisticated
human behavior simulation is needed.

In these results, the performance is measured as the success rate of finding
an evacuation route in terms of variables previously defined. Assuming that
all swarm nodes that successfully reach a safe area are caused by the usage of
ERAM, success rate of the route discovery algorithm can be formally described
as follows.

success rate =
swarmnodes saved

total swarmnodes
(3)

Because of the probabilistic nature of the simulator, in order to get reason-
able results, each sample reflects the average of five simulations using the same
parameter values.

GPS Log Length. When configuring a real implementation of ERAM, one
of the main parameters is the GPS log length. Every node needs to exchange
this information constantly with connected nodes in order to reflect lag-free
geographic information. This data exchange is critical for the framework but it
is also the most bandwidth consuming, and thus, it is crucial to size it optimally.

As can be seen in Fig. 7, the longer the length of the GPS log, the higher the
success rate of route discovery. This is caused by the fact that it is then more
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Fig. 7. Success rate depending on GPS log length

probable to find intersections between GPS logs and consequently for the system
to allow more agent migrations. By easing agent migration, route discovery of
swam nodes increases and so does the success rate.

Nevertheless, this metric is mainly bounded by two facts, both responsible
for the plateau at around 70 % success rate in Fig. 7. The first one is related to
a physical constraint and is impossible to avoid. It is that regardless the GPS
log length there might be nodes located where others have never come, making
any GPS intersection nonexistent. The second one has to do with technical
limitations and is interesting as can be handled more easily. The problem is that
although there may be GPS intersections, if the Wi-Fi signal is much shorter
than the GPS log, nodes cannot be aware of it, and therefore migrations will not
take place.

Wi-Fi Signal. Studying how Wi-Fi signal influences the success rate is inter-
esting, because it not only determines the bounding the GPS log length, but also
eventually provides minimum technical requirements for the ERAM framework
to work properly.

Figure 8 shows an improvement in success rate similar to the one exposed
for the GPS log length. Again, by increasing the Wi-Fi signal more nodes will
be connected in the MANET, and this way, more GPS log intersections will be
found by agents.

On the other hand, the GPS log length also bounds the improvement of
Wi-Fi signal. Regardless of the range of the signal connecting nodes, technically
allowing agents to migrate, when GPS logs are not long enough, intersections
will hardly occur and then the migration condition will not be satisfied.

With this simulation configuration, having a Wi-Fi signal 1.5 times longer
than the GPS log length produces a success rate of 93 %.
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Fig. 8. Success rate depending on Wi-Fi range

Density and Swarm Nodes. Finally, we discuss the effectiveness of using
ERAM depending on the density of people in the evacuation and how the frame-
work performs when only a few of them know the way to a safe zone.

Note that swarm nodes in this simulation walk towards safe zones only when
they have obtained an evacuation route through ERAM. Hence, measurements
do not concern about 0 % or 100 % swarm nodes scenarios. Having no swarm
nodes would mean there is nothing to measure, and having all swarm nodes
would mean no human knowledge about safe areas and therefore success rate
will be very close to zero.

As shown in Fig. 9, as density grows the overall success rate increases, demon-
strating that ERAM presents superior performance for mass evacuations. Given
the map that the simulation uses, 100 nodes mean a density of 2.36 %, and 500
nodes 11.78 %.

Fig. 9. Success rate depending on density and percentage of swarm nodes
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This improvement is derived from two main facts: first of all, the topology of
the MANET mesh is more interconnected; and secondly, more GPS logs stored
in the system leads to more GPS intersections.

Another dimension that Fig. 9 explores is the impact of swarm nodes percent-
age. As can be observed, as the number of swarm nodes increases the success rate
decreases in low-density settings. This can be explained because the more swarm
nodes participating in the evacuation, the fewer informed nodes, and thus, only
a few safe nodes will be produced. In addition, having low densities makes the
MANET connectivity too reduced, producing some isolated sub-MANETs with
fewer chances to transmit agents towards one of those scarce safe nodes.

However when density increases MANET connectivity also increases, and
thus increased RAs laying pheromone down, so that even for highly isolated
MANETs, the success rate increases up to almost 100 % of swarm nodes. Thus,
almost all the swarm nodes eventually reach safe areas even when only a few
nodes know the way to the safe area.

These results indicate that encouraging the active usage of ERAM (swarm
nodes) for evacuations in scenarios such as public buildings, sport events, or
cities will provide good results.

It should be clear that this metric is extremely pessimistic due to the simplis-
tic human behavior simulated. As in a real situation a swarm node can become
an informed one by asking other people, following signs or by visual contact with
the safe area.

5 Conclusions and Further Works

ERAM represents a novel usage of ACO for hybrid environments. Routing people
by the passive and active usage of the smartphone opens a new horizon of study.
This project provides not only the first formal definition of the framework but
also a software tool to test it.

A great amount of uncertainty and imprecision will be present in a real
scenario because of the usage of commercial GPS, and unsuitable conditions for
geo-location. The simulation results, however, indicate that the direction of our
investigation is right. It is now clear that smartphone and ACO are a suitable
combination to develop new safe evacuations systems.

Our experiments on the simulator so far show promising results regarding
the evacuation route discovery algorithm, especially for high-density evacuation.
This first iteration of ERAM is, however, the initial stage, and is still far from
achieving optimal evacuation routing. Further works can be summarized in three
main topics: framework refinement, simulator realism, and extensive experimen-
tation.

With respect to framework refinement, first, pheromone calculation of the
ACO algorithm needs to find the proper values for weights. One approach to
solve this is to apply some sort of neural network to dynamically adapt the
weights to different contexts, i.e. pedestrian or car evacuations. In addition, this
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would make the framework even more flexible. It is also of interest to incorporate
into the framework solutions for scenario difficulties as described in Sect. 2.

ERAMsim needs further works in order to demonstrate the feasibility of the
framework in different scenarios under much more complex environments. For
doing so, it will be necessary to adopt more realistic simulation approaches. On
the one hand, a realistic network simulation would allow measuring the con-
gestion that agents interactions produce as well as obtaining the actual time it
takes to find an evacuation route. On the other hand, utilizing physical environ-
ment simulations as shown in [3,17,18] would allow to measure how optimizing
routing improves survival rate.

The simulator, although it must be improved, is good enough to show a
current state and to explore the limits of this framework by retrieving results
beyond the ones shown in this paper.

In conclusion, regarding the feasibility of a future real implementation, we
believe that we have enough technological components to implement ERAM. The
usage of smartphones is already widespread. We are trying to implement an ad
hoc network solely using smartphones. Upon completion of such network, it will
be possible to have a mobile agent system without explicit network infrastruc-
tures. It is also possible to have alternative location systems other than GPS.
For example, it should be relatively easy to construct infrastructure using RFID
rather than GPS that provides the precision needed to provide dynamic routing
in controlled environments such as museums for providing new features besides
evacuation routing.

Acknowledgments. Kimiko Gosney has provided useful comments. The authors
appreciate them.
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Abstract. Situation Theory is mathematical modelling of concepts such
as information, information units, situations, states, events, context,
agents, and agent perspectives. We introduce major type-theoretical
objects of Situation Theory, which model situated, partial, and para-
metric information. The system of situated objects is defined by mutual
recursion. The main contribution to Situation Theory in this article
is the distinction between situated propositions, as contents of state-
ments and intentions, and situated factuality of the verified propositions.
We use this distinction to define complex, propositional types. Another
contribution is that we define complex, restricted parameters by using
propositional types. The article demonstrates potential applications of
the introduced complex, situation-theoretical objects. Among the many
applications of Situation Theory are developments of intelligent language
processing and user-computer interfaces, by integrations of human and
computer languages. We focus on modelling major objects that have
potentials in such applications, e.g., contexts, situated agents, and usage
of names to designate objects depending on agents and information avail-
able to agents.

Keywords: Situation theory · Information · Situation semantics · Para-
meters · Partiality · Situations · Types · Restricted parameters ·
Context · Agents

1 Introduction

1.1 Background

In 80’s, Barwise [2] and Barwise and Perry [5] introduced Situation Theory with
the ideas that partiality, factual content, and situatedness are crucial features of
the meaning concepts that involve mental states, including attitudes. Situation
Theory developed as a theory of the inherent relational and situational nature
of information, in general, not only of linguistic meanings, by diverging from the
traditional possible-world theories of semantics with type-theoretic settings, in
particular from Montague’s IL (see [27]). Detailed discussions and motivations
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of the situation-theoretic objects, such as situation types similar to the ones
introduced in this article, are given in [5]. A more formal introduction, in the
lines of our work here, is given in [17]. For an informal introduction to Situa-
tion Theory and Situation Semantics, with examples and intuitions, see [9]. One
of the most distinguished applications of Situation Theory has been Situation
Semantics for computational analysis of human language. Head-driven Phrase
Structure Grammar (HPSG) (see [22,23]) is one of the first practical grammar
frameworks, based on formal syntax of human language by using typed, lin-
guistic feature-value structures, which was introduced by the ideas of Situation
Theory for information distribution. HPSG came with ambitions to use Situation
Semantics for including semantic representations in syntactic analyses. Current
HPSG systems have been successfully realizing such semantic representations
with a specialized language, Minimal Recursion Semantics (MRS), for handling
scope ambiguities (see [8,15]). Situation Semantics has inspired other work in
linguistics, e.g., it was used for semantic analysis of questions (see [10]) and for
semantics of tense and aspect, in settings of logic programing, from cognitive
perspective (e.g., see [28]).

1.2 Mathematics of Situation Theory

Situation Theory presented in this article is a mathematical structure consisting
of primitive and complex objects defined recursively. It includes primitive and
complex types that classify the system of all objects. The domain of situation-
theoretical objects can be a proper class, instead of a set, depending on the needs
of applications.

Situation Theory includes propositions as complex objects, which are abst-
ract, mathematical objects, e.g., representing information asserting that some
objects a is of certain type T . While some of these abstract propositions can
serve in semantic representations of syntactic expressions such as sentences, the
situation-theoretical propositions are not syntactic expressions per se. One of
our contributions in this article is that we introduce Situation Theory that dis-
tinguishes between propositions as asserting informational units and information
about verified propositions. E.g., a proposition (a : T ) carry asserting informa-
tion that some objects a is of certain type T , while the factual information that
a is of the type T is a : T . We also define complex, propositional types that are
abstractions over propositions.

Another contribution is that we define complex, restricted parameters by
using types, including propositional types. In this aspect, the parameters in this
article are different from the parameters presented in [5] that are restricted with
event-types, which we include as complex relations. In particular, a parameter
that is restricted by a type, as a model of an underspecified object constrained to
be of certain kind, can be instantiated only with objects that are of the restriction
type. Such situation-theoretical parameters are especially useful for modelling
context and resource situations that provide objects satisfying the information
in the restricted parameters. Situation Theory with similar parametric objects
has been used for semantics of attitude expressions and quantifier ambiguities
(e.g., see [11–13]).
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From model-theoretic point, similarly to many fields of mathematics, the
meta-theory of Situation Theory is set theory. This means that it has a com-
plex, hierarchical system of abstract objects, which are set-theoretic constructs
(see [5]). Furthermore, the more powerful versions of Situation Theory are distin-
guished by representing circular pieces information, which are non-well-founded.
The typical examples of such circularity involves situations that carry informa-
tion about mutual belief and common knowledge shared by different agents.
Such information units can be represented in Situation Theory by objects that
do not conform with the classic axiom of foundation supporting cumulative hier-
archy of sets. To accommodate such non-well-founded circularity, as discussed in
[3], Situation Theory uses hypersets that are based on a version of Aczel’s non-
well-founded set theory (see [1]). Aczel’s non-well-founded set theory replaces
the foundation axiom, FA, of the standard axiom system ZFC of axiomatic
set theory, with an axiom of anti-foundation, AFA, which was motivated by
modelling non-well-founded situations in theory of processes. Applications of
Situation Theory, for which non-well-founded objects and sets are not needed,
use versions of Situation Theory based on standard ZFC set theory. A modern
approach to the phenomena of circularity, in various applications, including in
semantics of human languages and programming, is presented in [4].

A set-theoretic modelling of Situation Theory as an axiomatic system, which
insures identification of the situation-theoretic objects as set constructions is
presented in [26]. The situation-theoretic objects introduced in our paper allow
variants of such axiomatic systems for modelling partial, underspecified, and
parametric information, by adding restricted parameters introduced here. Of par-
ticular interest are applications to logic programming and in areas that require
relational structures with partially defined and parametric objects.

1.3 Related Lines of Work: Interdisciplinary Technologies

Recent years have been characterised with technological advancements across
sciences and industries, by involving hardware and software engineering. Well
established, classical theories and methodologies may be fully sufficient as the
foundations of some of these new technologies. But the most challenging tech-
nological advances occur concurrently with new developments of their scientific
foundations, including new methodologies, and new approaches to mathematical
models of the domains, for which the technologies are used and applied. From
this perspective, a new interdisciplinary areas are emerging, which conjoin the-
oretical developments in sub-areas that are often considered to be disjoint and
developed separately, but are getting co-involved in the context of new technolo-
gies. In particular, the primary sub-areas that are forming foundations of new
technology advances involve (1) mathematics of the concepts of computations,
e.g., mathematics of algorithms and programs (2) classic and new approaches
to computational models of various domains of applications (3) hardware and
software engineering (4) computational approaches in life sciences.

A representative of new interdisciplinary areas has been emerging as Domain
Science and Engineering (DSaE) (e.g., see [7]). On its side, our article represents
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ongoing research on development of Situation Theory, as a computational theory
of information, which contributes to domain science, by modelling domains and
domain dependent entities, parts, materials, relations, situations, states, events,
etc. Situation Theory is information type-theory of domains of objects, mate-
rials, their properties, and relations between them, i.e., a typed model-theory
of domains. We view DSaE approach as a realisation, in its domain science, of
versions of Situation Theory specialised for applications in computer software
engineering. The versions of Situation Theory vary depending on areas of appli-
cations. In its current stage, DSaE encompasses series of versions of Situation
Theory that are software implementable. We consider that a new line of research
is in due in DSaE, on inclusion of models of states, events, actions, processes,
relations, and Situation Theory is a theory of such modelling, with versions
depending on areas of applications.

1.4 The Main Goals of the Article

Situation Theory as a model of information with complex relations between com-
pound objects, partiality, underspecification, and restricted parameters. Situation
Theory is a powerful mathematical model of information, with expressiveness
that is broad and ranges across many contemporary applications. Computerized
information systems call for reliable, faithful representation of information. This
requires theory of information, which does not distort information, especially
when it is partial, or underspecified, and can be dynamically specified. Partial-
ity can appear in various ways. For example, some objects have components
that are partially defined functions or relations. Some of these partial functions
and relations may or may not be extended over some of the objects that are
not in their domains, regardless of circumstances. In other cases, information
is underspecified by missing pieces of information and components, which can
be added by dynamic updates or depending on the context of usage. Paramet-
ric information is a very important kind of information, e.g., where information
structure is available, but various components participate as parameters, which
can be either totally unrestricted (which is rarely the case), or vary within a
broader type of objects, or are restricted to vary within a narrow domain sub-
ject by various compound conditions. Naturally, such conditions are expressed by
propositional constraints. Situation Theory is an information theory that targets
namely such goals: representation of information, which is relational and partial.
It handles partially defined objects, which comprise parametric and otherwise
underspecified information. Typically, such parametric objects are restricted to
satisfy constraints and their specific instantiations vary depending on context.

Applications that need models of contexts, situated agents, resource situations.
The use of computational semantics of human language, which is still an open
initiative, can be resourceful and ranging across many applications, alongside the
area of human language processing that includes semantic representations. Many
of the contemporary systems in new technologies and information processing
integrate human language processing, which can be more functional when inte-
grated with related semantic information. Computational semantics has to meet



Situation Theory, Situated Information, and Situated Agents 149

various adequateness criteria (see [14]). A primary criterion is representation of
partiality, underspecification, and context-dependency of semantic information.
Typically, semantic information is essentially dependent on features such as con-
texts, described situations, agents, and agents’ perspectives. We demonstrate
application of Situation Theory to modelling such information structures, which
include situations and objects that naturally occur in situations and participate
in relations to other situated objects. Situations can vary across these relations
and objects. Information that is presented in the situation-theoretical objects,
including in situations, is partial and parametric. Parameters can be subject to
restrictions consisting of partial information.

In the first part of this article, we concentrate on mathematics of its objects
and concepts. In Sects. 2–5, we introduce Situation Theory as a type based infor-
mation theory. It takes some set-theoretic objects as its primitive, basic objects
and uses them in construction of more complex situation-theoretic objects,
including situated types. We give examples from human language. They provide
a clear grasp of the abstract mathematical objects, which can be used in other
areas of application. In Sect. 6, we give a brief motivation of situation-theoretical
objects as biologically realistic.

In the second part of the article, we demonstrate the potentials of Situation
Theory for applications related to human language processing. E.g., we demon-
strate that phenomena such as linguistic contexts and agents, which are tra-
ditionally considered as pragmatic and external to computational models, are
subject to precise mathematical modelling in Situation Theory. This provides
the foundation of integrating such objects in computational systems. In Sect. 7,
we focus on modelling contexts and situated agents. In Sect. 8, we give situa-
tional models of objects designated by names and other definite descriptions,
which depend on information available to agents and agents’ references in con-
texts. This section provides a strong motivation of restricted parameters.

2 Situation Theory — Typed Information Theory

In this section, we introduce situation theoretical notions and objects that are
fundamental for fine-grained modelling of information and information compo-
nents. Situation Theory takes some set-theoretic objects as its basic objects.
These basic objects then are used in the recursive construction of more com-
plex situation theoretic objects. Informally, the basic informational pieces, called
infons, are composite objects carrying information about relations and objects
filling the arguments of the relations, at certain time and space locations. Infons
can be basic or complex, by recursively defined system of objects. Infons are
the ground, informational content of basic and complex informational objects,
the informational content of situated propositions (introduced in Sect. 3), and
other objects that carry information about situations. Infons are facts when sup-
ported by actual situations, e.g., in real or virtual worlds, theoretical models, or
computerized models.
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Primitive Individuals. A collection (typically, a set) AIND is designated as
the set of primitive individuals of the Situation Theory:

AIND = {a, b, c, . . .} (1)

The objects in AIND are set-theoretic objects, but they are considered as prim-
itives, not as complex situation-theoretic constructions. In various versions of
Situation Theory, designated for specific applications, some of the individuals in
AIND may be parts of other individuals in AIND , and as such can be in respective
part-of relations.

Space-Time Locations. Simplified versions of Situation Theory use a collec-
tion (typically, a set) ALOC of space-time points and regions units:

ALOC = {l, l0, l1, . . .} (2)

The collection ALOC is endorsed with relations of time precedence ≺, time over-
lapping ◦, space overlapping ◦, and inclusion ⊆t, ⊆s, ⊆, between locations. In
some versions of Situation Theory, the space-tile locations can be given by com-
plex objects. E.g., a simple option (equivalent to the above) is that space-time
locations are pairs of two components, one for space locations, and one for time
points or periods.

Primitive Relations. Significantly, Situation Theory has a collection (typi-
cally, a set) AREL of abstract, primitive objects that are relations:

AREL = {r0, r1, . . .} (3)

The elements of AREL are abstract representatives of real or virtual relations.
For example, if Situation Theory is used to model real world situations, these are
abstract representatives of properties of objects and relations between objects.
E.g., humans (as well as other living species) are attuned to distinguish properties
of and relations between objects, perceptually in the reality, or cognitively, i.e.,
conceptually. We normally can recognise the property of an object to be a book,
while the specifics of that property may be context dependent, a hardback book,
a paperback, or e-book.

Note 1. In set theory, set-theoretic relations are defined as sets of tuples of set-
theoretic elements that are being in those relations. On the contrary, the prim-
itive relations of Situation Theory, i.e., the objects in AREL, are conceived as
primitive entities: they are not sets of tuples of individuals being in those rela-
tions. E.g., to model this, the primitive relations in AREL, as well as the other
primitive objects in Situation Theory, such as individuals and types, can be
taken as urelements of the modelling set theory.

We maintain the notion of extension, by introducing more complex situation-
theoretic objects: for a given relation r ∈ AREL and a situation s, the extension
of r in s is the set of all tuples of objects that are in the relation r in s. For
example, we can distinguish when a primitive relation of reading holds between
two objects: a reader and an object that is read.
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The set AREL depends on the actual application of Situation Theory1. For
example,

AREL = {man,woman, dog , run, smile, like, . . . } (4)

Primitive Types. A collection (typically, a relatively small set) of objects, which
are called primitive or basic types:

BTYPE = { IND ,LOC ,REL,POL,ARG , (5a)
INFON ,SIT ,PROP ,PAR,TYPE , |= } (5b)

where the listed basic types are used in the following way: IND is the type
for individuals; LOC : for space-time locations; REL for relations, primitive and
complex (see (3) and Definition 10); TYPE : for primitive and complex types
(see (5a)–(5b) and Definition 9); PAR: for basic and complex parameters (see
(19a)–(19e) and Definition 12); POL: for two polarity objects, e.g., presented by
the natural numbers 0 and 1; ARG : for abstract argument roles, basic and com-
plex (see Definitions 1, 2, 9, 10); INFON : for situation-theoretical objects that
are basic or complex information units (see Definition 4); PROP : for abstract
objects that are propositions (see Definition 7); SIT : for situations (see Defini-
tions 6, 5); |= is a designated type called “supports”.

We assume that Situation Theory has a set of basic BAARG argument roles,
which are associated with primitive relations and properties, by respecting the
following Definition (1).

Definition 1 (Assignment of basic argument roles). A set of argument
roles is assigned to each of the primitive relations and each of the primitive
types, by a function Args having domain and range such that Dom(Args) =
AREL ∪ BTYPE and Range(Args) ⊆ AARG , where AARG is the set of basic and
complex (see Definition 2, 9, 10) argument roles, for a given set of basic roles
BAARG ⊂ AARG .

For example, we can associate relations, such as smile, read , give, respectively
denoted by the lexemes smile, read, give, etc., with arguments roles:2.

Args(smile) = {smiler} (6a)
Args(read) = {reader , read-ed} (6b)
Args(give) = {giver , receiver , given} (6c)

Another option is to use a common set of shared primitive objects for argument
roles: BAARG = {arg1, . . . , argn}, for a specific, sufficiently large natural number
n ≥ 0. Depending on applications of Situation Theory, the set BAARG of the
1 The set-theoretical meta-theory of Situation theory, including representation of
AREL, is not the subject of this article.

2 In what follows, we shall follow a practice of naming the argument role of the object
that is read, by the “misspelled” notations read-ed and readed.
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available, basic argument roles can be chosen to be infinite. We can use as many
argument roles as needed, e.g.:

Args(smile) = {arg1} (7a)
Args(read) = {arg1, arg2} (7b)
Args(give) = {arg1, arg2, arg3} (7c)

Args(γ) = {arg1, . . . , argn}, for any relation γ with n-arguments (7d)

Note that there is no implicit order over the argument roles in (7a)–(7d), where
the indexing with numbers has the sole purpose of distinguishing the argument
roles. Which role is for what in a relation depends on the actual modelling3 of
the relations and their arguments in the abstract theoretic constructions. For
example, one can fix that: in (7b), arg1 is for the reader and arg2 — for what is
readed ; and in (7c), arg1 is for the giver , arg2 — for the recipient , and arg3 —
for the object given. After such setting, it has to be used consistently throughout
in the constructions and in the modeled situations.

Args(read) = {reader , readed} (8a)
Args(give) = {giver , recipient , given} (8b)

Each relation that has a single argument role is called a unary relation, or more
commonly a property.

Typically, properties of objects, like the property of smiling, and relations
between objects, like the relation of reading, pertain in space-time locations. An
optional choice is to consider such properties and relations as having a specialized
argument role for a location:

Args(read) = {reader , readed ,Loc} (9a)
Args(give) = {giver , recipient , given,Loc} (9b)

Another option is to take space-time locations as a special component of the
basic informational units, which we shall introduce shortly. Our choice is based
on our vision for future developments and applications of Situation Theory,
by inclusion of complex spice-time models. For example by using time models
integrated with three dimensional space models, objects, such as individuals,
that are components of informational pieces can occupy specific space locations
at various times. Informational pieces with relations, properties, and actions
involving objects as components typically pertain to space-time locations.

Similarly to relations, each type is associated with a set of argument roles. If
a type T has a single argument role, we call it a unary type, or a property type. In
particular, IND , LOC , POL, PAR, TYPE , are unary types, each with one argu-
ment role, that can be declared as filled only by elements of the corresponding
sets:
3 Another option, “intermediate” between the above two, is to accept a relatively small
set of common, abstract roles, which are similar to those used by traditional gram-
marians, and reintroduced in linguistics by the so-called Θ-theory of the Government
and Binding Theory (GBT).
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IND : ξ, for each ξ ∈ AIND ∪ PIND (10a)
LOC : ξ, for each ξ ∈ ALOC ∪ PLOC (10b)
REL : ξ, for each ξ ∈ AREL ∪ PREL (10c)

and for each complex relation ξ (introduced later)
POL : ξ, for each ξ ∈ {0, 1} ∪ PPOL (10d)
PAR : ξ, for each ξ ∈ PIND ∪ PLOC ∪ PREL ∪ PPOL ∪ PSIT (10e)

and for each complex parameter ξ (introduced later)
TYPE : ξ, for each ξ ∈ BTYPE (10f)

and for each complex type ξ (introduced later)

Argument Roles and Appropriateness Constraints. The argument roles of both
relations and types can be associated with types as constraints for their appro-
priate filling.

Definition 2 (Argument roles with appropriateness constraints). A set
of argument roles is assigned to each of the primitive relations, and to each of
the primitive types, by a function Args, with its domain and range of values such
that

Dom(Args) = (AREL ∪ BTYPE ), (11a)
Range(Args) ⊆ (AARG × TYPE ) (11b)

so that for every n-ary primitive relation and every n-ary type γ, i.e., for every
γ ∈ AREL ∪ BTYPE , which has n arguments:

Args(γ) = {〈arg i1 , Ti1〉, . . . , 〈arg in
, Tin

〉}, (12)

where arg i1 , . . . , arg in
∈AARG and T1, . . . , Tn are sets of types (basic or complex).

The objects arg i1 , . . . , arg in
are called the argument roles (or argument slots,

or simply arguments) of γ. The sets of types T1, . . . , Tn are specific for the argu-
ment roles γ and are called the basic appropriateness constraints of the argument
roles of γ.

Notation 1. Often, we shall use the notation (13):

Args(γ) = {Ti1 : arg i1 , . . . , Tin
: arg in

} (13)

The most basic appropriateness constraints can be expressed by associating argu-
ment roles with primitive types, Ti1 , . . . , Tin

∈ BTYPE . For example:

Args(give) = { IND : giver , (14a)
IND : receiver , IND : given } (14b)

For any relation or type (which can be primitive or complex), the objects that
fill its argument roles are restricted to satisfy the constraints associated with the
roles.
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Definition 3 (Argument filling). For any given relation γ ∈ RREL and for
any given type γ ∈ Ttype associated with the set of argument roles Args(γ) =
{Ti1 : arg i1 , . . . , Tin

: arg in
}, an argument filling for γ is any total function θ

with Dom(γ) = {arg i1 , . . . , arg in
}, which is set-theoretically defined by a set of

ordered pairs θ = {〈arg i1 , ξ1〉 . . . , 〈arg in
, ξn〉}, so that its values, θ(arg i1) = ξ1,

. . . , θ(arg in
) = ξn, satisfy the appropriateness constraints of the argument roles

of γ: Ti1 : ξ1, . . . , Tin
: ξn.

Infons, State of Affairs (soas), Situations. Next, we shall give a mutually recur-
sive definition of several sets of situational objects:

– the set IINF , the elements of which are called infons, and are basic or complex
information units;

– the set RREL of all primitive and complex relations (complex relations are
defined later): AREL ⊂ RREL;

– the set TTYPE of all primitive and complex types: BTYPE ⊂ TTYPE ;
– the collection SSIT of situations.

The basic informational units are identified by a unique relation, an assign-
ment of its argument roles and a corresponding negative or positive polarity.

Definition 4 (Infons). The set IINF of all infons:

1. Basic infon is every tuple 〈γ, θ, τ, i〉, where γ ∈ RREL is a relation (primitive
or complex), LOC : τ is a space-time location, (i.e., τ ∈ ALOC ), POL : i is
polarity (i.e., i ∈ {0, 1}), and θ is an argument filling for γ, i.e.:

θ = {〈arg i1 , ξ1〉, . . . , 〈arg in
, ξn〉} (15)

for some situation-theoretical objects ξ1, . . . , ξn satisfying the appropriateness
constraints of γ.

2. Let BIINF be the set of all basic infons. BIINF ⊂ IINF .
3. For representation of conjunctive and disjunctive information, complex infons

are formed by operators (i.e., primitive relations, for which locations are irrel-
evant) for conjunction and disjunction:
For any infons σ1, σ2 ∈ IINF ,

〈∧, arg1 : σ1, arg2 : σ2〉 ∈ IINF (16a)
〈∨, arg1 : σ1, arg2 : σ2〉 ∈ IINF (16b)

Other complex infons are constructed from various situation theoretic objects,
which we can add later.

Notation 2. Often, in this article, we shall use a traditional linear notation of
basic infons:

 γ, arg i1 : ξ1, . . . , arg in
: ξn,LOC : τ ; i � (17a)

 γ, ξ1, . . . , ξn, τ ; i � (17b)
σ1 ∧ σ2 ∈ IINF , σ1 ∨ σ2 ∈ IINF (17c)
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Note 2. The notation (17a) does not assume any innate order over the argument
roles of γ. On the other hand, in case that γ has more than one argument
roles, the notation (17b), e.g. as in (18b), (18d), makes sense only by having
some agreement about a notational order over the argument roles of γ and their
assignments, which does not imply that this is a ‘natural order’ of the argument
roles of the relevant relation or type.

Example 1.

 book , arg : b,Loc : l; 1 � (18a)
 book , b, l; 1 � (18b)
 read , reader : a, readed : b, l; 1 � (18c)
 read , a, b, l; 1 � (18d)

Definition 5 (States of affairs, events, situations). We define the following
complex situational objects:

1. State of affairs (soa) is any set of infons that have the same location compo-
nent.

2. An event (course of event, coa) is any set of infons.
3. A situation is any set of infons.

Basic Parameters. For each of the basic types IND ,LOC ,REL,POL,SIT , Sit-
uation Theory that has a collection (a set) of basic (primitive) parameters:

PIND = {ȧ, ḃ, ċ, . . .}, (19a)
PREL = {ṙ0, ṙ1, . . .}, (19b)

PLOC = {l̇0, l̇1, . . .}, (19c)

PPOL = {i̇0, i̇1, . . .}, (19d)
PSIT = {ṡ0, ṡ1, . . .}. (19e)

Basic parameters are also called indeterminates. here we follow the original Sit-
uation Theory, by denoting specific basic parameters by dots. Often, we shall
use “meta-variables” for basic parameters and the type shall be either explicitly
stated or understood, e.g., typically, x is any parameter of type IND .

Definition 6 (Parametric states of affairs, events, situations). Infons,
states of affairs, and situations, in which some of the argument roles, includ-
ing the space-time location and polarity components, are filled by parameters,
are called, respectively, parametric infons, parametric soas, and parametric
situations.

Example 2

 read , reader : ȧ, readed : ḃ, l̇; 1 � (20a)

 read , reader : a, readed : ḃ, l̇; 1 � (20b)

 read , a, b, l; i̇ � (20c)
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3 Situated Propositions and Constraints

The version of Situation Theory that we introduce in this article is general,
especially with respect to the nature of many of the primitive objects, and has
capacities for covering a broad spectrum of applications. We use a specialized
primitive type PROP ∈ BTYPE , with two argument roles: a type T ∈ TTYPE ,
and an appropriate argument filling θ for T. We shall use the type PROP for
constructing abstract objects (set-theoretic tuples) to model the abstract notion
of a proposition, which states that the objects given by θ are of the type T, in
the following way:

Definition 7 (Propositions). Proposition is any tuple 〈PROP ,T, θ〉, where
T ∈ TTYPE is a type that is associated with a set of argument roles

Args(T) = {Ti1 : arg i1 , . . . , Tin
: arg in

} (21)

and θ is an argument filling for T, i.e.:

θ = {〈arg i1 , ξ1〉, . . . , 〈arg in
, ξn〉} (22)

for objects ξ1, . . . , ξn, such that θ satisfies the appropriateness constraints of T:

Ti1 : ξ1, . . . , Tin
: ξn. (23)

Notation 3. We use the notation (T, θ) for 〈PROP ,T, θ〉.
When a proposition 〈PROP ,T, θ〉 is true, we say that the objects ξ1, . . . , ξn are of
type T with respect to the argument role filling θ, and we write T : θ, or, in case
it is clear which roles are filled by which objects, T : ξ1, . . . , ξn. I.e., propositions
are the result of filling up the argument roles of a type with appropriate objects.
We shall use a special kind of propositions defined by Definition 8, based on the
primitive type |=. The type |=, pronounced “support”, has two argument roles,
one that can be filled by any object that is of the type SIT of situations, and
the other can be filled by any object that is of the type INF of inforns. I.e.:

Args(|=) = { 〈argsit ,SIT 〉, 〈arg infon , INF 〉 } (24a)

≡ {SIT : argsit , INF : arg infon } (24b)

Definition 8 (Situated propositions). Situated proposition is a situation-
theoretical object

〈PROP , |=, s, σ〉 (25)

where s ∈ PSIT and σ ∈ IINF .

Notation 4. We use the notation (s |= σ) and say “the proposition that σ holds
in the situation s” or “the proposition that the situation s supports the infon σ”.

Example 3.

(s |=  book , arg : b,Loc : l; 1 � ∧ (26a)
 read , reader : x, readed : b,Loc : l; 1 �) (26b)
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4 Complex Types and Relations

Situation Theory uses an abstraction operator, which recalls the λ-abstraction
in functional λ-calculi, but, in Situation Theory, the abstraction operator is
different. It is purely semantic, i.e., informational abstraction (not for a syntactic
construction of a λ-expression in a language), and defines abstract, complex types
and relations, some of which can be encoded by functions, but some of them can
not. In this version of Situation Theory, we introduce the abstraction operator
as producing complex types, with abstract argument roles.

Definition 9 (Complex types and appropriateness constraints). Let Θ
be a given proposition, and {ξ1, . . . , ξn} be a set of parameters that occur in Θ.
Let, for each i ∈ {1, . . . , n}, Ti be the union of all the appropriateness constraints
of all the argument roles that occur in Θ, and which ξi fills up4.

Then the object λ{ξ1, . . . , ξn}Θ ∈ TTYPE , i.e., λ{ξ1, . . . , ξn}Θ is a complex
type, with abstract argument roles denoted by [ξ1], . . . , [ξn] and corresponding
appropriateness constraints associated in the following way:

Args(λ{ξ1, . . . , ξn}Θ) = {T1 : [ξ1], . . . , Tn : [ξn]} (27a)

The type λ{ξ1, . . . , ξn}Θ, where Θ is a proposition, is alternatively denoted by

[ξ1, . . . , ξn | Θ] (28a)
[T1 : ξ1, . . . , Tn : ξn | Θ]. (28b)

Sometimes, we shall use a mixture of λ and bracketed notation, for discriminating
between the types of the abstracted away parameters.

Example 4. The situation-theoretical object (29a) is the type of situations and
locations where the specific individual a walks; (29b) is the type of individuals
that walk in a specific situation s and a specific location l; (30a)–(30b) is the type
of individuals that read a specific book b, in a specific situation s and a specific
location l; (31a)–(31b) is the type of situations, locations and individuals, where
the individual reads a specific book b:

λṡ, l̇ (ṡ |=  walk ,walker : a,Loc : l̇; 1 �) (29a)
λx (s |=  walk ,walker : x,Loc : l; 1 �) (29b)

λx (s |=  read , reader : x, readed : b,Loc : l; 1 � ∧ (30a)
 book , arg : b,Loc : l; 1 �) (30b)

λṡ, l̇, x (ṡ |=  read , reader : x, readed : b,Loc : l̇; 1 � ∧ (31a)

 book , arg : b,Loc : l̇; 1 �) (31b)

4 Note that ξi may fill more than one argument role in Θ.
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Notation 5. For given object α and a set of appropriateness constraints T , we
write T : α iff α satisfies all the constraints in T .

Property 1. Let Θ be a given proposition and {ξ1, . . . , ξn} be a set of parame-
ters that occur in Θ. Let, for each i ∈ {1, . . . , n}, Ti be the union of all the
appropriateness constraints of all the argument roles that occur in Θ and ξi fills
up. Given that α1, . . . , αn are objects that satisfy appropriateness constraints
T1 : α1, . . . , Tn : αn, we have:

1. by Definition 9, λ{ξ1, . . . , ξn}Θ ∈ TTYPE is a complex type with argument
roles such that

Args(λ{ξ1, . . . , ξn}Θ) = {T1 : [ξ1], . . . , Tn : [ξn]} (32a)

2. Let θ be the total function that is set-theoretically defined by the set of
ordered pairs θ = {〈[ξ1], α1〉 . . . , 〈[ξn], αn〉},
(a) by Definition 3, θ is an argument filling for the type λ{ξ1, . . . , ξn}Θ.
(b) by Definition 7: (λ{ξ1, . . . , ξn}Θ : θ) is a proposition, i.e., the proposition

that the objects from the argument the filling θ are of the complex type
λ{ξ1, . . . , ξn}Θ, i.e.:

〈PROP , λ{ξ1, . . . , ξn}Θ, θ〉 ≡ (λ{ξ1, . . . , ξn}Θ : θ) (33)

Abstractions over individuals in propositions result in complex types of individu-
als. In general, for any given proposition Θ and a parameter ξ for an individual,
i.e., IND : ξ, which occurs in Θ, the situation-theoretical object λ{ξ1}Θ ∈
TTYPE is a complex type, that is the type of the individuals for which the
proposition Θ(ξ1) is true.

In order to complete the recursive definition of the complex objects in Situ-
ation Theory, next we define complex relations, while in this article we do not
use them actively.

Definition 10 (Complex relations and appropriateness constraints).
Let ρ ∈ RREL be a given relation, and {ξ1, . . . , ξn} be a set of parameters that
occur in ρ. Let, for each i ∈ {1, . . . , n}, Ti be the union of all the appropriateness
constraints of all the argument roles that occur in ρ, and which ξi fills up5.

Then the object λ{ξ1, . . . , ξn} ρ ∈ RREL, i.e., λ{ξ1, . . . , ξn}ρ is a complex
relation, with abstract argument roles denoted by [ξ1], . . . , [ξn], and corresponding
appropriateness constraints associated in the following way:

Args(λ{ξ1, . . . , ξn}ρ) = {T1 : [ξ1], . . . , Tn : [ξn]} (34a)

The relation λ{ξ1, . . . , ξn}ρ, is alternatively denoted by

[ξ1, . . . , ξn | ρ] (35a)
[T1 : ξ1, . . . , Tn : ξn | ρ]. (35b)

5 Note that ξi may fill more than one argument role in ρ.
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5 Complex Parameters with Restrictions

Any basic parameter x of type τ (i.e., τ : x) can be properly assigned only
to a situation theoretic object of type τ . Complex restricted parameters can be
properly assigned only to objects that satisfy the constraints associated with the
restricted parameters. Associating basic parameters with types has constraining
effect. Thus, parameter assignments of both basic and restricted parameters are
constrained.

Definition 11 (Consistent types). For any finite set T of types:

1. T is consistent iff there is at least one situation theoretic object that is of
each of the types in T .

2. A type τ is compatible with T iff the set {τ} ∪ T is consistent.

Definition 12 (Parameters). Basic (19a)–(19e) and restricted parameters
are parameters.

Restricted Parameters.

1. Let T be a finite (and consistent) set of types. If x is a fresh parameter of
type τ , i.e., τ : x, and τ is compatible with the set T of types, then x{τ}∪T is
a parameter of type {τ} ∪ T . We say that x{τ}∪T is a parameter restricted
by {τ} ∪ T .

2. Let ξ be a parameter and Θ(ξ) a proposition, such that ξ is a constituent of
Θ(ξ) (i.e., ξ fills at least one argument role in Θ(ξ)). Let T be the set of
all types associated with all the argument roles in Θ(ξ) that are filled by ξ6.
(I.e., λξ Θ(ξ) is a type and T is the set of the appropriateness constraints
of its argument role.) If the set T of types is consistent, and x is a fresh
parameter of type τ , i.e., τ : x, such that τ is compatible with T , then xλξ Θ(ξ)

is also a parameter of type τ . We say that xλξ Θ(ξ) is a parameter restricted
by λξ Θ(ξ).
With the alternative denotation of the complex type [ξ | Θ(ξ)], the restricted
parameter xλξ Θ(ξ) is denoted by x[ξ|Θ(ξ)].

For any situation theoretic object γ(xr), in which the restricted parameter xr is
a constituent, we can “connect” some or all of the parameters in it to objects
by a parameter assignment function.

A parameter assignment c is defined on xT , where T is a set of consistent
types, only if the proposition (c(xT ) : τ) is true for each type τ ∈ T .

A parameter assignment c is defined on x[ξ|Θ(ξ)] only if the proposition
(c(x[ξ|Θ(ξ)]) : [ξ | Θ(ξ)]) is true; i.e., only if there is a parameter assignment
c′ for Θ(ξ), such that c′(ξ) = c(x[ξ|Θ(ξ)]) and the proposition c′(Θ(ξ)) is true.

Note that the restricted parameter x[ξ|Θ(ξ)] is defined even if the proposition
Θ(ξ) may not be true, but an object a can instantiate the parameter x[ξ|Θ(ξ)]

only if the proposition (c(x[ξ|Θ(ξ)]) : [ξ | Θ(ξ)]) is true for c(x[ξ|Θ(ξ)]) = a, i.e.,
c′(Θ(ξ)] is true for some parameter assignment c′(ξ) = a. This has been our
motivation for defining restricted parameters with types as restrictions, instead
of with complex relations.
6 Note that ξ may fill more than one argument role in Θ(ξ).
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6 Biological Basis of Situation Theory

Restricted parameters represent generic patterns, “blueprints”, that can be inst-
antiated, i.e., realised, by specific objects that satisfy the corresponding restric-
tions and are of respective types. In nature, biological entities carry blueprints
that are restricted according to shared features, e.g., of species. Parameter
assignments represent specific realisations of the generic components in specific
instances.

We take a stand that human cognitive abilities and faculties, that are univer-
sal for humans, are expressed by innate brain capacities for some fundamental
operations:

– perception and recognition of entities, smells, sounds, etc., that are located in
three-dimensional space, in time, and situated in environments

– perception and recognition of properties and relations, primitive and complex,
“possessed” by entities, in space, time, and situated in environments

– human brain faculties associate properties and relations with abstract and
specific objects, by argument roles and argument role assignments

– recognition of abstract patterns, i.e., of types and parametric objects
– pattern construction via primitive abstract types and abstraction over para-

metric objects
– pattern construction via restrictions over parameters
– pattern matching i.e., an entity O is of type τ , τ : x.

Restricted parameters reflect innate human faculty for development and
attainment of concepts of objects that have some properties and are in rela-
tions to other kinds of objects, not necessarily referring to specific objects in
the reality. A youngster or an adult person can get an idea what an object with
certain properties could be, without having seen any such objects, in reality or in
other ways depicted. Such concepts are not necessarily expressed by or associated
with language. Parameter assignments correspond to instantiations with partic-
ular objects and can represent references to particular objects, concrete and fully
determined without parameters, or abstract, with parametric components.

7 Application of Situation Theory to Modelling Context
Dependency

Human language is used in contexts, that can be spoken, written, pictural,
virtual, in reasoning, “in the mind”, or combining any of these ways of usage.
Language can be used by speakers that know its abstract linguistic meanings and
how the abstract linguistic meanings can be “connected”, i.e., assigned to specific
interpretations. Abstract linguistic meanings, taken out of any context of use,
carry semantic information, which is partial, parametric and sometimes ambigu-
ous. I.e., normally, abstract linguistic meanings, out of context, have structure
with parametric constituents and abstractions over parameters. When used in
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specific contexts, the abstract linguistic meanings are assigned to specific inter-
pretations, by the speakers and listeners. The interpretations in context can still
be parametric and partial. Ambiguities are typically resolved by speakers’ and
listeners’s who interprete depending on their perspectives.

Partiality of information about the objects designated by language parts is
by introducing primitive and complex, i.e., restricted, parameters. The restric-
tion r over a parameter xr represents a constraint r : a that is necessary for an
object a to be associated with the parameter xr in a larger piece of information
γ(xr). The assignment of an object a to xr in γ(xr) results in the instantia-
tion γ(a). The constraint r itself is not per-se a part of γ(a), but is an addi-
tional, necessary-constraint information, satisfied by a, i.e., a is of type r, r : a.
A speaker-agent uses the restriction r to designate the object a, by assigning it
to xr. The listener-agent identifies the object a filling the arguments in γ(a), by
the constraint r : a.

7.1 Linguistic Utterance Components

We follow a tradition of using the technical notion of an utterance, as a situation
type representing minimal components of context, which are crucial for associa-
tion of linguistic meanings with potentials for specific interpretations in specific
contexts, i.e., in “utterances” of expressions, by speakers addressing listeners. In
practice, the technical notion of an utterance can be realised for spoken, written,
or combined language use. Depending on the areas of applications of Situation
Theory, linguistic contexts can be extended. The context (discourse) components
include, as a minimum, the following kinds of information:

1. Pure linguistic information: The expressions uttered are presented by a syn-
tax-semantics interface structure, which determines its abstract linguistic
meaning. The author of this article supports the view that the syntax-
semantics interface in human language is innate faculty of brain physiology.
Computational approaches to language processing would be more intelligent
and adequate by taking such a perspective.

2. Broad-linguistic information by utterance components: Context contributes
essential semantic information, which is not always explicitly present in the
wording of expressions. The most prominent components of context are:
the “speaker” agent that delivers the expression, for example by an utter-
ance; the listener agent(s) that are addressed interpreters; the time and the
space location of the utterance; the speaker’s references that assign partic-
ular objects to language components; the knowledge and the intentions of
the speaker and the listener that contribute to interpretations of abstract
linguistic meanings, by assigning objects to parameters, and disambiguation.
Such information can be presented by abstract utterance types, as parametric
situation theoretic constructs.
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3. Extra-linguistic utterance information: Various components of language use
contribute semantic information, e.g., language specific word order and word
inflection paradigms, punctuation, speech acts, intra-sentential punctuation,
intonation, gesture and other means for expressing speaker’s perspectives,
stress, presenting “new” vs. “old” information.

7.2 Situated Linguistic Agents

Denotations of human language expressions in specific contexts may depend
on reference acts. A linguistic reference act is an event consisting of at least the
following components: a language expression, an object (real or abstract) referred
to, which is called the referent of the expression, and an utterance situation (or
a broader discourse). The utterance situation consists of subcomponents such as
the speaker, the speaker’s reference act, the space-time location of the utterance,
and the listener(s).

Definition 13. 1. The infon (36a) models the information that an individual
x utters an expression α by addressing a listener y. We call any infon such
as (36a) an utterance infon. By using Notation 2, this infon is represented
as (36b).

2. The infon (36c) models the information that, an individual x refers to an
object z by using an expression α. We call any infon such as (36c) a reference
infon. By using Notation 2, this infon is represented as (36d).

3. A situation u that supports (i.e., has as an element) an utterance infon, as
in (36e), is called an utterance situation (or briefly an utterance). In case
that u supports exactly one utterance infon, the object x filling the argument
role speaker of the relation tells is called the speaker in u; the object y filling
the argument role listener is called the listener(s) in u. Note that, in general,
y can be a set of individuals. i.e., listeners. We allow broader utterance sit-
uations with more than one utterance infons, speakers and listeners, which
may have entirely different locations that may be related by overlapping or
precedence.

4. When the expression α is an expression with which speakers can refer to
objects7, the utterance situation can support also a reference infon, as in (36f).
In such a case, the respective reference infon  referes-to, x, z, α, l; 1 � is
called a speaker’s reference act in u.

 tells, speaker : x, listener : y, uttered : α,Loc : l; 1 � (36a)
 tells, x, y, α, l; 1 � (36b)
 referes-to, speaker : x, referent : z, by : α,Loc : l; 1 � (36c)
 referes-to, x, z, α, l; 1 � (36d)

u |=  tells, x, y, α, l; 1 � (36e)
u |=  tells, x, y, α, l; 1 � ∧  referes-to, x, z, α, l; 1 � (36f)

7 Such reference expressions include many noun phrases (NPs) in human languages,
e.g., names, pronounce, and definite descriptions.
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The object z in the reference act depends on the utterance u and its com-
ponents. It can be a specific, fully identified object or a parameter that may be
restricted, as in the examples that follow.

By using situation theoretical objects with restricted parameters, the utter-
ance components can be modeled by situation-theoretical objects as follows (see
also [11–13]).

The proposition expressing who is the speaker x, who is the listener y, what
is the space-time location, and which is the expression α uttered in an utterance
situation u, i.e., a minimum of context information is expressed by the situated
proposition (37):

pu(u, l, x, y, α) ≡ (u |=  tells, x, y, α, l; 1 �) (37)

Then, (38) is an abstract type of an utterance situation.

ru(l, x, y, α) ≡ [u | pu(u, l, x, y, α)] (38)

The type (39) is the type of a speaker agent in an utterance situation u.

rsp(u, l, y, α) ≡ [x | pu(u, l, x, y, α)] (39)

The type of an individual to be a listener agent in an utterance situation u is
(40):

rlst(u, l, x, α) ≡ [y | pu(u, l, x, y, α)] (40)

The type of an object to be the utterance (or discourse) space-time location is
given by (41):

rdl(u, x, y, α) ≡ [l | pu(u, l, x, y, α)] (41)

The type (42) is a type for the referent agent, i.e., of the objects to be referred
to by an expression α in an utterance situation.

rα(u, l, x, y, sres) = [z | q(u, l, x, y, z, α)] (42)

where q(u, l, x, y, z, α) is a proposition such as (43a) or (44a).

q(u, l, x, y, z, α) ≡ (43a)

(uru(l,x,y,α) |= (43b)

 referes-to, xrsp(u,l,y,α), z, α, lrdl(u,x,y,α); 1 �) (43c)

The proposition (43a), i.e., (43b)–(43c) asserts that the speaker xrsp refers to z
by using the expression α, in the location lrdl(u,x,y,α). Here

– The situation parameter uru(l,x,y,α) is restricted by the type ru(l, x, y, α) of a
situation being an utterance.

– The situation parameter sres is for a resource situation, which in the case of
(43b)–(43c) is sres ≡ uru(l,x,y,α).
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A more elaborate representation of the names can be expressed by the fol-
lowing version of the proposition q(u, l, x, z, α):

q′(u, l, x, y, z, α, sres) ≡ (44a)

(uru(l,x,y,α) |=  referes-to, xrsp(u,l,y,α), z, α, lrdl(u,x,y,α); 1 � ∧ (44b)

 believes, xrsp(u,l,y,α), (44c)
(sres |=  named , α, z, lres; 1 �), (44d)

lrdl(u,x,y,α); 1 �) (44e)

The proposition (44a), i.e., (44b)–(44e), asserts that the speaker xrsp refers to
z by using the name α, by believing that z is named α. Alternatively, when the
speaker knows that the referent z is named α, we can use the relation knows
instead of believes. In what follows, all the above restrictions shall be written
without explicitly specifying the parameter arguments.

8 Named Objects and Information Dependent on Names

In this section, we turn to examples of referential expressions, such as proper
names and definite descriptions, for exposition of how Situation Theory can han-
dle such semantic phenomena. Semantics of naming expressions gives essential
contributions to semantics of larger, encompassing language constructions, e.g.,
such as sentences and upward to larger texts. However, it is important how those
contributions are handled computationally, where is their proper placement in
the semantic representations, all of which should also take into account the con-
text and agent dependency of their semantics.

A distinctive semantic contribution of naming expressions provides means for
potential reference to objects, by the language users, i.e., “speaker” and “listener”
agents in context, e.g., by using sentences, and so forth, up to text discourse.
Typically, by utterances of affirmative sentences, speakers describe some situa-
tions (not necessarily the same as the utterances) as holding facts (i.e., infons).
The objects, which are the referents of name sub-expressions, participate as fillers
of arguments roles of semantic relations, in the facts that are stated to hold in
the described situations, by utterance situations.

It is important not to misplace the additional, auxiliary semantic contribution
of the naming sub-expressions as direct components of the facts (i.e. of the
infons) that are the informational content of the proposition stated by a sentence
utterance, and not directly in the facts of the utterance itself.

E.g., by an utterance u of a sentence like “Maria is reading the book”, a
speaker may describe a situation s1 as holding that a specific individual zrmaria ,
referred to by the name “Maria”, is involved in the activity of reading a specific
book wdthe book , referred to by the definite description “the book”, in a location
l
[l|l◦lrdl]
1 . This is expressed by the proposition (45):

(s1 |=  read , zrmaria , wdthe book , l
[l|l◦lrdl]
1 ; 1 �) (45)
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The described situation s1 may be part of or the same as the utterance u, i.e.,
s1 ⊆ u. The possibility that s1 is fully disjoint from u, i.e., s1∩u = ∅, is left open.
An utterance u of this sentence and the described situation s1 are related via the
speaker’s references in the utterance. The speaker uses the name “Maria” and the
definite description “the book” to identify correspondingly the participants zrmaria

and wdthe book of the fact of reading in (45). By the inflection of the verb lexeme
“read” (present-time continuous), the reading is located in a space-time location
l1, which is related to the space-time location of the utterance with overlapping
via the restriction over it l

[l|l◦lrdl]
1 . These pieces of information, including that the

reader z is named “Maria” and that the object w is having the property of being
a book (the unique one to which the speaker refers) are carried by the sentence,
but they are auxiliary to the major propositional content expressed by the infon
in (45). Such pieces of information should not be indiscriminately conjoined
into the major propositional content. The restrictions over the parameters zrmaria

and wdthe book “distribute” such information, which is linked to the facts in the
utterance and the propositional content, i.e., to facts of the described situation.

In general, for a given naming expression α, its denotation8 den(α) = zrα is
given by a restricted parameter, where rα is like (42), i.e., rα(u, l, x, y, sres) =
[z | q(u, l, x, y, z, α)], which is dependent on the specific expression α and other
context information expressed by the proposition q(u, l, x, y, z, α) as in (43a)
or (44a). Depending on the expression α, context, and applications, rα may
have more or alternative constraints in it, e.g., by (44b)–(44e). Importantly, the
object zrα is parametric and its instantiations are subject to the constraint rα

expressed by the semantics of a name α, e.g., as in (46a)–(46b), (47a), and a
definite description α, e.g., as in (48a)–(48d).

Potentially, an utterance, the speaker’s references in it, which are expressed
by restricted parameters like zrα , and a broader context can provide a spe-
cific object referred to by an expression α, as an instantiation of the restricted
parameter zrα . The instantiated object has to satisfy the restriction rα. The
restricted parameter zrα can get linked to a specific referent depending on the
specific utterance context and the speaker agent. That specific referent, sub-
jected to satisfaction of the constraint rα, can fill up relation arguments in facts
described by a larger expression, in which the name α occurs, e.g., as in (49).
The restriction rα, while a direct component of the restricted parameter zrα

itself, provides “extra”, i.e., “auxiliary”, semantic information, which is linked
to the direct semantic content of the larger expression.

Example 5.

rmaria ≡ [z | (uru(l,x,y,maria) |= (46a)

 referes-to, xrsp, znmaria ,maria, lrdl; 1 �)] (46b)

8 In order to keep the article into its major topic, we present the denotation function
den without diverging to more theoretical technicalities, which are subjects to other
ongoing and future work.
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where the parameter z is recursively restricted by the type restriction nmaria in
(47a), which expresses that the object z is named maria by xrsp in a resource
situation s0:

nmaria ≡ [z | (s0 |=  named ,maria, xrsp, z, l0; 1 �) (47a)

Example 6. The linguistic meaning of a noun phrase (NP) that is a definite
description, e.g., “the book”, can be expressed by wdthe book , where dthe book is
the type (48a)–(48d), and s2 and l2 are parameters for a resource situation and
its resource location for evaluation of the NP “the book”. The resource situation
s2 and some of its component locations l2 are provided by the references of the
speaker agent, and while they might be the same as the utterance situation u
and location, respectively, they might as well be “external” to the utterance
situation and subjected to additional constraints over parameters.

dthe book ≡ [z | (s2 |=  book , z, l2; 1 � ∧ (48a)
 unique, z, (48b)

[z | (s2 |=  book , z, l2; 1 �)], (48c)
l2; 1 �)] (48d)

Example 7. The abstract, linguistic meaning of a sentence like “Maria is reading
the book” can be designated by the following situated propositional type:

λs0, s1, s2, l0, l1, l2(s1 |=  read , zrmaria , wdthe book , l
[l|l◦lrdl]
1 ; 1 �) (49)

where rmaria and dthe book are, respectively, the constraints (46a)–(46b) and
(48a)–(48d). The semantic λ-abstractions over the parameters s0, s1, s2, l0, l1, l2
represent the type of a relation between situations and locations, where s0 and
l0 for the naming situation and location, s1 and l1 for the described situation of
reading activity, s2 and l2 for the resource situation identifying the object that
is the book.

Alternatively, the parameters for the described situation and location, any
naming and resource situations and locations, in this example s0, s1, s2, l0, l1, l2,
can be left as parameters that are free of λ-abstraction. In such a case, the
abstract, linguistic meaning of a sentence like “Maria is reading the book” is an
asserted parametric proposition, (50) for this specific sentence, where s1 is the
described situation:

(s1 |=  read , zrmaria , wdthe book , l
[l|l◦lrdl]
1 ; 1 �) (50)

In both cases, (49) and (50), the proposition expressed by an utterance of the
sentence is (s1 |=  read , zrmaria , wdthe book , l

[l|l◦lrdl]
1 ; 1 �). The propositional infor-

mation content is represented by the infon  read , zrmaria , wdthe book , l
[l|l◦lrdl]
1 ; 1 �,

where the restricted parameters zrmaria , wdthe book , l
[l|l◦lrdl]
1 link the proposition

with the additional information, which is carried by the sentence sub-expressions,
about the objects denoted by the name “Maria” and the definite description
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“the book”. The restrictions over the component parameters of the proposi-
tion carry information about any potential utterance u of the sentence and
the utterance components, such as the speaker, the addressee, and the loca-
tions, via the situation-theoretic objects (37)–(41). These general parametric
patterns for a potential utterance situation u, (u |=  tells, x, y, α, l; 1 �), and
its components are instantiated for the specific expression α, i.e., the sentence
α ≡ Maria is reading the book.

9 Conclusions and Future Work

Underspecification, partiality, and context dependency present major difficul-
ties in related theoretical developments and adequate applications, including
development of dedicated software systems, decision-problem models, and solu-
tions involving models of states, events, actions, context, and other situations,
where information can be partial and parametric. Situation Theory is a finely-
grained, mathematical model of information, which respects the fundamentals of
information in nature. We consider versions of Situation Semantics as its promi-
nent applications for models of informational content for semantics of both nat-
ural and artificial languages. Various domain-dependent versions of Situation
Semantics are proliferating in contemporary technologies and software systems.
Mathematics of Situation Theory and its applications are open for developments
depending on specific areas of applications in Computer Science and new tech-
nologies, such as Computational Semantics, Natural Language Processing, Arti-
ficial Intelligence, Cognitive Science, computational approaches to neuroscience,
medical sciences, health care, ontology frameworks, etc.

Conclusions: Advances in Theory for Applications to New Technologies. This
article is part of our broader work on theoretical development of Situation Theory
for modelling complex information and development of computational syntax-
semantics interfaces for natural languages. Mathematical models of the concepts
of context and agents in context concern fundamentals of syntax-semantics inter-
faces in languages in general. Our specific goal is theoretical development of
computational type-theory of information for language processing based on
syntax-semantics interface. We target theory of information that is supported by
the role of languages in nature, from the perspective of applications and software
engineering in new technologies.

One of the primary applications of Situation Theory is to computational
semantics of human languages, for modelling semantic domains and information
that is designated by human language, including linguistic contexts and agents.
Human language is notoriously ambiguous and context dependent. These phe-
nomenal features present the core part of language productivity and efficiency,
partly because they allow different agents, in different contexts, to express vary-
ing information, with familiar expressions. Moreover, language expressions, even
when considered unambiguous, when out of context, carry partial and para-
metric information, which is not necessarily and fully instantiated in specific
contexts when used by specific agents. In many cases, agents such as language
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users, speakers, listeners, and readers, appreciate parametric, partial and under-
specified information expressed by language even in specific contexts. This
presents needs of a theory that models partial, parametric and underspecified
information, that also models the context-dependency of language and infor-
mation. This means that such a theory of information has the capacities to
model interrelated context components and language agents in context. Situa-
tion Theory has been under development for meeting such needs.

Future Work. Closely related line of research is development of new approach
to the fundamentals of computation and the notion of intension. Moschovakis
recursion (see [20,21]) models the concepts of algorithm in a novel way that
covers fundamental features of computation processes. In particular, the formal
language and theory of Moschovakis acyclic recursion Lλ

ar (see [21]) introduces
a novel approach to modelling the logical concepts of meaning, synonymy, and
referential intension, by targeting adequateness of computational semantics of
human language.

The formal system Lλ
ar has been used in work (see [16,18]) on the theoretical

aspects of computational syntax-semantics interface, by covering major syntactic
constructions of human language, in Generalized Constraint-Based Lexicalized
Grammar (CBLG). Further work is ongoing in the following directions:

– mathematical modelling of the domains of semantic structures of Lλ
ar. E.g.,

in this direction, we target versions of Situation Theory.
– developments of type-theory of recursion, in several directions for adequacy

depending on applications (see [19]). Further work is necessary towards (1)
type-theory of full recursion (2) type-theory of recursion with extended type
systems, for example with dependent types (3) Lλ

ar includes states as contexts
in all of its layers: a specialized type for states in its type system, variables
for states in its syntax, and a specialized domain of states in its semantic
structures. The concept of state, in the current stage of Lλ

ar, is rudimentary
and in need of development. For this purpose, we envisage using a version of
Situation Theory.

Another closely related work involves using versions of Situation Theory and
type-theory of algorithms (i.e., Moschovakis recursion) in large-scale
grammatical frameworks for human language. In particular, a highly expressive
new grammatical framework (GF) (see [24,25]) has been under developments
for multi-lingual translations, by targeting universal, typed-directed syntax that
covers major semantic features of human-language. We maintain the view that
GF, as a new branch of CBLG, is open and highly prospective for further work
on syntax-semantics interfaces, e.g., in the lines of the new ideas and approaches
presented in this article.

New foundational developments, such as Situation Theory and Typed theory
of Recursion, target more adequate, reliable and intelligent foundations of tech-
nological applications. In the same time, they are part of the ever advancing,
scientific understanding of the fundamentals of information and computation.
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Abstract. Conflicts of interest occur in various aspects of our daily life
and we often come to an understanding by negotiating our way through
these conflicts. This paper presents a simple interactive negotiation app-
roach to resolve certain conflicts that involve multiple issues. The focus
is on mediation to facilitate a solution based on alternating offers over a
finite-time bargaining game. The mediator explores the possibilities and
proposes a jointly optimal negotiation text for all the players participat-
ing in the negotiation process, based on their conditional preference net-
works (CP-nets). Each individual player then makes a decision to accept
or reject the proposal based on their utility CP-nets. If any player rejects,
the mediator offers another negotiation text and the process goes on until
an agreement is achieved or some time limit is reached. Two algorithms
are developed with regard to the players as well as the mediator, and a
daily-life situation is investigated based on them. A historically impor-
tant negotiation event has also been investigated using this model.

1 Introduction

Negotiation occurs in several areas of real-world problems: personal cases such
as marriage, divorce, and parenting; business cases such as pricing between seller
and buyer and sharing a market between organizations; international crisis cases
like the Cuba missile crisis, the North Korean crisis, and Copenhagen climate
change control. Negotiation is a process for agents to communicate and compro-
mise in order to reach beneficial agreements. In such situations, the agents have
a common interest in cooperating, but have conflicting interests over exactly
how to cooperate [9].

Bargaining is a simple form of a negotiation process. It is used to establish
a price to trade a fixed and defined commodity between seller and buyer. One
party usually attempts to gain advantage over another to obtain the best possible
agreement. Splitting a pie between two players is a simple bargaining example.
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In such games with many periods of offers and counteroffers, strategies are not
just actions, but rather ways for choosing actions based on the actions chosen
by both agents in earlier periods [20].

In competitive bargaining, the process is viewed as a competition that is
to be won or lost. Positional bargaining is a negotiation strategy that involves
holding on to a fixed idea, or position, of what you want and arguing for it and
it alone, regardless of any underlying interests. The classic example of positional
bargaining is the haggling that takes place between proprietor and customer over
the price of an item. The customer has a maximum amount she will pay and the
proprietor will only sell something for a price above a certain minimum amount.
Each side starts with an extreme position, which in this case is a monetary
value, and proceeds from there to negotiate and make concessions. Eventually a
compromise may be reached. A position is usually determined by the interests
of a negotiating party, and reflected in a contract that it puts forward to its
counterpart.

Integrative bargaining (also called “interest-based bargaining” or “win-win
bargaining”) is a negotiation strategy in which parties collaborate to find a “win-
win” solution to accommodate their different interests. This strategy focuses on
developing mutually beneficial agreements based on the interests of the dis-
putants. Interests include the needs, desires, concerns, and fears important to
each side [19]. Integrative bargaining usually produces more satisfactory out-
comes for the players involved than does positional bargaining. Positional bar-
gaining is based on fixed, opposing positions and tends to result in a compromise
or no agreement at all. Our negotiation approach focuses on integrative bargain-
ing for achieving a satisfactory agreement for all players.

Interest-based negotiation either can get the parties to an agreement point
where they can bargain or even better, to a point where they do not need to
bargain at all. Interest-based negotiation typically entails two or more issues
to be negotiated. It involves an agreement process that better integrates the
aims and goals of all the negotiating parties through creative and collaborative
problem solving.

Mediation usually consists of a negotiation process that employs a mutually
agreed upon third party to settle a dispute between negotiating parties in order to
find a compatible agreement to resolve disputes [10]. In negotiation, the parties
agree to work with each other to resolve a dispute. In mediation, the parties
agree to work with a facilitator or mediator to resolve a conflict. In many cases,
international negotiations aim to achieve an agreement on various issues between
multiple parties. “Camp David” is an interesting example of a negotiation that
happened between Egypt and Israel in 1978, resulting in a more or less successful
agreement with the help of a mediator, the United States.

In this paper, we propose a simple mediated approach for multi-issue nego-
tiation with incomplete information based on adjusting the players’ preferences.
In this approach, the mediator searches for a jointly optimal negotiation text for
all players in their conditional preference networks (CP-nets), using a depth-first
search based algorithm. The players use utility-based CP-nets to make a decision
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for agreement. The purpose of the paper is to achieve a jointly optimal preference
for all players while each player has imperfect information about his opponents.
Here, a jointly optimal preference refers to all players obtaining preferences of
which the utilities are not less than the average utility of the preferences.

The rest of the paper is organized as follows. In Sect. 2, we briefly explain
preliminaries about CP-nets, which are conditional preference networks for rep-
resenting and reasoning with qualitative preferences. We also discuss utility
CP-nets and mediation approaches using a single negotiation text in Sect. 2.
In Sect. 3, we describe the proposed negotiation approach with algorithms and
illustrations. We discuss other closely related approaches to negotiation based
on CP-nets and compare our approach to them in Sect. 4. Finally, in Sect. 5, we
conclude the paper and mention some future directions.

2 Preliminaries

We begin with background concepts of conditional preference networks (CP-nets),
their induced preference graphs and the utility-based CP-nets in this section. We
will also discuss a mediation approach using single negotiation text (SNT).

2.1 CP-nets and UCP-nets

Boutilier and colleagues introduced CP-nets as a graphical representation of
conditional preference networks that can be used for specifying preference rela-
tions in a relatively compact, intuitive, and structured manner using conditional
ceteris paribus (all other things being equal) preference statements [5,6]. CP-nets
can be used to specify different types of preference relations, such as a preference
ordering over potential decision outcomes or a likelihood ordering over possible
states of the world.

CP-nets are similar to Bayesian networks [17]. Both utilize directed graphs;
however, the aim of CP-nets in using the graph is to capture statements of quali-
tative conditional preferential independence. A CP-net over variables
V = X1, ...,Xm is a directed graph G over X1, ...,Xm whose nodes are annotated
with conditional preference tables CPT (Xi) for each Xi ∈ V . Each conditional
preference table CPT (Xi) associates a total order �u

i with each instantiation u
of Xi’s parents Pa(Xi) = U [5].

Let V = X1, ...,Xm be a demand set of m attributes; Xi ∈ V (i = 1 to
m). D(Xi) is the domain of Xi and is represented as D(Xi) = x1, .., xn. There
are D(X1)× D(X2)×...×D(Xm) possible alternatives (outcomes), denoted by O.
Elements of O are denoted by o, o′, o′′ etc. and represented by concatenating the
values of the variables [13]. For example, if V = {A,B,C}, D(A) = {a1, a2, a3},
D(B) = {b1, b2} and D(C) = {c1, c2, c3}, then the assignment a2b2c1 assigns a1
to variable A, b2 to B and c1 to C.

The preference information captured by an acyclic CP-net N can be viewed
as a set of logical assertions about a user’s preference ordering over complete
assignments to variables in the network. These statements are generally not
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complete, that is, they do not determine a unique preference ordering. Those
orderings consistent with N can be viewed as possible models of the user’s pref-
erences, and any preference assertion that holds in all such models can be viewed
as a consequence of the CP-net [6].

The set of consequences o � o′ of an acyclic CP-net constitutes a partial
order over outcomes: o is preferred to o′ in this ordering iff N |= o � o′. This
partial order can be represented by an acyclic directed graph, referred to as the
induced preference graph:

– The nodes of the induced preference graph correspond to the complete assign-
ments to the variables of the network; and

– There is an edge from node o′ to node o if and only if the assignments at
o′ and o differ only in the value of a single variable X, and given the values
assigned by o′ and o to Pa(X), the value assigned by o to X is preferred to
the value assigned by o′ to X.

For example, consider the CP-net given in Fig. 1, whose variables are A,
B and C. The preference statements on variable A mean that a1 is strictly
preferred to a2. The preferences on variable B are conditioned on variable A: If
a1 is chosen, then b1 is preferred to b2 and if a2 is chosen, then b2 is preferred
to b1. The preferences of variable C are also conditioned on the variable B. The
preference graph induced by the CP-net of Fig. 1 is shown in Fig. 2.

Fig. 1. CP-net, for Player 1.

The concept of Utility CP-net (UCP-net) was also introduced by Boutilier
and colleagues. It extends the concept of CP-net by allowing quantification over
nodes with conditional utility information. Semantically, Boutilier et al. treat
the different factors V = X1, ...,Xm as generalized additive independent of one
another for an underlying utility function u [4]; this means intuitively that the
expected value of u is not affected by correlations between the variables, and
implies that u can be decomposed as a sum of factors over each set of variables
Xi [3]. For example, the CP-net in Fig. 1 can be extended with utility infor-
mation by including a factor (f) for each variable in the network, specifically
f1(A), f2(A,B) and f3(B,C) as shown in Fig. 3. We calculate the total util-
ity of preference strings as follows: u(A,B,C) = f1(A) + f2(A,B) + f3(B,C).
Each of these factors is quantified by the CPT (conditional preference tables)
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Fig. 2. Induced preference graph of the CP-net of Fig. 1, for Player 1.

Fig. 3. UCP-net corresponding to the CP-net of Fig. 1, for Player 1.

in the network. For example, the utility of a1b1c1 is as follows: u(a1, b1, c1) =
f1(a1) + f2(a1, b1) + f3(b1, c1) = 5 + 0.6 + 0.6 = 6.2 according to Fig. 3.

F. Rossi and colleagues presented an extension of the CP-net, called
mCP-nets [21], to model the qualitative and conditional preferences of multi-
ple agents. They allowed the individual agents to vote to obtain mCP-nets by
combining several partial CP-nets. K.R. Apt and colleagues proposed an app-
roach for analyzing strategic games that can be used to study CP- nets [1]. They
introduced a generalization of strategic games in which each player has to his
disposal a strict preference relation on his set of strategies, parameterized by a
joint strategy of his opponents. They showed that optimal outcomes in CP-nets
are Nash equilibria of strategic games with parameterized preferences. Z. Liu
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and colleagues also focused on the relationship between CP-nets and strategic
games [15]. They proposed a solution to resolve the optimal outcomes of CP-nets
by transforming a CP-net to a game tree and using a tree algorithm to find Nash
equilibria.

2.2 Mediation Using a Single Negotiation Text (SNT)

The concept of a single negotiation text (SNT) was suggested as a mediation
device by Roger Fisher [10]. SNT is often employed in international negotia-
tions, especially with multi-party negotiations [8,11,19]. For example, the SNT
approach was applied by the United States in mediating the Egyptian–Israeli
conflict, which is known as the Camp David Negotiations [19]. During an SNT
negotiation, a mediator first devises and proposes a deal (SNT-1) for the two
protagonists to consider. The first proposal is not intended as the final agree-
ment. It is meant to serve as an initial, single negotiating text : a version to be
privately criticized by both sides and then modified in an iterative manner.

The SNT is utilized as a method of focusing the parties’ attention on the same
composite text [19]. The important aspect of the process is that it appears to
be fair to both sides, and not divisive. Based upon the criticisms by the parties,
voiced privately to the mediator only, the mediator prepares another proposal,
which is not perfect, but which improves both parties’ positions. Again, both
parties provide suggestions on improving the proposal, and this new proposal
is again criticized by the parties. This process continues until all the issues are
settled and the final agreement is achieved or it is clear that no agreement is
achievable. P. Korhonen and colleagues discussed the importance of the starting
point of the single negotiation text [11]. They argue that, if the path taken in
subsequent steps does not compensate for a biased starting point, the bias will
have considerable impact on the final outcome of the negotiations.

3 The Proposed Approach to Negotiation

In real-world negotiations, negotiators need to achieve an agreement on multiple
issues with multiple players. Sometimes, a mediator is included to facilitate the
negotiation process. Some negotiations fail because the parties have too many
conflicts and they cannot work with each other. Therefore, a mediator may be
used if the parties prefer a third party who is neutral and does not represent any
party’s interests. Also in situations where the parties cannot meet to negotiate
directly, a mediator may be needed.

Our approach is based on a natural way to negotiate in the real world. The
proposed framework consists of two types of individuals : the mediator and
the players. All players and the mediator specify the issues they need to nego-
tiate before the negotiation process starts. Each player keeps his own private
information and he does not know his opponents’ private information. Each
player reports his partial CP-nets to the mediator. They do not directly come to
know their opponents’ preferences at any stage. In addition, each player defines
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his own utility values for each attribute and calculates his total utility for all
combinations of variables, as mentioned in Sect. 2.1. Each player creates his own
UCP-net that is used for proposing a maximum preference and for deciding to
accept or reject the proposal by the mediator. The mediator seeks to propose
a single negotiation text that gains optimal joint outcomes for all players by
comparing players’ proposed preferences based on depth-first search [2,12,13].

3.1 Algorithms

We have developed two algorithms. Algorithm 1 (see p. 177) describes the way
each of the players decides whether to accept a proposal by the mediator. Algo-
rithm 2 (see p. 178) describes the way the mediator decides which single negoti-
ation texts to propose, given the players’ CP-nets and their answers to previous
proposals.

Algorithm 1. Negotiation Decision by Player

1: Input :
2: UCP-nets with total utility and ordering
3: Agreement ← 0; maxU ← maximum utility
4: threshold ← x; Proposals ← ∅
5: while Agreement �= 1 and t � finalRound do
6: Search S (U(S) = maxU) in UCP-net //search maximum preferred proposal
7: Send (S) to Mediator
8: currentProposal ← Receive(Proposal by Mediator)
9: Proposals ← Proposals ∪ currentProposal

10: if (maxU−U(currentProposal)) � threshold then
11: accept Proposal
12: Agreement ← 1
13: else
14: reject Proposal
15: Update maxU //search and update the utility less than current maxU
16: Send (S)
17: end if
18: end while
19: if Receive(finalRound) then
20: while maxU > avgU do
21: Update maxU //search and update the utility less than current maxU
22: Evaluate proposals
23: if ∃proposal : (maxU−U(proposal) � threshold) then
24: accept proposal;
25: Agreement ← 1
26: end if
27: end while
28: end if
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Algorithm 2. Negotiation by Mediator

1: Input:
2: Player N : N = (1, 2, . . . , n)
3: CPN1, CPN2, . . . , CPNn //Players’ CP-nets
4: S1, S2, ..., Sn //Players’ proposals
5: maxP ← 0.9; avgP ← 0.5 //maximum and average acceptable probability
6: Agreement ← 0; JointOptimal ← ∅; t ← 0
7: threshold ← x
8: while Agreement �= 1 and t � finalRound do
9: for i = 1 to n do

10: for j = 1 to n do
11: Search acceptableProbability (Si, Sj : i �= j)
12: end for
13: end for
14: Mark all Si, Sj : acceptableProbability < threshold;
15: while maxP > avgP do
16: for i = 1 to n do
17: for j = 1 to n do
18: if ∃Si : (acceptableProbability(Si, Sj) = maxP ; i �= j) then
19: JointOptimal ← Si

20: else
21: Search alternativeOptimal(Si) //Other proposals with same maxP
22: if ∃Sl : (acceptableProbability(Sl, Sj) = maxP ; l �= j) then
23: JointOptimal ← Sl

24: else
25: maxP ← maxP − 0.1
26: end if
27: end if
28: end for
29: end for
30: end while
31: Propose JointOptimal
32: if ∀ Player k ∈ N accept Proposal then
33: Agreement ← 1
34: else if Player k (k ∈ N) rejects Si then
35: Ask new proposal to Player k
36: Update Si (i = k)
37: maxP ← 0.9
38: t ← t + 1
39: end if
40: end while
41: if Agreement = 0 and t = finalRound then
42: Announce finalRound and Ask for evaluating all proposals to Players
43: end if
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The initial input of Algorithm 1 is the utility CP-nets with the complete
set of utility values and the resulting ordering (see e.g., Table 1). The initial
assignments to the Agreement variable and the Proposal variable are zeros. The
Proposal refers to a single negotiation text that combines preference variables
according to the induced preference graph. The maximum utility of a player is
assigned to the corresponding maxU variable. The threshold variable is defined to
accept or reject the proposal. The threshold can change based on the nature
of the negotiation problems. A player accepts the proposal if the difference
between the maxU value and the utility value of the current proposal is less
than or equal to the threshold. Otherwise, the player rejects the proposal and
then he reduces and updates the maxU value. If the final round is reached, the
player has to evaluate the previous rejected proposals. If the difference between
the current maxU value and that corresponding to one of these proposals is
less than the threshold, the player accepts this proposal. Finally, the Agreement
variable is assigned to 1 and the player’s negotiation process ends. Note that
the final round is always specified, leading to the successful completion of this
algorithm.

The inputs of the Algorithm 2 are N CP-nets of the N players and N propos-
als of the players. The algorithm omits the construction of the induced preference
graphs from CP-nets. The proposal of the player is a maximum preferred string
that gains the maximum utility (for instance, see Table 1). The variable maxP
refers to the maximum acceptable probability and is assigned the value 0.9. The
variable avgP refers to the average acceptable probability and is assigned the
value 0.5. The term ‘probability’ is somewhat of a misnomer, because we use it
to mention some value in [0, 1] without any probabilistic meaning attached to
it. Such values are assigned to the vertices of the induced preference graphs that
are constructed from the players’ CP-nets, where the ordering of the vertices is
compatible to the natural ordering of the values assigned to them.

The initial assignments to the Agreement variable and the JointOptimal vari-
able are zeros. The value of the variable t corresponds to the number of rounds
in which the single negotiation text is proposed. The constant finalRound can
take up values depending on the context of the negotiation problems. The nego-
tiation process repeats until the Agreement variable becomes equal to 1 and
the number of rounds is less than the value of finalRound. First, a value for the
acceptableProbability variable is searched for each player compared with the other
players’ proposals. The idea of this acceptableProbability variable is as follows.
Our starting point is the bottommost string of the induced preference graph cor-
responding to the concerned player and we assume that the string whose edge
directly points to the bottommost string gets the acceptable probability 0.9. We
define probability of a string on the graph by going backward from the bottom-
most or maximum preferred string. We count the intermediate edges from the
bottommost string to the particular string by reducing the acceptableProbability
value by 0.1 for each edge in between. This searching process continues until
the acceptableProbability value reaches 0.5. Otherwise, the acceptableProbability
variable is assigned the value zero.
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Moreover, the mediator marks all acceptableProbability values less than the
threshold value (line 14, Algorithm 2, see p. 178). If at least one the players
rejects the proposal and the mediator has an alternative jointly optimal pro-
posal in his previous marked list, the mediator can use the alternative as the
next proposal. If there is no jointly optimal proposal among the players’ pro-
posals, the mediator tries to search for an alternative jointly optimal proposal
(line 21, Algorithm 2, see p. 178) that has the same acceptableProbability value
as the players’ previous proposals. The mediator searches all strings that have
one backward edge from the maximum preferred string (with acceptableProba-
bility value 0.9) for all players. He then searches a common string of all players.
If there is no common string, the mediator continues to search all possible strings
with acceptableProbability value 0.8. This process continues until such a common
string is found with the maximum possible acceptableProbability value.

The proposed algorithms can provide a negotiable agreement for multiple
players via the mediator. The mediator does not have a bias among the players
and he can search fairly optimal preferences for all players. Although most of
the players may not gain their most preferred option, they accept an outcome
of which the utility value is not less than the average utility value. Even if the
players are not able to realize their maximum preferences, they receive reasonably
acceptable outcomes, and in some cases that is all what is needed. In such
contexts, the successfully negotiable situation becomes an optimal outcome.

We consider the time complexity of the two algorithms. The basic operation
of Algorithm 1 (see p. 177) is searching maximum utility in the player’s UCP-
nets and comparing the difference with the threshold. Let the set of issues be
denoted by I = {i1, i2, .., im} and let the numbers of different preferences (that
is, the number of possibilities or the cardinality of the domain) for each issue
be p1, p2, . . ., pm, respectively. The total number of possible proposal strings is
the combination of these p1, p2, . . ., pm issues, and in the worst-case scenario,
one needs to go through all these p1 ∗ p2∗ . . . ∗pm possibilities, and thus a crude
upper bound can be given by the f× p1 ∗ p2∗ . . . ∗pm, where f is the value
of finalRound. The computation time for constructing the induced graph grows
linearly.

The basic operation in Algorithm 2 is searching the acceptableProbability
values for all players. If n is the number of players, then the time needed for
running this operation is bounded by O(n2). The basic operation runs in two
loops, according to the number of rounds and the difference between the maxP
value and the avgP value. Note that Algorithm 2 omits the construction of the
induced preference graph from the players’ CP-nets.

3.2 Case Study: Negotiation with Mediation

As an example case, let us consider three players and one mediator for three
issues. In this framework, the players and mediator can be run on different com-
puters. When starting the negotiation process, all players report their overall
preference information about negotiation issues to the mediator. Then, the medi-
ator creates induced preference graphs for all players based on their CP-nets.
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Let N be the set of players: N = {1, 2, 3}. We consider the three variables A,B,C
as three negotiation issues. The domains of the variables are D(A) = a1, a2;
D(B) = b1, b2; and D(C) = c1, c2, c3.

This can be seen as a simple real-world negotiation between different pref-
erences of family members. Suppose that a family including father, mother and
20 years old son decided to buy a new house. They have different preferences for
the three issues:

Type of house (A): house with small garden (a1); condo apartment (a2);
Place near (B): market (b1); park (b2);

Price range (C): high (c1); medium (c2); low (c3).

For example, mother (Player 1) prefers to buy a house with a small garden,
situated near a market. If the house is situated near a market, she prefers a high
price to a medium or a low price. If it is situated near a park, she prefers a low
price to a high price. Father (Player 2) prefers a place near a park to a place near
a market. If the place is near a park, he prefers a condominium apartment and if
it is near a market, he prefers a house with a small garden. He prefers a high price
or a low price rather than a medium price. Their son (Player 3) prefers a house
with a small garden to a condo apartment. He also prefers a place situated near
a park to a place near a market. If it is a house near a market or an apartment
near a park, he prefers a high price to a medium or a low price. Otherwise, he
prefers a low price to a medium or a high price.

Let us suppose that the real estate agent acts as a mediator and that the
family members do not want to share their preferences with one another. After
proposing three negotiation texts by the mediator, all family members agree to
buy a new house near a park with low price. We will illustrate the details of the
negotiation process in Sect. 3.3.

3.3 Case Study: The Negotiation Process

Assume that the CP-net and the induced preference graph given in Figs. 1 and 2
have been proposed by Player 1. The CP-nets and their induced graphs of Player
2 are shown in Figs. 4 and 5, and those for Player 3 in Figs. 7 and 8. All players
prepare UCP-nets with their private utility values as illustrated in Figs. 3, 6
and 9. Each player also calculates the total utility of strings in their UCP-nets,
as shown in Table 1. They pick up one string with maximum utility outcomes
in their UCP-nets and propose it to the mediator. In this example, Players 1,
2 and 3 propose a1, b1, c1, a2, b2, c1 and a1, b2, c1 respectively. These are the
bottommost strings of the induced graphs (see Figs. 2, 5 and 8).

We now proceed to show how the algorithms work for the case study. The
mediator generates a single negotiation text that we call “the proposal”, by
searching jointly optimal gains of all players according to Algorithm 2 (see p.
178). After receiving the maximum preferred strings of all players, the mediator
searches acceptable probability to the other players’ strings (line 11, Algorithm 2,
see p. 178).
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Table 1. Utility table for Players 1, 2 and 3.

Strings Player 1 Player 2 Player 3

a1b1c1 6.2 3 7.2

a1b1c2 6 2.7 7.4

a1b1c3 5.8 2.9 7.6

a1b2c1 5.5 5.8 8.6

a1b2c2 5.7 5.5 8.4

a1b2c3 5.9 5.7 8.2

a2b1c1 2.9 2.7 4.6

a2b1c2 2.7 2.4 4.4

a2b1c3 2.5 2.6 4.2

a2b2c1 2.8 6.1 4.2

a2b2c2 3 5.8 4.4

a2b2c3 3.2 6 4.6

Average 4.35 4.27 6.15

Fig. 4. CP-net for Player 2.

Fig. 5. Induced preference graph of the CP-Net of Fig. 4, for Player 2.
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Fig. 6. UCP-net for Player 2.

Fig. 7. CP-net for Player 3.

Fig. 8. Induced preference graph of the CP-Net of Fig. 7, for Player 3.
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Fig. 9. UCP-net for Player 3.

In this case study, the acceptable probability from Player 1’s preferred string
a1, b1, c1 to Player 2’s preferred string a2, b2, c1 is 0.8 and to Player 3’s preferred
string a1, b2, c1 it is 0.9 on Player 1’s induced graph (see Fig. 2). For Player 2,
probability from his string a2, b2, c1 to Player 1’s proposed string a1, b1, c1 is
0.8 and probability to Player 3’s proposed string a1, b2, c1 is 0.9 (see Fig. 5).
For Player 3, probability from his string a1, b2, c1 to Player 1’s proposed string
a1, b1, c1 is 0.9 and probability to Player 2’s proposed string a2, b2, c1 is 0.9
(see Fig. 7). According to this example, a1, b2, c1 is jointly optimal for all play-
ers because it obtains reachable probability 0.9 from their maximum preference
strings. Therefore, the mediator proposes a1, b2, c1 as a first jointly optimal nego-
tiation text.

After receiving a new negotiation text from the mediator, all players check
their utility outcomes (see Table 1) of the text to make a decision “accept” or
“reject”. Player 1 rejects the proposal a1, b2, c1 because the difference between
her maximum utility and the utility of the current text is greater than the thresh-
old (maxU − a1, b2, c1 = 6.2 − 5.5 = 0.7) according to Algorithm 1 (p. 177). We
assume that the starting threshold is 0.4 in Algorithm 1 (p. 177). The threshold
in the algorithm can be changed according to the type of utility values. Player 3
strongly accepts the current proposal because he gets his maximum utility. Player
2 also accepts because the difference between his maximum utility and the current
text is less than the threshold (maxU − a1, b2, c1 = 6.1 − 5.8 = 0.3).

The negotiation process continues until the agreement is achieved by the
mediator acting according to Algorithm 2 and the players acting according to
Algorithm 1. Finally, in this case, the mediator proposes a1b2c3 as a jointly
optimal negotiation text. Player 1 accepts the proposal because the difference
between her maximum utility and the current text is less than the threshold
(maxU − a1, b2, c3 = 6.2 − 5.9 = 0.3). Player 2 and 3 also accept the proposal
because the difference between their maximum utilities and the current text is
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equal to threshold (maxU − a1, b2, c3 = 6.1 − 5.7 = 0.4 and maxU − a1, b2, c3 =
8.6 − 8.2 = 0.4, respectively). All players achieve a jointly optimal outcome,
which is greater than their average outcomes (see Table 1), although they do not
achieve their maximum outcomes.

Finally, a few words on the complexity issues for this approach instantiating
what we discussed in Sect. 3.1. It is evident that the time required for construct-
ing the induced preference graphs depends on the number of variables and the
cardinality of the variable domains. For instance, if we consider 10 issues (variable
A to J) with the numbers of the domain variables being 2, 2, 3, 2, 2, 3, 2, 2, 2, 4,
respectively, the total number of combinations of possible strings becomes 4608.
The computation time for constructing the induced preference graphs from the
CP-nets grows linearly. However, the mediator works on searching the joint opti-
mal agreement until the average acceptable probability, 0.5 is reached, which is
the worst case. Thus, it is not needed to construct the full induced graph because
the algorithm processes mostly the bottom half part of the graph in many cases.
Most real-world cases do not have thousands of different issues of negotiation.
Therefore, the proposed approach can provide the interactive negotiation within
reasonable time bounds. A detailed technical study is left for future work.

3.4 Cyclic CP-nets

In addition, our approach can achieve a negotiation outcome even when players’
CP-nets are cyclic as shown in Fig. 10(a). Let us show a simple example of
negotiation between two players. Player 1’s preferences and induced graph are
shown in Fig. 10(b) and (c). Player 1’s private utilities are: a1b1 (4), a2b2 (4),
a2b1 (2) and a1b2 (2). Player 2’s preferences and induced graph are shown in
Fig. 10(d) and (e). Player 2’s private utilities are: a1b1 (3), a2b2 (3), a2b1 (3) and
a1b2 (3). Actually, player 2’s preference utilities are all the same and its induced
graph is not satisfiable [5].

Fig. 10. Examples of cyclic CP-nets and their induced preference graphs.

In our negotiation process, Player 1 proposes a1b1 as her maximum preferred
string and Player 2 proposes a2b2. When the mediator computes the acceptable
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probability, a2b2 has the same probability as a1b1 for Player 1 and a1b1 has
0.8, an acceptable probability for Player 2. If there is no backward edge from
the maximum preferred string to a particular string, the two strings may have
the same probability. For instance, if two strings, a1b1 and a2b2 (see Fig. 10(c))
have a backward edge from the same string (a2b1), then a1b1 and a2b2 have the
same probability. This reasoning can easily be applied to search on the preference
graphs given from the cyclic CP-nets. In our example, the mediator proposes a2b2
which is Player 2’s proposed string. It also has the same acceptable probability
as Player 1’s proposed string a1b1. Both players accept the mediator’s proposal
because it meets their maximum preference utility.

3.5 Negotiating International Conflict: Camp David

Our approach can be applied to international conflict resolution as well. As a
reminder, Camp David was a well-known negotiation process that happened
between Egypt and Israel in 1978. The negotiation process lasted for 13 days
and the United States acted as a mediator. U.S mediators had already known
deeply about the preferred solutions of Egypt and Israeli and the impossibility of
the countries’ teams negotiating directly face to face. Therefore, they decided to
use a single negotiation text (SNT). The U.S started by offering its first SNT-1
but was not trying to push this first proposal. It was meant to serve as an initial
SNT; a text to be criticized by both sides, then modified, and remodified in an
iterative manner. These modifications would be made by the U.S based on the
recommended changes by both sides. After six rounds, a satisfactory agreement,
the Camp David accord, was reached [19]. We can simulate this negotiation
using the proposed approach. In Camp David, there are two players, Egypt and
Israel, and four basic negotiation issues [16,22]:

A A peace treaty and normalization of relations between Egypt and Israel;
B Demilitarization and removal of Israeli settlements from Sinai;
C The future of the West Bank and Gaza;
D A statement of principles on Israeli withdrawal from occupied territories and

the right of Palestinians to self-determination.

Our considerations are meant for illustrative purposes and do not exactly fit the
details of actual Egyptian and Israeli preferences. Let us consider the following
as domains of the four issues A,B,C,D: D(A) = a1,a2; D(B) = b1,b2; D(C) =
c1,c2,c3; and D(D) = d1,d2,d3. The descriptions of the alternatives are as follows:

a1: Egyptian armed forces are present around Israeli sovereignty;
a2: Egypt guarantees freedom of passage through the Suez Canal and nearby

waterways and normal relations are established between Egypt and Israel;
b1: Israeli armed forces withdraw from the Sinai;
b2: Israeli armed forces are present in the Sinai;
c1: Israel sovereignty exists in the West Bank and Gaza;
c2: Israel withdraws from West Bank and Gaza and closes the airfields there;
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c3: Israel withdraws from West Bank and Gaza and the airfields there are trans-
ferred to civilian purposes only;

d1: Israeli armed forces withdraw from all occupied territories and no promise
for Palestinians to self-determination;

d2: Israeli armed forces withdraw from all occupied territories and Palestinians
gain right to self-determination;

d3: Israel does not withdraw from occupied territories and keeps its military
government there.

Fig. 11. CP-Nets for Player I (Israel, left) and Player E (Egypt, right).

The CP-nets for both players are shown in Fig. 11. For the above prefer-
ences, there is a total of 2 × 2 × 3 × 3 =36 possible agreements, presented in
Table 2. We show all possible preference strings for both players with acceptable
probabilities (see Figs. 12 and 13) instead of preference graphs.

Both players also prepare their utility CP-nets (see Fig. 14). Moreover, we
define the total utility values of all possible strings for both players as shown in
Table 2. The negotiation process continues according to Algorithm 1 (see p. 177)
and Algorithm 2 (see p. 178). Let us sketch the main steps.

First, both players privately present their maximum preferred strings to the
mediator (line 4 of Algorithm 2). Thus, Player E proposes string a2b1c2d2 with
utility value 20, while Player I proposes string a2b1c1d3, also with utility value
20 (see Table 2). These proposals correspond to the bottommost strings of their
induced preference graphs (lefthand columns in Figs. 12 and 13).

The mediator searches the acceptable probability for both players based on
their proposals according to line 11 of Algorithm 2 (see p. 178). Player E’s pro-
posal a2b1c2d2 is calculated for acceptable probability of player I and it gets the
value 0.6. Player I’s proposal a2b1c1d3 is reached with probability 0.6 from the bot-
tommost string of player E’s graph. If there exists an acceptable probability which
is equal to the maximum probability (0.9), the mediator chooses this string as a
joint optimal outcome for proposing the single negotiation text (SNT). But, there
is no such probability that equals 0.9. So, the mediator searches for an alternative
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Fig. 12. All possible preference strings with acceptable probabilities for Player Egypt.

Fig. 13. All possible preference strings with acceptable probabilities for Player Israel.
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Table 2. Table of utilities of all 36 possible proposals for Egypt and Israel.

Strings Utility for Egypt Utility for Israel

a1b1c1d1 12 10

a1b1c1d2 13 8

a1b1c1d3 7 12

a1b1c2d1 18 6

a1b1c2d2 19 4

a1b1c2d3 13 8

a1b1c3d1 17 8

a1b1c3d2 18 6

a1b1c3d3 13 10

a1b2c1d1 9 12

a1b2c1d2 10 10

a1b2c1d3 4 14

a1b2c2d1 15 8

a1b2c2d2 16 6

a1b2c2d3 10 10

a1b2c3d1 14 10

a1b2c3d2 15 8

a1b2c3d3 9 12

a2b1c1d1 13 18

a2b1c1d2 14 16

a2b1c1d3 8 20

a2b1c2d1 19 14

a2b1c2d2 20 12

a2b1c2d3 14 16

a2b1c3d1 18 16

a2b1c3d2 19 14

a2b1c3d3 13 18

a2b2c1d1 10 17

a2b2c1d2 11 15

a2b2c1d3 5 19

a2b2c2d1 16 13

a2b2c2d2 17 11

a2b2c2d3 10 15

a2b2c3d1 15 15

a2b2c3d2 16 13

a2b2c3d3 10 17

Average 13.33 12.25
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Fig. 14. UCP-net for Player E (Egypt, left) and Player I (Israel, right).

optimal according to line 21 of Algorithm 2 (see p. 178) which cannot be found in
this case. This process continues for probability 0.8 (see Algorithm 2, line 15 to
30, p. 178). Now the mediator finds one acceptable probability (0.8) as the alter-
native optimal for both players (see Algorithm 2, line 21 to 23, p. 178). Therefore,
the mediator proposes the jointly optimal string a2b1c2d3 as the first SNT.

After receiving the mediator’s proposal, both players check whether the pro-
posal can be accepted or not according to line 10 and 11 of Algorithm 1 (see
p. 177). As we mentioned above, the threshold value can vary according to the
types of the utility values. Here, we assume that the threshold (Algorithm 1,
line 4, see p. 177) is 3. Both players reject the proposal because the difference
between the maximum utility (see Table 2) and the utility of the proposal is
greater than the threshold value (20 − 14 = 6 > 3 and 20 − 16 = 4 > 3).

The mediator asks for new proposals from the players. Player E proposes
a1b1c2d2 and player I proposes a2b2c1d3. Then, the mediator searches for the
acceptable probabilities. Once again, there exists no such acceptable probability
that is equal to the maximum probability. The mediator continues the searching
process to get an alternative optimal outcome and finds one with the acceptable
probability 0.8.

In the second round, the mediator proposes a2b1c3d1 to the players. Player
E accepts the proposal because the difference between his maximum utility and
the utility of the proposal (20 − 18 = 2) is less than the threshold value (3).
Player I also accepts the proposal as he gets the utility difference (19 − 16 = 3),
which is equal to the threshold (3). Note that these utility values are greater
than their average utility values and they are quite close to the utility values of
their maximum expected outcomes, which were 20 for both the players.

Therefore, we find that indeed, a final agreement is achieved within a limited
number of rounds, and this algorithmic approach to negotiation via mediator
provides a simulation of the historical Camp David Accords. Summing up, Egypt
guarantees freedom of passage through the Suez Canal and nearby waterways
and normal relations are established between Egypt and Israel; Israeli armed
forces withdraw from the Sinai. They also withdraw from the West Bank and
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Gaza, and the airfields there are used for civilian purposes only. Finally, Israeli
armed forces withdraw from all occupied territories. However, Israel makes no
promise for Palestinians about their self-determination.

4 Discussion on Related Work

This paper presents an approach for negotiation over multiple players on multiple
issues with the support of a mediator. To achieve a jointly optimal agreement, the
mediator offers a single negotiation text based on all players’ preference graphs
given from their CP-nets. Every player can decide to accept or reject the offer by
checking the negotiation text’s utility on his or her private UCP-nets. We pro-
posed two algorithms for the mediator and the players. For successful negotiation
between players, they often need to give up their maximum expected preferences
because otherwise the negotiation process may not achieve a satisfactory agree-
ment within a finite number of rounds. The proposed approach is appropriate
for players who are willing to accept a jointly optimal choice.

M. Li and colleagues presented a protocol for negotiation in combinatorial
domains [13], which can lead rational agents to reach optimal agreements under
an incomplete information setting. They proposed POANCD (Protocol to reach
Optimal Agreement in Negotiation over Combinatorial Domains), which has
two phases. The first phase of POANCD consists of distributed formation of a
negotiation tree by the participating agents, based on CP-nets of agents. After
the first phase, the agents make a few initial agreements. In the second phase, the
agents act cooperatively to achieve best possible agreement by exploring possible
mutually beneficial alternatives. Li and colleagues also proved their approach
to dominance testing in CP-nets [12]. Their approach did not have a solution
on cyclic CP-nets yet in [13]. Recently, however, Li and colleagues proposed
an approach called MajCP (Majority-rule-based collective decision-making with
CP-nets) that can work with cyclic CP-nets as well [14].

The purpose of the proposed approach in this paper is to deal with similar
situations, players do not only have preference orderings in their CP-nets, but
they also have their private utility values (possibly different utilities for the same
preference order). Our approach provides negotiation in an interactive way, with
mediator and players as a game where the mediator proposes a single negotiation
text and players can decide about agreement themselves.

K. Purrington and E. H. Durfee also proposed an algorithm to find social
choices of two agents by exploiting the CP-net structure [18]. Their algorithm
searches agents’ outcome graphs from the top down, using the satisfaction inter-
val associated with each tier, and it proceeds for each agent. A set of candidate
outcomes is maintained for each agent. It contains all the outcomes that an agent
is willing to accept. For each agent, the algorithm examines the highest tier of
outcomes that are not currently in its candidate set, and for the agent(s) with
the highest minimum for this next tier, adds those outcomes to the candidate
set(s). If the intersection of the agents’ candidate sets is non-empty, one of the
outcomes in the intersection has maximin optimality. Their algorithm considers
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only the level of the preference graphs. Our framework provides not only the
mediator’s joint choice, but also the players’ decisions based on their private
UCP-nets.

R. Aydogan and colleagues developed a negotiation approach using heuristics
for CP-nets with partial preferences [2]. They observed three negotiation strate-
gies: depth-based, ranking-based and utility-based. They showed an example of
negotiation between a producer and a consumer agent over a service. Negotia-
tion takes place in a turn-taking fashion, where the consumer agent starts the
negotiation with a particular service request. A service request can be consid-
ered as a vector of issues (discrete or continuous), which represents the service.
If the producer agent does not prefer to supply this service, then the producer
generates an alternative service. The consumer agent can accept this alternative
service or continue negotiation to pursue a better one. This process continues
until reaching a consensus or a deadline. Aydogan and colleagues focus only
on one player’s preferences and do not mention the other player’s preferences.
They do not deal with negotiation for multiple (more than two) players. The
purpose of our approach is to deal with multi-player, multi-issue negotiation via
a mediator.

M. Chalamish and S. Kraus presented AutoMed, an automated mediator
for bilateral negotiation under time constraints, which uses a qualitative model.
AutoMed produces the negotiators’ preferences using Weighted CP-networks
(WCP-nets). Each disputant specifies her preferences by creating her WCP-net
using a graphical interface. Next, AutoMed sorts all possible agreements accord-
ing to the WCP-nets and removes all non-optimal sets. During the negotiation
process, AutoMed searches for an optimal offer by finding all agreements pre-
ferred to the offer made by the opponent in each list [7]. In our approach, the
mediator does not use weighted or utility CP-nets but only CP-nets based on
partial preferences of the players, because the players do not want to show their
private utility values.

5 Conclusion and Future Work

In this paper, we present a simple negotiation approach that is useful in a prac-
tical way for negotiations. The mediator offers jointly optimal negotiation texts
based on CP-nets over a finite number of rounds and the rest of the players
are willing to adjust their private interests at each round using UCP-nets. In
this interactive framework, the mediator and the players can play on different
machines by sending messages. The framework can deal with negotiation for
multiple issues, and with multiple players who have different preferences even
when their preference graphs are cyclic. The proposed approach provides a satis-
factory agreement for all players with their optimal outcomes, which are not less
than average utility. In what follows we list some future avenues for investigation.

Performance testing through experiments. The algorithms provide us with
certain outcomes which are acceptable to all the players (in the case studies pro-
vided in Sects. 3.3 and 3.5). But to test how these algorithms work in real life
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scenarios, some more empirical studies are necessary. We plan to test the perfor-
mance of this approach and hope to construct a more efficient search algorithm
on preference graphs.

Formal investigations. We have described two algorithms, Algorithms 1 and 2
for the players and the mediator, respectively. Applying these, a jointly optimal
outcome could be agreed upon by all the players. The formal treatment of this
approach could be a valuable contribution which would provide solid grounding
for these algorithms. We would need a proof of the statement that the reached
agreement found by the algorithm is indeed a jointly optimal outcome. If this
is not always the case, it would also be interesting to investigate the conditions
under which the reached agreement would become a jointly optimal outcome.
Some conditions on the threshold value might be needed.

Moreover, the way the mediator searches for the acceptable probabilities of
the players towards the outcomes is an ad hoc treatment solely focusing on the
distance of an outcome from the most preferred outcome (in terms of edges in
the induced graph). Several variants could be considered, introducing some other
parameters, e.g. transforming the graph into some linear order. A comparative
study of the different resulting algorithms could provide interesting new insights
into multi-player, multi-issue negotiations.

Information, costs and incentives. In this approach we have made several
assumptions regarding the players and the mediator, which include the following:

– The individual partial CP-nets are known to the mediator only, whereas the
UCP-nets are assumed to be private information.

– Individuals do not procure any costs while rejecting the outcomes proposed
by the mediator.

– Related to the previous condition, no incentives were provided to the players
that could have led them to accept non-optimal outcomes.

Changing the choices on these issues could lead to interesting further studies
on obtaining agreeable outcomes through negotiation. For example, common
knowledge of CP-nets and UCP-nets among the players would make the role of
the mediator redundant, and it would be interesting to check the effect of the
mediator for different levels of knowledge among the players. Incurring costs on
individual players for possible rejections of the mediator’s proposal would give
a whole new dimension to Algorithm 1, the procedure which the players follow
towards accepting or rejecting proposals put forward by the mediator. When
the individual UCP-nets become known to other players, these may also act
as incentives for their behaviors, and once again, effects of different knowledge
levels in different players could be investigated.
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Abstract. In this paper two hybrid schemes using Firefly Algorithm
(FA) and Genetic Algorithm (GA) are introduced. The novel hybrid
meta-heuristics algorithms are realized and applied to parameter identi-
fication problem of a non-linear mathematical model of the E. coli cul-
tivation process. This is a hard combinatorial optimization problem for
which exact algorithms or traditional numerical methods does not work
efficiently. A system of four ordinary differential equations is proposed
to model the growth of the bacteria, substrate utilization and acetate
formation. Parameter optimization is performed using a real experimen-
tal data set from an E. coli MC4110 fed-batch cultivation process. In
the considered non-linear mathematical model five parameters are esti-
mated, namely maximum specific growth rate, two saturation constants
and two yield coefficients. Based on the numerical and simulation result,
it is shown that the model obtained by the proposed hybrid algorithms
are highly competitive with standard FA and GA. The hybrid algorithms
obtain similar objective function values compared to pure GA and FA,
but using four times less population size and seven times less compu-
tation time. Thus, the hybrids have two advantages – take much less
running time and required much less memory compared to standard GA
and FA.

Keywords: Meta-heuristics · Genetic algorithms · Firefly algorithms ·
Hybrid · Cultivation process · Identification · Model parameters

1 Introduction

Microorganisms have been a subject of particular attention as a biotechnologi-
cal instrument, and are used in so-called cultivation processes. Numerous useful
bacteria, yeasts and fungi are widely found in nature, but the optimum condi-
tions for growth and product formation in their natural environment are seldom
discovered.

Cultivation of recombinant microorganisms, e.g. E. coli, in many cases is the
only economical way to produce pharmaceutic biochemicals such as interleukins,
insulin, interferons, enzymes and growth factors. Research on E. coli has accel-
erated even more since 1997, when its entire genome was published. Some recent
researches and developed models of E. coli can be found in [12,13,18].
c© Springer-Verlag Berlin Heidelberg 2014
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Modelling approaches are central in system biology and provide new ways
towards the analysis and understanding of cells and organisms. A common
approach to model cellular dynamics is by using sets of non-linear differen-
tial equations. Real parameter optimization of cellular dynamics models has
become a research field of particularly great interest. Such problems have wide-
spread application. The parameter identification of a non-linear dynamic model
is more difficult than that of a linear one, as no general analytic results exist.
The difficulties that may arise are, for instance, convergence to local solutions
if standard local methods are used, over-determined models, badly scaled model
function, etc. Due to the non-linearity and constrained nature of the considered
systems, these problems are very often multimodal. Thus, traditional gradient-
based methods may fail to identify the good solution. Although a lot of different
global optimization methods exist, the efficacy of an optimization method is
always problem-specific.

While searching for new, more adequate modeling metaphors and concepts,
methods which draw their initial inspiration from nature have received the early
attention. During the last decade a large class of meta-heuristics has been devel-
oped and applied to a variety of areas. The three best known heuristics are the
iterative improvement algorithms, the probabilistic optimization algorithms, and
the constructive heuristics [24,25]. In this paper, the attention is focused on two
effective population-based algorithms, namely Genetic algorithms (GA) [8] and
Firefly algorithm (FA) [30].

Holland’s book [10], published in 1975, is generally acknowledged as the
beginning of the research of GA. The GA is a model of machine learning which
derives its behavior from a metaphor of the processes of evolution in nature
[8]. Since their introduction and subsequent popularization, the GA have been
frequently used as an alternative optimization tool to the conventional meth-
ods and have been successfully applied to a variety of areas, and find increasing
acceptance [23].

The meta-heuristic algorithm, namely FA, which idealizes some of the
flashing characteristics of fireflies, has been recently developed by Xin-She Yang
[30]. Although the FA has many similarities with other swarm intelligence based
algorithms, it is indeed much simpler both in concept and implementation [32].
There are already several applications of FA to different optimization problems
[2,5,15,20,22,31–33]. The authors reported that the FA is powerful and very effi-
cient novel population-based method and can outperform other meta-heuristics,
such as GA, in solving many optimization problems and particularly NP-hard
problems.

In recent years, it has become evident that the concentration on a sole
meta-heuristic is rather restrictive. A skilled combination of a meta-heuristic
with other optimization techniques, a so called hybrid meta-heuristic, can provide
a more efficient behavior and a higher flexibility when dealing with real-world
and large-scale problems. This is because hybrid meta-heuristics combine their
advantages with the complementary strengths of, for example, more classical
optimization techniques such as branch and bound or dynamic programming.
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In general, hybrid meta-heuristic approaches can be classified as either
“collaborative combinations” or “integrative combinations” [4].

In the other hand, We may distinguish between two categories [26]: the
first consists in designing a solver including components from a meta-heuristic
into another one, while the second combines meta-heuristics with other tech-
niques typical of fields such as operations research and artificial intelligence.
A prominent represent of the first category is the use of trajectory methods into
population based techniques or the use of a specific local search method into a
more general trajectory method such as iterated local search.

The second category includes hybrids resulting from the combination of
meta-heuristics with constraint programming, integer programming, tree-based
search methods, data mining techniques, etc. [26].

Recently, different meta-heuristic methods have been combined to overcome
some disadvantages that appear in real applications and their effectiveness have
been proved in several high dimensional and non-linear problems [1,6,7,9,17,
21,27–29]. For example, the superiority of the hybrid algorithms between meta-
heuristics ACO and GA is shown in applications in different areas and problems
[9,14,16].

Following these results, in this paper, two hybrid meta-heuristic algorithms,
based on GA and FA, are proposed for parameter identification of an E. coli
fed-batch cultivation process. The algorithms performances are compared to the
pure GA and FA and the results are analyzed.

The paper is organized as follows. The problem formulation – parameter
identification of the non-linear dynamic model of an E. coli cultivation process
– is given in Sect. 2. In Sect. 3 the hybrid schemes between GA and FA are pre-
sented. The numerical results and discussion are presented in Sect. 4. Conclusion
remarks are done in Sect. 5.

2 Problem Formulation

There is an increasing interest in technologies that maximize the production of
various essential enzymes and therapeutic proteins based on E. coli cultivation.
The costs of developing mathematical models for bioprocesses improvements are
often too high and the benefits are too low. The main reason for this is related to
the intrinsic complexity and non-linearity of biological systems. The important
part of model building is the choice of a certain optimization procedure for
parameter estimation. The estimation of model parameters with high parameter
accuracy is essential for successful model development.

The application of the general state space dynamical model to the E. coli fed-
batch cultivation process leads to the following non-linear differential equation
system [22]:

dX

dt
= μmax

S

kS + S
X − Fin

V
X (1)

dS

dt
= − 1

YS/X
μmax

S

kS + S
X +

Fin

V
(Sin − S) (2)
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dA

dt
= − 1

YA/X
μmax

A

kA + A
X − Fin

V
A (3)

dV

dt
= Fin (4)

where X is biomass concentration, [g/l]; S is substrate concentration, [g/l]; A is
acetate concentration, [g/l]; Fin is feeding rate, [l/h]; V is bioreactor volume, [l];
Sin is substrate concentration in the feeding solution, [g/l]; μmax is maximum
value of the specific growth rate, [h−1]; kS and kA are saturation constants, [g/l];
YS/X and YA/X are yield coefficients, [-].

The model consists of a set of four differential Eqs. (1)–(4) thus represented:
three dependent state variables x = [X S A] and five unknown parameters
p = [μmax kS kA YS/X YA/X ].

Parameter estimation problem of the presented non-linear dynamic system is
stated as the minimization of the distance measure J between the experimental
and the model predicted values of the considered state variables:

J =
n∑

i=1

m∑

j=1

{[yexp(i) − ymod(i)]j}2 → min (5)

where m is the number of experimental data; n is the number of state variables;
yexp is the known vector of experimental data for X,S, and A; ymod is the
vector of model predictions for X,S, and A with a given set of parameters
(μmax, kS , kA, YS/X and YA/X).

The cultivation experiments are performed in the Institute of Technical
Chemistry, University of Hannover, Germany during the collaboration work with
the Institute of Biophysics and Biomedical Engineering, BAS, Bulgaria, granted
by DFG. The process conditions of the E. coli MC4110 fed-batch cultivation are
presented in details in [3].

3 Hybrids Between Firefly Algorithm and Genetic
Algorithm

Since, the hybrids are composed of standard GA and FA below is presented a
brief description of the pure meta-heuristics.

3.1 Firefly Algorithm

The FA is a meta-heuristic algorithm which is inspired from flashing light behav-
iour of fireflies in nature. The pattern of flashes is often unique for a particular
species of fireflies. The two basic functions of such flashes are to attract mating
partners or communicate with them, and to attract potential victim. Addition-
ally, flashing may also serve as a protective warning mechanism.

Based on [30] the basic steps of the FA can be summarized as the pseudo
code presented in Fig. 1.
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begin
Define light absorption coefficient γ
initial attractiveness β0

randomization parameter α
objective function f(x), where x = (x1, ..., xd)

T

Generate initial population of fireflies xi (i = 1, 2, ..., n)
Determine light intensity Ii via f(xi)

while (t ¡ MaxGeneration) do
for i = 1 : n all n fireflies do

for j = 1 : i all n fireflies do
if (Ij > Ii) then

Move firefly i towards j based on Eq. (8)
end if
Attractiveness varies with distance r via exp[γr2]
Evaluate new solutions and update light intensity

end for j
end for i
Rank the fireflies and find the current best

end while i
Postprocess results and visualization

end

Fig. 1. Pseudo code for FA

In FA, each firefly has a location y = (y1, ..., yd)T in a d-dimensional space
and light intensity I(y) or attractiveness β(y), which are proportional to an
objective function f(y). Attractiveness β(y) and light intensity I(y) are relative
and these should be judged by the rest fireflies. Thus, attractiveness will vary
with the distance ri,j between firefly i and firefly j. So, attractiveness β of a
firefly can be defined by Eq. (6) [30,31]:

β(r) = β0e−γr2
, (6)

where r (or ri,j) is the distance between the i-th and j-th of two fireflies. β0 is
the initial attractiveness at r = 0 and γ is a fixed light absorption coefficient
that controls the decrease of the light intensity.

The initial solution is generated based on:

yj = rand(Ub − Lb) + Lb, (7)

where rand is a random number generator uniformly distributed in the space
[0, 1]; Ub and Lb are the upper range and lower range of the j-th firefly,
respectively. When firefly i is attracted to another more attractive firefly j, its
movement is determined by:

yi+1 = yi + β0e−γr2
i,j (yi − yj) + α(rand − 1

2
), (8)

where the first term is the current position of a firefly, the second term is used for
considering a firefly’s attractiveness to light intensity seen by adjacent fireflies
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β(r) (Eq. (6)), and the third term is used to describe the random movement of
a firefly in case there are no brighter ones. The coefficient α is a randomization
parameter determined by the problem of interest. The distance ri,j between any
two fireflies i and j at yi and yj , respectively, is defined according to [30,31]:

ri, j = ‖yi − yj‖ =

√
√
√
√

d∑

k=1

(yi, k − yj, k)2, (9)

where yi,k is the k-th component of the spatial coordinate yi of the i-th firefly.

3.2 Genetic Algorithm

The structure of the GA is shown by the pseudo-code in Fig. 2.

begin
i = 0
Initial population P (0)
Evaluate P (0)
while (not done) do (test for termination criterion)
begin

i = i + 1
Select P (i) from P (i − 1)
Recombine P (i)
Mutate P (i)
Evaluate P (i)

end
end

Fig. 2. Pseudocode for GA

The population at time t is represented by the time-dependent variable P ,
with the initial population of random estimates being P (0). Here, each deci-
sion variable in the parameter set is encoded as a binary string (with precision
of binary representation). The initial population is generated using a random
number generator that uniformly distributes numbers in the desired range. The
objective function (see Eq. (4)) is used to provide a measure of how individuals
have performed in the problem domain.

Selection Function. A common selection approach assigns a probability of
selection, Pj , to each individual, j based on its fitness value. A series of N
random numbers is generated and compared against the cumulative probability,

Ci =
i∑

j=1

Pj of the population. The appropriate individual, i, is selected and

copied into the new population if Ci−1 < U(0, 1) ≤ Ci. Various methods exist to
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assign probabilities to individuals: roulette wheel, linear ranking and geometric
ranking. Roulette wheel, developed by Holland [10] is the first selection method.
The probability, Pi, for each individual is defined by:

P [Individual i is chosen] =
Fi

PopSize∑

j=1

Fj

, (10)

where Fi equals the fitness of individual i and PopSize is the population size.
The fitness function, is normally used to transform the objective function

value into a measure of relative fitness. A commonly used transformation is that
of proportional fitness assignment.

Genetic Operators. The genetic operators provide the basic search mechanism
of the GA. The operators are used to create new solutions based on existing solu-
tions in the population. There are two basic types of operators: crossover and
mutation. The crossover takes two individuals and produces two new individuals.
The crossover can be quite complicated and depends (as well as the technique of
mutation) mainly on the chromosome representation used. The mutation alters
one individual to produce a single new solution. By itself, mutation is a ran-
dom walk through the string space. When used sparingly with reproduction and
crossover, it is an insurance policy against premature loss of important notions.

Let X and Y be two m-dimensional row vectors denoting individuals
(parents) from the population. For X and Y binary, the following operators
are defined: binary mutation and simple crossover.

Binary mutation flips each bit in every individual in the population with
probability pm according to Eq. (11) [11]:

xi =
{

1 − xi, if U(0, 1) < pm

xi, otherwise. (11)

Simple crossover generates a random number r from a uniform distribution from
1 to m and creates two new individuals X ′ and Y ′ according to Eqs. (12) and
(13) [11].

x′
i =

{

xi, if i < r
yi, otherwise, (12)

y′
i =

{

yi, if i < r
xi, otherwise. (13)

In proposed genetic algorithm fitness-based reinsertion (selection of offspring) is
used [19].

3.3 Hybrid Schemes Firefly Algorithm - Genetic Algorithm

The proposed FA-GA and GA-FA algorithms are collaborative combinations
of the FA and GA techniques. In these hybrids, in the first step, FA (or GA)
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explores the search place in order to either isolate the most promising region
of the search space. In the second step, to improve global search and get rid of
trapping into several local optima, it is introduced GA (or FA) to explore search
space (starting with the solution obtained by FA (or GA)) and find new better
solutions.

The structure of the hybrid FA-GA is shown by the pseudo-code in Fig. 3.

begin FA
Define

algorithm parameters and operators
objective function f(y), where y = (y1, ..., yd)

T

Generate initial population of fireflies yi, (i = 1, 2, ..., n)
Determine light intensity Ii at yi via f(yi)

while (t < FAMaxIteration) do
for i = 1 : n all n fireflies do

for j = 1 : i all n fireflies do
if (Ij > Ii) then
Move firefly i towards j
end if
Attractiveness varies with distance r via exp[−γr2]
Evaluate new solutions and update light intensity

end for j
end for i
Rank the fireflies and find the current best

end while
Final best population of fireflies

end begin FA
begin GA

i = 0
Initial population P (0) = Final best population of fireflies
Evaluate P (0) fitness

while (t < GAMaxGeneration) do
i = i + 1
Select P (i) from P (i − 1)
Recombine P (i) with crossover probability pc

Mutate P (i) with mutation probability pm

Evaluate P (i) fitness
end while
Rank the chromosomes, find the current best and save
Postprocess results and visualization

end begin GA

Fig. 3. Pseudo-code for hybrid FA-GA

In analogical manner the hybrid GA-FA is introduced – in the first step, GA
explores the search place in order to generate solutions and then uses them as
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an initial population for FA. Thus, the FA will start with a population, which
is closer to optimal solution. Further, FA will be obtained the best model para-
meters vector.

4 Results and Discussion

4.1 Tuning of the Meta-Heuristic Algorithms Parameters

Each algorithm has its own influential parameters that affect its performance
in terms of solution quality and computational time. In order to increase the
performance of the FA and GA, it is necessary to provide the adjustments of
the parameters depending on the problem domain. With the appropriate choice
of the algorithm settings the accuracy of the decisions and the execution time
can be optimized. Parameters of the FA and GA are tuned on the basis of a
large number of pre-tests according to the parameter identification problem,
considered here.

Firefly Algorithm Parameters. After tuning procedures the main FA para-
meters are set to the following optimal settings:

– Attractiveness, β0 = 1,
– light absorption coefficient, γ = 1,
– randomization parameter, α = 0.2,
– number of fireflies, nffs= 100,
– number of iterations, maxiter = 100.

Genetic Algorithm Parameters. For the considered here model parameter
identification, the type of the basic operators in GA are as follows:

– encoding – binary,
– fitness function – linear ranking,
– selection function – roulette wheel selection,
– crossover function – simple crossover,
– mutation function – binary mutation,
– reinsertion – fitness-based.

The values of GA parameters are:

– generation gap, ggap = 0.97,
– crossover probability, xovr = 0.75,
– mutation probability, mutr = 0.01,
– number of individuals, nind = 100,
– maximum number of generations, maxgen = 100.
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Hybrid Algorithms Parameters. Some of the hybrid FA-GA (or GA-FA)
parameters are tuned based on several pre-tests according to the problem con-
sidered here. As a results the GA and FA populations are decreased in times.
The results are presented as follows:

The values of FA-GA parameters are:

– nffs = 25, maxiter = 10,
– nind = 25, maxgen = 40.

The values of GA-FA parameters are:

– nind = 25, maxgen = 10,
– nffs = 25, maxiter = 40.

The rest of the hybrid algorithm parameters are the same as the above listed
algorithm parameters for GA and FA.

4.2 Numerical Computations

A series of parameter identification procedures for the considered model
Eqs. (1)–(4), using FA, GA, FA-GA and GA-FA, are performed. Because of the
stochastic characteristics of the applied algorithm, the algorithms have been run
at least 30 times in order to carry out meaningful statistical analysis.

For fair and realistic comparison, the pure GA and FA are run for the
same number of function evaluations (NFE) – 10000. The hybrid meta-heuristic
algorithms are run for NFE = 1250.

All computations are performed using a PC/Intel Core i5-2320 CPU @
3.00 GHz, 8 GB Memory (RAM), Windows 7 (64 bit) operating system and
Matlab 7.5 environment.

Five model parameters are represented in the solutions - maximum specific
growth rate (μmax), two saturation constants (kS and kA), and two yield coeffi-
cients (YS/X and YA/X). The following upper and lower bounds are considered:

0 < μmax < 0.8,

0 < kS < 1,

0 < kA, YS/X , YA/X < 30.

The mean results of the parameters estimates, total time for the solver to run
(T ) and objective function value J (Eq. (5)) are observed. The obtained results
are summarized in Table 1.

The results about pure GA and FA are closed to the reported ones in [22].
In this work, the algorithms are run with 100 chromosomes/fireflies in contrast to
[22] – 60 chromosomes/fireflies. Thus, objective function evaluations are slightly
more – 10000, and the corresponding running time is about 220 s (see Table 1).
This is the reason for more accurate values for J (especially for GA) obtained
here – JGA = 6.0953 vs. JGA = 6.2007 in [22]. In the case of FA the obtained
results are similar: JFA = 6.0251 [in this work] vs. JFA = 6.0259 in [22].
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Table 1. Algorithms performance

Model parameters Meta-heuristic algorithm

FA GA FA-GA GA-FA

µmax 0.5042 0.5050 0.4927 0.4908

kS 0.0235 0.0239 0.0199 0.0184

kA 47.7390 45.0182 46.8121 44.9195

1/YS/X 2.0134 2.0106 2.0132 2.0142

1/YA/X 6.3800 6.1935 7.2700 7.9459

J 6.0251 6.0953 6.0479 6.0502

NFE 10000 10000 1250 1250

T , s 208.2145 222.5042 29.9210 24.9758

This is an confirmation of the better performance of the FA compared to GA
for considered model parameter identification problem.

The results from the FA-GA and GA-FA (see Table 1), show that the pro-
posed hybrid schemes achieve very close to pure FA and pure GA solutions, but
the running time is about seven times less – for example, TFA = 208.2145 s vs.
TFA−GA = 29.9210 s. For example, in the case of the FA-GA algorithm, the pure
FA starts from randomly generated initial solutions (population) which can be
very fare from the optimal one. The FA is run for 10 iterations only and thus the
initial solutions for GA, which are closer to the optimal, is generated. The GA
starts from solutions which are not fare from the optimal and thus the conver-
gence of the algorithm is increased. More over in hybrid schemes the populations
(chromosomes and fireflies) are very small, only 25 individuals (vs. 100 individu-
als in pure GA and FA). Such small population considerably decreases the used
memory.

A graphical representation of the convergence of the objective function J
(mean values of the 30 runs) for both pure GA and FA algorithms with time is
shown (in logarithmic scale) in Fig. 4. The results about the hybrid GA-FA and
FA-GA are shown (in logarithmic scale) in Fig. 5.

As can be seen form Fig. 4 the FA algorithm shows a little bit better
convergence performance in the beginning of the optimization process, com-
pared to the GA. The FA converges faster than the GA and achieves lower value
for J in the end of the optimization.

The FA better performance is more clear in the hybrid algorithms (see Fig. 5).
For the hybrid FA-GA it is clearly visible that FA converges faster than the GA
for the first 10 iterations (10 iterations and 25 chromosomes/fireflies – 250 objec-
tive function evaluations). Then GA with initial population – FA final solution
– faster achieves accurate solution (40 iterations and 25 chromosomes/fireflies
– 1000 objective function evaluations). In the other case, hybrid GA-FA, even
the more inaccurate initial population FA convergence fast and achieved similar
to FA-GA hybrid solution – JGA−FA = 6.0502 vs. JFA−GA = 6.0479. Total
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running time for the hybrid algorithms is about 25–30 s vs. about 220 s for pure
GA and FA. Total objective function evaluations are 1250 for the hybrid schemes
vs. 10000 for the pure GA and FA. Thus the presented hybrid algorithms have
two advantages - much less running time and much less memory usage.

In the Fig. 6 the modelled E. coli fed-batch cultivation process variables
(biomass, substrate and acetate) and the measured ones (real experimental data)
are presented.
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Fig. 6. Time profiles of the process variables: real experimental data and models pre-
dicted data – FA-GA result

In most cases, graphical comparisons clearly show the existence or absence
of systematic deviations between model predictions and measurements. It is
evident that a quantitative measure of the differences between calculated and
measured values is an important criterion for the adequacy of a model. Hence, the
difference between the values of the objective function J achieved by considered
meta-heuristic algorithms is negligible the dynamics of the process variables
(experimental data and modeled data) for FA-GA result, are presented only.

Figure 6 shows that there is a very good coincidence between the measured
estimates and those modelled with FA-GA hybrid. The model obtained on the
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basis of FA-GA predicts in a high degree of accuracy the biomass, substrate and
acetate dynamics.

5 Conclusion

In this paper, a hybrid meta-heuristic approach, which is a combination between
two meta-heuristics, FA and GA is applied to the problem of parameter identi-
fication of an E. coli fed-batch cultivation process model. The proposed hybrid
FA-GA and GA-FA algorithms are collaborative combinations of the FA and
GA techniques.

The non-linear mathematical model is considered as a system of four ordinary
differential equations, describing the three considered process variables biomass,
substrate and acetate.

A comparison of pure FA, pure GA and hybrids FA-GA and GA-FA were
done. Some adjustments of the considered meta-heuristics, according to the
regarded problem, were performed to improve the optimization capability and
the decision speed. Numerical and simulation results from model parameter iden-
tification based on the proposed algorithms reveal that correct and consistent
results can be obtained using the discussed meta-heuristics.

Combining the advantages of both approaches – FA and GA, better perfor-
mance of the hybrid algorithms was achieved in terms of computational time
and memory usage, yet preserving the precision of the calculation. As shown in
the presented numerical results, in the hybrid algorithms about seven times less
computational time was consumed (220 s vs. 30 s). Moreover, four times (100 vs.
25 individuals) smaller populations were required to achieve solution. Thus, the
hybrid algorithms use in times less memory for the computation.
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National Science Fund under the Grants DID 02/29 “Modelling Processes with Fixed
Development Rules (ModProFix)” and DMU 02/4 “High quality control of biotechno-
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Abstract. In this paper we introduce a competitive neural model called
Magnitude Sensitive Competitive Learning (MSCL) for Color-
Quantization. The aim is to obtain a codification of the color palette
taking into account some specific regions of interest in the image, such
as salient area, center of the image, etc. MSCL algorithm allows distrib-
uting color vector prototypes in the desired data regions according to
a magnitude function. This magnitude function can allocate the code-
words (colors of the palette) not only in relation to their frequency but
also in response to any other data-dependent magnitude tailored to the
specific goal. As we show in five different examples in this paper, MSCL
is able to surpass the performance of other standard Color Quantization
algorithms.

Keywords: Color · Vector quantization · Competitive learning · Neural
networks · Saliency · Binarization

1 Introduction

With the huge development of informatics in the modern society, large amount
of scanned documents and images are transmitted and stored daily. Therefore,
some kind of image processing to reduce storage and transmission is necessary.
This is generally achieved by means of Vector Quantization (VQ) techniques.
The idea behind VQ is the selection of a reduced number of prototypes that
accurately represent the whole data set. When each data sample is a vector
representing the color of a pixel, it is denoted as Color Quantization (CQ). This
kind of algorithms are useful in certain applications related to segmentation,
compression, and transmission of images.

A subset of VQ algorithms comprises Competitive Learning (CL) methods,
where a neural network model is used to find an approach of VQ calculation in an
unsupervised way. Their advantage over other VQ algorithms is that CL is simple
and easily parallelizable. Well known CL approaches are K-means [13] (including
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some of its variants as Weighted K-Means and improvements [5]), Frequency Sen-
sitive Competitive Learning (FSCL) [1], Rival Penalized Controlled Competitive
Learning [22], the Self-Organizing Map (SOM) [11], and Neural Gas (NG) [14].

Some of these methods, or their variants, have already been used in CQ
and Color Segmentation tasks. Uchiyama and Arbib [20] developed Adaptive
Distributing Units (ADU), a CL algorithm used in Color Segmentation that is
based on a simple cluster splitting rule. More recently, Celebi [4] demonstrated
that it outperforms other common algorithms in a CQ task. Fuzzy C-Means
(FCM), is a well-known clustering method in which the allocation of data points
to clusters is not hard, and each sample can belong to more than one cluster [3].
Celebi presented a relevant work using NG [6].

SOM has also been used in color related applications: in binarization [16],
segmentation [12] and CQ [7–9,15] where author presents FS-SOM a frequency
sensitive learning scheme including neighborhood adaptation that achieves sim-
ilar results to SOM, but less sensitive to the training parameters. One variant
of special interest is the neural network Self-Growing and Self-Organized Neural
Gas (SGONG) [2], an hybrid algorithm using the GNG mechanism for growing
the neural lattice and the SOM leaning adaptation mechanism. Author proved
that it is one of the most efficient Color Reduction algorithms, closely followed
by SOM and FCM.

Methods based in traditional competitive learning are focused on data density
representation to be optimal from the point of view of reducing the Shannon’s
information entropy for the use of codewords in a transmission task. However it is
not always desirable a codebook representation with direct proportion between
its codeword density and the data density. For example, in the human vision
system, the attention is attracted to visually salient stimuli, and therefore only
scene locations sufficiently different from their surroundings are processed in
detail. A simple framework to think about how Saliency may be computed in
biological brains has been developed over the past three decades [10,19].

In a previous work [18], we introduced a new neural method for unsupervised
learning denoted as Magnitude Sensitive Competitive Learning (MSCL), which
has the property of distributing the unit centroids following any magnitude cal-
culated from the unit parameters or the input data inside its Voronoi region. This
controlled behavior allows to outperform standard Competitive Learning algo-
rithms that only tend to concentrate neurons according to the input data density.

In this work we expand the previous paper [17], where we used a MSCL
neural network in a CQ task. We add to the previous saliency examples, a
methodology to achieve CQ avoiding dominant colors in the image. As a result,
final color palette will enhance interesting areas of the image according to a
user-specified magnitude (using different definitions of saliency).

1.1 Problem Formulation

Given an image I of size (xmax, ymax), we define a data sample x(t) from the pixel
I(x,y) as the color vector of that pixel in the coordinates in the corresponding
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color space:

x(t) = Color(I(x, y)), x = 1..xmax and y = 1..ymax (1)
t = 1..N, where N = xmax ∗ ymax. (2)

Each pixel receives an additional value coming from a magnitude function,
mf(t). This function is proposed as to weight each pixel with a value of interest.
As higher is the value of this magnitude, more relevant is the pixel. The goal is
to train a neural network to get units representing the colors of the interesting
pixels in higher detail. To do it, feature vectors x(t) are fed to the neural network
with M units. The prototype of unit i (i = 1 . . . M) is represented by a vector of
weights wi(t) = (wi1, wi2, wi3) in the 3-dimensional color space. The associated
value of the magnitude in that unit, mui(t), can be calculated from the values
of mf(t) at samples in its Voronoi region, or can be introduced to the network
as the rest of input data.

Figure 1 shows this process. From one image (tiger example), we get a dataset
with the 3-D color coordinates of each pixel. The dataset is presented to the

Fig. 1. Problem formulation of Color Quantization: pixels are considered 3-dimensional
vectors that are processed as inputs for a competitive neural network with many units
as colors in the palette. Magnitude value can be associated to the pixel, as another
input to the network, or be associated to the units, as an internal parameter (Color
figure onlline).
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competitive neural network to generate the color palette with as many colors
as units in the network. We paint the color distribution of the image using a
[R G B] color space.

1.2 Proposed Approach

We propose the use of MSCL neural network, to train this 3-D dataset, taking
into account the magnitude function, that can be defined to lead the training
process of the palette to accomplish the desired task. This algorithm follows the
general Competitive Learning steps:

Step 1. Selecting the winner prototype. Given an input data vector, the com-
petitive units compete each other to select the winner neuron comparing their
prototypes with the input. This winner unit, also called Best Matching Unit
(BMU) is selected in MSCL as the one that minimizes the product of a user-
defined Magnitude Function and the distance of the unit prototypes to the input
data vector. This differs from other usual competitive algorithms where BMU is
determined only by distance. MSCL is implemented by a two-step competition:
global and local, as it is explained in next section.

Step 2. Updating the winner and the unit magnitude. Both winner’s weights and
magnitude (if the unit has an associated magnitude) are adjusted iteratively for
each training sample, with a learning factor forced to decay with training time.

The idea behind the use of the magnitude term is that, in the case of a
sample placed at equal distance from two competing units, the winner will be
the unit with lower magnitude value. So, the result of the training process is that
units will be forced to move from the data regions with low magnitude values to
regions where the magnitude function is higher.

1.3 Paper Description

The remainder of this paper is organized as follows:
Section 2 describes the Magnitude Sensitive Competitive Learning (MSCL)

method.
Section 3 shows the comparison of the new method with some of the well

known algorithms mentioned in the introduction of this article, using five differ-
ent examples of applications. The first proposed example gets a color quantiza-
tion that we call homogeneous quantization (Subsect. 3.1). The second example
gets a color quantization focused in the image center (Subsect. 3.2). The third
example is focused on getting a color palette avoiding the dominant colors usually
found in image background (Subsect. 3.3). Fourth example returns a color palette
according with a certain image saliency (Subsect. 3.4). Last example shows the
use of MSCL in a document image binarization (Subsect. 3.5).

Section 4 concludes with a brief discussion and ideas for future work.

2 The MSCL Algorithm

The next subsections describe the algorithm, which flowchart is shown in Fig. 2.
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Fig. 2. MSCL flowchart

2.1 Initialization

M unit weights are initialized with data inputs randomly selected from the
dataset, and their initial value of its magnitude is equal to the magnitude func-
tion at these samples. We also initialize to ones the value of a counter ni of the
number of times that each unit has been the best matching unit.

wi(1) = x(1) (3)
mui(1) = mf(1) (4)

ni(1) = 1. (5)

2.2 Random Selection of Data Samples

A sample data x(t) = (xt1, .., xtd) ∈ �d (with N samples) is randomly selected at
time t from the dataset, and its associated magnitude, mf(t), is calculated. This
process will be repeated until every data has been presented to the MSCL neural
network. It is important to mention that it is recommended to retrain the neural
network with the whole dataset several cycles, along T input data presentations
(iterations), to make results independent of data-presentation ordering.

2.3 Global Unit Competition

K units with minimum distance from their weights to the input data vector are
selected as winners in this first step. In all the simulations of this work it was
used K = 2. These units form the S set (size(S) = K):

S = {wk} ∨ ‖x(t) − wk(t)‖ < ‖x(t) − wi(t)‖ ∀i /∈ S. (6)
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2.4 Local Unit Competition

In the second step, winner unit j is selected from units belonging to S as the
one that minimizes the product of its magnitude value with the distance of its
weights to input data vector, following:

j = argmin(muk(t) · ‖x(t) − wk(t)‖) ∀k ∈ S. (7)

2.5 Winner and Magnitude Updating

Only winner’s weights, counter and magnitude are adjusted iteratively for each
training sample, following:

ni(t + 1) = ni(t) + 1 (8)

α =
(

1
ni(t + 1)

)β

(9)

wj(t + 1) = wj(t) + α (x(t) − wj(t)) (10)
muj(t + 1) = muj(t) + α (mf(t) − muj(t)) (11)

where α is the learning factor calculated for the winner and forced to decay with
iteration time and β is a scalar value between 0 and 1. Using this definition,
when β is equal to one, the value of the magnitude at each unit becomes the
moving average of the magnitude of the data samples belonging to its Voronoi
region.

2.6 Stopping Condition

Training is stopped when a termination condition is reached. It may be the
situation when all data samples has been presented to the MSCL neural network
along certain number of cycles (if a limited number of samples is used), or the
condition of low mean change in unit weights, or any other function that could
measure the training stabilization.

2.7 The Magnitude Function

As it has been mentioned before, mf(t) is a function that associates a positive
scalar value to the input sample at time t. There are three ways to define this
function:

1. As a magnitude map, where each sample has a fixed magnitude value
obtained by an user defined function of the data. An example of magnitude
map is the one used in the saliency section. The saliency function provides
a value for each pixel of the image proportional to its interest. In this case,
magnitude is like a data input for modulating the competitive behavior of
the unit.
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2. A function calculated depending on the unit weights and/or the values of
data samples belonging to its Voronoi region. An example of this function
is the used for Homogeneous Color Quantization. In that case mf(t) is the
value of the mean quantization error of the best matching unit of x(t).

3 Applications

In the following examples, data samples are 3D vectors corresponding to the
RGB components of the image pixels. We have used the RGB space in order to
have comparable results to other works, in spite that it is a non-uniform color
space (instead of using this one, we could have used other color models as L∗a∗b
whose suitability has been demonstrated for interpreting the real world).

The goal is to get a reduced color palette to represent the colors in the image
focused on different objectives. The next five examples show that, adequately
selecting the magnitude function, it is possible to get an optimal palette accord-
ing to the desired application.

3.1 Homogeneous Color Quantization

This example shows the case we call Homogeneous Color Quantization. The
mean quantization error (qerr) for all samples within the Voronoi region of unit
i is used as magnitude function. The qerr for sample x(t) is the distance between
x(t) and the prototype (weights) of its corresponding best matching unit. This
magnitude forces the palette colors to be uniformly distributed over the data
distribution in the RGB space, independently of its data density, and giving as
result Voronoi regions that present similar mean qerr.

We use the known Tiger, Lena and Baboon images for performance compar-
ison in CQ tasks (marked in the table as T*, L* and B*, where * is the num-
ber of colors in the palette). Homogeneous MSCL (M-h) and Centered MSCL
(M-c, explained in next subsection) are compared against the most successful
neural models used in different papers: SOM, FSCL, FCM, FS-SOM, ADU and
SGONG. Training process applied learning rates between (0.7-0.01) along three
cycles, except in ADU whose algorithm parameters selection follows [20]. The
threshold for adding/removing a neuron used in SGONG was (0.1/0.05).

Figure 3 shows the color reduction effects for tiger image with ADU, Homo-
geneous MSCL and Centered MSCL. The upper part of Table 1 shows the mean
of MSE (Mean Squared Error) in 10 trials with different number of palette colors
(8, 16 and 32) calculated in all the images. Peak Signal-to-Noise Ratio (PSNR)
measure can be easily calculated from MSE value. In general, ADU outperforms
all other models, closely followed by SOM and FS-SOM. However, it is clear
that ADU (top-right image in Fig. 3) paints the tiger skin with greenish color as
an effect of the over-representation of green colors. Both MSCL results (bottom
images in Fig. 3) tend to maintain orange colors in the tiger skin, as they are not
focused in data density representation. Similar results are obtained in the Lena
and Baboon images, as it can been seen in the table.
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Fig. 3. Original Tiger image (top-left) and its reconstruction using 8 colors apply-
ing: ADU (top-right), Homogeneous MSCL (bottom-left) and Centered MSCL (bottom-
right) (Color figure onlline).

3.2 CQ Focused on the Image Center

Previous example provides a CQ task giving equal importance to every pixel
of the image, and not distinguishing between pixels of the foreground or the
background. However the more interesting image regions are usually located in
the foreground center. Using MSCL with the adequate magnitude function, it
is possible to get a palette with colors mainly adapted to pixels located in the
foreground, or any other desired point in the image. In this example we use the
following magnitude function:

mf(t) = 1 − d(x(t)) (12)

where d(x(t)) is the normalized distance, in the plane of the image (x, y), cal-
culated from the corresponding pixel position to the center of the image. This
magnitude function is normalized by the maximum.

We compare the performance of centered MSCL, with the same methods
used in previous example. Number of colors and training parameters were also
the same.

Prototypes of centered MSCL tend to focus on colors in the central part of the
image. Therefore, MSE for the whole image is worse than those obtained using
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Table 1. MSE calculated in the whole image and in the image center.

Pixels Image Som FSCL M-h FCM FSSom ADU M-c Sgong

Whole img. T8 987 1016 1037 1005 985 990 1095 987

T16 566 596 577 606 564 562 667 570

T32 334 343 341 357 328.1 327.8 409 574

L8 401 416 424 451 400.2 406 406 400.9

L16 216 234 215 234 216 214 217 218

L32 121 126 122 141 120 119 125 222

B8 1120 1126 1138 1151 1117 1126 1227 1121

B16 633 641 633 693 632.4 632.8 751 635

B32 380 389 380 440 375.2 375.9 479 442

Img. center T8 1223 1311 1207 1263 1214 1244 1151 1226

T16 626 710 596 735 631 608 485 655

T32 361 381 356 408 353 355 283 407

L8 445 472 436 552 440 447 423 447

L16 265 294 273 301 262 266 254 267

L32 161 167 160 187 159 159 149 163

B8 1346 1354 1210 1421 1343 1338 1062 1321

B16 708 740 683 833 705 689 602 714

B32 381 412 387 515 372 374 354 539

other methods, as background is under-represented. However, when repeating
the measures in the central area of the image (150 × 170 pixels), this algorithm
(column M-c in the table) outperforms the others (as it can be seen in Table 1
in the three used images), because its color palette models in more detail the
central region of the image.

3.3 CQ Avoiding Dominant Colors

Many natural images present few dominant background colors. That means that
the majority of the image pixels are represented with these limited set of colors,
while other small chunks of the image use a wider palette. By this reason, when
it is applied traditional Competitive Learning algorithms on those kind of images
for color quantization, color palette usually over-represent these dominant colors,
and other secondary colors tend to disappear. In this example we will use MSCL
to get a reduced color palette avoiding the color dominance.

To do it we use a two-step method. First we find the dominant colors of the
image, and then, we apply MSCL to avoid these dominant colors by defining a
magnitude function that gives higher values to the pixels that are more distant
from them. We tested this methodology with 4 images (shown in Fig. 4: fish,
flower, tower, goat) and compared it with the results of 5 neural models used in
different papers: FSCL, FCM, Neural Gas (NG), K-Means and SOM.
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Following we describe in detail the two-step method and the experimental
results.

Fig. 4. Original images used in the example of MSCL avoiding dominant colors and one
example of the corresponding dominant color palettes considering from 1 to 8 colors
(Left to right: Fish, Flower, Tower, Goat.) (Color figure onlline).

Determination of Dominant Colors. First step is the determination of the
dominant colors in the image. One simple way to do it, frequently used in the
literature, is using some type of competitive learning algorithm to cluster pixel
colors. Weights of units after training the neural network will be the dominant
colors. A good candidate for this approach is FSCL method. FSCL can be con-
sidered a particular case of MSCL where mf(t) is the number of hits of the best
matching unit in sample x(t). We use this definition to implement FSCL as a
data-density sensitive method that can cluster the data colors.

It is possible to use a unique simulation of FSCL to obtain the dominant col-
ors. However, this method is dependent of the goodness of the unit initialization.
So, in order to smooth this ‘noisy’ initialization in the results of the analysis,
we use an ensemble of 50 FSCLs for each number of dominant colors (except
for the case of one dominant color, calculated as the mean of the image colors).
After generating the 50 networks of each ensemble, their prototypes are used to
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train the final FSCL to get the ‘averaged’ dominant colors. We call palk with
k ∈ {dominants} to the final dominant-colors palette.

Bottom of Fig. 4 shows the resulting palettes from 1 to 8 dominant colors
in the four test images. The evolution of these palettes shows that, in the fish
dominant-color palette, orange does not appear until using 5 dominant colors.
The flower needs 4 dominant colors to show a good red color, and the tower
needs 8 dominant colors to include the red in the roof. The goat dominant-color
palette shows that the palette is quite monochromatic.

MSCL Avoiding Dominant Colors. The magnitude function mf(t) used in
this example needs to present higher values as the pixel color is more distant
from the dominant-color palette. So, for each palette of dominant colors, we
define a function (distcol(t)) for each pixel as the distance in the color space of
that pixel to the closest color in the palette palj(t):

j =argmin(‖palk(t) − x(t)‖) k ∈ {dominants} (13)
distcol(t) = ‖palj(t) − x(t)‖. (14)

Figure 5 shows how this magnitude function works in the case of the fish
image using an 8-color palette that avoids two dominant colors. A fraction of
the pixels in the color distribution is depicted jointly with the closest regions of
the dominant colors (large red circles) and the prototypes generated with MSCL
(8 blue circles). MSCL uses three palette-colors for the orange colors of the fish,
two colors for the white tones, one stronger black and only two colors dedicated
to the background colors with the anemone. One of these colors almost coincide
with one of the dominant color (in the center of the graph). This result appears
because a large amount of the pixels are in this zone, and MSCL also is forced
to move a prototype to this zone to reduce quantization error in (7).

The reconstructed images in this example, with 8-color palettes, for compar-
ing the different methods, appear in Fig. 6, showing from left to right and top to
bottom: MSCL avoiding two dominant colors, NG, FSCL, FCM, K-MEANS and
SOM. It can be appreciated that MSCL obtained a more vivid color representa-
tion for the fish, losing the detail in the anemonae, while other algorithms tend
to concentrate the units in the most common colors, showing a lot of greyish
tones of the anemone.

Results of Experiments Avoiding Dominant Colors. The main problem
of the method is to determine what should be the optimum number of dominant
colors. So, we propose to calculate the amount of pixels in High Magnitude
Regions (HMR) as a measure of the level of detail that the MSCL method has
to deal with. The HMR in the image can be estimated with a threshold of the
magnitude function that we chose at the 50 % of the maximum magnitude value.
Figure 10 shows this process for the fish example in an 8-color palette. Images
from top to bottom in each column correspond to number of dominant colors
from 1 to 8. The first column of images in this figure represents the value of
distcol(t) in form of image (the magnitude map). The second column shows the
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Fig. 5. Representation of a fraction of the pixels in the color distribution for the fish
image. The large red circles represent the regions close to the two dominant colors of
the image. The 8 blue circles represent the 8-color palette obtained for MSCL avoiding
those dominant colors. MSCL uses three palette-colors for the orange colors of the fish,
two colors for the white tones, and only three colors dedicated to the background colors
(Color figure online).

HMR as the corresponding binarization of the magnitude maps. In this column
it is possible to see that, considering only one dominant color, there are still
quite a lot of pixels in HMR (corresponding to the fish and the darker areas
in the background of the image). However, when two dominant colors are used,
HMR extension is quite reduced and corresponds only to certain areas in the
fish. Therefore the use of two dominant colors would be a good option for the fish
image. The third column of images in this figure shows examples of the MSCL
reconstruction for the corresponding number of dominant-colors avoidance.

As comparison, Fig. 11 shows in three columns the resulting HMRs for the
other three images. In the first column, the flower image presents an interesting
behavior for four dominant colors. In the tower image we have a similar situation,
but for three colors (white, blue and dark grey). However, the goat image tends
to keep similar HMR extensions. The reason of this behavior is possibly because
it is a quite monochromatic image.

In order to visualize the effect of the number of dominant colors, we define the
HMR-ratio as the number of pixels in HMR divided by the number of pixels in
the image. We generated 50 palettes of dominant colors for each number of colors
that varied from 1 to 20. The evolution of the averaged HMR-ratios are shown
if the bottom graph of Fig. 9. The curves in the graphs have been smothered.



224 E. Pelayo et al.

Fig. 6. Results of color quantization for the fish example using an 8-color palette with
different methods: (a) MSCL avoiding two dominant colors, (b) NG, (c) FSCL, (d)
FCM, (e) K-MEANS, (f) SOM. The corresponding color palettes are shown in the
right of each image. As can be appreciated, MSCL gets a more vivid palette for the
fish and presents a lower number of colors in the palette dedicated to the background
with the anemone (Color figure onlline).

The abscissa shows the different number of dominant colors analysed in the four
images. The ordinates show the mean value of the HMR-ratio. A lower value in
this ratio means that there are fewer pixels in the image far from the dominant
colors. Therefore that palette is a good representative of the dominant colors in
the image.

The evolution of HMR-ratio for the fish image shows that there is an abrupt
fall in this value from using one dominant color to the use of two. This value tends
to keep in similar values until they are used 7 dominant colors. An explanation
of this behavior can be visualized in Fig. 10 (image in row 7 and second column)
where the dark band in the background is far from any dominant color, which
makes the HMR-ratio to grow considerably in the bottom graph of Fig. 9.

It would be possible to detect the optimum number of dominant colors
by analysing the HMR-ratio behavior, like detecting relative minimums or
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thresholding its variation, however we will left open this possibility, as it is out
of the scope of this work.

In order to evaluate the performance of the methods in the HMR, we propose
to calculate the Sum Square Error of quantization (SSE) in the HMR, divided
by the total SSE in the image, that we will call the SSE-ratio. Graphically this
can be appreciated in Fig. 9 (top four graphs corresponding to the four example
images). The abscissas in the graphs show several numbers of dominant col-
ors, from 1 to 5, when dealing with generation of 8-color palettes. The different
algorithms (FSCL, FCM, NG, K-MEANS, SOM and MSCL) were simulated 50
times to show the averaged SSE-ratio. As it can be seen, MSCL always presents
the smallest SSE-ratio, for all the images and different number of dominant
colors. That means that MSCL with dominant-color avoidance is able to main-
tain a reduced amount of error in the HMR, while the others methods tend to
concentrate their SSE reduction in the rest of the image.

3.4 CQ Focused in Salient Colors

The aim of salient feature detection is to find distinctive local events in images.
Some works [21] exploit the possibilities of color distinctiveness in salient detec-
tion. This example shows the MSCL algorithm generating a color palette focused
on those salient regions. To achieve that, the chosen magnitude function is the
mean computational global saliency (defined as in [21]). The magnitude is nor-
malized by the maximum, and varies from one to values near zero in zones with
low saliency (see image in Fig. 7 in the middle of the top row). We used 8 colors
with decreasing learning rates between 0.7 and 0.01 for every algorithm.

Figure 7 shows the results. The first two algorithms (SOM, FS-SOM) only
obtain a red color and present higher MSE values (SOM: 103.21 and FS-SOM:
103.07) in those pixels belonging to the white mask region of saliency (third
top image of Fig. 7). However, using the global saliency (second top image of
Fig. 7) as the magnitude for MSCL, the resulting image shows three red variants
and the MSE error is lower (87.5). A drawback is that other colors are under-
represented, what means a minor problem if we want to detail the salient regions
of the image.

3.5 Image Binarization

Binarization of a text grey-scale image is the process of assigning each pixel
of a text image depending of its grey-scale value to one of two classes, one
corresponding to the text and the other one to the background. First row of
Fig. 8 shows the image of a badly illuminated document (image a), and the
results of applying classical binarization algorithms: Otsu method (b), filtering
of original image with Laplacian operator (c) and its binarization with Otsu (d).
Otsu Method definitely fails to get an adequate binarization because of the dark
grey values in the right margin of the paper. Filtering with Laplacian operator
provides a better result, because it is an edge extraction mask. However, this
method does not fill the letters.
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Fig. 7. Saliency example. Top row, from left to right : Original image, saliency map
(clearer values for high saliency), the mask binary image used for MSE measurement
and (bottom row, from left to right) the reconstructed image with an 8-colors palette
from: SOM, FS-SOM and MSCL focused on the saliency (Color figure onlline).

Competitive learning can be used for this application by training 2 units
to represent two levels of gray-scale, which should correspond to the back-
ground and foreground classes. Second row of Fig. 8 shows the results with:
(e) SOM, (f) MSCL in homogeneous grey quantization, (g) MSCL with two
features (explained below), and (h) Otsu binarization of last example. The MSCL

Fig. 8. Binarization example: in top row (a) original image, (b) Otsu method, (c) fil-
tering with Laplacian operator, and (d) its binarization with Otsu; in bottom row
(e) SOM, (f) MSCL in homogeneous grey quantization, (g) MSCL with two features,
and (h) Otsu binarization of (g).
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Fig. 9. The top four graphs correspond to each example image, when dealing with
generation of 8-color palettes. The averaged Sum Square Error in the High Magnitude
Region (HMR), divided by the total SSE in the image (SSE-ratio) is represented for the
different algorithms (FSCL, FCM, NG, K-MEANS, SOM and MSCL). The abscissas in
the graphs show several numbers of dominant colors, from 1 to 5. MSCL always presents
a smaller SSE-ratio, for all the images and different number of dominant colors. The
bottom graph represents the evolution of the averaged HMR-ratios (number of pixels
in HMR divided by total number of pixels) when using from 1 to 20 dominant colors
(Color figure onlline).
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Fig. 10. Results of CQ of the Fish example in a 8 color palette, avoiding different
number of dominant colors: (from top to bottom) with 1 to 8 dominant colors. (In
columns): magnitude map, pixels with magnitude value over 50% of the maximum
(High Magnitude Region), and MSCL reconstruction for the corresponding number of
dominant colors (Color figure onlline).
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Fig. 11. High Magnitude Regions for different number of dominant colors. Images in
rows correspond, from top to bottom, with 1 to 8 dominant colors. Images in the left
column correspond to the flower example, the column in the middle for the tower and
the right column for the goat image (Color figure onlline).
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in (f) with only two neurons is equivalent to the Otsu Method. The reason is
that the mean quantization error for each unit is proportional to the standard
deviation of a data class when using as mean of the data the unit weights that
represents the class.

The quantization result can be improved by using as input a combination of
the gray-level values and the result of Laplace filtering. Therefore data samples
will be two dimensional vectors combining the values of both features. Then if
we apply MSCL using homogeneous quantization to this combined dataset we
will get the two-level image (g) in Fig. 8 (the same image with binarized pixel
intensity can be seen in next image (h)). This result is better than those achieved
by other classical methods.

4 Conclusions

This paper has shown the capabilities of MSCL algorithm for Color Quan-
tization. MSCL is a neural competitive learning algorithm, which includes a
magnitude function as a modulation factor of the distance used for the unit
competition. As other competitive methods, MSCL accomplishes a vector quan-
tization of the data. However, unlike most of the competitive methods who are
oriented to represent in more detail only those zones with higher data-density,
the magnitude function in MSCL can address the competitive process to repre-
sent any region.

We compare MSCL with other vector quantization approaches in several
image color quantization examples for different targets, such as focusing on
homogeneous mean quantization error, focusing on image foreground, avoid-
ing dominant colors, focusing on a saliency function and finally, application in
text image binarization. As a result of these experiments we have showed that
MSCL is more versatile than other competitive learning algorithms focusing only
on density representations. MSCL forces the units to distribute their color pro-
totypes following a tailored property, expressed by the appropriate magnitude
of the data image. In this way, the palette exhibits more colors to accurately
represent certain interesting zones of the image.

As future work we intend to use MSCL for vector quantization in multi-
channel satellite images. In this application, the number of colors is replaced by
the number of channels, thus the dimension of the data increases considerably.
By means of a magnitude map obtained from labelled image zones MSCL will
allow to orient the vector quantification to the regions of interest such as specific
crop areas.
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Abstract. The analysis of big data, particularly from the biosciences,
provides unique challenges to the methods used to analyse such data.
Datasets such as those used in genome-wide association studies can have
a very high number of variables/dimensions (e.g. 400,000+) and there-
fore modifications are required to standard methods to allow them to
function correctly.

A variety of methods can be used for such problems, among them ant
colony optimisation is a promising method, inspired by the way in which
ants find the shortest path in nature. The selection of paths traditionally
uses a roulette wheel which works well for problems of smaller dimen-
sionality but breaks down when higher numbers of variables are consid-
ered. In this paper, a subset-based tournament selection ACO approach
is proposed that is shown to outperform the roulette wheel-based app-
roach for operations research problems of higher dimensionality in terms
of the performance of the final solutions and execution time on problems
taken from the literature.

Keywords: Subset-based ant colony optimisation · High dimensional
NP-hard problems · Tournament selection · Roulette wheel selection ·
Knapsack problem

1 Introduction

NP-hard combinatorial problems are an important class of problems in theoret-
ical and real-world tasks. For these problems no algorithm can solve them in
polynomial time. Examples of such problems in operations research are the bin
packing problem and the knapsack problem.

Some recent approaches to solve these problems are to use stochastic algo-
rithms including nature inspired algorithms that are known to have delivered
good results for this class of problems. Ant Colony Optimisation (ACO), as
one such algorithm is inspired by the way in which ants in the wild find a
short path from the nest to food using pheromones. Ant colony optimisation

c© Springer-Verlag Berlin Heidelberg 2014
N.T. Nguyen (Ed.): TCCI XVII 2014, LNCS 8790, pp. 232–247, 2014.
DOI: 10.1007/978-3-662-44994-3 12



A Subset-Based Ant Colony Optimisation with Tournament Path Selection 233

has been shown to deliver excellent results on discrete combinatorial test prob-
lems (Dorigo and Caro 1999) and has been widely applied to real-world prob-
lems ranging from water distribution system optimisation (Zecchin et al. 2007)
to robotics (Mohamad 2008) or scheduling (Blum 2002; Merkle et al. 2000).

Recently, there has been considerable interest in the use of ant colony optimi-
sation to the discovery of gene-gene interactions in genomic data (Moore 2005;
Christmas et al. 2011; Greene et al. 2008; Sapin et al. 2013b). The problem is
to search a large database (up to 400,000) of small DNA changes known as sin-
gle nucleotide polymorphisms (SNPs), and find SNPs or combination of SNPs
that best discriminates between diseased and healthy individuals (for a more in-
depth discussion of the problem, readers are directed to Christmas et al. (2011)
and Sapin et al. (2013a)). The sheer size of the data presents a unique challenge
to ant colony optimisation as there are many thousands of possible choices for
each ant to select from at each decision point. Modifications to the algorithm are
therefore required to enable it to process this data effectively. Ant paths in ACO
are usually chosen through the use of a roulette wheel which weights decisions
based on the level of pheromone for each SNP. This procedure works well for
small numbers of decision variables, but as we will show the performance of the
roulette wheel breaks down when many thousands of path choices are included
and a new method based on a tournament is investigated.

The selection procedure in evolutionary algorithms is closely related to path
choices in ant colony optimisation as both procedures are required to provide
a stochastic decision but one that is weighted towards individuals with the
greatest fitness, or paths with the greatest pheromone. Tournament selection
is often preferred over the roulette wheel in evolutionary computing for a num-
ber of reasons, including its comparative ease of implementation, computational
efficiency, the ease with which selection pressure can be modified and perhaps
most importantly, its robustness with respect to the distribution of the fitness
function. Roulette wheels do not function well where the distribution of fitness
(pheromone) is highly skewed or where negative fitness values exist. Although
negative pheromone is not a concern in ant colony optimisation, the remaining
benefits to evolutionary computing should translate to ant colony optimisation
with the use of a tournament in place of the roulette wheel for path selec-
tion. Here it is shown how Tournament Ant Colony Optimisation (T-ACO) can
replace the roulette wheel with a tournament in path selection in ant colony
optimisation.

The following sections describe the implementation of the algorithm, exper-
imentation with knapsack problems and multiple parameter settings, and con-
cluding remarks.

2 Previous Work

Previous work concerning ant colony optimisation are presented here.
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2.1 Standard Ant Colony Optimisation

The standard ant colony optimisation algorithm (Dorigo and Caro 1999) creates
a population of agents ants that traverse a topology. The topology can reflect the
underlying topology of the problem (e.g. with the travelling salesman problem)
or can make use of a construction graph where each variable choice is aligned
with connections between variable choices forming the set of paths for the algo-
rithm to traverse. Construction graphs are used for problems that do not have
a native topology and in this way, any discrete combinatorial problem is solv-
able with an ant colony optimisation approach. Ants make path choices at each
junction in the graph based on the level of pheromone (and occasionally local
heuristic values) on the paths leading to the next variable selection. However,
a further modification is desirable where the selection of subsets of variables is
required and the order of variable selection is not important (e.g. in the knapsack
and genomics problems). In this case, a full construction graph is not required
and pheromone can be deposited on the variables themselves, using the subset-
based approach described in (Leguizamon and Michalewicz 1999), which is used
here.

The probability of selecting a variable can be calculated thus:

P k
i (t) =

[τi(t)]α.[ηi(t)]β
∑

h∈Jk [τh(t)]α.[ηh(t)]β
(1)

Where τi(t) is the pheromone on the variable i at time t and ηi(t) is the local
heuristic value (optional) on the same variable. α and β coefficients allow the
balance between the two components to be adjusted.

Once an ant reaches its destination, it leaves pheromone on the chosen
variables that reflect the quality of the solution that the variables represent.
Pheromone is then evaporated by a fixed percentage across all variables and the
algorithm iterates again. The updated pheromone can therefore be calculated
thus:

τi(t + 1) = (1 − ρ).τi(t) + Δi(t) (2)

Where ρ is the pheromone evaporation rate (typically between 1 and 10 %)
and Δi(t) is the additional pheromone laid by the ants traversing the graph.

2.2 Subset and Ordering Problems

A traditional ACO topology-based approach would usually require variables and
their selections to be optimised in a specific order (e.g. an ant will visit variable
1, then variable 2 etc. until the path through the topology is complete). However,
subset selection based problems such as those in genomics where a small number
of variables from the total number available should be selected, do not require
this ordering of ant visitation. This is also the case for the well-known knapsack
problem where the order of items in the bag is irrelevant in terms of fitness.
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Early experiments with ant colony optimisation algorithms were about order-
ing problems such as the Quadratic Assignment Problem or the Traveling Sales-
man Problem. The latter was used as example to illustrate the basic concepts
of the original ant system (Dorigo et al. 1991).

Leguizamon and Michalewicz showed that ant colony optimisation can be
apply to subset problems (Leguizamon and Michalewicz 1999). Ordering
problems and subset problems differ in the way pheromone trail is laid on the
topology of the problem. For ordering problems, the connections between ele-
ments of the problem receive pheromone whereas the components themselves
receive pheromone in subset problems. The ACO algorithm here makes use of
the subset-based approach described in the work of Leguizamon and Michalewicz
but crucially adds tournament selection to allow for the application of the algo-
rithm to very large datasets.

3 Knapsack Problem

The Knapsack problem was chosen for experimentation as it is an NP-hard
combinatorial problem which has the required flexibility in terms of the number
of decision variables. This problem has been studied for more than a century
(Mathews 1897) and it was introduced by the mathematician Tobias Dantzig
(Dantzig 1930).

The problem is described as follows: given a set of items, each with a weight
and a value, determine the count of each item to include in a collection so that
the total weight is less than or equal to a given limit and the total value is as
large as possible. It derives its name from the problem faced by someone who is
constrained by a fixed-size Knapsack and must fill it with the most useful items.

In the Knapsack problem that was chosen for experimentation, each item s
has two attributes:

– a weight s.weight between 0 and 100.
– a value s.value between 0 and 100.

The knapsack capacity is 1000. A solution is a set of n items {S}i such that:

n∑

i=1

Si.weight < 100 (3)

The fitness function is the sum of the values of the selected items:

Fitness =
n∑

i=1

Si.value (4)

The level of pheromone of the items corresponding to the highest fitness are
increased by the value of the fitness.
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4 Method

The algorithms of the roulette wheel and tournament ant colony optimisation
are described here.

4.1 Ant Colony Algorithm

T-ACO uses the standard equations (without local heuristic) of Sect. 2.1 as the
basis for its algorithm. The key difference between T-ACO and ACO is how the
variable is selected for a given set of probabilities. Traditionally this is achieved
by summing the probabilities as calculated in Sect. 2.1 and selecting randomly
from these summed probabilities to determine the next variables chosen by the
ant. This process allows the ant to choose randomly but with a decision weighted
towards those variables with greater pheromone values. Here the algorithms of
a Tournament-ACO and Roulette Wheel-ACO are described.

Roulette Wheel Ant Colony Optimisation. Roulette wheel ant colony
optimisation runs as follows:

Initialise pheromone;
Repeat

For all the nbant ants:
Do

Select an item according to the roulette wheel;
Put the item in the Knapsack;

While the Knapsack is not full;
Store the items the ant has chosen;
Calculate the fitness depending of the value of the chosen
items;

For the ant with the best fitness:
Update pheromone of the chosen items;

For all items: apply evaporation rate of 1 %;
End

Where:

– nbant: the numbers of ants of the algorithm;

Tournament-ACO. T-ACO differs in that a tournament selection is used.
In this process, T variables are randomly chosen from the set of possible

variable choices and the variable with the highest pheromone value is selected.
T is the size of the tournament. By varying T the greediness of the algorithm
can be modified, lower values of T approximate random search as the competi-
tion element of the tournament is lessened and the influence of paths with high
pheromone is reduced. Higher values of T increase the greediness of the search.
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Fig. 1. Flow chart describing the method.
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This aspect is crucial to the function of the algorithm and is investigated in
greater depth in the experimentation.

It should be noted that no such mechanism exists for roulette wheel based
search and the greediness of the algorithm is usually adjusted through modifi-
cations of the evaporation rate only.

T-ACO therefore runs as follows:

Initialise pheromone;
Repeat

For all the nbant ants:
Do:

Select randomly T items;
Among them, keep the item with the highest pheromone value;
Put the item in the Knapsack;

While the Knapsack is not full;
Store the items the ant has chosen;
Calculate the fitness depending of the value of the chosen
items;

For the ant with the best fitness:
Update pheromone of the chosen items

For all items: apply evaporation rate of 1 %;
End

Where:

– nbant: the numbers of ants of the algorithm;
– T : the number of items for the tournament of the selection process;

Figure 1 shows a flow chart describing this method that was also used in Sapin
and Keedwell (2012).

5 Experimentation

Three sets of experimentation have been performed. The first one demonstrates
that a tournament selection is better than a roulette wheel selection for an ant
colony optimisation algorithm solving high dimensional problems. The second
searches for the best number of ants and tournament size for an ant colony
optimisation algorithm solving high dimensional problems. The final one explores
the potential for T-ACO to operate on lower dimensional problems.

The dataset describing the knapsack problem is saved on disc and the same
dataset is used for all the experiments.

For every combination of parameters, 10 runs are performed. An average of
these 10 runs is performed for the following data:

– The variation of the average fitness fit of the ants. At each generation of the
algorithm, each of the nbant ants chooses a solution to the problem that is
evaluated by a fitness value. An average of the fitness value of the solutions
of each ant is performed.
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Fig. 2. Variation of the average fitness fit of the ants over 10 runs with T the size of
the tournament.

– The variation of the fitness bestfit of the best ant. At each generation of
the algorithm, the pheromone amounts of the items of the solution with the
highest fitness value are updated. An average of these highest fitness values
are performed.

– The variation of the highest fitness highestfit found throughout the run. The
highest fitness values that have been found during each run are stored. An
average of these is then computed.

For each experiment, 1,000,000 evaluations of the fitness function are per-
formed before the experiment is stopped.

5.1 Tournament Versus Roulette Wheel

This experiment demonstrates that tournament selection outperforms roulette
wheel selection for an ant colony optimisation algorithm solving high dimen-
sional problems. In this experiment, the roulette wheel and tournament selection
methods are compared on the knapsack problem of size 500,000. The experiment
investigates the performance of the roulette wheel method against the T-ACO
approach with varying tournament sizes (20, 50 and 100), using the general
experimental conditions shown above and various numbers of ants (50, 100 and
200).

The results in Figs. 2, 3 and 4 show the dominance of the T-ACO approach
for knapsack problems of this size. The size of the tournament clearly has an
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Fig. 3. Variation of the fitness bestfit of the best ant over 10 runs with T the size of
the tournament.

Fig. 4. Variation of the highest fitness highestfit found through the run over 10 runs
with T the size of the tournament.
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effect on the performance of the algorithm and in particular it’s convergence
properties. As expected, greater tournament sizes increase the speed of conver-
gence and limit the ability for exploration but it is clear that the tournament
outperforms the roulette wheel for this problem size. The results suggest that
the best tournament size has not yet been found for this problem. Increasing
the tournament to 50 has the effect of improving mean performance. This is to
be expected when one considers the size of the problem of 500,000 variables,
even a tournament size of 50 is a vanishingly small percentage of the total num-
ber of variables. In evolutionary algorithms a tournament size of approximately
10 % is favoured suggesting an optimum tournament size for this problem of
5 000. However the application of the tournament here in ACO path selection is
somewhat different to the standard evolutionary algorithm application and will
depend to a certain degree on the number of ants used in the population. In the
next set of experiments, tournaments of larger size have been used along with
variations in the population to ascertain reasonable parameter settings for this
large problem.

5.2 Number of Ants and Size of Tournament

The best number of ants and tournament size for an ant colony optimisation algo-
rithm solving high dimensional problems are investigated here. This experiment
investigates the performance of the T-ACO approach with varying tournament
sizes (50 and 500) and number of ants (50, 100 and 200), using the general
experimental conditions shown above on the knapsack problem of size 500,000.
Sizes of tournament greater than the ones investigated in the previous section
are chosen as the previous section shows that greater tournament sizes increase
the speed of convergence.

The results in Fig. 5 show the effect of the number of ants for the T-ACO
approach for knapsack problems of size 500,000 and the tournament selection
of size 50. The highest fitness for 100 ants is better than the highest fitness for
50 or 20 ants. It is interesting noting that the highest fitness is better for 50
ants during the first 100,000 evaluations of the fitness function. For 100 ants,
the pheromones are updated only every 100 evaluations of the fitness function
that makes the convergence slower that with 50 ants.

The results in Fig. 6 show the effect of the number of ants for the T-ACO
approach for knapsack problems of size 500,000 and the tournament selection of
size 500. The highest fitness for 50 ants is better than the highest fitness for 100
or 20 ants. It seems that 50 ants allow a good trade-off of the algorithm between
exploration and exploitation for this problem and this size of tournament.

The results in Figs. 5 and 6 clearly show the number of ants and the size
of the tournament are not independent in the T-ACO approach for knapsack
problems of size 500,000. In this experimentation, the fitness is the highest for
50 ants and 500 items. 500 items is 0.1 % of the total number of items therefore
0.1 % of the total number of items and 50 ants are the chosen parameters of the
algorithm for further experiments.
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Fig. 5. Variation of the average fitness fit, the fitness bestfit of the best ant and the
highest fitness highestfit found through the run over 10 runs for a tournament size of
50.
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Fig. 6. Variation of the average fitness fit, the fitness bestfit of the best ant and the
highest fitness highestfit found through the run over 10 runs for a tournament size of
500.



244 E. Sapin and E. Keedwell

Fig. 7. Variation of the highest fitness highestfit found throughout the run, over 10
runs, with 50 the size of the tournament and 50 ants for a knapsack problem of 50,000
items.

5.3 Size of the Problem

This experiment explores the potential for T-ACO to operate on lower dimen-
sional problems. In this experiment, the roulette wheel and tournament selection
of size 0.1 % are compared on the knapsack problem of sizes 50,000 and 5,000.
An algorithm with 50 ants is used for this experiment.

Figures 7 and 8 show the results of these experiments. For the experiment
solving the knapsack problem with 5,000 items only the variation of the highest
fitness during the first 500,000 evaluations of the fitness function is presented.
This because no variation arises after the 500,000 first evaluations of the fitness
function.

For 50,000 items as shown in Fig. 7, the tournament selection performs better
than the roulette wheel but for 5,000 items Fig. 8 the roulette wheel is better. It
shows that a roulette wheel selection is better for smaller sizes of problems.

5.4 Execution Time

A further consideration with large-scale data is the time taken to perform the
selection process. As a highly repeated function within the algorithm, even small
differences in execution time will make a large difference to the overall execution
time of the algorithm.

Figure 9 shows the comparison between runtimes for roulette wheel and
a tournament size of 10 % of the problem size based on the experimentation
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Fig. 8. Variation of the highest fitness highestfit found throughout the run, over 10
runs, with 5 the size of the tournament and 50 ants for a knapsack problem of 5,000
items.

Fig. 9. A comparison of execution times on four different problem sizes.
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described in Sapin and Keedwell (2012). This is the complete execution time,
including the calculation of the objective function, so it can be seen that the
variable selection process has a large impact on the complexity of the ant colony
optimisation algorithm.

6 Conclusion and Discussion

A tournament-based ACO algorithm known as T-ACO was implemented and
experiments were conducted on a variety of problem sizes and algorithm parame-
ter settings. From this it is proposed that for problems of higher dimensionality
(i.e. problems of 50,000+ variables), the use of a tournament approach provides
better results and reduced computational time. This is likely to be particularly
useful for high-dimensional problems in genomics where the number of discrete
variables is very large and the computational load is high. The tournament app-
roach, if correctly configured may also be useful in problems with fewer variables
in terms of exploration of the search space. The roulette wheel path selection
is naturally biased towards a greedy search, particularly towards the end of an
ACO run. As pheromone builds on paths, those paths that remain unchosen
will have a vanishingly small chance of being selected and thus are likely to be
ignored for the remainder of the optimisation. The tournament, particularly one
with a small percentage of variables allows for all paths to be considered regard-
less of the status of the optimisation. Of course there is a trade-off here, if the
tournament is too small then progress is slow, a process seen quite clearly in
Fig. 7, too large and the progress becomes too greedy. However, the ability for
the tournament size to be modified provides the user with a mechanism to mod-
ify the exploitation/exploration trade-off, in addition to the evaporation rate.
One final advantage of the tournament path selection is that, similarly to evo-
lutionary algorithms, the tournament is agnostic with respect to the pheromone
update rate. The roulette wheel will be sensitive to the evaporation rate and
pheromone update rate in particular, whereas the tournament is less susceptible
to this. Large pheromone updates will promote early convergence for roulette
wheel path selection whereas this will not be the case for the tournament. The
transparency of using the tournament size parameter rather than the unpre-
dictable interaction of pheromone update, evaporation rate and roulette wheel
will allow the user to more accurately set the balance between exploration and
exploitation.
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Abstract. A Hopfield Neural Network (HNN) with a new weight update
rule can be treated as a second order Estimation of Distribution Algo-
rithm (EDA) or Fitness Function Model (FFM) for solving optimisa-
tion problems. The HNN models promising solutions and has a capacity
for storing a certain number of local optima as low energy attractors.
Solutions are generated by sampling the patterns stored in the attrac-
tors. The number of attractors a network can store (its capacity) has
an impact on solution diversity and, consequently solution quality. This
paper introduces two new HNN learning rules and presents the Hop-
field EDA (HEDA), which learns weight values from samples of the fit-
ness function. It investigates the attractor storage capacity of the HEDA
and shows it to be equal to that known in the literature for a standard
HNN. The relationship between HEDA capacity and linkage order is also
investigated.

1 Introduction

A certain class of optimisation problem may be solved (or an attempt at solving
may be made) using metaheuristics. Such problems generally have the following
qualities: the search is for an optimal (or near optimal) pattern of values over
a number (often many) of random variables; any candidate solution, which is
an instantiation of each of those variables, has an associated score, which is its
quality as a solution; a fitness function exists that takes a candidate solution
and produces a score. The function (or algorithm) for calculating the score may
be evaluated for any input vector, but may not be inverted to produce an input
vector that would maximise the score. For this reason, the process of optimisation
may be viewed as a directed search. Metaheuristics are methods for making use
of the score returned by the fitness function to speed the search for good solutions
when an exhaustive search would not be practical.

Most metaheuristic algorithms maintain a memory of some kind that reflects
the input patterns previously chosen and the scores they received. In general such
algorithms proceed by generating one or more new candidate solutions based on
their memory of previous trials. Each new solution is then given a score using the
fitness function and the memory is updated. The new memory is then used to
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produce new (hopefully improved) solutions and the process continues until some
stopping criterion is met. One simple way to divide metaheuristic algorithms is
between those that develop an explicit model and those that maintain a popula-
tion of ‘good’ solutions in place of a model. Perhaps the best known population
based method is the Genetic Algorithm (GA) [1]. A GA maintains a population
of good solutions and uses them to produce new solutions that are combinations
of two (sometimes more) existing solutions. Combination is performed by pick-
ing values for each variable from one or other parent to instantiate the variables
in a new child solution. Better solutions have a higher probability of producing
offspring than poorer ones and some offspring may be altered slightly (a process
called mutation) to extend the search space. In a GA the population and the
recombination process are the memory and the generative process respectively.

An alternative to maintaining a population of solutions is to build a model
of some aspect of the fitness function and use that to guide the search. One well
studied method is to model the probability of each variable taking each of its
possible values in a good solution. As the model evolves, new candidate solutions
are drawn from the model’s distribution, which in turn cause the model to be
updated. This approach is known as an Estimation of Distribution Algorithm
(EDA) and is described in more detail in Sect. 2.

A problem that many metaheuristic algorithms face (GAs and EDAs included)
is that of local optima. Local optima are globally sub-optimal points that are
optimal in a local neighbourhood. That is, points from which a small change in
the variables’ values will not lead to an improvement in score. In terms of meta-
heuristic algorithms local optima are points from which the chosen algorithm
will not move, even when there are better scoring solutions in other parts of the
search space. For example, a population in a GA may reach a state where neither
recombination nor any small mutation will produce a sufficient improvement to
generate a candidate solution that is better than any in the existing population.
When sampling from an EDA, a local optimum is a solution that has a high
probability of being sampled, but which is not the best solution. An EDA can
contain two types of local optima. Firstly, if none of the patterns that it produces
are the true global optimum, then they are all local optima. Secondly, an EDA
can contain many local optima — all of the high probability patterns — and
one of those will score more than the others, making those others local optima
compared to the model’s own global optimum. In a perfect model, the EDA’s
global optimum will be the global optimum of the problem being tackled. In less
than perfect models, it may well be a local optimum itself.

The number of local optima a fitness function contains is one measure of
the difficulty of finding the global optimum. Another related measure is the
size of the field of attraction around each optima. The field of attraction for an
optimum is the sub-space of points from which an algorithm will make a series of
steps leading to that optimum. For a simple hill climbing algorithm, the field of
attraction for a local optimum, x is the set of points from which a hill climb will
lead to x. So called deceptive functions are those in which the fields of attraction
of local optima are large and that for the global optimum is small [2].
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A fundamental aspect of GA research considers the role played by subsets
of the variables being optimised. These subsets are often called building blocks
[1] or analysed as schemata [3]. For example, in a vector x = x1 . . . xn, it may
be that variables x2, x3 and x4 all interact in a non-linear fashion and that the
effect of changing the value of any one of them can only be understood in terms
of the values of the other two. This interdependency between variable subsets
and the fitness function output is known as the linkage problem [4] or, sometimes
in the GA literature, epistasis [5]. The number of variables in a building block
is known as its order and we can talk about a problem being of order m if the
order of its highest meaningful building block is m. This introduces the question
of how to discover the linkage order of a function.

One way in which researchers have addressed the question of linkage order
is with the use of Walsh functions [6,7]. These are described in detail in Sect. 3
and summarised here. The Walsh functions form a basis for functions over f :
{0, 1}n → R. Any such function can be decomposed into a weighted sum of Walsh
functions. The Walsh functions that contribute to the weighted sum are of dif-
fering orders, defined by the number of bits they contain that are set to 1. The
process of performing a Walsh decomposition of a function produces the weights
(known as the Walsh coefficients) associated with each Walsh function and many
have values of zero. Consequently, the order of the functions with non-zero coeffi-
cients tells us about the order of interactions in the function.

These two measures of problem difficulty — fields of attraction to local
optima and linkage order — are related. This paper addresses the relationship
between local optima attractors and linkage order for a particular type of EDA
implemented using a Hopfield Neural Network (HNN). The HNN is described
in detail in Sect. 4. It can be understood variously as a neural network using an
adjusted Hebbian learning rule and McCulloch-Pitts neurons, or as a Markov
random field or as a second order EDA. It is well known [8] that HNNs have
a certain capacity for storing patterns in memory and this capacity holds for
the number of local optima a network can learn. The important point to note
is that in the standard HNN, only second order linkages are learned. It is not
the case, however, that the HNN can only find all the attractors in problems of
order 2 or below. We show that a HNN can discover the local optima of functions
with higher order linkages, up to some capacity, and investigate the relationship
between linkage order, network capacity and local optima count.

The main contributions of this paper are the adaptation of a Hopfield network
to learn functions with real valued outputs and an analysis of the number of local
optima such networks can represent at one time. An algorithm for improving
the capacity of a Hopfield network is also adapted and its capacity analysed.
Several functions are analysed in terms of their linkage order and the number of
local attractors they contain. These results are then related to the capacity of
Hopfield networks and their ability to capture the local optima in higher order
functions. The paper suggests a parallel between the number of attractor states
in the network and population diversity in a GA. This should be of interest to
researchers developing multi-variate EDAs as it highlights the need to manage
the attractors of an EDA and demonstrates how all attractors in a model degrade
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once capacity is exceeded. The main focus of the paper is on the second of these
contributions—the analysis of attractor capacity. An analysis of the ability of
the method to improve optimisation requires the study of algorithms for evolving
models and solutions and a large number of experiments, which are all the focus
of a future paper.

The paper is organised as follows. Sections 2, 3 and 4 introduce EDAs, Walsh
functions and Hopfield networks respectively. Sections 5 and 6 describe a Hopfield
EDA (HEDA) and presents two learning rules: one based on a standard Hebbian
update and one designed to improve network capacity. Section 7 describes a set
of experiments and an analysis of network size, capacity and the time taken
during learning. Section 8 analyses the weights of a HEDA and Sect. 9 offers
some conclusions and discusses future work.

1.1 Scope

The functions discussed in this paper are real valued functions of binary vectors,
that is:

f : {−1, 1}n → R (1)

A single candidate solution is a point in n-dimensional binary space defined by
a vector c of elements ci that can take binary values:

c = c1, . . . , cn ci ∈ {−1, 1} (2)

The function f(c) that guides the search is known as the fitness function.

2 Estimation of Distribution Algorithms

A common class of model based optimisation methods are the Estimation of
Distribution Algorithms (EDAs). Rather than maintain individual searches, an
EDA attempts to model the probability of a value or sub-pattern appearing in a
high scoring candidate solution. Reasons for building a fitness model include the
advantages gained from being able to analyse the model to better understand the
problem to be optimised [9] and the improved speed of estimating fitness func-
tion output rather than making a time consuming calculation for every required
evaluation.

The simplest EDA models the marginal probability of each variable taking
each of its possible values in the optimal solution. Population Based Incremental
Learning (PBIL) [10] is an example of such a method. PBIL works by sampling
from the set of possible solutions and maintaining a marginal probability distri-
bution for each variable. PBIL is a population based search as the probabilities
are updated based on the best scoring members of each generation of the pop-
ulation. Subsequent populations are generated based on the probabilities in the
distribution. PBIL makes use of a learning rate to smooth the evolution of the
probabilities. For solving problems with binary valued variables, PBIL’s update
rule is:

P (pi = 1) ← (1 − α)P (pi = 1) + αρ(pi = 1) (3)
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where ← indicates assignment, P (pi = 1) is the probability that pi = 1 in the
model, and ρ(pi = 1) is the probability that pi = 1 amongst the best of the
current population. α is the learning rate.

PBIL is a first order method as it models each variable independently. It will
solve first order problems as they have no local optima to trap it. For higher
order problems, it may find the global optimum or it may become trapped in a
local optimum. The evolutionary aspect of PBIL ensures that it converges on an
optimum of some kind (local or global). Other univariate algorithms include the
compact Genetic Algorithm (cGA) [11] and the Univariate Marginal Distribution
Algorithm (UMDA) [12].

Early attempts at capturing second order interactions included the Mutual
Information Maximising Input Clustering algorithm (MIMIC) [13]. This
algorithm imposes an ordering on the variables and links them in a chain so
that each variable (except the last in the chain) is linked to exactly one other.
The ordering is discovered using a greedy algorithm (a full search for the cor-
rect ordering is NP-complete), and so is not guaranteed to find the optimal
chain. Another pairwise method is the Bivariate Marginal Distribution Algo-
rithm (BMDA) [14], which models second order linkage in a forest (a set of
independent dependency trees). Higher order interactions are learned by the
Bayesian Optimisation Algorithm (BOA) [15], which builds a Bayesian network
to attempt to capture the joint distribution of values in a population of promising
solutions. Again, building a correct Bayesian network is an NP-complete prob-
lem, so heuristics are needed to build the network in sensible time. More recently,
the Distribution Estimation Using Markov networks (DEUM) algorithm [16]
has modelled second and higher order interactions using Markov random fields.
DEUM models conditional probabilities and generates new samples using Gibbs
sampling.

Most EDA approaches consist of a method for representing the distribution
and a method for evolving a solution. The evolution of a solution generally follows
a pattern of generating a population of candidate solutions from the current
model, updating the model based on the quality of those candidates by either
learning only the most fit or by learning them all with a weight that depends on
the fitness score. The process is then repeated until the algorithm finds a good
solution or converges. There are a number of choices to be made when designing
the evolutionary algorithm: whether to learn a subset of the population or use
the score of every member; the size of each generation, which effects the accuracy
of the model; whether to start a new model at each generation or to add to the
existing one; and what schedule, learning rate or forgetting factor to use if a
model persists from generation to generation. These factors greatly affect the
quality of an EDA optimisation algorithm, but they are not the subject of this
paper, which demonstrates how a second order EDA can be built from a HNN
and then makes use of the fact that much is understood of the capacity and
function of such networks.

These methods all share a common feature: they do not attempt to model the
distribution of values in all good solutions, just a small number of them. In the
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case of the univariate methods, it should be clear that the number of solutions
the distribution can model is just one: the pattern produced by picking the
value with the highest probability from each variable. In multivariate models,
the number of different promising patterns that can be stored at any one time
is greater than one. This paper investigates this capacity for bivariate models.

3 Walsh Functions

Walsh functions [17] form a basis for functions of binary vectors. Any function
f : {0, 1}n → R can be represented as a weighted sum of Walsh functions.
The contribution of each Walsh function to the sum is determined by its Walsh
coefficient.

3.1 Generating the Walsh Functions

To decompose a function of n variables, Walsh functions of length 2n are used,
denoted ψj where j = 0 . . . 2n −1. There are 2n such functions, each represented
by a string of 2n bits: ψj(c) where c = 0 . . . 2n − 1. ψj(c) is the cth bit in the
jth Walsh function. They are calculated in a bit wise fashion from the binary
representation of their indices, c and j. Note the slight abuse of notation: j is an
integer index, j is the binary representation of j and ji is the ith bit of j, counting
from the right. For example, j = 3, j = 011, j3 = 0. The same applies to c. To
calculate ψj(c), first re-code the binary representation of c so that 1 becomes -1
and 0 becomes 1. This slightly counter-intuitive re-coding allows multiplication
to perform the XOR function. This can be done bitwise using:

yi ← −(2ci − 1) (4)

Then use the recoded vector y and the binary representation of j to calculate
each bit ψj(y) as

ψj(y) =
n∏

i=1

yji
i (5)

where ji ∈ {0, 1} so yji
i = yi when ji = 1 and yji

i = 1 when ji = 0. The binary
word j acts as a mask to determine which values yi ∈ {−1, 1} are included in the
product. Figure 1 shows a pictorial representation of the order 3 Walsh functions.

3.2 Calculating the Walsh Coefficients

The Walsh transform of an n-bit function produces 2n Walsh coefficients, ωj

where j = 0 . . . 2n − 1. Each coefficient is calculated as follows:

ωj =
1
2n

2n−1∑

c=0

f(c)ψj(c) (6)
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Fig. 1. A pictorial representation of the third order Walsh functions with black squares
representing 1 and white squares −1.

where f(c) is the real valued output of the fitness function when the input
variables are instantiated with the values from the binary representation of c.
Note that for f : {−1, 1}n, each 0 in the binary word must first be converted
to −1.

3.3 Stating the Fitness Function as a Walsh Function

The function f(c) can now be restated as a Walsh sum:

f(c) =
2n∑

j=0

ωjψj(c) (7)

where c is the integer represented by the binary word c, with the same allowance
for converting 0 ← −1 if required when converting from c to the bit index c.

3.4 Analysis of Walsh Coefficients

We can now directly introduce the concept of linkage order with respect to
Walsh functions. A Walsh decomposition of an n-bit function leads to 2n Walsh
coefficients, ωi(i = 0 . . . 2n − 1). The index i determines how the coefficient ωi is
calculated (see Eq. 6). It also determines the linkage order of the coefficient. Let
the binary equivalent of the index i of ωi be i, which acts as a mask, selecting
bit positions where there is a 1 in i. Counting the number of 1s in i tells you
the linkage order of ωi. For example, ω0 is of zero order and ω3 (011) is second
order. Consider the full results of a Walsh analysis of a first order binary problem
over three bits where the target pattern is 101 and the fitness function is an
inverse Hamming distance such that f(101) = 1 and f(010) = 0. The first
order coefficients, ω1, ω2 and ω4 all have none-zero values and the higher order
coefficients are all zero.

Table 1 shows how to extract the first order optimum from the Walsh
coefficients directly. The location of the 1 bit in the first order index, i of ωi

corresponds to the location in the optimum whose value is determined by ωi. If
ωi is positive, the optimum contains a zero at that location and if it is negative,
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Table 1. Walsh Coefficients and linkage order for f(c) = 1 − Hamming(c, 101)

Coefficient Index Order

ω0 = 0.5 000 0

ω1 = −0.167 001 1

ω2 = 0.167 010 1

ω4 = −0.167 100 1

ω3 = 0 011 2

ω5 = 0 101 2

ω6 = 0 110 2

ω7 = 0 111 3

the optimum contains a 1. Looking at Table 1, we see that ω1 is negative, ω2 is
positive and ω4 is negative, so the optimum must be at 101.

A full Walsh decomposition requires 2n function evaluations and so is not a
practical method for solving large optimisation problems. It is, however, a useful
tool for understanding concepts of linkage on small, toy problems.

4 Hopfield Networks

Hopfield networks [18] are able to store patterns as point attractors in n dimen-
sional binary space and recall them in response to partial or degraded versions of
stored patterns. For this reason, they are known as content addressable memories
where each memory is a point attractor for nearby, similar patterns. Tradition-
ally, known patterns are loaded directly into the network (see the learning rule
10 below), but in this paper we investigate the use of a Hopfield network to dis-
cover point attractors by sampling from a fitness function. A Hopfield network is
a neural network consisting of n simple connected processing units. The values
the units take are represented by a vector, u:

u = u0, . . . , un−1 ui ∈ {−1, 1} (8)

The processing units are connected by weighted connections:

W = [wij ] (9)

where wij is the strength of the connection from unit i to unit j. Units are
not connected to themselves, i.e. wii = 0 and connections are symmetrical, i.e.
wij = wji. The values of the weighted connections define the point attractors
and learning in a standard Hopfield network takes place by setting the pattern
to be learned using formula 11 and applying the Hebbian weight update rule:

wij ← wij + uiuj ∀i �= j (10)
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A single pattern, c is set by
∀i ui ← ci (11)

Pattern recall is performed by allowing the network to settle to an attractor state
determined by the values of its weights. The unit update rule during settling is

ai ←
n−1∑

j=0

wjiuj (12)

where ai is a temporary activation value, following which the unit’s value is
capped by a threshold, θ, such that:

ui ←
{

1 if ai > θ
−1 otherwise (13)

In this paper, we will always use θ = 0. The process of settling repeatedly uses
the unit update rule of formulae 12 and 13 for a randomly selected unit in
the network until no update produces a change in unit values. At that point,
the network is said to have settled. The symmetrical weights and zero self-
connections mean that the network is a Lyapunov function, which guarantees
that the network will settle to one of its fixed points from any starting point.
With the above restrictions in place, the network has an energy function that
determines the set of possible stable states into which it will settle. The energy
function is defined as:

E = −1
2

∑

i,j

wijuiuj (14)

Settling the network, by formulae 12 and 13 produces a pattern corresponding
to a local minimum of E in Eq. 14. Hopfield networks have been used to solve
optimization tasks such as the travelling salesman problem [19] but weights are
set by an analysis of the problem rather than by learning. Other examples of
hand built Hopfield optimisers include [20], in which the authors comment on the
lack of a method for finding the right set of weights for an arbitrary optimisation
problem. In the next section, we show how random patterns and a fitness function
can be used to train a Hopfield network as a search technique.

5 Hopfield EDAs

We define a Hopfield EDA (HEDA) as an EDA implemented by means of a
Hopfield neural network. This section describes the training and use of a HEDA.
Figure 2 shows a four neuron HEDA with the units labelled ui and weights in
one direction labelled Wi,j .

5.1 Training a HEDA

In this section we describe a method for training a HEDA. The principles apply
equally to HEDAs of higher order. During learning, candidate solutions are gen-
erated randomly one at a time. Each candidate solution is evaluated using the
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Fig. 2. A four neuron HEDA with units ui and weights Wi,j . Due to weight symmetry,
only half the weights are shown as each Wi,j = Wj,i.

fitness function and the result is used as a learning rate in the Hebbian weight
update rule (see update rule 15). Consequently, each pattern is learned with a
different strength, which reflects its quality as a solution.

5.2 The New Weight Update Rule

Hopfield networks have a limited capacity for storing patterns. If a number of
patterns greater than this capacity are learned, patterns interfere with each other
producing spurious states, which are a combination of more than one pattern.
To learn the point attractors of local optima without ever sampling those points,
we need to create spurious states that are a combination of lower points. We do
this by over-filling a Hopfield network with samples and introducing a strength
of learning so that higher scoring patterns contribute more to the new spurious
states. This yields a simple modification to the Hebbian rule:

wij ← wij + f(c)uiuj i �= j (15)

where c is the candidate solution to be learned and f(c) is the output of the
fitness function given c. This has the effect of learning high scoring second order
sub-patterns more than lower scoring ones. Note that due to the symmetry of
the weight connections, each attractor has an associated inverse pattern that is
also an attractor. The means that both the pattern and its inverse may need to
be scored to tell the solutions apart from their inverse twins.

5.3 The Learning Algorithm

The simplest version of the learning algorithm simply builds the network from
samples of c and f(c) and proceeds as follows:

1. Set up a Hopfield network with Wij=0 for all i, j
2. Repeat the following until one or more stopping criteria are met

(a) Generate a random pattern, c, where each ci has an equal probability of
being set to 1 or -1
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(b) Calculate f(c)
(c) Load c into the network’s neurons using formula 11
(d) Update the weight matrix W using the learning rule in formula 15
(e) Sample attractor states (local optima) from the network and keep the

best found
(f) Stop when a pattern of required quality has been found or when the

attractor states become stable or the network reaches capacity.

There are a great many improvements that can be made to this simple algorithm.
The sampling can be done in a number of different ways, for example. Rather
than sample after each single weight update, sampling could occur less frequently.
Also, the sampled ‘good’ solutions from local optima could be used to drive the
choice of new candidate solutions in a number of ways (as it does in an EDA).
A degree of forgetting could also be introduced, either by starting a new HEDA
with zeroed weights for each new set of candidate solutions, or by something less
drastic such as dividing the weights by a constant. These questions are outside
the scope of this paper, but may be informed by an understanding of the capacity
of the HEDA to store a number of local attractors. In particular step 2e will be
limited by the number of attractors the HEDA contains.

5.4 Sampling a HEDA Model

During the search process, new candidate solutions are generated by sampling
the HEDA. The sampling process may be carried out in a number of ways.
This paper is more concerned with network capacity than with the details of
sampling methods, but some concepts are outlined here. Local optima can be
sampled by picking a random pattern or a pattern from the current population
if a population based search is being used and loading it into the network using
Eq. 11. The network is then settled to a local optima by repeatedly applying the
update rule 12 to neurons picked in random order until no neuron produces a
change in its output value over an exhaustive sweep of the network. Neurons can
be treated stochastically by replacing the activation function with a probability
based calculation. This turns the HNN into a Boltzmann machine [21] and allows
simulated annealing to be used as the search technique.

6 A Learning Rule for Improving Capacity

Storkey [22] introduced a new learning rule for Hopfield networks that increased
the capacity of a network compared to using the Hebbian rule. The new weight
update rule is:

wij ← wij +
1
n

uiuj − 1
n

uihji − 1
n

ujhij (16)

where
hij ←

∑

k �=i,j

wikuk (17)
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The new terms, hji and hij have the effect of creating a local field around wij

that reduces the lower order noise brought about by the interaction of different
attractors.

To use this learning rule in a HEDA, we make the following alterations to
the update rules:

wij ← wij +
1
n

(uiuj − uihji − ujhij)f(p) (18)

and
hij ←

∑

k �=i,j

wikukβ (19)

where β < 1 is a discount parameter that controls how much damping is applied
to the learning rule and which keeps the weights at reasonable values.

7 Experimental Results

This paper investigates the effects of the number of local optima in a fitness
function and the capacity of a HEDA to represent them, rather than the effec-
tiveness of the HEDA as an optimisation tool in its own right. The following
experiments reflect this focus.

7.1 Experimental Functions

We build functions with a fixed number of local attractors using a method based
on nearest Hamming distance. In this method, a number of target patterns are
chosen as the local optima and the function is evaluated by calculating the
Hamming distance to the closest of the set of target patterns. Consequently, the
number of local optima equals the number of target patterns. The set of target
patterns are denoted as the set T:

T = {t1, . . . , ts} (20)

We then define the fitness function as one minus the normalised Hamming dis-
tance between c and each target pattern tj in T:

f(c, tj) = 1 −
n∑

i=1

δci,tji
n

(21)

where tji is element i of target j and δcj ,tji is the Kronecker delta function
between pattern element i in tj and its equivalent in c. We take the score of a
single pattern to be the maximal score of all the members of the target set.

f(c,T) = maxj=1...s(f(c, tj)) (22)

This method of building the fitness function relates to existing research on HNN
capacity, which is often based on the capacity for storing random patterns.
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7.2 HEDA Capacity Experiments

This section investigates the capacity of the HEDA, which is the number of
distinct attractors it can model. As each attractor is a single local optimum,
the capacity of the network determines the number of local optima a HEDA
can represent at any one time. Depending on how the HEDA is being used,
this has a number of consequences. Most EDA approaches to optimisation try
to model the distribution of ‘promising solutions’. A local optima in the search
space represents a single neighbourhood of promising solutions. Consequently,
the ability to model a number of different local optima requires the EDA to
hold a number of local attractors. A univariate EDA has a single attractor and
multivariate EDAs have higher capacities.

The literature on the capacity of a Hopfield network has generally concen-
trated on the capacity for storing random patterns. A pattern is deemed to be
successfully stored in a Hopfield network if the pattern of activity corresponding
to that pattern is an attractor point in the network. This is tested by setting
the chosen pattern as a starting point using Eq. 11 and then settling the net-
work using Eq. 12. If the network does not move away from the attractor point,
then the pattern is still in its memory. Other nearby points will also cause the
network to settle to the same attractor point, depending on the size of its basin
of attraction. In terms of storing random patterns, [8] states that the capacity
of a HNN is n/(2 ln n) where n is the number of neurons in the network. This is
the figure we will be using for our analysis in this paper.

This set of experiments compares the capacity of a normally trained Hopfield
network with the search capacity of a HEDA. We will compare two learning rules
(Hebbian and Storkey). The experiments are repeated many times, all using
randomly generated target patterns where each element has an equal probability
of being +1 or −1.

7.3 Experiment 1: Hebbian HEDA Capacity

Experiment 1 compares Hebbian trained Hopfield networks with their equivalent
HEDA models. The aim is to discover whether or not the HEDA model can
achieve the capacity of the Hopfield network. Hopfield networks were trained
on patterns using standard Hebbian learning, with one pattern at a time being
added until the network’s capacity was exceeded. At this point, the learned
patterns were set to be the targets for the HEDA search using Eqs. 21 and 22
and the network’s weights were reset.

100 repeated trials were made training HEDA networks ranging in size from
10 to 100 units in steps of 5. For each trial, the capacity of the trained network,
the number of those patterns discovered by global searching and the time taken
to find them all (or give up short) were recorded.

Results. Regardless of the capacity or size of the Hopfield network, the HEDA
search was always able to discover every pattern learned during the capacity
filling stage of the test. From this, we conclude that the capacity of a HEDA for
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Fig. 3. The mean and inter-quartile range of the capacity of HEDA networks of varying
sizes and the theoretic capacity of similar HNNs (single line).

storing local optima when searching for a set of random targets is the same as
the capacity of the equivalent Hopfield network.

Figure 3 shows the relationship between HEDA network size and capacity.
The spread of capacity values is wide, varying with the level of interdependence
between the random patterns. The chart shows the mean and the inter-quartile
range of capacity for each network size. The solid line shows the theoretical
capacity of HNNs by size.

In these simple examples, no evolution takes place; the network is not used
to generate new populations. This paper is not concerned with algorithms to
improve search performance, it is concerned with memory capacity in EDAs
(specifically the HEDA). However, it is instructive to investigate the relationship
between the number of local optima a HEDA can store and the number of
uniform random samples required to model them. To that end, the number
of samples that were required to allow the HEDA to identify all of the local
optima in the experiments above was recorded. Figure 4 shows the number of
samples required to find all the local optima of a function plotted against network
capacity. By curve fitting the data shown, we find that the number of samples
required to find all local optima is quadratic with number of such optima.

In fact, as the search space grows, the number of iterations required to model
every local optima, as a proportion of the size of search space diminishes expo-
nentially. For networks of size 100, the search space has 2100 possible states and
the HEDA is able to find all of the targets in an average of around 355,000
samples. That is a sample set consisting of 2.8 × 10−25 of all possible patterns.
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Fig. 4. The mean and inter-quartile range of the number of samples needed to find all
local optima in a HEDA filled to capacity, plotted against the number of patterns to find.

Experiment 2: Storkey HEDA Capacity. As mentioned above, [22] suggest
an alternative to the Hebbian learning rule that increases the capacity of a
Hopfield network. This new learning rule can be used to increase the number of
attractors in a HEDA and so increase the number of local optima it is able to
model. A Hopfield network trained with Storkey’s learning rule has a capacity of
n/

√
2 ln n. In experiment 2 we repeat experiment 1 but use the Storkey learning

rule rather than the Hebbian version. The experimental procedure is the same.

Results. As with the Hebbian learning, the Storkey trained HEDA search was
always able to discover every pattern learned during the capacity filling stage of
the test. This shows that the improved learning rule will deliver the increased
capacity for capturing local optima that we sought. The cost of this capacity
is a far slower learning algorithm, however as Eqs. 18 and 19 have more terms
to evaluate. Figure 5 shows the relationship between Hopfield network size and
capacity for the Storkey trained network.

Figure 6 shows the number of samples required to find all the local optima
plotted against network size when using the Storkey rule. Again, we see that
search iterations increase quadratically with network capacity.

7.4 Linkage Order and Network Capacity

Section 7.2 described how a HNN and a HEDA have a capacity for storing a
number of attractors, or local optima. In this section, we investigate the rela-
tionship between network size, network capacity (in terms of attractor states),
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Fig. 5. The mean and inter-quartile range of the capacity of Storkey trained HEDA
models and their theoretical limit (single line).

and the highest order of linkage interactions in the fitness function. In these
experiments, a standard Hopfield network is trained incrementally on patterns
until the addition of a new pattern causes one of the previous patterns to be
forgotten, that is, the pattern is no longer an attractor state. This is tested by
setting each target pattern as an input to the network, and then settling the
network to a local attractor. If the network moves away from its starting point,
then that point is no longer an attractor.

Once the network has reached capacity, the set of patterns that it has learned
are used as the local optima in a Hamming function as in Eq. 22. The Walsh
decomposition of this function is calculated and the highest order weight is
recorded. This process generates pairs of numbers: the network capacity and the
highest order of the function whose local optima are the patterns that fill that
capacity.

Figure 7 shows the results of these experiments as a set of histograms, one
for each network capacity from 2 to 5. A Hopfield network with capacity m has
learned all the attractors in a function with m local optima using the standard
Hebbian rule. This function undergoes a Walsh decomposition and the resulting
coefficients have a maximal order at which the coefficient is non-zero. This high-
est order is recorded and counted for representation in the histograms. None of
the networks of order m had a highest order below m and the larger the capacity,
the more often the function had a larger highest order of interaction. It is clear
from the histograms that many high order functions may have their attractors
represented by a second order Hopfield network.
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Fig. 6. The mean and inter-quartile range of the number of samples needed to find all
local optima in a Hopfield network filled to capacity using the Storkey learning rule,
plotted against the number of patterns to find.

8 Analysis of Network Weights

This section describes an analysis of the weights of a trained HEDA. Section 3
introduced Walsh functions and in Sect. 7.3 they were used in the analysis of
fitness function linkage order. This section describes the equivalence between
the weights of a HEDA and the second order Walsh coefficients. The important
finding is that the weights of an exhaustively trained HEDA, W are equal to
the second order Walsh coefficients, as stated in Eq. 23.

Wij = ωc (23)

where c is the integer obtained by constructing a binary word of n bits, setting
every bit to zero except the two at indices i and j, and converting the result-
ing word to an integer with the standard place encoding method. The binary
word, b(i, j) is constructed one bit at a time where bk(i, j) is the kth bit (least
significant first) of the word constructed for weight Wij .

bk(i, j) =
{

1, if k = i or k = j
0, otherwise (24)

Then c is calculated as

c ←
n−1∑

k=0

2bk (25)
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Fig. 7. Histograms showing the frequency of the highest linkage order across 10,000
trials, organised by Hopfield network capacity. Networks are trained with the standard
Hebbian rule. Networks with capacity greater than 5 require a number of units greater
than that for which it is possible to run multiple Walsh decompositions.

An exhaustively trained HEDA is built by generating every possible pattern
across the input space, scoring each one, and training the HEDA on the resulting
input/output pairs. After training, the weights are all divided by the number
of patterns learned (i.e. 2n), so the learning rule for each weight, given every
sample is

Wij ← 1
2n

∑

c∈{−1,1}n

f(c)cicj (26)

There is a clear parallel between Eqs. 26 and 6 and between Eqs. 14 and 7, which
shows that the HEDA’s energy function is a second order approximation of the
learned function. Section 7.3 showed that second order HEDAs can capture the
local optima of higher order functions, but Eq. 7 suggests that the inclusion of
lower order weights in the HEDA might also be of use. First order weights are the
equivalent of adding bias weights to each neuron in a Hopfield network. Let the
first order weights be a vector, v of size n. To introduce ω0 requires the addition
of a zero order weight to the HEDA, w0, which has the rather un-neural quality
of being connected to no neurons. However, if these weights are included in the
HEDA energy function, then the approximation to the fitness function becomes
more accurate. Now, an approximation to f(c) can be calculated as

f(c) = w0 −
∑

i

viui +
∑

i,j

wijuiuj (27)
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where wij are the second order weights, vi are the first order weights and w0

is the single order zero weight. Calculating the first and second order weights
during learning is done as follows.

w0 ← w0 + f(c) (28)

and
vi ← vi + f(c)ui (29)

After dividing by the number of training examples, w0 becomes the mean of all
the function outputs, i.e. w0 = 〈f(x)〉.

8.1 Comparing Network Energy to the Fitness Function

A series of experiments compared the energy function of the HEDA, as calculated
in Eq. 27 to the true output of the fitness function 22 for a variable number of
target patterns. As expected, with few target patterns, the output of the energy
function matched the output of the fitness function. As the number of targets
(local optima) rose, the second order approximation of the HEDA became less
accurate and its capacity for correctly scoring local optima above other patterns
diminished. Figure 8 shows some results of these experiments. Each graph shows
the energy output from a HEDA calculated using Eq. 27 plotted against the
target output from Eq. 22. Each graph in Fig. 8 was produced with a different
set of target patterns. It is clear from the figures that the HEDA’s ability to
model the function and capture the optima reduces as the number of optima
increases.

The graphs showing functions with one and two local optima demonstrate
that the function output calculated using Eq. 27 is equal to the true function
output for every different input pattern. The graph for four local optima shows
that three of those optima have been captured by the network, and that there
is some difference between the network output and the function output. The
last plot, with eight local optima, shows the network performance degraded past
the point where it is useful. The plot shows a number of spurious optima —
maximal in the network output but not in the function and also shows that
the true optima have not been recorded. This illustrates a central point to this
paper: if the population of attractors being modelled is too large, the ability of
the HEDA (and other similar EDAs) degrades quickly to the point where all
the local optima are lost. The number of quality of the attractors needs careful
management.

8.2 Comparing HEDA Weights to HNN Weights

A number of sampling methods for training a HEDA have been mentioned in this
paper. The simplest is uniform random sampling. A more directed evolutionary
approach is to let the current attractors of the HEDA guide the sampling of
the next generation of candidate solutions. The exhaustive method used above
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Fig. 8. HEDA energy plotted against fitness function output for functions with different
numbers of local optima

trains the HEDA on every possible candidate solution, which is not of interest
in terms of optimisation, but is useful in revealing structure in the weights.

A standard HNN can be viewed as an extreme example of the second method:
an evolutionary approach where only the local optima of the fitness function are
sampled and learned. In the simplest case, a HNN with a single pattern in its
memory has learned a function where f(c) = 0 everywhere except where c
equals the single learned pattern, where f(c) = 1. In this case, Eq. 10 differs
only from Eq. 15 by the constant term 1

2n as nothing is learned where f(c) = 0
and the pattern is learned once when f(c) = 1. In terms of the attractors, only
the relative magnitude and the sign of the weights are important. Scaling all
the weights in a network by dividing by a constant (in this case, 2n) makes
no difference to the location of the attractors. The function described here has
interactions all the way up to order n, so although the network can model the
attractor correctly, it cannot reproduce the function correctly. Adding further
attractors, up to the capacity of the network, maintains the equivalence. The
HEDA weights are simply a multiple of the HNN weights.

Now consider a similar function, where the Hamming measure of Eq. 21 is
used with a single target pattern. When sampling f(c) at random and updat-
ing the HEDA weights using Eq. 15 the first pattern sampled will become an
attractor point instantly, regardless of its score. Subsequent samples will first
add and then move the attractor points until the weights combine to produce
a ‘spurious’ attractor that happens to be the global optimum (this will happen
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without the input pattern that leads to that optimum being sampled). At this
point, the weights will represent a second order approximation to the first order
Hamming function - just as they would in a HNN trained on the single pattern.
In this example, continuing to train would eventually move all the second order
weights to zero and the solution would only remain in the first order bias weights
(if they were included).

8.3 Comparison with Other EDAs

The purpose of this paper is to consider the capacity of a second order EDA
for storing local optima as attractor points. It is not to demonstrate that one
EDA structure or optimisation algorithm is better than any other. It is instruc-
tive, however, to compare the HEDA approach to other EDAs to demonstrate
that the measurement of capacity generalises across methods. Starting with the
simplest first order EDA (such as PBIL or UMDA), it is clear that such mod-
els have a capacity of one—the single most probable pattern, which maximises
∏n

i=1 P (ci). The compact GA (cGA) [11] overcomes the limitation of a univari-
ate EDA by building a marginal probability model (MPM) that is a product of
joint probabilities of subsets of variables (building blocks). The name and moti-
vation for the cGA come from the idea that members of a GA population might
be modelled by an area of high probability (the attractors) in the MPM. This
leads to the observation that there is a strong relationship between the capacity
of a probabilistic model and the diversity of the population of a GA it is able to
replace, which is one reason why it is important to study the capacity of EDAs.

The Bivariate Marginal Distribution Algorithm (BMDA) [14] is an example
of a second order model. It does not build a fully connected model like the
HEDA, but discovers a sparse set of second order dependencies between variable
pairs. The sparse nature of the connections means that subsets of variables may
be completely separate from the rest, meaning that a set of graphs (known as
a forest) is produced. The more sparse the network, the lower its capacity for
storing attractors. The connections in the BMDA are conditional probabilities,
making the model more akin to a Bayesian network, whereas the HEDA structure
is more like that of a Markov Random Field.

A recent example of a high order EDA can be found in the multi-variate
DEUM model, [23]. DEUM performs distribution estimation using Markov ran-
dom fields (MRF). The HEDA shares its structure with a second order MRF but
differs in the way it represents the fitness function. An MRF attempts to model
the probability distribution of highly fit patterns as a product across cliques in
the graph, which is equivalent to a Gibbs distribution, in which the probability
of a pattern across the inputs is calculated as the exponential of the energy
state.

P (x) =
1
Z

e−Tu(x) (30)

where u is the energy function, equivalent to Eq. 14 and Z is the normalising
constant, which can be ignored in the context of network capacity as dividing
the energy by a constant has no effect on the location or number of attractor
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Fig. 9. Number of attractors correctly discovered from the same random set by a
HEDA with a standard linear learning rule (square markers and solid error bars) and a
HEDA trained with the log-Hebbian rule. In both cases, the target function contained
n(2 ln n) attractors and the graph shows how many of them were found.

states. When using the MRF as an EDA, new candidate solutions are sampled
by a stochastic probability hill climb such as the Metropolis Hastings algorithm
[24] or simulated annealing. Attractor points have an exponentially higher prob-
ability of appearing in a sample due to Eq. 30 so the number of attractors (and
hence, the capacity of the network) is an important consideration. The similarity
between a MRF based EDA and a HEDA is clear. The HEDA models the fitness
function rather than the probabilities explicitly, but differs from the probability
distribution in that the estimate of the fitness is the natural log of the estimate
of the probability of a pattern. The HEDA can be made to learn the probabil-
ity distribution in the same way as the MRF by changing the learning rule to
become a log-Hebbian rule:

wij ← wij + ln(f(c))uiuj (31)

Testing the log-Hebbian rule on the Hamming distance function revealed it to
have a lower capacity than the standard HEDA rule, which is to be expected
because the Hamming function is based on a sum rather than a product across
variables. Figure 9 shows the results of testing the capacity of a number of differ-
ently sized HEDAs trained on both the Hebbian and the log-Hebbian rule. The
models were tested on Hamming distance functions with m random attractors
where m was set to be the theoretical capacity for the size of the network. In
these experiments, capacity is defined as the number of attractors from the tar-
get list successfully found. As the networks pass 70 neurons in size (6 patterns)
higher order interactions begin to damage stored memories and the number of
patterns correctly stored starts to fall.

It might be argued that the HEDA is not an EDA at all, but a fitness function
model as its energy function is a second order model of the fitness function. Its use
in optimisation, however, is akin to that of an EDA as it can be used to sample
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from promising areas of the input space by minimising its energy function. The
HEDA can be used as a true EDA by learning the natural log of the fitness
function rather than the function itself.

9 Conclusions and Further Work

Hopfield networks have previously been used as optimisation tools but the weights
have always been designed by hand. The contributions of this paper are twofold.
It presents a method for automatically discovering the weight values for a Hop-
field network from samples from a fitness function and an analysis of the capacity
of such networks for storing local optima as attractor points. An analysis of link-
age order and network capacity has shown that such second order networks can
learn all of the attractor states of some higher order functions, even when they
cannot reproduce the function output reliably.

The attractors of a HEDA can be viewed as diverse members of a GA pop-
ulation. They are a set of current best points in the search. The capacity of the
network limits the number of such points that can be stored at any one time
and exceeding the capacity damages all the other existing memories held in the
network. For this reason, some form of attractor management may be required
to ensure that newly emerging attractors have higher scores than the ones they
are destroying.

The next step in this research is to develop an evolutionary algorithm that can
store an evolving set of attractor states and sample from them to produce a model
of a small quantity of high fitness solutions. The role played by spurious states
needs further investigation, as does the effect of adding higher order weights.
[25] states that the capacity of order m associative memories over n neurons is
O(nm/ ln n) but the trade-off between network capacity, network size and model
overfitting needs careful management. Work on discovering useful heuristics for
sampling the space of possible weights to optimise the multiple goals of model
accuracy and small network size is ongoing, for example [26] describes some
work on the use of higher order versions of the HEDA to learn and sample from
distributions.

References

1. Goldberg, D.E.: Genetic Algorithms in Search, Optimization, and Machine Learn-
ing. Addison-Wesley Professional, Upper Saddle River (1989)

2. Goldberg, D.E.: Genetic algorithms and walsh functions: Part II, deception and
its analysis. Complex Syst. 3, 153–171 (1989)

3. Holland, J.: Adaptation in Natural and Artificial Systems: An Introductory Analy-
sis with Applications to Biology, Control, and Artificial Intelligence. University of
Michigan Press, Ann Arbor (1975)
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Abstract. Alzheimer’s disease (AD) is the most prevalent form of progressive
degenerative dementia and it has a high socio-economic impact in Western
countries therefore is one of the most active research areas today. Its diagnosis is
sometimes made by excluding other dementias and definitive confirmation must
be done through a post-mortem study of the brain tissue of the patient. The
purpose of this paper is to contribute to the improvement of early diagnosis of
AD and its degree of severity from an automatic analysis performed by non-
invasive intelligent methods. The methods selected in this case are Automatic
Spontaneous Speech Analysis (ASSA) and Emotional Temperature (ET) that
have the great advantage of being non invasive low cost and without any side
effects. The developed system obtains hopeful results for early diagnosis.

Keywords: Alzheimer’s disease diagnosis � Spontaneous speech � Emotion
recognition

1 Introduction

Alzheimer’s disease (AD) is the most common type of dementia among the elderly
people and it is characterized by progressive and irreversible cognitive deterioration
with memory loss, impaired judgment and language together with other cognitive
deficits and behavioral symptoms. Cognitive deficits and behavioral symptoms are
severe enough to limit the ability of an individual to perform professional, social or
family activities of daily living. As the disease progresses patients develop severe
disability and full dependence. An early and accurate diagnosis of AD helps patients
and their families to plan for the future and offers the best opportunity to treat the
symptoms of the disease. According to current criteria the diagnosis is expressed with
different degrees of certainty as possible or probable AD when dementia is present and
other possible causes have been ruled out. The diagnosis of definite AD requires the
demonstration of the typical AD pathological changes at autopsy [1–3]. This paper
presents a new approach for early AD diagnosis based on two non-invasive and low
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cost automatic methods: the Automatic Spontaneous Speech Analysis and the Emo-
tional Temperature.

This paper is organized as follows: some aspects of Alzheimer’s disease are analyzed
in the next section. Section 3 is devoted to non-invasive methodologies oriented to early
diagnosis. The used methods and resources are described in Sect. 4. In Sect. 5, exper-
imental results are presented. Finally, Sect. 6, is devoted to conclusions and future work.

2 Alzheimer’s Disease (AD) Diagnosis

The clinical hallmark and earliest manifestation of AD is episodic memory impairment.
At the time of clinical presentation other cognitive deficits are present in areas such as
language, executive functions, orientation, perceptual abilities and constructional skills.
Associated behavioral and psychological symptoms include apathy, irritability,
depression, anxiety, delusions, hallucinations, disinhibition, aggression, aberrant motor
behavior as well as eating or sleep behavior changes. [3, 4]. All these symptoms lead to
impaired performance in family, social or professional activities of daily living as the
disease progresses from mild to moderate to severe dementia.

The diagnosis of AD is made on clinical grounds and requires the confirmation of a
progressive dementia syndrome as well as the exclusion of other potential causes by
clinical history and examination, complete blood workup and a brain imaging test such
as CT or MRI. This diagnosis of “exclusion” has changed in the last years as the
interpretation of neuroimaging tests, including also functional imaging with SPECT
and PET has focused on the “positive” findings of typical AD changes (medial tem-
poral atrophy on CT or MRI, temporoparietal hypometabolism in PET). Nonetheless,
the diagnosis of the early stages of not only mild cognitive impairment but also mild
dementia remains problematic. On one hand, patients and relatives tend to ignore the
first clinical manifestations or may ascribe them to the expectable cognitive changes
related to age. It usually takes 2 to 3 years to seek medical advice after the onset of
symptoms. On the other hand, physicians may feel uncertain and uncomfortable to
establish a diagnosis until the whole picture of dementia is fully present. Otherwise
they might need to apply long neuropsychological batteries, expensive neuroimaging
techniques or invasive tests such as a lumbar puncture to reach a diagnosis. In this
context, it is not surprising that most patients are diagnosed when they have already
reached the moderate stage of the disease and have become substantially dependent. At
this stage it is very difficult for any treatment strategy to show significant efficacy to
stop or even delay the disease process.

In the approach of early diagnosis of AD significant advances in the development
of reliable clinical biomarkers have been accomplished in the last years. However, the
cost and technology requirements make it impossible to apply such biomarkers to any
patient with memory complaints. First patients should be clinically selected so that only
those with a high suspicion of an underlying AD pathology would be amenable to have
an invasive lumbar puncture or a very expensive PET performed. In this setting non-
invasive Intelligent Techniques of diagnosis may become valuable tools for early
detection of dementia. Non-technologists people in the habitual environments of patient
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could use these methodologies, without altering or blocking their abilities. ASSA and
ET are some of them. In these techniques, the patient does not perceive the spontaneous
speech as a stressful test. Moreover, the cost is really low, they do not require extensive
infrastructure or the availability of medical equipment. They provide fostering infor-
mation easily, quickly and inexpensively.

3 Non-invasive Diagnostic Techniques Based on the Analysis
of Spontaneous Speech and Emotion Response

After the loss of memory, one of the major problems of AD is the loss of language
skills, reflected in difficulties both to speak and to understand others, which makes
more difficult the natural communication process with the environment. This inability
to communicate already appears in the early phases of the diseases. We can meet
different communication deficits in the area of language, including [5, 6] aphasia
(difficulty in speaking and understanding) and anomia (difficulty for recognizing and
naming things). The problems that the patients encounter to communicate are depen-
dant on the stage of the disease [3, 4] and are:

1. First Stage or Early stage (ES): difficulty in finding the right word in the spon-
taneous speech. Often remains undetected.

2. Second Stage or intermediate stage (SS): impoverishment of language and
vocabulary in everyday use.

3. Third Stage or advance stage (TS): the answers are sometimes very limited and
with very few words.

Moreover, the emotional response in Alzheimer’s patients becomes impaired and
seems to go through different stages. In the early stages, social and even sexual dis-
inhibition appear and behavioral changes are also observed (for example, being angry
and not being able to perform common tasks, express themselves or remember) [7–10].
However, the emotional memory remains, and they cry more easily. The Alzheimer’s
patient reacts aggressively to things that for healthy people are harmless and perceives
a threat or danger where it does not exist. In more advanced stages of Alzheimer’s
disease, patients may often seem shy and apathetic, symptoms often attributed to
memory problems or difficulty to finding the right words and some responses are likely
to be magnified due to an alteration in perception. Other research suggests that patients
in advanced stages of AD may also display a reduced ability to feel emotions due to
loss of memory and this may in turn induce the appearance of apathy and depression.

Emotions arise in intelligent natural or artificial systems when they become nec-
essary to survive in a changing and partially unpredictable world [11–13]. Emotions are
cognitive processes related to the architecture of the human mind (such as decision
making, memory or attention) closely linked to learning and understanding. Human
interaction includes emotional information about partners that is transmitted through
language explicitly and implicitly through nonverbal communication. The non-verbal
information, which often includes body-language, attitudes, modulations of voice,
facial expressions, etc., is essential in human communication and on the intelligibility
of speech [11–13].
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Human emotions are affected by the environment, the direct interaction with the
outside world and also by the emotional memory that emerges from the experience of
individual and cultural environment, the so called socialized emotion. Thus, emotions
use the same components subjective, cultural, physiological and behavioral that the
individual’s perception express with regard to the mental state, the body and how it
interacts with the environment. Specifically in this work, speech features for the
automatic selection of emotional speech will be analyzed: shimmer, jitter, intensity,
energy or/and RMS [14].

Moreover the development of non-invasive intelligent diagnosis techniques would
be very valuable for the early detection and classification of different types of dementia.
Particularly, because they do not require specialized personnel or laboratory equipment,
so that anyone in the habitual environment of the patient could perform (after proper
training) without altering or blocking the patient’s abilities. Automatic Spontaneous
Speech Analysis (ASSA) and Emotional Response Analysis (ERA) on speech are two
of them [15, 16].

4 Materials and Methods

4.1 Materials

The research presented here is in the nature of a preliminary experiment; its aim is to
define thresholds for a number of biomarkers related to spontaneous speech. It forms
part of a broader study focused on early AD detection. Feature search in this work aims
at pre-clinical evaluation so as to formulate useful tests for AD diagnosis.

In an effort to develop a new methodology applicable to a wide range of individuals
of different sex, age, language and cultural and social background, we have built a
multicultural and multilingual database with video recordings of 50 healthy subjects
and 20 AD patients (with a prior diagnosis of AD) recorded for 12 and 8 hours,
respectively (Table 1). The age span of the individuals in the database was 20–98 years
and there were 33 males and 37 females. This database is called AZTIAHO. All the
work was performed in strict accordance with the ethical guidelines of the organiza-
tions involved in the project [14].

The recordings consisted of videos of Spontaneous Speech – people telling pleasant
stories or recounting pleasant feelings as well as interacting with each other in friendly
conversation. The recording atmosphere was relaxed and non-invasive. The shorter
recording times for the AD group are due to the fact that AD patients find speech more
of an effort than healthy individuals: they speak more slowly, with longer pauses, and
with more time spent on looking for the correct word and uttering speech disfluencies
or break messages. In the advanced stage of the disease, they find this effort tiring and
often want to stop the recording; in such cases, we always complied with their requests.

The video was processed and the audio extracted in wav format (16 bits and
16 Khz). The first step was removing non-analyzable events: laughter, coughing, short
hard noises and segments where speakers overlapped. Next, background noise was
removed using denoiser adaptive filtering. After the pre-processing, about 80 % of the
material from the control group and 50 % of the material from the AD group remained
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suitable for further analysis. The complete speech database consists of about 60 min-
utes of material for the AD group and about 9 hours for the control. The speech was
next divided into consecutive segments of 60 seconds in order to obtain appropriate
segments for all speakers, resulting finally in a database of about 600 segments of
Spontaneous Speech.

Finally, for experimentation from the original database, a subset of 20 AD patients
was selected (68–96 years of age, 12 women, 8 men) with a distribution in the three
stages of AD as follows: First Stage [ES = 4], Secondary Stage [IS = 10] and Tertiary
stage [AS = 6]. The control group (CR) was made up of 20 individuals (10 male and 10
female, aged 20–98 years) representing a wide range of speech responses. This subset
of the database is called AZTIAHORE.

4.2 Methods

On the one hand spoken language is one of the most important elements defining an
individual´s intellect, his/her social life, and personality; it allows us to communicate
with each other, share knowledge, and express our cultural and personal identity.
Spoken language is the most spontaneous, natural, intuitive and efficient method of
communication among people. Therefore, the analysis by automated methods of
Spontaneous Speech (SS, which is the freer and more natural expression of commu-
nication), possibly combined with other methodologies, could be a useful non-invasive
method for early AD diagnosis. The analysis of the spontaneous speech fluency is
carried out by measuring: voice segment length, pause length, short time energy and
centroid, Voiced/unvoiced segment average, voiced/voiceless percentage and sponta-
neous speech evolution along the time.

On the other hand the method we wish to develop, called “emotional temperature”,
is intended to give an estimate of the severity of AD in the patient. This method
proposes a new strategy based on a few prosodic and paralinguistic feature sets
obtained from a temporal segmentation of the speech signal. The speech signal {s(n)}
is windowed by a hamming window of 0.5 seconds overlapped 50 %. In each frame
{x(n)} the DC component is removed and a z-normalization of the frame is made.
From each frame 2 prosodic features and 4 paralinguistic features related to pitch and
energy, respectively, are estimated. These features were chosen for several reasons:
first, they are quickly and easily calculated; second, their robustness in emotion rec-
ognition has been proven; and, finally, they are independent of linguistic segmentation,
which means that problems in real-time applications in real environments can be
avoided [17–21]. Then Emotional Temperature is calculated as in [22].

At last but not least, the main goal of the present work is feature search in spon-
taneous speech and in emotional response aiming at pre-clinical evaluation in order to
define tests for AD diagnosis. These features will define the control group (CR) and the
three AD levels (ES, IS and AS). A secondary goal is the optimization of computational
cost with the aim of making these techniques useful for real-time applications in real
environments. Thus automatic classification will be modeled with this in mind. We have
used a Multi Layer Perceptron (MLP) with neuron number in hidden layer (NNHL) of
max(Attribute/Number + Classes/Number) and training step (TS) NNHL*10.
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The WEKA software suite [23] has been used in carrying out the experiments. The
results were evaluated using Accuracy (Acc). For the training and validation steps, we
used k-fold cross-validation with k = 10. Cross-validation is a robust validation method
for variable selection [24]. Repeated cross-validation (as calculated by the WEKA
environment) allows robust statistical tests. We also use the measurement provided
automatically by WEKA “Coverage of cases” (0.95 level).

5 Experimental Results

In the first stage, we carried out preliminary experimentation on the AZTITXIKI
subset, analyzing the direct characteristics of spontaneous speech(SS) involved in AD
symptoms. The experiment was designed to detect changes and features in SS char-
acterizing the control group, on the one hand, and each of the different groups of AD
levels, on the other. The first set of tests consisted of ASSA experiments. Patients
suffering from AD manifested a lower voiced percentage and a higher voiceless per-
centage (see Fig. 1) in their spontaneous speech than healthy subjects. The first set of
tests consisted of ASSA experiments. Patients suffering from AD manifested a lower
voiced percentage and a higher voiceless percentage in their spontaneous speech than
healthy subjects (see Fig. 1). This indicates a significant loss of fluency in the speech of
AD-suffering subjects. In the data-base there is control people of middle age (ME)
(males and females) and elderly people (E). 5 people with different levels of AD (E)
diagnosis. They will be used to analyze direct characteristics of SS. The analysis shows
that people with AD tend to decrease the number and fluency of voiced segments by
increasing the voiceless segment length and decreasing the length of voiced segments

Fig. 1. %Voiced and %Unvoiced
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Fig. 2. (a) Spontaneous Speech Evolution with regard to the Speech Percentage along the time,
for the consecutive segments (S2:S6). (b) Voiced segment analysis with regard to segment length
(c) Voiceless segment analysis with regard to segment length
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(see Fig. 2). Figure 2 (a) shows the evolution of spontaneous speech with regard to the
speech percentage along the time axis for consecutive segments (S1:SN): it can be
observed that for people with AD the voiced percentage along the time axis decreases.
Moreover people with AD also displayed a decreasing slope in the evolution of their
spontaneous speech, and a decreasing slope is evident in the analysis of their voiced
and voiceless segments with regard to length segments. Figure 2 (b and c) displays the
tendency to use an increased number of short voiced segments and long voiceless
segments. The speech of AD sufferers is fluent only for short periods of time, and
segments longer than 20 seconds seldom appear in their spontaneous speech. The
results also show a higher Short Time Energy for members of the control group than for
AD sufferers and a higher Spectral Centroid for the AD group (see Fig. 3).

Finally the “Emotional Temperature” is calculated over AZTIAHORE and is
normalized in order to have ET = 50 as the threshold; that threshold indicates the limit
between pathological and non-pathological frames. This normalization will make it
substantially easier for medical specialists to interpret the data. Figure 4 shows the
results of Emotional Temperature. For healthy elderly people (59.66, 54.62), healthy

Fig. 3. Plots of speech signal, short time energy and spectral centroid for a control person (CR)
and a person with AD

Fig. 4. Emotional Temperature for healthy people (left) and people with AD (right)
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middle age people (94.93), and people with AD (46.1, 41.29, 36.31). The Accuracy
(%) for global result with the selected MLP and AZTIAHORE is of 93.02.

6 Conclusions and Future Works

In this paper new approaches for Alzheimer’s disease diagnosis based on Automatic
Spontaneous Speech Analysis (ASSA) and Emotional Temperature (ET) have been
presented. The purpose of the work is to contribute to improve clinical grounds and for
early diagnosis of dementia and severity from automatic analysis, performed by non-
invasive automated intelligent methods. These methodologies have the great advantage
of being non-invasive, low cost methodologies and have no side effects. The research
on multicultural and multilingual population shows some encouraging results both in
terms of the ASSA and the Emotional Temperature, showing tendencies to explore
with a broader population. The performance of the approach is very satisfactory, and
the results are promising for new diagnosis tests. The goal of the new tests is to provide
a tool for the analysis of spontaneous speech and emotional response oriented to
Alzheimer’s diagnosis, independent with regard to social, cultural and language
environment.

In future work, we will evaluate this approach with an early diagnosis database and
new tests oriented toward semantic and memory tasks. We will also integrate the
described methodologies with automatic analysis methods of drawing and handwriting
as well as with automatic analysis of facial features. We will also extend the population
of analysis as well as the type of pathology. The first step will be developed with new
samples of controlled spontaneous speech from CITA Alzheimer Foundation.
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Abstract. In the present paper the problem of reuse water networks (RWN)
have been modeled and optimized by the application of a modified Particle
Swarm Optimization (PSO) algorithm. A proposed modified PSO method lead
with both discrete and continuous variables in Mixed Integer Non-Linear Pro-
gramming (MINLP) formulation that represent the water allocation problems.
Pinch Analysis concepts are used jointly with the improved PSO method. Two
literature problems considering mono and multicomponent problems were
solved with the developed systematic and results has shown excellent perfor-
mance in the optimality of reuse water network synthesis based on the criterion
of minimization of annual total cost.

Keywords: Reuse water networks � PSO � MINLP � Optimization

1 Introduction

In the last decades the studies in the minimization of primary water consumption in
industrial processes and in the wastewater reduction from such processes have con-
tributed to the minimization of environmental impacts. The traditional approach to the
minimization of the environmental impacts consists in the Water/Wastewater Alloca-
tion planning (WAP) whose main objective is the minimization of the fresh water
consumption and, consequently, the effluents minimization in industrial processes. One
of the pioneers papers focusing this problem was presented by Takama et al. 1980 and
in the last decades several process integration methodologies related to this theme has
been proposed, as Pinch Analysis, Mathematical Programming or a combination
of both of them (Wang and Smith 1994; Dhole and Smith 1997; Huang et al. 1999;
Alva-Argáez et al. 1999; Mann and Liu 1999; Bagajewicz et al. 2000; Gómez et al.
2001; Hallale 2003; El-Halwagi et al. 2003; Manan et al. 2004; Tan et al. 2007;
Liu et al. 2009; Iancu et al. 2010; Trigueros et al. 2012).

Instead of applying graphic and algebraic technologies to solve the problems of
process integration, mathematical programming has been used as a very convenient
alternative method when the subject can be formulated as an optimization problem. The
great advantage of mathematical programming against graphical or algebraic meth-
odologies like Pinch Analysis is in the flexibility of incorporating network design
constraints and in the facility of treating multicomponent systems with a large number
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of process streams. Its application allows incorporating other strategies like conceptual
ideas, optimality necessary conditions, good initial estimative and heuristics in the
models formulation to achieve a better solution. Generally such formulations result in
NLP (Non Linear Programming) and complex MINLP (Mixed Integer Non Linear
Programing) models, considering the structural optimization including discrete/binary
variables and parametric optimization including continuous variables in the industrial
plant. The problem of Water/Wastewater Allocation Planning can also consider both
discrete and continuous variables. A large group of WAP problems have MINLP and
NLP formulations and a great variety of algorithms has been proposed, developed and
improved.

In this context, a great variety of metaheuristic algorithms have been developed,
easily implemented and widely applied in different areas of science, showing high
quality and performance (Lin and Miller 2004; Tan et al. 2008; Ravagnani et al. 2009;
Tudor and Lavric 2010; Poplewski et al. 2011; Trigueros et al. 2012). Such algorithms
have appeared to lead with optimization problems in which classical heuristics have not
reliably solved, because they have frequently provided not suited solutions, demanding
thus new approaches on the global solution searching. In this regard, approaches on
global solutions searching have been properly implemented in metaheuristic algorithms
in order to not become trapped in local solutions and achieve efficiently and reliable
solution by specifying suited parameters. In spite of not performing formal proves as
commonly performed by deterministic methods for assessment of solutions in opti-
mization problems, metaheuristic algorithms have shown strong evidences of achieving
good solutions by empirical tests at relatively lesser times than deterministic methods.

In this work, the PSO algorithm was properly modified in order to satisfy the
requirements of leading with discrete type variables and other strategies were also
included to solve MINLP-based models. In addition, as criteria for obtaining the
synthesis of the reuse water network, the minimization of the total cost was applied. At
first, the WAP problem definitions and its mathematical formulation are presented.
Then, the proposed modified PSO is shown, and finally applied in two literature case
studies, mono and multicomponent problems, considering the minimization of annual
total cost as optimization criteria.

2 Wap Problem Definitions and Model Formulation

With regard to the total possible configurations of mass transfer between the water
streams and the process streams and all the possibilities for reuse water, a super-
structure was built, as reported by, Trigueros et al. (2012) in order to attain optimi-
zation of the mass exchange network design in a simultaneous analysis procedure.
A reduction in the high contaminant loads of the process streams is essentially per-
formed by transferring mass to a cleaner water stream, with the possibility of reusing it
in the other (N − 1) process units.

In this work, maximum inlet and outlet pollutant concentration data were used in
the synthesis of the reuse water network, calculating the maximum water flowrate
(Eq. 1) and demanding a global mass balance (Eq. 2). The superstructure was frac-
tioned into small components corresponding to each process unit, mixing and splitting
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nodes in which their individual mass balances are defined by Eqs. (3)–(5), respectively.
In addition, pollutant mass balances in the process streams are also performed in
Eqs. (6) and (7), and the maximum allowed pollutant concentration constraints for the
inlet and outlet of each process unit, is given by two inequalities (Eqs. 8 and 9).
A necessary condition to warrant no violation of the minimum ΔCi, (see Eq. 10) was
demanded in each process unit. In addition, the pinch point freshwater flowrate value
was introduced in the modeling as a physical constraint variable (Eq. 11), among other
non-negativity constraints (Eqs. 12–17).
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Finally, the total cost of the industrial plant according to Eq. (18) was considered as
an optimization criterion of the reuse water network synthesis. The network total cost
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considers the cost of the final treatment, the operational cost, the fresh water cost and
piping costs. Parameters A, B, C, D, E, F and α were extracted from the literature
(Wang and Smith 1994; Lee and Grossmann 2003; Gunaratnam et al. 2005).

z ¼AB
XN
k¼1

XN
i¼1
i 6¼k

fi;k þ f freshwateri

0
BB@

1
CCA

a

þ CD
XN
k¼1

XN
i¼1
i 6¼k

fi;k þ f freshwateri

0
BB@

1
CCA

þCE
PN
i¼1

f freshwateri þ . . . . . .þ F
PN
k¼1

PN
i¼1
i6¼k

yi;k þ
PN
i¼1

yfreshwateri þPN
i¼1

ywastewateri

0
B@

1
CA
ð18Þ

The solutions of the non-linear models, having non-convex characteristics in the
suitable search space region, are commonly driven and trapped in local optima regions.
However, in the case of linear type models, all suitable search spaces are convex and
the global optimum solutions are thus always attained. Thus, some analysis strategies
such as the modified PSO method and the concepts of pinch analysis are suitable for
application in order to lead with the nonlinearity of the WAP problem models and
consequently attain their optimized solutions.

2.1 PSO Proposed Algorithm

In the framework of programming methodologies for processes optimization, PSO is
essentially based on two approaches related to mimic evolutionary and genetic patterns,
commonly seen, for instance, in bird flocking and other collective animal behavior
(Kennedy and Eberhart 2001; Clerc and Kennedy 2002). As reported by others
researchers (Yiqing et al. 2007; Espinoza-Quiñones et al. 2009; Trigueros et al. 2010a,
b; 2012; Módenes et al. 2012), the basic principle of PSO method is to seek a set of
potential solutions located in a wide search hyperspace that is randomly scanning at
different kinematic conditions of bird flocking, according to some considerations based
on local (c1) and global (c2) accelerations and swarm inertia (ω).

By performing an approach of collective cooperation and group memory into a
chaotic movement of particles, complex equations might be solved and achieved near-
optimum solutions. In this regard, an initial particle swarm is defined as well as an
iteration number in order to scan a wide search hyperspace where potential solutions
are identified and stored. Meanwhile, it is expected to improve the probability of
attaining the near-global solution by choosing suited algorithm parameters as well as
increasing the particle densities in the domain; i.e., choosing a great number of itera-
tions or swarm size. In PSO method, each particle moving into the swarm is described
by two kinetic parameters (X and V), which are defined by Eqs. 19 and 20, being
iteratively updated (Eq. 21). Thereby, regarding suitable PSO parameters related to
local and global collective acceleration (c1 and c2) and swarm inertia range (ω), further
two random weightings (λ1 and λ2), the near-optimal solution with a large probability
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and high convergence rate could be attained, reducing efficiently the running time.
Each particle flies through the problem space following the current optimum particles,
adjusting constantly its flying by searching the best position, according to its own
flying experience, namely better visited position ðXibestÞ, and flying experience of other
particles, namely global solution ðXgbestÞ.

XðkÞ
i ¼ Xmin þ kðXmax � XminÞ ð19Þ

Vðkþ1Þ
i ¼ xðkÞVðkÞ

i þ c1k1ðXðkÞ
ibest � XðkÞ

i Þ þ c2k2ðXðkÞ
gbest � XðkÞ

i Þ ð20Þ

Xðkþ1Þ
i ¼ XðkÞ

i þ Vðkþ1Þ
i ð21Þ

A PSO algorithm that was applied by Trigueros et al. (2010) to solve problems with
continuous variables was modified to consider also discrete variables. A numeric
generator function in the 0–1 range and a cut-off value condition were introduced in the
PSO algorithm (Eqs. 22 and 23). In addition, the modified PSO algorithm applied for
synthesis of reuse water networks included a complementary binary attribution test
(Eqs. 24 and 25).

sigðxki Þ ¼
1

1þ eð�xki Þ
ð22Þ

If xki [ sigðxki Þ then xki ¼ 1 else xki ¼ 0 ð23Þ

If yi;k ¼ 0 then fi;k ¼ 0 else fi;k ¼ randðÞ ð24Þ

If fi;k ¼ 0 then yi;k ¼ 0 else yi;k ¼ 1 ð25Þ

To avoid non-viable solutions, the original objective function (see Eq. 18) was
penalized by adding the inequality and equality constraints that were previously vio-
lated as well as assigning weights to each type of violation, according to Eqs. (26–28).
In order to avoid the constrain search space and the increasing computational time, two
strategies were considered: dependent and independent variables were defined in the
mathematical model and adopting the fundamental concepts of pinch analysis in order
to achieve feasible or very near feasible solutions.

Hðx; yÞ ¼ hðx; yÞ se hðx; yÞj j � e[ 0
0 se hðx; yÞj j � e� 0

�
ð26Þ

Gðx; yÞ ¼ gðx; yÞ se gðx; yÞ[ 0
0 se gðx; yÞ� 0

�
ð27Þ

zp ¼ zþ
Xm
i¼1

biGi þ
Xn
j¼1

cjHj

" #
ð28Þ
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The performance of each particle is related to the expected global minimum value
for a specific test-function, saving better solutions (group memory) and allowing
assigning the near-global solution among all better ones. Such algorithm was coded in
Maple® software, running in Windows 7 OS by using an Intel® CoreTM i7-930 pro-
cessor (2.8 GHz clock speed, 8 GB cache).

3 Case Studies

3.1 Monocomponent Problem

An early proposition of Olsen and Polley (1997), summarized in Table 1, was used as a
modified PSO method testing system in the optimization procedure. Firstly, the pinch
point flow rate was estimated (157.14 ton h−1) and required as a physical criterion in
the optimization procedure. A set of 51 equations (38 equality constraints and 12
inequality constraints and one objective function), 73 continuous and 48 binary deci-
sion variables are required to represent the WAP problem. By redefining some vari-
ables as dependent in the PSO algorithm, decision variables were reduced (23
continuous and 42 binary variables). All financial parameter values were obtained from
literature (A = US$ 34,200.00 ton−0.7, α = 0.7, B = 0.10 year−1, C = 8600 h year−1,
D = US$ 1.0067 ton−1, E = US$ 0.3 ton−1, and F = US$ 10 year−1).

The RWN were synthesized during 30 runs of the MINLP model optimization,
assuming 3000 particles and 25 iterations. Both local (c1) and global (c2) collective
accelerations were chosen to be equal to 1.5 and swarm inertia (ω) from 0,9 to 0,4. The
runs required on average 1800 seconds in achieving the final results. The reuse water
networks (RWN) synthesized are shown in Fig. 1. As some situations that are expected
for the minimization of the total cost, two strategies were applied, being a fixed pinch
point flow rate as first strategy (results in Fig. 1a), whereas no constraint on the
consumption of freshwater was considered as second strategy (results in Fig. 1b). PSO
algorithm convergence during the models optimization was pointed in the 20th iteration
for the first MINLP, and in the 3th iteration for the second MINLP.

When applying the first strategy, a minimum water flowrate of 157.16 ton h−1 and
an annual total cost of US$ 2,217,101.70 were attained. The network contains 5
freshwater, 4 reuse water and 5 wastewater streams (see Fig. 1a). Table 2 shows the
results for the annual cost in both reuse networks synthesized, and for the initial

Table 1. Problem data - Olesen and Polley (1997)

Process Cin
max (ppm) Cout

max (ppm) mass (g h−1)

1 25 80 2000
2 25 100 5000
3 25 200 4000
4 50 100 5000
5 50 800 30000
6 400 800 4000
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scenario without the integration process. Reductions are 32 and 34 %, respectively. In
addition, by considering a variation on the fresh water flowrate near to the Pinch point,
other reuse network synthesis were obtained with different annual total cost as shown in
Fig. 2, where its behavior is depending on the total fresh water (see Fig. 2) and reuse
water flowrate (see Fig. 3).
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Fig. 1. Reuse water network (RWN) synthesis by the PSO method for the minimization of total
cost, considering (A) as the first and (B) as the second strategies

Table 2. Results for the total annual cost in (A) and (B) strategies, and scenario without
integration

Network Freshwater
flow-rate
(t h−1)

Total water
flow-rate
(t h−1)

Total annual cost
(US$ year−1)

% reduction

Without
integration

– 275.88 3,275,237 –

Reuse A (first
strategy)

157.15 193.48 2,217,101 32.30

Reuse B (second
strategy)

162.25 192.86 2,175,815 33.60
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Fig. 2. Behavior of the total cost as a function of total water flow rate

Fig. 3. Behavior of the total cost as a function of reuse water flow rates
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3.2 Multicomponent Problem

A multi-component system, an early proposal by, Wang and Smith (1994) was used as
a modified PSO method testing system in the optimization procedure. In particular,
such a system contains three water supplied process units and three contaminants. The
limiting data for these processes as well as the maximum water flow rate for each
process are shown in Table 3. By applying Pinch Analysis, the minimum freshwater
flow rate for this system was estimated to be 105 ton h−1, which was properly con-
sidered by the criteria as a main constraint for solving the WAP problem. By using the
pinch point flow rate, a quick convergence of the WAP problem by the modified PSO
algorithm is expected.

Analyzing the WAP problem, a set of 51 equations (38 equality constraints and 12
inequality constraints and one objective function), 10 continuous and 15 discrete
variables are required, being necessary to define a wide search space within the opti-
mization algorithm. It was taking into account the following issues: process units 2 are
not supplied by the process units 3 and process units 3 are not supplied by the process
units 2 due to high concentration of B and C components, respectively. In addition, by
redefining some variables as dependent in the PSO algorithm, the number of binary
variables was reduced to 8.

Table 4 presents the concentrations of inlet and outlet components for the RWN
that achieved 105 t h−1. The RWN optimality was assumed (Cout

i;j ¼ Coutmax

i;j for the key
component) because one of the system components (B) achieved its maximum outlet
concentration in each one of the processes.

All financial parameter values were obtained from literature (A = US$ 34,200.00
ton−0.7, α = 0.7, B = 0.10 year−1, C = 8600 h year−1, D = US$ 1.0067 ton−1, E = US$
0.3 ton−1, and F = US$ 10 year−1). The total network cost was US$ 1,525,967.20 per
year, with 2 reuse streams, 3 freshwater streams and 3 wastewater streams. PSO
algorithm convergence during the MINLP model optimization was pointed in the 16th

iteration, assuming 2000 particles and 25 iterations. The collective accelerations
c1 = c2 were chosen to be equal to 1.5 and swarm inertia (ω) from 0,9 to 0,4. It was

Table 3. Problem data - Wang and Smith (1994)

Process Component Cin
max (ppm) Cout

max (ppm) mass (g h−1)

1 A 0 15 675
B 0 400 18000
C 0 35 1575

2 A 20 120 3400
B 300 12500 414800
C 45 180 4590

3 A 120 220 5600
B 20 45 1400
C 200 9500 520800
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necessary 10 runs to achieve the final results, and it was required in average 2500 s
CPU. The RWN synthetized is present in Fig. 4.

The annual total cost was analyzed considering 3 variables: (i) total water flowrate
(see Fig. 5a, b); (ii) freshwater flowrate (see Fig. 5c) and (ii) water reuse flowrate (see
Fig. 5d). This evaluation was done considering the total annual cost variation respect to
the total flowrate into two steps. First, an interval of water reuse possibilities was
observed, according to Fig. 5a, in which the total water flowrate varies from 132.7 to
132.85 t h−1. In this interval the total cost decreased linearly until the minimum Pinch
flow rate. Below the 132.7 t h−1 there are no viable reuse networks. In a second
analysis it was observed that above 132.85 t h−1 the total annual cost increased, as can
be observed in Fig. 5b. It means that in this interval there are no possibilities of reuse
and the process operation is between the minimum necessary limits for the key com-
ponent mass transfer until the maximum available value to the industrial plant
operation.

Finally this analysis show that between the streams reuse possibilities interval, as
less is the total water flowrate grater is the necessity of freshwater and less is the water
reuse. It means that the total cost decreases as the freshwater flowrate decreases until
the minimum Pinch flowrate is achieved as Fig. 5c. The contrary occurs when the reuse
water flowrate decreased, increasing also the total cost, according to Fig. 5d.

Table 4. Results for the concentrations of inlet and outlet components

Process Cin
i ðppm) Cout

i ðppm)

1 A 0 A 15
B 0 B 400
C 0 C 35

2 A 11.25 A 111.139
B 300 B 12499.84
C 26.25 C 160.963

3 A 0.737 A 102.861
B 19.656 B 45
C 1.72 C 9499.907

25.17

8.392

44.98

51.635
2.67

17.15

33.99

54.8

Proc2

Proc3

Proc1

Wastewater

Freshwater

105 ton h-1

105 ton h-1

Fig. 4. Reuse water network (RWN) synthesis by the PSO method for the minimization of total
cost
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4 Conclusions

A modified PSO algorithm was proposed and tested to optimize a WAP problem. It is
possible to achieve different RWN synthesis by demanding the minimum annual total
cost as criterion and requiring on fixing or assigning values near the Pinch point for the
freshwater flowrate, and without any constraint in the freshwater flowrate. Two liter-
ature problems considering mono and multicomponent problems were solved with the
developed systematic and results has shown excellent performance in the optimality of
reuse water network synthesis based on the criterion of minimization of annual total
cost. It can be concluded that the modified PSO algorithm has shown high flexibility
and capability to provide optimal results for the reuse water network synthesis, being
independent of initial estimative for the decision variables.
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