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Abstract. This paper describes a loosely coupled approach for the improvement 
of state estimation in autonomous inertial navigation, using image-based rela-
tive motion estimation for augmentation. The augmentation system uses a  
recently proposed pose estimation technique based on a Entropy-Like cost func-
tion, which was proven to be robust to the presence of noise and outliers in the 
visual features. Experimental evidence of its performance is given and com-
pared to a state-of-the-art algorithm. Vision-inertial integrated navigation is 
achieved using an Indirect Kalman Navigation Filter in the framework of sto-
chastic cloning, and the proposed robust relative pose estimation technique is 
used to feed a relative position fix to the navigation filter. Simulation and Expe-
rimental results are presented and compared with the results obtained via the 
classical RANSAC – based Direct Linear Transform approach.  

1 Introduction 

Inertial navigation suffers from drifts due to several factors, in particular inertial sen-
sor errors. As a matter of fact, usually additional sensors like GPS, air data sensors or 
Doppler speedometers are employed to provide corrections to the navigation system. 
A viable augmentation alternative is the adoption of a vision system; these were em-
ployed in the past for air and land vehicle automation, like car driving [1], obstacle 
avoidance ( [2], [3]) or formation flight ([4], [5], [6], [7]). More recently, mainly due 
to the increased computational power available, they are receiving more interest in the 
field of navigation. The use of vision for navigation is often referred to as visual 
odometry, which core tool is the estimation of the pose of the vision system with re-
spect to the observed scene. Pose estimation is often the concluding step in a sequence 
of different phases including: detection of significant features in the scene from cam-
era images, and tracking of them between successive frames. The presence of noise 
and outliers in the acquired data represents the main, in the sense of most challenging, 
issue in solving the Pose Estimation problem. The presence of outliers depends main-
ly on inaccurate key points matching and/or tracking between left and right images, in 
the stereo vision case, and in successive time instants. The outliers rejection problem 
is often solved via linear/nonlinear minimization techniques ( 2,L L∞ , etc) ([8])  

or via iterative refinements ([9], [10], [11]), that is via images pre/post-processing 
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techniques. Well-known robust approaches in estimating camera pose are RANSAC-
type algorithms [9], [10], which have no guarantee of optimality. Almost all outlier 
rejection schemes proposed in the literature act in a pre/post-processing phase, and 
most of them perform the pose estimation algorithm by minimizing a squared norm of 
the estimation error. 

The concept of Entropy is not new in the field of estimation; it  has already been 
applied in the last decade in the field of autonomous navigation and robotics, and the 
most well-known and recent works in such direction can be found in [12], where the 
concept of alignment via maximization of the Mutual Information is used to perform 
robust visual servoing and autonomous guidance tasks, in a previously visited scena-
rio. Recently, integrated vision-inertial navigation systems are appearing in the litera-
ture; they differ mainly in the adopted coupling approach between vision and inertial 
measurements. Two large family exists: in the tightly coupled approach [13], [14], 
[15], each collected key point is added to the navigation filter state, its position is 
refined over time and cooperates to the estimation phase. The second large family is 
the loosely coupled approach [16] [17], in which the navigation filter is provided with 
position fixes computed by the vision system, used in this case as an external aiding 
sensor like it happens with GPS or altimeters. In [16] the stochastic cloning approach 
is introduced and used and the relative pose estimation is computed via a classical 
Least Square minimization. [17] uses a similar approach, but the filter is provided 
with relative pose measurements, which are obtained via a robust 2-norm minimiza-
tion, using the Huber cost function [18], in a framework of M-estimation. The work in 
[19] instead, reverses the point of view and uses the stereo vision system as the main 
navigation sensor, while the processed IMU measurements are used to feed attitude 
corrections to an EKF.  

In the present paper, we propose a loosely coupled approach, which uses a Stereo 
Vision system and an Inertial Measurement Unit. The relative pose estimations given 
by the vision system are computed using an Entropy-Like cost function, which is ro-
bust by nature with respect to the outliers in the data. The estimated pose is then used 
to give relative position fixes to the Indirect Kalman Navigation Filter in the frame-
work of the stochastic cloning [20] [16]. The main contribution of the paper is show-
ing that the adoption of the proposed robust pose estimation algorithm, which is  
robust to a large class of disturbances, provides a net improvement to the navigation 
accuracy and that there is still room for further improvements that better exploit the 
peculiar characteristics of the proposed pose estimation algorithm. 

The paper is organized as follows: Section 2 introduces the adopted notation and 
the necessary perturbed inertial navigation background; Section 3 describes the appli-
cation of the proposed Entropy-based cost function to pose estimation and Section 4 
presents a static comparison of performance with a state-of- the-art pose estimation 
algorithm. Section 5 describes an error-state Extended Kalman Filter for integration 
of the proposed pose estimation algorithm with inertial navigation; finally Section 6 
presents experimental results performed with a ground vehicle.  
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2 Background on Perturbed Inertial Navigation Dynamics 

This paper proposes a vision-inertial integrated navigation system that, as common in 
precise inertial navigation, makes use of an error-state formulation where navigation 
errors, rather than navigation states are estimated by the filter[21]. The adopted nota-
tion is very common in the Inertial Navigation Literature: define χ as generic mo-
tion/sensitivity variable, then χො indicates the estimated value of the true value ߯, and ෤߯  indicates the measured value. Thus, the relationship between true values and their 
measurements is defined as follows: 

 
෤߯ ൌ ߯ ൅ ߯,ఞߥ ൌ ߯̂ െ ߯ߜ  (1) 

where ߯ߜ is the actual navigation error, and ߥఞ is the measurement error. In this work, 
the measurement errors is modeled as a zero-mean Gaussian process with variance Eሾߥఞ்  ఞሿ. With the above notation, it is possible to write a set of perturbed navigationߥ
equations for attitude (represented here by the direction cosine matrix ܴ௕௡), velocity in 
some navigation frame (we used the NED reference frame for filter implementation 
but any geodetic frame may be used) ܸ௡ , and position in ECEF frame ݎ௘  as: 

 

۔ۖەۖ
෠ܴ௕௡ ۓ ൌ ሺܫ െ ߛߜ ሻܴ௕௡෠ܸר ௡ ൌ ܸ௡ ൅ ௘ݎ௡ܸ̂ߜ ൌ ௘ݎ ൅ ௘෥߱௜௕௕ݎߜ ൌ ߱௜௕௕ ൅ ௜௕,௕௕߱ߜ ൅ ఠሚ݂௜௕௕ߥ ൌ ௜݂௕௕ ൅ ߜ ௜݂௕,௕௕ ൅ ௙ߥ

 (2) 

where ߛߜ  denotes the skew symmetric matrix whose elements are the components ר
of the errors vector ߛߜ, which are functions of the attitude error [21]. Moreover, ߱ߜ௜௕,௕௕  and ߜ ௜݂௕,௕௕  are the bias terms in the measurements of gyroscopes and accelero-
meters, while ߥఠ and ߥ௙ are gyroscope and accelerometer noises, represented here as 
zero-mean Gaussian processes with variances ܧሾߥఠߥఠ்ሿ ൌ ܳఠ and ܧሾߥ௙ߥ௙் ሿ ൌ ܳ௙. 
Finally ܸߜ௡ and ݎߜ௘  are velocity and (global) position errors respectively. 

Given the definition above of the navigation error variables, the continuous time e 
error dynamics of the navigation equations resolved in the navigation frame [21] can 
be locally approximated by a compact Linear Parameter Varying (LPV) system, as in 
Eq. (3) : 

ሻݐሶሺݔߜ  ൌ ሻݐሺݔߜሻݐሺܨ ൅  ሻ (3)ݐ௖ሺݑሻݐሺܩ

The state vector ݔߜሺݐሻ and the input vector ݑ௖ሺݐሻ are defined respectively as (we 
dropped the function of time for compactness of notation): 

 δݔሺݐሻ ൌ ሾߛߜ௡் ௡்ܸߜ ௘ݎߜ ் ௜௕,௕௕߱ߜ ் ߜ ௜݂௕,௕௕ ்ሿ் (4) 

ሻݐ௖ሺݑ  ൌ ሾߥఠ் ௙்ߥ ௥ఠ்ߥ  ௥௙்ሿ் (5)ߥ
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The system matrices ܨሺݐሻ and ܩሺݐሻ in Equation  (3) come from linearization of the 
error dynamics, thus they change with the selected navigation frame, and locally re-
late the evolution of the state ݅ to the current estimation of the state ݆. The reader in-
terested in the derivation of the above equations can find all the details in [21]. The 
IMU biases dynamics in Eq. 3 were modeled as Brownian motions, with trivial dy-
namics: 

 ቊߜ ሶ߱ ௜௕,௕௕ ൌ ሶ௜௕,௕௕݂ߜ௥ఠߥ ൌ ௥௙ߥ  (6) 

where Eሾߥ௥ఠߥ௥ఠ்ሿ ൌ ܳ௥ఠ and Eሾߥ௥௙ߥ௥௙்ሿ ൌ ܳ௥௙. The covariance matrix of the Gaussian 
process noise ݑ௖ሺݐሻ, considering the sensors' noises uncorrelated and having the same 
noise characteristics, is given by: 

 Eሾݑ௖ሺݐሻݑ௖ሺݐሻ்ሿ ൌ ێێۏ
௙ܳۍ 0 0 00 ܳఠ 0 00 0 ܳ௥ఠ 00 0 0 ܳ௥௙ۑۑے

ې ݐሺߜ െ ߬ሻ (7) 

In order to implement the filter dynamics in real-time, it is necessary to discretize the 
continuous time dynamics; in the remainder we will consider a time-discretized ver-
sion of the above dynamics using the Euler integration method, with sample time ܶ߂. 
The final discrete-time form of the LPV perturbed system of Equation (3) can then be 
written as: 

௞ାଵݔߜ  ൌ ௞ݔߜ௞ߖ ൅  ௖,௞ (8)ݑ௞߁

where: 

 
௞ߖ ൌ ሺܫ െ ௞߁ሻܶ߂௞ሻݐሺܨ ൌ  (9)  ܶ߂௞ሻݐሺܩ

3 Least-Entropy Like Pose Estimation  

Loosely coupled vision-aided inertial navigation with relative measurements requires 
the estimation of the camera motion in between successive frames. This section 
presents first a general framework for pose estimation, then cast this problem into the 
framework of Least-Entropy Like (LEL) estimation[22][23], finally presents an anal-
ysis of performance using static images.  

3.1 Stereo Vision and Pose Estimation 

In a stereo vision system, each camera acquires an image, relevant 2-dimensional 
features (points in the image plane) ሼ݌௜,௞ሽ are automatically extracted from the images 
(for the purpose of this work we used the SIFT algorithm), identical features, that is 
image points belonging to the same object in the observed scene, are searched for in 
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the right and left images, and finally a cloud of N 3D keypoints ሼ ௜ܲ,௞ሽ is obtained by 
triangulation of the two corresponding sets (one for the left and one for the right im-
ages) of N 2D features ሼ݌௜,௞ሽ. Several techniques exist for selection and tracking of 
image features[5][4]; the feature selection and tracking approach used in the later 
simulations use stereo vision and the Scale Invariant Feature Transform (SIFT) algo-
rithm[24][3], that easily allows both to detect, and to match features for successive 
triangulation. The stereo matching of features between left and right images is per-
formed by comparing the squared distance between the SIFT descriptors of each fea-
ture in the two images, and selecting the couple with the lowest distance. Only those 
features that are both in the left and right images are considered valid for triangulation 
and tracking. With the same distance-based approach it is possible to track the fea-
tures that are present in the current and past images; this makes the selection of 3D 
keypoints P୧,୩ and ௜ܲ,௞ା௛ possible. Figure 1 shows a sample of two images with 
matched features (red circles), unmatched features (blue circles) and green lines 
representing left-right matches. 

Tracking of 2D features in two successive time instants ݐ௞ and ݐ௞ା௛ produces two 
clouds of 3D keypoints ௜ܲ,௞ and ௜ܲ,௞ା௛ that are related by a rigid motion relationship. 
This relationship represents, essentially, the camera motion, in terms of translation ௞ܶ௞ା௛ and rotation ܴ௞௞ା௛, between times ݐ௞ and ݐ௞ା௛. Thus the following relationship 
holds: 

 ௜ܲ,௞ା௛ ൌ ܴ௞௞ା௛ ௜ܲ,௞ ൅ ௞ܶ௞ା௛ ൌ ݃௞௞ା௛ ௜ܲ,௞ (10) 

where ݃௞௞ା௛ ൌ ൛ܴ௞௞ା௛,   ௞ܶ௞ା௛ൟ א  ሺ3ሻ is the transformation mapping the pose of theܧܵ
camera at the time ݐ௞ in the pose of the camera at the time ݐ௞ା௛. The notation ݃௞௞ା௛ ௜ܲ,௞ is not actually a vector or matrix multiplication but denotes the application 
of the translation and rotation transformations ܴ௞௞ା௛,   ௞ܶ௞ା௛ to the point ௜ܲ,௞, as de-
scribed in Eq. (10). Given any 3 dimensional parameterization of the rotation matrix, 
the transformation matrix in Eq. (10) can be written as: ݃௞௞ା௛൫ߠ௣൯, ௣ߠ א ௣߆ ؿ Թ଺, 
being ߆௣ the set of all possible motion parameters (angular displacements and transla-
tions). The Pose Estimation problem then becomes the estimation of the unknown 
motion parameters vector ߠ௣, given two clouds of N features at the time ݐ௞ and ݐ௞ା௛. 
The solution of the problem can be found by using a minimization approach (either 
linear or non-linear) over the estimation residuals ߃௜,௞ା௛: 

௜,௞ା௛߃  ൌ ௜ܲ,௞ା௛ െ ݃௞௞ା௛൫ߠ௣൯ ௜ܲ,௞ (11) 

that is: 

෠௣ߠ  ൌ arg ݉݅݊ఏ೛ ෌ ࣦ൛ ௜ܲ,௞ା௛ െ ݃௞௞ା௛൫ߠ௣൯ ௜ܲ,௞ൟே௜ୀଵ  (12) 

where ࣦሼڄሽ is a suitable cost function built upon the pose estimation residual; common 
choices for ࣦሼڄሽ  are the 2-norm or the infinity-norm. Due to triangulation and calibra-
tion errors a number ܰ ൒ 4 of non-aligned points, tracked along the camera motion, 
are necessary for the problem to have a solution. 
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3.2 Robust Camera Pose Estimation Using LEL 

A very relevant and desirable behavior for any feature detector and tracker is its abili-
ty to recognize features in different images even if they were taken from viewpoints 
distant one from the other (this means the capability to track features during camera 
motion for long time). When the camera moves and rotates, the same objects of the 
pictured scene produce different images on the camera plane: deformations and warp-
ing happens due to camera motion, change of the point of view, and perspective pro-
jection. Thus a good feature detector and tracker must be able to  recognize exactly 
the same warped image regions. In order to achieve this property, covariant feature 
detectors, such as SIFT, are designed to mod-out the effects of transformations be-
longing to some group [25]. Such characteristic induces a certain amount of loss of 
information in the detected features, thus some ambiguities could raise. Figure 1 
shows one example where this information loss leads to a mismatch. As a result, the 
whole set of features collected during the acquisition, matching and tracking phases 
may be affected by a certain amount of outliers. In the following, a technique which is 
able to give a measure of the degree of dispersion of the data will be used to design a 
robust pose estimator. 

 

Fig. 1. Example of left-right matched features (red circles connected by the green lines) and an 
example of a possible matching ambiguity that may happen with the use of co-variant feature 
detectors (e.g. with SIFT). The matching ambiguity contaminates the data used for pose estima-
tion with outliers (the large red dots).  

A robust nonlinear alternative to Least-Square estimation was recently proposed 
[22]. The aim of such estimator is to give a representation of the dispersion of the 
residuals; such function is built on the concept of Gibbs' entropy ([26]): this is the 
reason why such estimator was named Least-Entropy Like (LEL) estimator. Given a 
reference model, which allows to match given inputs with measured outputs, mini-
mizing the LEL metric of the residuals means to drive the solution toward such direc-
tions in which such residuals are in one configuration where not all the points have 
the same probability to belong to the chosen model. In [22], [27] and [23] it is shown 
that this selectivity turns out to be very important in such cases in which data are 
(heavily) corrupted by noise and outliers. All the implementation considerations  
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regarding the parameterization and minimization of the Entropy-Like cost function are 
described in detail in the references cited above. 

The robust solution ߠ෠௅ா௅ to the problem of the stereo camera pose estimation be-
tween two consecutive acquisitions can be solved by minimizing the Normalized En-
tropy-Like function: 

෠௅ா௅ߠ  ൌ arg݉݅݊ఏ ቀെ ଵ௟௢௚ ே ∑ ௜ߨ ݃݋݈ ௜ே௜ୀଵߨ ቁ (13) 

where:  

௜ߨ  ൌ  టሺ௥೔ሻ∑ ట൫௥ೕ൯ೕಿసభ  (14) 

௜ݎ  ൌ ௜,௞ା௛݌ െ ௣൯ߠ௖ proj൛݃௞௞ା௛൫ܭ ௜ܲ,௞ൟ (15) 

Notice that this approach uses the re-projected pose estimation residuals ݎ௜ in 2D, 
instead of the pose estimation residual in 3D as in the most general form of equation 
(11). The re-projection error ݎ௜ involves image coordinates only that are invariant to 
changes in depth [28]; this leads to a better estimation accuracy. The adopted pin-hole 
camera model is represented, as common in computer vision, by the calibration ma-
trix ܭ௖ and the perspective projection operator projሼڄሽ: given a generic 3D point ܲ 
with coordinates ௫ܲ , ௬ܲ , ௭ܲ, the perspective projection operator is defined as: 

 ܲ ൌ ቎ ௫ܲܲ௬ܲ௭ ቏  ֜  projሼܲሽ ൌ ێێۏ
ۍێێ ௫ܲ ௭ܲൗ௬ܲ ௭ܲ൘

1 ۑۑے
 (16) ېۑۑ

In addition, this formulation of the Entropy-Like function employs the  Huber-like 
[18] function  ߰ሺڄሻ to reduce the risk of incurring into a local minimum during solu-
tion of Eq. (13).  

 ߰ሺܽሻ ൌ ൜ԡܽԡଶ, ݂݅ ԡܽԡ ൑ ݀݀ଶ, otherwise
 (17) 

The employment of the Huber-like function allows avoiding bad conditionings of the 
Entropy-Like cost function by limiting the upper bound of the denominator in (14),  
and thus by avoiding the uncontrolled growth of the sum of the residuals norm due to 
numerical sensitivities. 

Numerical solution of the optimization problem in Eq. (13) can be done in several 
ways. The simulations and experiments presented in this paper adopted the Leven-
berg-Marquardt as in [23][28]. As explained in [22] and [27], the Entropy-Like penal-
ty function is nonlinear and multiple local minima may exist. Thus, the minimization 
must be computed with particular attention to the initial conditions. The scope of this 
work is such that we expect to have an acceptable local estimate of the motion given 
by inertial mechanization alone performed over a short period of time (between two 
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successive frames). Therefore, it is possible to initialize the nonlinear estimation with 
the parameter ߠ෠௣,଴ that can be extracted by the best available estimate of the relative 
transformation: 

 ො݃௞௞ା௛ ൌ ሺ ො݃௞ା௛ି ሻିଵ ො݃௞ା ՜  ෠௣,଴ (18)ߠ

where ො݃௞ା is the best (corrected by the filter in the past) estimate of the navigation at 
time ݐ௞, ො݃௞ା௛ି  is the navigation prediction at the current time ݐ௞ା௛. The arrow symbol 
in Eq. (18) means that the value of ߠ௣,଴ is extracted by the transformation ො݃௞௞ା௛. 

3.3 Experimental Results for Pose Estimation Only 

LEL has already been shown to perform better than ICP [27], and a Monte Carlo 
Analysis have shown that it can outperform the RANSAC-based Direct Linear Trans-
form (DLT) [29], with nonlinear refinement via Bundle Adjustment [30]. The main 
results are summarized here for completeness. Tests were performed both with simu-
lated features and various level of image noise, and with real imagery; experiments 
were performed outdoor with a hand-held fire wire stereo camera system at a resolu-
tion of 516 ൈ 388 pixels (a good trade-off between speed of image processing and 
accuracy of features selection and matching). An industrial 1.6 GHz PC with 1 GB 
RAM was used to collect the test videos; then, the video frames were processed off – 
line, together with the estimation algorithm.  

Figure 2 show a sample image pair from an outdoor experiment; the green dots are 
the matched SIFT features, the red circles are the re-projected features by using the 
LEL pose estimation result. Figure 3 shows the sorted 2-norm of the re-projection 
residuals: 

 ฮ݁௥,௜ฮଶ ൌ ฮ݌௜,ଶ െ ෠௣௅ா௅,஽௅்൯ߠ௖ proj൛݃ଵଶ൫ܭ ௜ܲ,ଵൟฮଶ
 (19) 

computed using the motion parameters ߠ෠௣ estimated by the two methods, LEL and 
robust DLT. The camera calibration matrix Kୡ was determined experimentally, P୧,ଵ 
are the 3D keypoints triangulated in the first position of the camera (at time tଵ), and p୧,ଶ are the image-space coordinates of the corresponding features on the image plane 
of the image acquired in the final position of the camera (at time tଶ). The measure-
ment unit of points p୧,ଶ is pixels. The features re-projections (red circle in Fig. 3) were 
computed as:  

௜,ଶ̂݌  ൌ ෠௣௅ா௅൯ߠ௖ proj൛݃ଵଶ൫ܭ ௜ܲ,ଵൟ (20) 

In addition, Figure 3 highlights the mismatching between the measured and estimated 
projection, once the optimal transformation is applied to an outlier (marked with two 
red ‘x’ connected via the red line). It should be noticed that the robust DLT algorithm 
tries to exclude the outliers and the noisiest points from the dataset before solving the 
pose estimation problem, while LEL performs both pose estimation and outlier rejec-
tion in one step. Furthermore, it can be stated that LEL (which is run on the whole 
dataset) is able to perform as good as a 2-norm approach like DLT (that needs the 
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dataset to be purged by outliers and ambiguous points) [22]. Although no analytical 
guarantee is available yet, the LEL algorithm performs in general as good as the ro-
bust DLT algorithm with nonlinear refinement (tuned with our best efforts), which 
was used as benchmark. In some particular experiments the accuracy of the methods 
cannot be stated in an absolute fashion, since no ground truth was available in order to 
compare algorithms.  

Finally, a Monte Carlo analysis was performed to assess the robustness of the pro-
posed algorithm to outliers; LEL provided less re-projection error then DLT for all the 
tested percentage of presence of outliers [28]. 

 

Fig. 2. Outdoor experiment. Image pair with points correspondences and estimation results. The 
green dots are the matched SIFT features. The red circles are the re-projected features by using 
the LEL pose estimation result. 

 

Fig. 3. Outdoor experiment. Sorted re-projection errors. 

4 Navigation and Kalman Filtering with Relative Pose 
Measurements 

Usually all aiding sensors produce absolute measures (with respect to a known and 
fixed reference) of the estimated variables (e.g. GPS measures ̃ݎ௘  and ෨ܸ௘) while, in the 
case of visual odometry, the motion measurements are relative only (i.e. only the 
relative displacement between two successive images is measured). This section 
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summarizes the equations used for the fusion of the relative motion measurements, 
given from the pose estimation algorithm, and the inertial data. 

4.1 Definition of the Relative Pose Pseudo-Measurement Error 

The camera pose at time ݐ௞can be related, with respect to initial position (at time ݐ଴),  
to the inertial mechanization states (position and attitude) as: 

 ݃௞଴ ൌ ሼܴ௞଴,   ௞ܶ଴ሽ (21) 

where ܴ௞଴ ൌ ܴ௕,௞௡ ൌ ܴ௕௡ሺݐ௞ሻ and ௞ܶ଴ represents the position of the origin of the Naviga-
tion/Body frame at time ݐ௞ seen from the initial Navigation frame (at time ݐ଴). For the 
purposes of this paper, we assumed that the relative displacement (latitude and longi-
tude) between successive images is small enough so that the navigation frame (NED) 
can be considered orientation-invariant (with respect to the ECEF frame); thus a sim-
ple planar projection can be used (approximation of flat surface), to approximate mo-
tion in the neighborhood of starting point. Thus the camera position can be obtained 
with Eq. (22): 

 ௞ܶ଴ ൌ ௞ሻሻݐ௘ሺݎሺߦ ൌ ቎ ௡ܲሺ߶௞ െ ߶଴ሻ௡ܲ ݏ݋ܿ ߶௞ ሺߣ௞ െ ଴ሻ݄௞ߣ ቏ (22) 

where ݎ௘ሺ0ሻ ൌ ሾ߶଴ ଴ߣ 0ሿ represents the vector of coordinates in the ECEF frame 
(latitude, longitude, altitude) corresponding to the initial position of the vehicle, when 
the navigation task began its execution (at time ݐ଴). ௡ܲ is the radius of curvature nor-
mal to the ellipsoid surface at the point of tangency at the given latitude ߶ [21]. 

Given two pairs of successive images at time ݐ௞ and ݐ௞ା௛, the relative motion, 
that must be computed by the vision system, ݃௞௞ା௛ is related to the absolute poses at 
time ݐ௞ and ݐ௞ା௛ by: 

 

 ݃௞௞ା௛ ൌ ൛ܴ௞௞ା௛, ௞ܶ௞ା௛ൟ ൌ ሼܴ଴௞ା௛ܴ௞଴ , ܴ଴௞ା௛ሺ ௞ܶ଴ െ ௞ܶା௛଴ ሻሽ (23) 

 
It is now necessary to define a filter output that can be used to construct a measure-
ment residual with the vision system output. Thus, first we construct a navigation 
position error estimate using the planar projection operator ξሺڄሻ and an attitude error: 

௞ݕߜ  ൌ ௞ݔߜ௞ܪ ؜  ቈߜ ௞ܶ଴ߛߜ௞଴቉ (24) 

where: 

௞ܪ  ൌ ێێۏ
ۍێ 0 0 ܴ௡,௞௕ డ ೖ்బడ௥ೖ೐ฬ௥̂ೖ೐ 0 0

డோ೙,ೖ್డఝೖ ฬఝෝೖ 0 0 0 డோ೙,ೖ್డఠ೔್,್,ೖ್ ฬఠෝ ೔್,್,ೖ್ ,ఝෝೖۑۑے
ېۑ
 (25) 



 Combined Vision – Inertial Navigation with Improved Outlier Robustness 301 

It is worth to highlight that 
డ ೖ்బడ௥ೖ೐ฬ௥̂ೖ೐  is the Jacobian of the function ߦሺڄሻ with respect to 

the estimated position in ECEF frame around rො୩ୣ. Then we can estimate the relative 
navigation error ݕߜ߂௞ା௛ between time ݐ௞ା௛ and ݐ௞ as: 

௞ା௛ݕߜ߂  ൌ ௞ା௛ݔߜ௞ା௛ܪ െ  ௞ (26)ݔߜ௞ܪ

Note that ܪ௞ା௛ takes the same form of ܪ୩ except that it is computed with respect to 
the state at time ݇ ൅ ݄. Δδy୩ା୦ is the estimate of the navigation error of the value T෡୩୩ା୦ computed by the inertial mechanization. 

Since the vision system actually measures ෤݃௞௞ା௛ ൌ ൛ ෨ܴ௞௞ା௛, ෨ܶ௞௞ା௛ൟ, it is possible to 
compute a pseudo-measure of the relative pose error from the measured relative pose g෤୩୩ା୦ and its estimation gො ୩୩ା୦ reconstructed from the navigation equations, as a func-
tion of the filter state.  In our case, such error can be written as: 

 

כ௞ା௛ݕߜ߂  ൌ ቈ ෨ܶ௞௞ା௛ െ ෠ܶ௞௞ା௛෤߮௞௞ା௛ െ ො߮௞௞ା௛቉ ൌ ൤்ݕߜ߂,௞ା௛ݕߜ߂כோ,௞ା௛כ ൨ (27) 

 

We aim at writing the pseudo-measure of relative pose error ݕߜ߂௞ା௛כ  as a function of 
the filter state. 

The estimated relative translation is: 

 ෠ܶ௞௞ା௛ ൌ ෠ܴ଴௞ା௛ሺ ෠ܶ௞଴ െ ෠ܶ௞ା௛଴ ሻ (28) 

while, the measured relative translation is, by definition, equal to the actual data cor-
rupted by noise ν௞: 
 

 

෨ܶ௞௞ା௛ ൌ ௞ܶ௞ା௛ ൅ ௞ା௛ൌ,்ߥ ܴ଴௞ା௛ሺ ௞ܶ଴ െ ௞ܶା௛଴ ሻ ൅ ௞ା௛ൌ,்ߥ ܴ଴௞ା௛൫ ෠ܶ௞଴ െ ߜ ௞ܶ଴ െ ෠ܶ௞ା௛଴ െ ߜ ௞ܶା௛଴ ൯ ൅ ௞ା௛ ൌ,்ߥ ܴ଴௞ା௛൫ ෠ܶ௞଴ െ ෠ܶ௞ା௛଴ ൯ െ ܴ଴௞ା௛ሺߜ ௞ܶ଴ െ ߜ ௞ܶା௛଴ ሻ ൅  ௞ା௛,்ߥ

(29) 

 

The pseudo-measure of the relative translation error can be rewritten as a function of 
the states (current and of the past) of the indirect Kalman Filter only: 

 

כ௞ା௛,்ݕߜ߂ ൌ ෨ܶ௞௞ା௛ െ ෠ܶ௞௞ା௛ൌ ܴ଴௞ା௛൫ ෠ܶ௞଴ െ ෠ܶ௞ା௛଴ ൯ െ ܴ଴௞ା௛ሺ ߜ ௞ܶା௛଴ െ ߜ ௞ܶ଴ሻ ൅ ௞ା௛െ,்ߥ ෠ܴ଴௞ା௛൫ ෠ܶ௞଴ െ ෠ܶ௞ା௛଴ ൯ ൎ െ ෠ܴ଴௞ା௛൫ ෠ܶ௞଴ െ ෠ܶ௞ା௛଴ ൯ ר ௞ା௛ߛߜ െ ෠ܴ଴௞ା௛ሺ ߜ ௞ܶା௛଴ െ ߜ ௞ܶ଴ሻ൅  ௞ା௛,்ߥ

(30) 
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where ߛߜ௞ା௛ is the attitude error at the time step ݇ ൅ ݄. The previous equation was 
obtained by neglecting the cross products between error terms and by using the fact 
that the attitude error ߛߜ௞ା௛ is defined for the matrix ܴ଴௞ା௛, via Equation (2). Thus, by 
taking the transpose, we have: 

 ܴ଴௞ା௛ ൌ ሺܴ௞ା௛଴ ሻ் ൌ ൫ ෠ܴ௞ା௛଴ ൯்ሺܫ െ ௞ା௛ߛߜ ሻ்ר ൌ ෠ܴ଴௞ା௛ሺܫ ൅ ௞ା௛ߛߜ  ሻ (31)ר

It is not straightforward to obtain in the same manner, i.e. algebraically, the pseudo-
measure of the relative rotation error ݕߜ߂ோ,௞ା௛כ  as a function of the filter state. It is 
convenient to derive the equation relative to  ݕߜ߂ோ,௞ା௛כ  via partial derivatives instead, 
that is: 

כோ,௞ା௛ݕߜ߂  ൎ డோೖೖశ೓డఊೖ ฬோ෠ೖబ,ோ෠ೖశ೓బ ௞ߛߜ ൅ డோೖೖశ೓డఊೖశ೓ฬோ෠ೖబ,ோ෠ೖశ೓బ ௞ା௛ߛߜ ൅  ோ,௞ା௛ (32)ߥ

The relative pose measurement error do depend on the motion variables correspond-
ing to the current time (via ̂ݎ௞ା௛௘  and ෠ܴ଴௞ା௛) and to some steps in the past (via ̂ݎ௞௘ and ෠ܴ଴௞). Thus it is necessary to augment the filter state with a memory of the past; this 
allow to keep track of the cross covariance of estimated navigation between the two 
time instants [20][23]. 

The state of the error navigation filter is augmented with one exact copy ݔߜ෬௞ of it-
self when a reference frame is acquired. Suppose a new reference frame arrives at 
time ݐ௞, the state of the Kalman Filter will be set to: 

ҧ௞ݔߜ  ൌ ൤ݔߜ෬௞ݔߜ௞൨ (33) 

and the state covariance matrix is set to: 

 തܲ௞ ൌ  ൤ ௞ܲ ௞ܲ௞ܲ ௞ܲ൨ (34) 

being ௞ܲ ൌ ௞்ݔߜ௞ݔߜሼܧ ሽ. The state copy ݔߜ෬௞ is initialized to ݔߜ௞ and is kept constant 
during the filter propagation, whereas the state vector ݔߜ௞ is propagated according to 
error dynamics.  

4.2 Kalman Filter Prediction Step  

At each time step inertial mechanization is performed to obtain a new estimate of the 
vehicle state (position, velocity and accelerometer biases): 

ො௞ାଵିݔ  ൌ ݂ሺݔො௞,  ௞ሻ  (35)ݑ

where ݂ሺڄሻ represents the discretized version of the standard INS mechanization [21], 
which maps corrected navigation states on the states at the next time step; variable  
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ො௞ାଵିݔ  is the estimation of the vehicle position and velocity (at the time ݐ௞ାଵ), before 
the corrections, if any, produced by Kalman Filter are applied (i.e. the a priori  
estimate). 

According to the above discussion, the indirect Kalman Filter prediction step is 
performed using:  

ҧ௞ାଵݔߜ  ൌ ൤ݔߜ෬௞ାଵݔߜ௞ାଵି ൨ ൌ ൤ܫ 00 ௞൨ߖ ൤ݔߜ෬௞ݔߜ௞൨ ൅ ൤ ௞൨߁0 ௞ݓ ൌ ҧ௞ݔߜഥ௞ߖ ൅  ௞ (36)ݓത௞߁

The propagation equation for the covariance matrix is, like for standard Kalman fil-
tering: 

 തܲ௞ାଵ ൌ ഥ௞ߖ  തܲ௞ߖഥ௞் ൅ ത௞்߁ത௞ܳ߁  (37) 

where Q is the process noise covariance matrix. After h steps (the time span needed to 
obtain the second image) the covariance matrix becomes: 

 തܲ௞ା௛ ൌ ቈ ௞ܲ ௞ܲ൫∏ ௞ା௜௛௜ୀଵߖ ൯்
௞ܲ ∏ ௞ା௜௛௜ୀଵߖ ௞ܲା௛ ቉ (38) 

Note the off-diagonal blocks that represent the cross-correlation between the navi-
gation errors at the time t୩ and t୩ା୦. 

4.3 Kalman Filter Correction Step  

When the vision system provides a new relative pose measurement, the update step is 
performed, as follows: 

 

ܵ௞ା௛ ൌ  ሾܪ௞ ௞ା௛ሿܪ തܲ௞ା௛ି ቈ ௞ା௛்ܪ௞்ܪ ቉ ൅ ܴ௞ܭ௞ା௛ ൌ  തܲ௞ା௛ି ቈ ௞ା௛்ܪ௞்ܪ ቉ ܵ௞ା௛ିଵ כ௞ା௛ݕߜ߂  ൌ ෨ܶ௞௞ା௛ െ ෠ܶ௞௞ା௛ δx୩ା୦ା ൌ δx୩ା୦ି ൅ K୩ା୦|ஔ୶ౡశ౞ሺΔδy୩ା୦כ െ Δδy୩ା୦ሻ xො୩ା୦ା ൌ xො୩ା୦ି ൅  δx୩ା୦ା  Pഥ୩ା୦ା ൌ Pഥ୩ା୦ି െ K୩ା୦ሾH୩ H୩ା୦ሿPഥ୩ା୦ି  

  

(39) 

where ܴ௞ is the measurement noise covariance matrix. Variable ݔො௞ା௛ା  is the estimation 
of the vehicle position and velocity (at the time ݐ௞ା௛), given the corrections produced 
by Kalman Filter (i.e. the a posteriori estimate). 

5 Experimental Results 

Simulation results with a comparison of the proposed navigation filter with the 
RANSAC-based Direct Linear Transform, with nonlinear refinement via Bundle  
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Adjustment demonstrated already the viability of the LEL approach [28] where an  
inertial grade gyroscope unit was assumed available, and only vision-estimated trans-
lational motion was used to correct filter state. The simulations were performed by 
generating sample (noisy) accelerations and clean angular velocities. The result was a 
sample camera trajectory in 6DOF. The accelerations and angular velocities move-
ments were generated by using a VTOL quad rotor aircraft simulator, and, in order to 
emulate the presence of outliers in the data, random numbers were added to the im-
age-space 2D coordinates. Both algorithms produced small errors (few centimeters) 
but the DLT visual odometry solution resulted to be noisier. 

This section presents a sample experiment performed outdoor in the Univ. of Pisa 
Faculty of Engineering parking lot using a wheeled ground vehicle. The cameras and 
hardware used was the same of the static experiments. A snapshot of about 80 
seconds, where recognition of the actual travelled path was easier, was extracted from 
a longer recording. The filter state was initially coarse aligned with gravity to estimate 
initial roll and pitch angles of the camera-IMU system; then motion began and the 
vehicle was driven along a straight path, followed by a 180 degrees turn, and a suc-
cessive almost straight path that brought the vehicle back to its initial position. 

Figure 4 shows the time histories of the estimated position, velocity and attitude 
angles during the motion of the vehicle. It appears clearly that the navigation filter 
produces smooth estimation with minimal drift. The expected drift in pure inertial 
navigation (i.e. without any aiding), according to the characteristics of the low-cost 
inertial sensor suite used, would be of several tens of meters in the same time range.  
Figure 5 shows the estimated vehicle trajectory in the local geodetic frame. Three 
trajectories are shown: the output of the integrated vision-inertial system, the result of 
running the visual odometry algorithm (integration of relative position fixes only, and 
no inertial data) on the pose estimation results provided by DLT and LEL. By know-
ing the actual path followed by the vehicle, it appears clearly that the best estimate in 
terms of navigation accuracy is given by the integrated visual-inertial navigation: the 
path starts and returns to the same point. The result of visual odometry for both DLT 
and LEL show instead a relevant drift in the position estimation. Nevertheless the 
integrated navigation filter succeeds in filtering out these drifts.   

Figure 6 shows a comparison of the estimates of relative camera motion performed 
by: DLT algorithm using visual features only, LEL algorithm using visual features 
only, inertial mechanization. The latter represents the translation and rotation parame-
ters that are actually estimated by the filter just before a new image is acquired, and 
that are used to initialize the solver for the LEL minimization problem. The figure 
proposes selections of the time range where the differences between the three are 
large. It appears that LEL and DLT pose estimation solutions are often very near to 
each other, even if LEL is often less noisy then DLT. In addition, the smoothing ef-
fect performed by the Kalman filter on the noisy visual measurements is noticeable 
throughout the entire time range of the experiment.  
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Fig. 4. Time histories of vehicle position (meters from a geodetic fixed reference frame), atti-
tude and velocity in NED 

 

Fig. 5. Trajectories in the local geodetic frame. Comparison of the output of the vision-inertial 
navigation filter, with visual odometry (VO) performed integrating only the LEL and DLT 
relative position fixes.  
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Fig. 6. Comparison of Inertial, DLT, and LEL estimates of relative camera motion 

6 Conclusions  

A robust loose-coupling approach to vision-augmented inertial navigation, which 
makes use of a novel cost function, the Entropy of relative squared residuals, was 
proposed. The LEL algorithm was shown with simulations and experimental tests to 
be robust to the presence of noise and outliers in the visual features. An error-state 
Kalman filter was designed and experimental results were presented; these show that 
using the LEL approach for pose estimation, although may produce noisy estimates, 
allows to reduce the navigation drift, with respect to a robust technique based on 2-
norm minimization plus nonlinear refinement via Bundle Adjustment. 

Acknowledgments. Support for the work of the first author was provided by North-
rop Grumman Italia Spa.  
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