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Preface

This volume of TCCI is a special issue dedicated to the International Conference on
Practical Applications on Agents and Multi-Agent Systems (PAAMS 2012 and
PAAMS 2013) held in Salamanca during March 28–30, 2012 and May 22–24, 2013.
PAAMS provides an international forum to present and discuss the latest scientific
developments and their effective applications, to assess the impact of the approach, and
to facilitate technology transfer. PAAMS started as a local initiative, but has since
grown to become the international yearly platform to present, to discuss, and to dis-
seminate the latest developments and the most important outcomes related to real-world
applications. It provides a unique opportunity to bring multidisciplinary experts, aca-
demics, and practitioners together to exchange their experience in the development and
deployment of agents and multi-agent systems. PAAMS intends to bring together
researchers and developers from industry and the academic world to report on the latest
scientific and technical advances in the application of multi-agent systems, to discuss
and debate the major issues, and to showcase the latest systems using agent-based
technology. This will promote a forum for discussion on how agent-based techniques,
methods, and tools help system designers to accomplish mapping between available
agent technology and application needs. Other stakeholders will be rewarded with a
better understanding of the potential and challenges to the agent-oriented approach. The
conference is organized by the Bioinformatics, Intelligent System and Educational
Technology Research Group (http://bisite.usal.es/) of the University of Salamanca.

This volume includes the best papers presented at the conference, which were
subsequently extended and selected after the peer-review process. In the first paper,
Lamarche-Perrin et al. present measures inherited from information theory to evaluate
abstractions of large-scale MAS and provide experts with feedback regarding the
quality of generated representations. The design and debugging of large-scale MAS
require abstraction tools to work at a macroscopic level of description. Agent aggre-
gation provides such abstractions by reducing the complexity of the microscopic
representation. Since it leads to information loss, such a key process may be extremely
harmful for analysis if poorly executed. In this paper, several evaluation techniques are
applied to spatial and temporal aggregation of an agent-based model of international
relations. The information from online newspapers constitutes a complex microscopic
representation of agent states. Lamarche-Perrin et al.’s approach is able to evaluate
geographical abstractions used by domain experts to provide efficient and meaningful
macroscopic representations of the world global state in space and in time.

Alexei Sharpanskykh and Kashif Zia, in the second paper, discuss and investigate
the role of emotions in social decision-making in large technically assisted crowds. For
this a formal, computational model is proposed, which integrates existing neurological
and cognitive theories of affective decision-making. Based on this model, several
variants of a large-scale crowd evacuation scenario were simulated. By analysis of
simulation results, it was established that (1) human agents supported by personal

http://bisite.usal.es/


assistant devices are recognized as leaders in groups emerging in evacuation; (2) spread
of emotions in a crowd increases the resistance of agent groups to opinion changes; (3)
spread of emotions in a group increases its cohesiveness; and (4) emotional influences
in and between groups are, however, attenuated by personal assistant devices when
their number is large.

In the third paper, Ksontini et al. propose to improve the validity of traffic simu-
lations in the (sub-)urban context, with better consideration of driver behavior in terms
of anticipation of positioning on the lanes and occupation of space. They introduce a
model based on a multi-agent approach and the emergence concept. This model con-
siders that each driver perceives the situation in an ego-centered way and readapts the
road space using the virtual lane concept. They implement the model with the traffic
simulation tool ArchiSim. The so obtained simulator intends to reproduce the observed
behavior such as filtering between vehicles (two-wheels and emergency vehicles),
repositioning on lanes when approaching the road intersections, and “exceptional”
situations (stranded vehicle or improperly parked, etc.).

In the fourth paper, Philippe Mathieu and Yann Secq show how to leverage
information from the order books such as the best limits, the bid-ask spread, or waiting
cash to adapt more effectively to market offerings. Like B. Arthur, they use learning
classifier systems and show how to adapt them to a multi-agent system. In the study of
financial phenomena, multi-agent market order-driven simulators are tools that can
effectively test different economic assumptions. Many studies have focused on the
analysis of adaptive learning agents carrying on prices. But the prices are a conse-
quence of the matching orders. Reasoning about orders should help to anticipate future
prices. While it is easy to populate these virtual worlds with agents analyzing “simple”
prices shapes (rising or falling, moving averages, etc.), it is nevertheless necessary to
study the phenomena of rationality and influence between agents, which requires the
use of adaptive agents that can learn from their environment. Several authors have
obviously already used adaptive techniques but mainly by taking into account prices
historical. But prices are only consequences of orders, thus reasoning about orders
should provide a step ahead in the deductive process.

In the fifth paper, Li et al. target the coupling similarities from these three per-
spectives and design a novel classification method that applies a weighted K-nearest
centroid to obtain the coupled similarity for non-iid data. From value and attribute
perspectives, coupled similarity serves as a metric for nominal objects, which consider
not only intra-coupled similarity within an attribute but also inter-coupled similarity
between attributes. From the object perspective, they propose a more effective method
that measures the centroid object by connecting all related objects. Extensive experi-
ments on UCI and student datasets reveal that the proposed method outperforms
classical methods for higher accuracy, especially in imbalanced data.

Zied Sellami and Valerie Camps, in the sixth paper, present DYNAMO-MAS, an
adaptive multi-agent system that automates these tasks by co-constructing an ontology
from texts with an ontologist. Terms and concepts of a given domain are agentified and
they act, according to the adaptive multi-agent system (AMAS) approach, by solving
the noncooperative situations they locally perceive at runtime. These agents cooperate
to determine their position in the AMAS (that is, the ontology) thanks to (i) lexical
relations between terms, (ii) some adaptive mechanisms enabling addition, removing,
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or moving of new terms, concepts, and relations in the ontology as well as (iii)
feedbacks from the ontologist about the propositions given by the AMAS. The paper
focuses on the instantiation of the AMAS approach to this difficult problem. It presents
the architecture of DYNAMO-MAS, and details the cooperative behaviors of the two
types of defined agents for ontology evolution. Evaluations made on three different
ontologies are also given to prove that our proposed solution is generic.

Stiborek et al., in the seventh paper, present a self-adaptation mechanism for net-
work intrusion detection system based on the use of game-theoretical formalism. The
key innovation of our method is a secure runtime definition and solution of the game
and real-time use of game solutions for immediate system reconfiguration. Their
approach is suited for realistic environments, where we typically lack any ground-truth
information regarding traffic legitimacy/maliciousness and where the significant portion
of system inputs may be shaped by the attacker to render the system ineffective.
Therefore, they rely on the concept of challenge insertion: we inject a small sample of
simulated attacks into the unknown traffic and use the system response to these attacks
to define the game structure and utility functions. This approach is also advantageous
from the security perspective, as manipulation of the adaptive process by the attacker is
far more difficult.

In the last paper, De la Prieta et al. discuss how cloud computing has gained
importance at a remarkable pace. The key characteristic of this technology is the
possibility to provide new resources to services in an elastic way according to current
demand. In contrast to cloud computing, multi-agent systems are the focus on other
features such as autonomy, decentralization, auto-organization, etc. De la Prieta et al.
demonstrate that these features of MAS are suitable to manage the physical infra-
structure of a cloud computing environment; in other words, they present +Cloud
which is a cloud platform managed by a multi-agent system.

We thank all the contributing authors, as well as the members of the Program
Committee and the Organizing Committee, for their hard and valuable work. Their
work has helped to contribute to the success of this symposium. Finally, the iHAS
project is acknowledged. We hope the reader will share our joy and find this special
issue useful.

This work has been carried out by the project Sociedades Humano-Agente: In-
mersion, Adaptacion y Simulacion (iHAS)—TIN2012-36586-C03-03; Ministerio de
Economía y Competitividad (Spain); and Fondos Feder.

June 2014 Juan Manuel Corchado
Javier Bajo
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Building Optimal Macroscopic Representations
of Complex Multi-agent Systems

Application to the Spatial and Temporal Analysis
of International Relations Through News Aggregation

Robin Lamarche-Perrin1(B), Yves Demazeau2, and Jean-Marc Vincent1

1 LIG, Université Grenoble Alpes, 38000 Grenoble, France
{Robin.Lamarche-Perrin,Jean-Marc.Vincent}@imag.fr

2 LIG, CNRS, 38000 Grenoble, France
Yves.Demazeau@imag.fr

Abstract. The design and the debugging of large-scale MAS require
abstraction tools in order to work at a macroscopic level of descrip-
tion. Agent aggregation provides such abstractions by reducing the com-
plexity of the system’s microscopic representation. Since it leads to an
information loss, such a key process may be extremely harmful for the
analysis if poorly executed. This paper presents measures inherited from
information theory to evaluate abstractions and to provide the experts
with feedback regarding the quality of generated representations. Several
evaluation techniques are applied to the spatial and temporal aggrega-
tion of an agent-based model of international relations. The information
from on-line newspapers constitutes a complex microscopic representa-
tion of the agent states. Our approach is able to evaluate geographical
abstractions used by the domain experts in order to provide efficient and
meaningful macroscopic representations of the world global state.

Keywords: Large-scale MAS · Agent aggregation · Macroscopic
representation · Information theory · Geographical and news analysis

1 Introduction

Because of their increasing size, complexity, and concurrency, current multi-agent
systems (MAS) can no longer be understood from a microscopic point of view.
Design, debugging and optimization of such large-scale distributed applications
require tools that proceed at a higher representational level by providing insight-
ful abstractions regarding the system’s dynamics. Among abstraction techniques
(e.g., dimension reduction, subsetting, segmentation, clustering [1]), this paper
focuses on data aggregation. It consists in losing some information regarding the
agent level to build simpler – yet meaningful – macroscopic representations.

Such a process is not trivial for the interpretation of the data by the observer.
In particular, unsound aggregations may lead to critical misrepresentations of the

c© Springer-Verlag Berlin Heidelberg 2014
R. Kowalczyk et al. (Eds.): TCCI XV, LNCS 8670, pp. 1–27, 2014.
DOI: 10.1007/978-3-662-44750-5 1



2 R. Lamarche-Perrin et al.

MAS behavior. Hence, one needs to determine what are the good abstractions
and how to properly use them. At each stage of MAS development, aggrega-
tion processes should be carefully monitored and feedback should be provided
regarding the quality of the generated macroscopic representations. A simple
example can demonstrate how critical the aggregation process can be. Figure 1
shows two groups of agents that are simplified by two abstract entities with
an averaged behavior. Intuitively, group A constitutes a good abstraction since
the induced global behavior is relatively similar to the microscopic one, unlike
group B. Hence, in order to scale-up, aggregation of redundant information
should be encouraged to reduce the representation complexity (group A), but
details regarding heterogeneous behaviors should be preserved in order to control
the information loss and proceed to a sound analysis (group B).

Very little work has been done in the MAS community to quantify such
aggregation properties. The main contribution of this paper consists in intro-
ducing measures from information theory (Kullback-Leibler (KL) divergence [2]
and Shannon entropy [3]) to clarify the notion of good aggregation. From these
measures, we provide generic feedback techniques and an algorithm that builds
multiresolution representations out of hierarchically organized MAS. These tech-
niques and algorithms are applied to the agent-based modeling of international
relations: agents represent countries, and their behavior is extracted from on-line
newspapers. Geographers exploit multilevel aggregates to build statistics regard-
ing world areas. We show how these geographical abstractions should be used to
better understand the system states and its evolution through time.

Section 2 presents the work related to the main concern of this article. Section 3
presents the agent-based model of the ANR CORPUS GEOMEDIA application.
Sections 4 and 5 introduce KL divergence and the size of representations to respec-
tively estimate information loss and complexity reduction. Section 6 shows how
these measures can be combined to identify optimal aggregations and to build
multiresolution representations of hierarchically organized MAS. Section 7 applies

Fig. 1. Averaging the behavior of groups of agents may reduce the redundant infor-
mation (group A) or lead to an undesired information loss (group B)
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these aggregation techniques to the time dimension in order to provide macro-
scopic representations of the system’s dynamics.

2 Related Work

Aggregation can take place in every stage of the MAS development: from its
design to its use. Even if abstraction techniques may differ, each stage should
carefully take into consideration the quality of the provided aggregations. First,
from a software perspective, this section shows that very few research efforts
have been done to tackle this issue. (1) Most classical simulation platforms and
monitoring systems do not even provide the user with abstraction tools; (2) some
do handle the issue, but are still at an early stage of thought. Secondly, on a theo-
retical aspect, this section explains why classical techniques (e.g. data clustering,
graph analysis) are not entirely satisfying to build consistent abstractions.

In a comprehensive survey of agent-based simulation platforms [4], Railsback
et al. evaluate some tools by testing classical features of MAS modeling and
analysis. Unfortunately, the abstraction problem is not tackled by this survey,
thus indicating that such considerations are seldom if ever taken into account.
Most platforms (Java Swarm, Repast, MASON, NetLogo and Objective-C
Swarm) are limited to the microscopic simulation of agents. Railsback warns
about the lack of “a complete tool for statistical output” in these platforms [4].
The provision of global views on the MAS macroscopic behavior thus constitutes
an on-going research topic. Some tools for large-scale MAS monitoring however
address this issue. For example, in some debugging systems, abstractions are
used to reduce the information complexity of execution traces; however, they
are either limited to the simplification of agents internal behavior, and do not
tackled multi-agent organizational patterns [5], or they are provided without any
feedback regarding their quality for the analysis [6,7].

Some techniques from graph analysis and data clustering build groups of
agents out of their microscopic properties (see for example [8–10]). Such con-
siderations may meet ours from a theoretical point of view, but the approach
presented in this report supports a very different philosophy: abstractions should
be built regarding some macroscopic semantics. We claim that, to be meaning-
ful, the aggregation process needs to rely on exogenous high-level abstractions
defined by the experts. Hence, our approach should rather be related to studies
on multilevel agent-based models [11]. These works openly tackle the abstrac-
tion problem by designing MAS at several organizational levels according to the
expert definitions. Such approaches aim at reducing the computational cost of
simulations depending on the expected level of detail. The algorithm and mea-
sures presented in this paper may provide a formal and quantitative framework
to such researches.

To conclude, aggregation techniques should be more systematically imple-
mented on MAS platforms in order to handle large-scale systems. They should
combine consistent macroscopic semantics from the experts and feedback regard-
ing the abstractions quality. In this paper, abstractions used by geographers are
evaluated according to their information content.
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3 Agent-Based Modeling of International Relations

This section presents the GEOMEDIA agent-based model. It consists in the
microscopic representation of countries by agents and the macroscopic represen-
tation of world geographical areas by groups of agents and by organizations.

3.1 Microscopic Data: The Agent Level

Let A be a set of agents constituting the MAS microscopic level. Visualiza-
tion tools aim at displaying and explaining the properties of these agents: their
behavior and internal states, the events they are associated with, the messages
they exchange, and so on. Given a variable v that expresses such properties, the
set of values {v(a)}a∈A constitutes the microscopic representation of the system
(illustrated by distribution P in Fig. 1).

The ANR CORPUS GEOMEDIA project1 is interested in the analysis of
world international relations through a media point of view. This project is
conducted in collaboration with geographers and media experts from the CIST
(Collège International des Sciences du Territoire, Paris). In that context, we
make the assumption that citations or co-citations of countries, within news,
are good indicators to represent and understand their political, economical and
cultural relations. For example, we may assume that an often-cited country is
likely to politically interact with the newspaper country. Our agent-based model
has two dimensions:

– The agents of the model represent the |A| = 193 United Nation member
states, selected by geographers depending on their significance for the analysis
of international relations.

– The temporal dimension contains |T | = 90 weeks, from the 3rd of May 2011
to the 20th of January 2013. This preliminary aggregation to the week level
aims at reducing the chaotic variations of the day level and focusing on the
more significant variations related to media events.

The experiments presented in this paper focus on a very basic variable: the
number of articles that cite a country during a given time period. We use
the 59,234 articles published by the “world” RSS flow of The Guardian2 during
the analyzed period and stored in the GEOMEDIA database. For each article,
we look for the occurrences of the country names, the country adjectives, and the
inhabitants names (e.g., “Spain”, “Spanish”, and “Spaniard(s)” for the Spain
agent). Thus, for each agent a and time period t, we count the number of articles
v(a, t) that “cite a during t”. A total of 138,811 citations have been found within
the dataset, distributed within 77% of the articles (3 citations/article in average
if we set aside the 23 % that contain no citation at all).

1 Founded by the French National Agency for Research (ANR-GUI-AAP-04). See the
dedicated website for details: http://geomedia.hypotheses.org/.

2 http://www.theguardian.com/world

http://geomedia.hypotheses.org/
http://www.theguardian.com/world
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In order to spot critical aspects of the international systems, geographers are
interested in detecting significant events in the news. Such events correspond
to unexpected values of the variable according to the following hypothesis: the
citation numbers of countries are homogeneous through time. In that sense, the
marginal values of the dataset give the expected citation number. For an agent a
and a time period t, we thus expect the observed value v(a, t) to be close to:

v∗(a, t) =
v(a, T ) v(A, t)

v(A, T )

where v(a, T ) is the citation number of agent a during the whole observation
period T ; v(A, t) is the total number of citations, regarding all agents in A,
during the time period t; and v(A, T ) is the total number of citations within
the dataset. A media event thus correspond to a high observed value v(a, t)
compared to the expected value v∗(a, t).

Observed−to−expected ratio
 of citation number

2.9 to 3.7 times more cited

2.2 to 2.9 times more cited

1.7 to 2.2 times more cited

1.3 to 1.7 times more cited

1.3 times less to 1.3 times more cited

1.3 to 1.7 times less cited

1.7 to 2.2 times less cited

2.2 to 2.9 times less cited

2.9 to 3.7 times less cited

Fig. 2. Observed-to-expected ratio of countries citation within the articles published
by The Guardian during the month of July 2011 (red circles indicate media events)
(Color figure online)
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Figure 2 above displays the observed-to-expected ratio of citation number
v(a, t)/v∗(a, t) for each country a ∈ A during t = “the month of July 2011”.
A detailed survey of this map allows to identify geographical areas that have
been unexpectedly over-cited during this time period: at the national level (e.g.,
Norway, Djibouti, Guinea-Bissau) and at higher levels, i.e. for groups of countries
(e.g., Europe, Horn of Africa). However, the quantity of information displayed
in such a microscopic representation makes it quite hard to read. In particular,
the visual clutter in dense areas prevents the proper interpretation of data. To
overcome this difficulty, Figs. 3 and 4 propose to focus on areas of particular
interest (resp. Europe and Africa). In the following sections, we will focus on
two particular events that occurred in these geographical areas:

1. The observed citation number of the Norway agent is 3.7 times higher than
expected (see Fig. 3). This is explained by the terrorist attacks that occurred
in Norway the 22th of July 20113. This event belongs to the national level and
thus constitutes a microscopic event within the system’s spatial dimension.

2. Countries of the Horn of Africa also present unexpected citation numbers
(from 1.9 times to 3.4 times the expected value for Rwanda, Sudan, Somalia,
Ethiopia and Djibouti, see Fig. 4). This is explained by the food crisis that

Observed−to−expected ratio
 of citation number

2.9 to 3.7 times more cited

2.2 to 2.9 times more cited

1.7 to 2.2 times more cited

1.3 to 1.7 times more cited

1.3 times less to 1.3 times more cited

1.3 to 1.7 times less cited

1.7 to 2.2 times less cited

2.2 to 2.9 times less cited

2.9 to 3.7 times less cited

Fig. 3. Observed-to-expected ratio of citation number (zoom on European countries
with a national event detected in the Norway agent)

3 http://en.wikipedia.org/wiki/2011 Norway attacks

http://en.wikipedia.org/wiki/2011_Norway_attacks
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Fig. 4. Observed-to-expected ratio of citation number (zoom on African countries with
an international event detected in the Horn of Africa group of agents)

has been reported in this world area starting from the beginning of July 20114.
Unlike the previous one, this event is not located at the national level, but
regards a group of agents located in a spatially spread out area.

3.2 Macroscopic Data: Groups and Organizations

Even if the maps in Figs. 3 and 4 allow to easily spot the two events we are
interested in, they do not manage to give the global overview of the world-wide
system that is necessary for an informed analysis. Data aggregation aims at
resuming the microscopic information to provide such an overview.

A group G ⊂ A is subset of agents that are members of a consistent orga-
nizational pattern. It can be interpreted as an abstract entity that sums up the
behavior of its underlying agents. Hence, groups satisfy a recursive definition:
a group is either an agent or a set of groups. Quantitative variables express-
ing agents properties may be extended on groups according to an aggregation
operator: e.g., sum, mean, median, extrema [1]. In our case, since we work with
extensive variables, i.e. variables that are proportional to the aggregate size,
v(G, t) is defined as the sum of the values of the underlying agents (see distrib-
ution Q′ in Fig. 1):
4 http://en.wikipedia.org/wiki/2011 East Africa drought

http://en.wikipedia.org/wiki/2011_East_Africa_drought
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v(G, t) =
∑

a∈G

v(a, t)

We define an organization O as a set of groups that constitutes a partition of
the agent set A. Thus, in the scope of this paper, each agent is always a member
of one and only one group. The set of group values {v(G, t)}G∈O composes a
macroscopic representation of the system with respect to a given organization. It
simplifies the variable distribution, from the detailed microscopic representation
(distribution P in Fig. 1) to an aggregated one (distribution Q′).

Observed−to−expected ratio
 of citation number

2.9 to 3.7 times more cited

2.2 to 2.9 times more cited

1.7 to 2.2 times more cited

1.3 to 1.7 times more cited

1.3 times less to 1.3 times more cited

1.3 to 1.7 times less cited

1.7 to 2.2 times less cited

2.2 to 2.9 times less cited

2.9 to 3.7 times less cited

Fig. 5. Observed-to-expected ratio of citation number for the groups of agents defined
by the 3rd level of the WUTS hierarchical organization

In order to be consistent with the observer’s background knowledge, groups
and organizations should be derived from the structural and semantical proper-
ties of the agent space. In our context, the world’s social, political, and economic
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organization is used by geographers to represent and explain the data. Moreover,
in this paper, we also focus on the world’s topological organization in order to be
consistent with classic geographical representations. Groups thus aggregate adja-
cent territories that share a cultural and historical background. In the following
experiments, we consider two hierarchical organizations of countries that meet
these needs, namely WUTS [12] and UNEP [13]. Such organizations define multilevel
nested groups commonly used by geographers to build global statistics regarding
world areas, from the microscopic level of agents to the full aggregation (see [12]
for a detailed presentation of these multiscale organizations).

As an example, Fig. 5 provides with the observed-to-expected ratio of cita-
tion numbers aggregated according to WUTS 3, the 3rd level of the WUTS hierarchy.
Because of the data reduction, this map is much easier to analyze than the micro-
scopic one (see Fig. 2). In particular, the food crisis that occurred in the Horn
of Africa group of agents is resumed by one observed macroscopic value that
is globally 1.8 times higher than the expected citation number. In that case, the
aggregation macroscopically represents the corresponding event. However, most
of the microscopic variations have been suppressed by the aggregation process:
for example, the events that occurred in the Norway agent are no longer rep-
resented. We thus need to control the aggregation process in order to visualize
events at different levels depending on their spatial granularity. The following
sections present an aggregation technique to automatically build such multires-
olution representations of MAS.

4 KL Divergence as a Measure of Organization Quality

When an observer tries to interpret the data that is contained in a macroscopic
representation, she necessarily makes an assumption regarding the distribution
of the aggregated values over the underlying agents. For example, in Fig. 1,
the observer considers that each agent has the same weight in the group. It is
thus underlined that aggregated values are uniformly distributed over the agents
(from Q′ to Q). Consequently, some groups are more suitable than others to
summarize the microscopic information: using group A seems relevant since P
is close to Q, unlike group B. Hence, organizations should be carefully chosen in
order to provide accurate abstractions. In particular, they should only aggregate
homogeneous and redundant distributions of the displayed variable.

Among classical similarity measures to compare a source distribution P with
a model distribution Q, Kullback-Leibler (KL) divergence is of highest interest
because of its interpretation in terms of information content. This section shows
how it can be exploited to provide feedback regarding the quality of groups and
organizations and to ensure their proper interpretation by the observer.

4.1 Formalization and Semantics of KL Divergence

Formally, KL divergence measures the number of bits of information that one
loses by using the model distribution Q to find the optimal binary coding of
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countries associated to articles, instead of using the source distribution P [2].
In other words, KL divergence estimates the information that is lost by the
aggregation process. But more generally, it is a measure of dissimilarity between
two probability distributions. Hence, it can be interpreted as a fitness function
between a source P and a model Q.

In our case, the “uniform hypothesis” is not suitable to interpret an aggre-
gated representation. Indeed, for a given group, countries do not have the same
weight regarding citation number. For example, the observer may assume that,
within the Northern America group, the USA agent usually accumulates much
more citations than the Canada and the Mexico agents. The aggregated value
should thus be interpreted depending on that fact. The marginal values can be
used to interpret an aggregated representation Q′ and to give the corresponding
model Q: the citations associated to a group of agents during a time period
are distributed according to the total citation numbers of the underlying agents
over the whole dataset. Given an agent a in a group G and a time period t, the
interpreted citation number is thus given by the following formula:

Q(a, t) = v(G, t)
v(a, T )
v(G,T )

This interpreted value is then compared to the observed microscopic value:
P (a, t) = v(a, t). From the KL formula in [2], we define the divergence of a
group G (or information loss, in bits) as follows:

loss(G, t) =
∑

a∈G

P (a, t) log2

(
P (a, t)
Q(a, t)

)

=
∑

a∈G

v(a, t) log2

(
v(a, t) v(G,T )
v(G, t) v(a, T )

)

As we assume that aggregated values are thus distributed among underlying
agents, a group whose internal distribution is very close to the observed dis-
tribution (as group A in Fig. 1) will have a low divergence, and conversely (as
group B). Moreover, KL divergence verifies the sum property [14], meaning that
the divergence of disjoint groups is the sum of their divergences. Therefore, for
an organization O, we have:

loss(O, t) =
∑

G∈O

loss(G, t)

4.2 Divergence is Correlated with the Source of Information

This first experiment aims at showing an essential feature of the aggregation
process: its quality depends on the context of the analysis. Figure 6 presents the
KL divergence of groups defined by the WUTS 3 macroscopic organization for two
different newspapers (The Guardian and The New York Times) that have been
observed during the month of July 2011. The darker a group is, the higher its
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KL divergence is, the more heterogeneous its internal distribution is. Such groups
should not be used for aggregation since they induce a misleading interpretation
of the data. In this case, the real microscopic representation significantly diverges
from the macroscopic model, making these groups unsuitable for the analysis. On
the contrary, bright groups of countries constitutes good abstractions in terms of
information content. The aggregated representation they provide regarding the
corresponding geographical area fits with the microscopic data and can thus be
properly interpreted by the observer.

In the case of The Guardian (cf. Fig. 6(a)), the groups with a high diver-
gence are the location of microscopic events that can be spotted in Fig. 2. In
these cases, the suppression of the corresponding microscopic variations induces
a significant information loss. Divergence thus indicates heterogeneous behav-
iors in lower levels that should be detailed in order to reveal significant micro-
scopic events. In the case of the The New York Times (cf. Fig. 6(b)), the WUTS 3
groups have not the same divergence than in the previous case. First, divergence
is globally higher, thus indicating a more heterogeneous microscopic behavior.
This newspaper should then be analyzed at a lower level of representation than
The Guardian. Moreover, events are not reported in the same way, or with the
same intensity, depending on the newspaper editorial policies.

(a) The Guardian (UK) (b) The New York Times (USA)

Fig. 6. Spatial variations of the KL divergence for groups of the WUTS 3 organization
(the darker, the higher)

We do not aim at making explicit the various positive and negative factors
explaining the citation number (e.g., geographical, cultural, historical factors
[15,16]), but at showing that groups should be chosen with respect to the dataset.
In our case, this is partly correlated with the source of the information. As a
consequence, if an analyst uses distributed probes to observe a MAS, she does
not want to use only one abstraction pattern to summarize the information.
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This is consistent with the subjectivist account of emergence, according to which
emergent phenomena strongly rely on the observation process [17].

4.3 Divergence of Groups Varies Over Time

Figure 7 presents the time variation of the KL divergence (thick red line) of the
Northern America group (compounded of the USA, the Canada and the Mexico
agents). Each value has been computed at the week level, by comparing the
interpreted and the observed citation numbers for the countries of this group.
The graph shows that a group with a globally low divergence through time
can nonetheless be the source of significant information losses during specific
time periods For example, the highest peak which appears in October 2012 is
explained by the US presidential elections: during this time period, the USA
agent accumulated much more citations than usually, whereas the Canada and
the Mexico agents did not. Consequently, the use of the Northern America
group to represent events led to a massive information loss. As a result, the
choice of the representation level should also fit with the analyzed time period.

Moreover, the graph in Fig. 7 shows that the divergence variations are not
strictly correlated with the variations of the analyzed variable (dashed blue
line): an increasing of the observed-to-expected ratio of citation number does
not implies an increasing of the divergence, and conversely. Hence, the citation
number is not a sufficient criterion to evaluate the information content of orga-
nizations, by contrast with divergence.
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Fig. 7. Time variation of the KL Divergence and the observed-to-expected ratio of
citation number of the Northern America group for The Guardian (Color figure online)

4.4 Divergence is Correlated with the Shape of Groups

The purpose of this third experiment is to compare two mesoscopic agent orga-
nizations: WUTS 2 and UNEP reg (see Fig. 8). First, a global comparison indicates
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which organization minimizes the KL divergence. In order to compare the results
from different newspapers, the information loss induced by organizations is nor-
malized by the total citation number of the corresponding newspaper (in the
following array, “b/c” stands for “bits/citation”):

The Vancouver Sun The Daily Mail The Ph. Daily Inquirer

WUTS 2 1.80 b/c 1.46 b/c 2.07 b/c

UNEP reg 1.57 b/c 1.51 b/c 2.26 b/c

It appears that, both for The Daily Mail and The Philippine Daily Inquirer,
divergence is slightly lower for the WUTS 2 organization than for the UNEP reg
organization. Hence, if one should choose between these two, WUTS 2 should be
preferred. However, for The Vancouver Sun, UNEP reg is better. Once again,
abstractions should then be chosen with respect to the source of information.

We can perform a more subtle analysis in order to determine the groups
optimal shape. For example, we notice in Fig. 8 that U22 = W22 ∪ Mexico and
W21 = U21 ∪ Mexico. Hence, one may ask “what is the best location of the Mexico
agent?” Should it be aggregated with the Northern America group (W21/U21)
or with the Latin America group (W22/U22)? For The Daily Mail, we have:

loss(W21) + loss(W22) = 0.048 b/c < 0.055 b/c = loss(U21) + loss(U22)

Therefore, the observed-to-expected ratio of citation number of the Mexico agent
is closer to those of the Northern America group. Mexico should be aggregated
accordingly. This technique allows to evaluate the geographical abstractions used
by the experts in terms of information content and to choose their optimal shape
for the macroscopic analysis of a given dataset.

W11

W12

W13

W21

W22

W3

(a) The WUTS 2 organization

U11

U12

U13

U21

U22

U3

(b) The UNEP reg organization

Fig. 8. Two organizations of the agent space in six similar (but not equivalent) groups:
locations of the Northern Africa, the Western Asia and the Mexico subgroups differ
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5 The Complexity Reduction Induced by the Aggregation

The information content is never increased by the aggregation process: for any
pair of disjoint groups, we have: loss(G1 ∪ G2) ≥ loss(G1) + loss(G2). Hence, if
we only rely on KL divergence, the more detailed representation is always the
best one. This is why we need a measure that also expresses what one gains by
aggregating the microscopic data. To do so, this section presents two measures
of complexity reduction. They estimate the information quantity that one saves
by encoding a group G rather than its underlying agents:

gain(G) =

(
∑

a∈G

Q(a)

)
− Q(G)

where Q estimates the quantity of information needed to represent the agent a
or the group G.

5.1 Number of Encoded Values

One way of measuring information quantities consists in estimating the number
of bits needed to encode the values of a given representation. We may assume
that it is constant for each agent or group: Q(a) = Q(G) = q, where q depends
on the data type of the encoded values. Hence, for a group G, we have:

gain(G) = (|G| − 1) × q

This function gives a basic complexity measure that fits well with classic
visualization techniques (as for the maps in this paper) since the number of dis-
played values defines the granularity of the visualization. For example, according
to the map expected complexity, the user can determine the number of groups
that should be displayed. Figure 9 gives the organization size (number of groups)
and the associated gain of each organizational level of the WUTS hierarchy.

Organization |O| gain(O)/q
WUTS 0 1 192
WUTS 1 3 190
WUTS 2 7 186
WUTS 3 17 176
WUTS 4 36 157
WUTS 5 193 0

Fig. 9. Number of encoded values and complexity reduction of the six organizational
levels of the WUTS hierarchy

However, all groups do not contain the same number of agents. Thus, Fig. 10
gives, for each level of the WUTS hierarchy, the size (number of agents) of three dis-
joint high-level groups of countries: Euro-Africa, Americas and Asia-Pacific.
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Fig. 10. Number of encoded values associated to the three groups of the WUTS 1 level

The user may want to adapt the representational level of these three groups
depending on the amount of detail she expects for the corresponding geographi-
cal areas. The following section presents a criterion that automatically combines
KL divergence and complexity reduction to adapt the size of groups depending
on their quality, thus leading to multiresolution organizations.

5.2 Shannon Entropy

The number of encoded values only depends on the groups partitioning proposed
by a given organization. In contrast, Shannon entropy also depends on the vari-
able distribution. It is a classical complexity measure that is consistent with
KL divergence (it can be defined as “the divergence from the uniform distribu-
tion”). Briefly, entropy evaluates the quantity of information needed to encode
the countries associated to each citation (and not to encode the citation number
associated to each agent). Based on Shannon’s formula [3], we define the entropy
reduction (or gain, in bits) of a group G as follows:

gain(G, t) = v(G, t) log2 v(G, t) −
∑

a∈G

v(a, t) log2 v(a, t)

The choice of either one of these two complexity measures depends on the
performed analysis. Shannon entropy should rather be used for the visualization
of individuated citations, whereas the number of encoded values is more con-
sistent with the visualization of aggregated values. In any case, the techniques
presented in this paper are meant to be generic. They can be used with any com-
plexity measure as long as it fits with some basic algebraic properties (see [18]
for details).
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6 Multiresolution Representation of Spatial Systems

As a conclusion to previous sections, finding a good organization relies on two
aspects: complexity reduction (or gain), quantifying the granularity of the macro-
scopic representation, and KL divergence (or loss), quantifying the amount of
information that has been lost during the aggregation process. Choosing an
organization thus consists in finding a compromise between these two aspects.

6.1 Parametrized Information Criterion

We define a parametrized Information Criterion to express the trade-off between
complexity reduction and information loss of a group G:

pIC(G, t) = p × gain(G, t)
gain(A, t)

− (1 − p) × loss(G, t)
loss(A, t)

where p ∈ [0, 1] is a parameter used to balance the trade-off. For p = 0, maxi-
mizing the pIC is equivalent to minimizing the loss: the observer wants to be as
precise as possible (microscopic level). For p = 1, she wants to be as simple as
possible (full aggregation). When p varies from 0 to 1, a whole class of nested
organizations arises. The observer has to choose the ones that fulfill her require-
ments, between the expected amount of details and the computational resources
available for the analysis.
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Fig. 11. Comparison of the ratio of information loss and the ratio of complexity reduc-
tion (logarithmic scales) for the groups of the WUTS hierarchy applied to the spatial
data presented in Fig. 2 (Color figure online)
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Figure 11 represents the groups of agents of the WUTS hierarchy (squares)
depending on the two criteria that have been previously defined: the ratio of
KL divergence (loss(G, t)/ loss(A, t)) and the ratio of encoded values reduction
(gain(G, t)/ gain(A, t)). In this plot, quality groups are easily spotted:

– The closer to the bottom right corner the group is (red squares), the higher the
information loss is relatively to the complexity reduction. This is for exam-
ple the case of the Northern Europe group (W1111): the unexpected citation
number of the Norway agent makes the group very heterogeneous (see events
described in Subsect. 3.1). Higher-level European groups (W111 and W11) also
induces a significant information loss (their are close to the right side). Thus,
avoiding such groups during the aggregation ensures that we preserve the
details regarding this significant microscopic variation.

– On the contrary, the closer to the top left corner the group is (green squares),
the more the information loss is compensated by the complexity reduction.
This is the case of the Americas group and the South Pacifica group (resp.
W2 and W32). This indicates that these representation levels are particularly
interesting to provide with a synthetic view of the system. These groups indeed
correspond to homogeneous geographical areas where no significant event has
occurred during the observed time period (see map in Fig. 2).

– The Horn of Africa group (W132) has a better gain/loss ratio than the
higher-level Sub-Saharan Africa group (W13). This indicates that, if some
details are necessary to analyze the events occurring in Africa, the Horn of
Africa group can however be described as a whole, without giving more
details regarding this particular area. Hence, by choosing groups depending
on their gain/loss ratio, the observer can represent the system with several
spatial granularities in order to perfectly fit with the microscopic data.

This method allows to spot interesting groups of agent to build a synthetic
but consistent macroscopic representation of the system. The rest of this section
proposes an algorithm to automatize this evaluation process and to find the
combinations of groups (the organizations) that jointly optimize the two criteria.

6.2 Organizations Within a Hierarchy

Given a value of the trade-off parameter p, optimal organizations are those that
maximize the parametrized information criterion. Clustering techniques using
gain and loss measures as distances could find such optimal partitions. However,
results may have very little meaning for the MAS analysis since agents would
be aggregated regardless of their location within the system. In contrast, we
assume that, in most spatial MAS, there is a correlation between topology and
behavior. Hence, we propose that organizations should fit with the topological
constraints defined by the domain experts. In other agent-based applications,
such constraints may also be derived from semantic properties of the system
(and not necessarily topological properties).

In this section, we consider hierarchically organized MAS. A hierarchy H
is a set of nested groups, defined from the microscopic level (each agent is a
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group) to the whole MAS (only one group). The number of possible multiresolu-
tion organizations within such a hierarchy exponentially depends on the number
of groups and the number of levels. For UNEP (196 groups arranged in 4 lev-
els) and WUTS (231 groups arranged in 6 levels), we respectively have 1.3 × 106

and 3.8 × 1012 possible organizations. Finding the best one can thus be com-
putationally expensive in case of large-scale systems. The algorithm below finds
topologically-consistent organizations that maximize our parametrized informa-
tion criterion. Its complexity linearly depends on the number of groups in the
hierarchy (respectively 196 and 231 groups) by doing a depth-first search within
the branches of the hierarchy. Indeed, according to the sum property [14] of
the defined information-theoretic measures, each branch can be independently
evaluated (see [19] for details).

Algorithm that linearly finds optimal organizations within a hierarchy
Require: A hierarchy H and a trade-off parameter p in [0, 1].
Ensure: An organization made of groups in H that maximizes the pIC.
1: function findOptimalOrganization(H, p)
2: if H contains only one group G then return {G}
3: G← biggest group of H
4: bestMicroOrganization ← ∅
5: for each direct subhierarchy S of H do
6: aux← findOptimalOrganization(S, p)
7: bestMicroOrganization← union(bestMicroOrganization, aux)
8: end for
9: if pIC of {G} > pIC of bestMicroOrganization then return {G}

10: else return bestMicroOrganization

11: end function

6.3 Hierarchical Aggregation to Build Spatial Macro-
Representations

The above algorithm has been ran on the WUTS hierarchy for the articles pub-
lished by The Guardian during July 2011 (see Fig. 2). The plot in Fig. 12 gives
the complexity reduction and the information loss associated to the organizations
provided by the algorithm depending on the trade-off parameter p specified by
the observer. For p = 0, the optimal organization corresponds to the microscopic
representation (no information loss and no complexity reduction). As p increases,
groups of countries are chosen within the WUTS hierarchy in order to focus on
significant events. The observer can adjust the granularity of the generated rep-
resentation depending on the expected level of detail. Figures 13 and 14 present
two organizations respectively preserving at least 50 % and 70 % of the micro-
scopic information: loss(O, t)/ loss(A, t) < 0.5 and loss(O, t)/ loss(A, t) < 0.3
respectively for p < 0.86 and p < 0.43 (see Fig. 12).



Building Optimal Macroscopic Representations of Complex MAS 19

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

50%

30%

trade−off parameter p

qu
al

ity
 o

f t
he

 b
es

t o
rg

an
iz

at
io

n

best gain ratio
best loss ratio

Fig. 12. Ratio of complexity reduction (gain) and information loss of the optimal
organizations of the spatial data presented in Fig. 2 according to the trade-off parameter

The map in Fig. 13 represents the observed-to-expected ratio according to
17 groups of countries, two of which are high-level groups where the observed
citation number is quite close to the expected value (the Americas group and
the Asia-Pacific group). No significant event has been spotted at this level
of detail. By contrast, two events are immediately highlighted in Europe and
in Africa. They correspond to the most unexpected citation numbers for which
an aggregation would induce a misleading information loss (at most 40 % of
information loss when p < 0.85 and at least 68 % when p > 0.85, see Fig. 12).

1. The map in Fig. 13 displays the national details regarding agents of the
Northern Europe group. Among them, the observed citation number of the
Norway agent is 3.7 times higher than expected. The observer is thus informed
that a significant event took place at the national level during July 2011 (the
two terrorist attacks of the 22th, cf. Subsect. 3.1).

2. This map also displays some details regarding the Sub-Saharan Africa
group, but only at a mesoscopic level constituted of 4 intermediary groups.
Among them, the observer notices that the citation number of the Horn of
Africa group is 1.8 times higher than expected. As the national details are
not represented for this particular group, the observer may consider that
this aggregated value is – at least at first glance – a good approximation
of the underlying values. She concludes that the observed-to-expected ratio
of citation number is uniformly high in the Horn of Africa. This group thus
highlights an event that occurred in an extended geographical area (the food
crisis that has been declared at the beginning of July 2011, cf. Subsect. 3.1).
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The aggregation algorithm thus allows to highlight significant events that
occur at different granularities of the system’s spatial organization by building
readable multiresolution representations out of the hierarchical structure. This
map thus constitutes a reasonable “first approximation” to describe the news
published by The Guardian during the month of July 2011. However, depending
on the analyzed events and the expected level of detail, the observer may adapt
the granularity of such a representation by adjusting the trade-off parameter
(see the map presented in Fig. 14).

Observed−to−expected ratio
 of citation number

2.9 to 3.7 times more cited

2.2 to 2.9 times more cited

1.7 to 2.2 times more cited

1.3 to 1.7 times more cited

1.3 times less to 1.3 times more cited

1.3 to 1.7 times less cited

1.7 to 2.2 times less cited

2.2 to 2.9 times less cited

2.9 to 3.7 times less cited

Fig. 13. Optimal geographical organization preserving at least 50 % of the microscopic
information (p < 0.86)

The map below is a little bit more detailed than the previous one, in partic-
ular for countries of the Asia-Pacific group and those of the Western Africa
group. Some other – less significant – microscopic events are thus represented:
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3. The severe floods that occurred in Thailand at the end of July 20115.
4. The development cooperation project that began the 16th of July between

the European Union and the Republic of Guinea-Bissau.

However, in this second map, the Horn of Africa group of agents is still
aggregated. This is only when the observer asks for at least 83 % of the micro-
scopic information (p < 0.39) that the algorithm provides the national details
regarding this geographical area. In that way, the algorithm can adapt the gen-
erated representations to the observer’s requirements.

Observed−to−expected ratio
 of citation number

2.9 to 3.7 times more cited

2.2 to 2.9 times more cited

1.7 to 2.2 times more cited

1.3 to 1.7 times more cited

1.3 times less to 1.3 times more cited

1.3 to 1.7 times less cited

1.7 to 2.2 times less cited

2.2 to 2.9 times less cited

2.9 to 3.7 times less cited

Fig. 14. Optimal geographical organization preserving at least 70% of the microscopic
information (p < 0.43)

5 http://en.wikipedia.org/wiki/2011 Thailand floods

http://en.wikipedia.org/wiki/2011_Thailand_floods
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7 Generalization to Temporal Aggregation

The time series in Fig. 15 provides with the week-level variations of the observed-
to-expected ratio of citation number of the Greece agent by The Guardian
between the 3rd of May 2011 and the 20th of January 2013. Peaks of unex-
pected citation number reveal significant events in Greece recent history. In the
following, we will focus on three particular events:

1. The peak of citation that appears at the beginning of November 2011 is
explained by the announcement the 31st of October of a referendum regard-
ing the setting up of an austerity plan to reduce the Greek public debt. This
announcement is widely reported by the media. On the 4th of November,
the Minister of Finance announces the referendum withdrawal and the Prime
Minister George Papandreou arranges, on the same evening, a vote of confi-
dence in the Parliament that could lead to his resignation.

2. The peak that appears in the middle of May 2012 is explained by the failure
of the legislative elections that are held the 6th of May and concluded the
16th by the establishment of an interim government until the organization of
new elections.

3. The peak that appears at the end of June 2012 is explained by the holding
of these second legislative elections on the 17th of June6.
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Fig. 15. Microscopic time series (week level) of the observed-to-expected ratio of cita-
tion number of the Greece agent by The Guardian

6 See the Wikipedia page dedicated to the Greek government-debt crisis to get more
details regarding the chronology of these political events:
http://en.wikipedia.org/wiki/Greek government-debt crisis

http://en.wikipedia.org/wiki/Greek_government-debt_crisis
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In this section, the aggregation technique is applied to the system’s temporal
dimension. In this case, macroscopic events refer to time periods during which
the citation number of a given country (or group of countries) has been much
higher than expected. Such periods – that breaks with the system’s stable state –
may also be defined at different time scales (days, weeks, month, years, and so
on). When interpreting an aggregated time period, the observer can use – as
for the spatial aggregation – the marginal values to distribute the aggregated
citation number over the underlying microscopic time periods (i.e., the week
level) depending on the total number of citations on these time periods. For a
microscopic time period t in an aggregated time period T ′ ⊂ T , the interpreted
citation number is:

Q(a, t) = v(a, T ′)
v(A, t)
v(A, T ′)

This interpreted value is then compared to the observed value: P (a, t) =
v(a, t), according to KL divergence:

loss(a, T ′) =
∑

t∈T ′
P (a, t) log2

(
P (a, t)
Q(a, t)

)

=
∑

t∈T ′
v(a, t) log2

(
v(a, t) v(A, T ′)
v(a, T ′) v(A, t)

)
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Fig. 16. Ratio of complexity reduction (gain) and information loss of the optimal
partitions of the temporal data presented in Fig. 15 according to the trade-off parameter

The optimization of the corresponding parametrized Information Criterion
(see Subsect. 6.1) can be achieved by the algorithm of Jackson et al. [20]. It con-
sists in slicing the time series in intervals that maximize a given fitness function.
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We have shown in [19] that this time-aggregation algorithm is part of a larger
class of algorithms – including the space-aggregation algorithm proposed in this
paper – that consist in computing the optimal partitions of a dataset under
some constraints (e.g., hierarchical organization for spatial aggregation, ordered
dataset for temporal aggregation). The time-aggregation algorithm of Jackson
et al. is thus exploited as previously to build multiresolution representations of
the agent dynamics.

The plot in Fig. 16 gives the complexity reduction and the information loss of
the time partitions provided by the algorithm depending on the trade-off para-
meter p. Series in Figs. 17 and 18 present two such optimal partitions respectively
preserving at least 80 % and 50 % of the week-level information (resp. p < 0.55
and p < 0.89). The time series in Fig. 17 thus summarizes the microscopic data
by aggregating groups of weeks for which the observed-to-expected ratio of cita-
tion number is quite homogeneous. Even if the result contains less details, it still
provides significant information for the analysis of Greek news. In particular,
the three significant aforementioned peaks are highlighted and easily spotted by
the observer. Moreover, the variations between the peaks are synthetically rep-
resented. This allows to describe the system dynamics according to macroscopic
time periods.
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Fig. 17. Optimal temporal partition preserving at least 50 % of the microscopic infor-
mation (p < 0.55)

The time series in Fig. 18 provides with an even more aggregated represen-
tation of time variations. Only the most significant events are represented:

1. The first peak, corresponding to the announcement the 31st of October of a
Greek referendum, is strongly highlighted by the aggregation process.
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Fig. 18. Optimal temporal partition preserving at least 80% of the microscopic infor-
mation (p < 0.89)

2. The two peaks of May and June 2012, respectively corresponding to the leg-
islative elections of the 6th of May and the 17th of June, are aggregated
together, now constituting a unique homogeneous time period of 7 weeks. The
corresponding event is interpreted as “the Greek legislative elections of 2012”,
without giving the week-level details of this month-scale event. The aggrega-
tion process thus provides consistent temporal abstractions to describe and
analyze Greek events at a higher level of representation.

3. This time series also gives an interesting macroscopic information: the citation
number of the Greece agent has been globally decreasing during the observa-
tion period. This could be explained by the declining media interest regarding
the Greek crisis after the arrival in news of other economical crises concern-
ing European countries such as Spain and Italy. The aggregation process thus
allows to represent the system’s temporal dynamics at several time-scales by
highlighting significant macroscopic variations. If we had the sufficient tem-
poral depth, we would be able to identify a year-long time period in Greek
history corresponding to “the government-dept crisis” described as a whole.

8 Conclusion and Perspectives

The design and debugging of complex MAS need abstraction tools to work at
a higher level of representation. However, such tools have to be developed and
exploited with the greatest precaution in order to preserve useful information
regarding the system behavior and to guarantee that generated representations
are not misleading for the observer. To that extent, this paper focuses on aggre-
gation techniques for large-scale MAS and gives clues to estimate their quality in
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term of complexity and information content. They are applied to the geographi-
cal and temporal aggregation of international relations through the point of view
of on-line newspapers. We show that, by combining information-theoretic mea-
sures, one can give interesting feedback regarding the use of abstractions and
build multiresolution representations of the dataset that adapt to the effective
information content and to the observer’s requirements.

We believe that these measures and algorithms can be generalized to a large
class of MAS, provided that:

– one can observe and describe the agents microscopic behavior according to
several discretized microscopic dimensions (here: space and time);

– one can define measures to express the descriptions quality (here: complexity
and information content);

– these measures have the sum property [14];
– the semantic and topological properties of the aggregated dimensions can

be used to provide meaningful abstractions for the domain experts (here:
hierarchical organizations and order of time).

Future work will apply these techniques to other dimensions of the analy-
sis: e.g. for aggregation of newspapers, thematic aggregation, multidimensional
aggregation [19]. Besides this work, we are currently exploiting these techniques
for performance visualization of large-scale distributed systems [21]. This kind
of application shows that our techniques can be scaled up to one million agents.
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Abstract. Decision making under stressful circumstances, e.g., during evacuation,
often involves strong emotions and emotional contagion from others. In this paper
the role of emotions in social decision making in large technically assisted crowds
is investigated. For this a formal, computational model is proposed, which inte-
grates existing neurological and cognitive theories of affective decision making.
Based on this model several variants of a large scale crowd evacuation scenario
were simulated. By analysis of the simulation results it was established that
(1) human agents supported by personal assistant devices are recognised as leaders
in groups emerging in evacuation; (2) spread of emotions in a crowd increases the
resistance of agent groups to opinion changes; (3) spread of emotions in a group
increases its cohesiveness; (4) emotional influences in and between groups are,
however, attenuated by personal assistant devices, when their number is large.

Keywords: Crowd evacuation � Cognitive modelling � Ambient intelligence �
Multi-agent simulation

1 Introduction

Decision making under stressful circumstances, e.g., during evacuation, often involves
strong emotions and emotional contagion from others [1, 6]. More generally, it is
widely recognised in cognitive and neurological literature that emotions influence
human decision making [2, 9, 12]. However, quantifying this influence is a challenging
task. Previously, human decision making has been considered as entirely rational and
has been modelled using economic utility-based theories [19, 20]. Purely rational
decision making models were disapproved by many empirical studies (see e.g., [20]).
However, devising a better alternative addressing the limitations of these models by
combining cognitive (rational) and affective (emotional) aspects still remains a big
challenge.

To address this challenge several computational models were proposed [10, 27, 29],
which use variants of the OCC model developed by Ortony, Clore and Collins [23] as a
basis. The OCC model postulates that emotions are valenced reactions to events,
agents, and objects, where valuations are based on similarities between achieved states
and goal states. Thus, emotions in this model have a cognitive origin. In contrast to
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these approaches, we employ a neurological fundament, on which a model of social
decision making is built. This model exploits some of the principles underlying the
OCC model but embeds them in a neurological context. By taking a neurological
perspective and incorporating cognitive and affective elements in one integrated model,
a more realistic and deeper understanding of the internal processing underlying human
decision making in social situations can been achieved. This gives a richer type of
model than models purely at the cognitive level, or diffusion (contagion) models at the
social level abstracting from internal processing, for example, as addressed in [17].
More specifically, options in decision making involving sequences of actions are
modelled using the neurological theory of simulated behaviour (and perception) chains
proposed by Hesslow [16]. Moreover, the emergence of emotional states in these
behavioural chains is modelled using emotion generation principles described by
Damasio [7–9]. Evaluation of sensory consequences of actions in behavioural chains,
also uses elements borrowed from the OCC model. Different types of emotions can be
distinguished and their roles in the decision making clarified. Two types of emotions –
hope and fear – are particularly relevant in the context of crowd evacuation.
The emergence and dynamics of these two emotions are addressed in the model pre-
sented in the paper.

Evaluation of decision options and the emotions involved in it usually have a strong
impact from the human’s earlier experiences. In the proposed model for social decision
making, this form of adaptivity to past experiences is also incorporated based on
neurological principles. In such a way elements from neurological, affective and
cognitive theories were integrated in the adaptive agent model proposed.

Usually decision making occurs in a social context (e.g., a group of people). People
influence others and are influenced by others. In many studies on emotional decision
making the social context is either ignored [27, 29] or comprises a small group of
individuals [17]. In this paper we investigate social decision making in large crowds of
people. The effects of emotional decision making on a large scale (a crowd) may differ
significantly from the ones on a small scale (an individual or a small group).

Due to the ubiquitous use of personal communication devices (e.g., mobile
phones), which often play a prominent role in emergency situations, also such devices
need to be included in the model as information sources. Both researchers and
authorities envision an important contribution of such and more intelligent assistant
devices to monitoring and control of large mass events [13]. Thus, in the model some
of the human agents are equipped with technical devices called personal assistants, able
to receive information relevant for decision options from other devices.

In the literature [1, 26, 28, 30] it is indicated that people often form spontaneous
groups during evacuation. On the one hand, dynamic formation of groups is recognised
as a prerequisite for efficient evacuation [1, 30]. On the other hand, large uncontrolled
groups may cause clogging of paths and increase panic [1, 26]. In this paper, a group is
defined by a set of human agents, supporting the same decision option and located
closely to each other in the physical space. To investigate the role of emotions in the
formation and dynamics of groups, 5 hypotheses were formulated, which are discussed
in the following.
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In [24] the possession of knowledge is identified as a strong power basis in social
groups, especially when they are situated in environments with scarce and uncertain
information. In line with this argument, the following hypothesis is formulated:

Hypothesis 1: Human agents equipped with personal assistants, who obtain up-to-date
information about the environment, are recognised as leaders in groups emerging in
evacuation.

The next hypothesis is a known observation from the social psychology literature
confirmed by empirical studies (see e.g., [22]):

Hypothesis 2: Emotions increase the consistency of social decision making and the
robustness of a group against external perturbations (e.g., receipt of inconsistent
information from strangers).

The third hypothesis follows from the second one.

Hypothesis 3: Emotions arising in social decision making increase the group
cohesiveness.

Hypothesis 4: The higher the penetration rate of personal assistants, the less the
influence of emotions on the group dynamics.

The last hypothesis is related to the large group effect known for social emergency
systems [1]:

Hypothesis 5: Evacuation with larger groups proceeds more slowly (less efficiently)
than with smaller groups.

The hypotheses were tested by agent-based simulation based on the proposed
emotional decision making model in the context of a large scale crowd evacuation
scenario. To validate the hypotheses the two-sample t-test was applied [32]. By anal-
ysis of the simulation results all the hypotheses were confirmed.

The paper is organised as follows. A case study is introduced in Sect. 2. The
general modelling principles on which the proposed model is based are described in
Sect. 3. A detailed formalisation of the proposed model for the evacuation scenario is
provided in Sect. 4. The simulation and verification results for the hypotheses are
presented in Sect. 5. Finally, Sect. 6 concludes the paper.

2 Case Study

In the simulation study we focussed on evacuation of a train station. To ensure that the
simulation setting is a true representative of reality, a real CAD design of an existing
Austrian main railway station was incorporated to generate the space along with
observed population statistics.

The station in the simulation model had 3 exits with different flow capacities. Exit
E13 has largest capacity equal to a width of 7 cells followed by Exit E15 consisting of
width equal to 5 cells. Exit SC1 has least width equal to 2 cells. The station was
populated randomly with 1000 agents representing humans, from which a number of
agents depending of the simulation trial (1 %, 5 % or 10 %) were equipped with
personal assistants (see Fig. 1). In Fig. 1, three different colours representing agents
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heading towards three exits respectively (blue towards Exit E15, green towards Exit
E13 and yellow towards Exit SC1) are shown. Out of a total population of 1000 agents,
1 % (with red labels) are equipped with personal assistants.

All personal assistants constantly received information about the degree of clogging
of each exit from a global ‘evacuation control unit’. This information was assumed to
be measured by a technology mounted on each exit. Furthermore, it is assumed that the
global control unit provides reliable, up-to-date information to all personal assistants
without any noise.

Each personal assistant had a location map used to transform the coordinates of an
exit to the desired orientation to move. Thus, agents with personal assistants had direct
access to information essential for successful evacuation, which they could propagate
further by interaction with other agents.

Agents can interact with each other non-verbally by spreading emotions and
intentions to choose particular exits, and verbally by communicating information about
the states of the exits. The agents without devices were free to decide whether or not to
follow agents with personal assistants or to rely on their own beliefs and exit choices.
It is important to stress that the grouping effect is not encoded in our model explicitly,
but emerges as a result of complex decision making by agents.

To verify the hypotheses formulated in the introduction, three variants of the
scenario were introduced, which were simulated:

Variant 1: Agents generate and exchange both information and emotions during the
social decision making.

Fig. 1. A train station represented in the simulation environment with coloured dots representing
agents heading towards three exits (Color figure online)
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Variant 2: Agents generate both emotions and information, but exchange only
information.
Variant 3: Agents generate and exchange only information.
The simulation of all variants of the scenario is based on a social decision making
model described in Sect. 4, which relies on a neurological fundament described in
Sect. 3.

3 Theoretical Basis

Considering options and evaluating them is viewed as a central process in human
decision making. An option is a sequence of actions to achieve a goal, as in planning.
To model considering such sequences, from the neurological literature the simulation
hypothesis proposed by Hesslow [16] was adopted. Based on this hypothesis, chains of
behaviour can be simulated as follows: some situation elicits activation of s1 in the
sensory cortex that leads to preparation for action r1. Then, associations are used such
that r1 will generate s2, which is the most connected sensory consequence of the action
for which r1 was generated. This sensory state serves as a stimulus for a new response,
and so on. In such a way long chains of simulated responses and perceptions repre-
senting plans of action can be formed. These chains are simulated by an agent inter-
nally as follows:

‘An anticipation mechanism will enable an organism to simulate the behavioural chain by
performing covert responses and the perceptual activity elicited by the anticipation mechanism.
Even if no overt movements and no sensory consequences occur, a large part of what goes on
inside the organism will resemble the events arising during actual interaction with the envi-
ronment.’ [16]

As reported in [16], behavioural experiments have demonstrated a number of
striking similarities between simulated and actual behaviour.

Hesslow argues in [16] that the simulated sensory states elicit emotions, which can
guide future behaviour either by reinforcing or punishing simulated actions. However,
specific mechanisms for emotion elicitation are not provided. This gap can be filled by
combining the simulation hypothesis with a second source of knowledge from the
neurological area: Damasio’s emotion generation principles based on (as-if) body
loops, and the principle of somatic marking [2, 8]. These principles were adopted to
model evaluation of options.

Damasio [7–9] argues that sensory or other representation states of a person often
induce emotions felt within this person, according to a body loop described by the
following causal chain:

sensory state → preparation for the induced bodily response → induced bodily response → sens-

ing the bodily response → sensory representation of the bodily response → induced feeling

As a variation, an as if body loop uses a direct causal relation as a shortcut in
the causal chain: preparation for the induced bodily response → sensory representation of the

induced bodily response. The body loop (or ‘as if body loop’) is extended to a recursive
body loop (or recursive ‘as if body loop’) by assuming that the preparation of the
bodily response is also affected by the state of feeling the emotion as an additional
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causal relation: feeling → preparation for the bodily response. Thus, agent emotions are
modelled based on reciprocal causation relations between emotion felt and body states.
Following these emotion generation principles, an ‘as if body’ loop can be incorporated
in a simulated behavioural chain as shown in Fig. 2 (left). Note that based on the
sensory states different types of emotions may be generated.

In the OCC model [23] a number of cognitive structures for different types of
emotions are described. By evaluating sensory consequences of actions s1, s2, …, sn
from Fig. 2 using cognitive structures from the OCC model, different types of emotions
can be distinguished. More specifically, the emergence of hope and fear in agent
decision making in an emergency scenario will be considered in Sect. 4. The OCC
model has been extensively used for representing emotions in diverse ambience
intelligence frameworks. For example, in [33], using the OCC model emotions are
generated that influence decision making of and negotiation between agents in a group.
No neurological or psychological validity of the model is asserted in this work.
Moreover, the knowledge about emotional influences on social processes in ambient
intelligence environments is still rather limited. To the best of our knowledge, influence
of emotions on such aspects as group cohesiveness and robustness of social decision
making in an ambient intelligence setting has not been studied before.

Hesslow argues in [16] that emotions may reinforce or punish simulated actions,
which may transfer to overt actions, or serve as discriminative stimuli. Again, specific
mechanisms are not provided. To fill this gap the Damasio’s Somatic Marker
Hypothesis was adopted. This hypothesis provides a central role in decision making to
emotions felt. Within a given context, each represented decision option induces (via an
emotional response) a feeling which is used to mark the option. For example, a strongly
negative somatic marker linked to a particular option occurs as a strongly negative
feeling for that option. Similarly, a positive somatic marker occurs as a positive feeling
for that option. Damasio describes the use of somatic markers in the following way:

‘the somatic marker (..) forces attention on the negative outcome to which a given action may
lead, and functions as an automated alarm signal which says: beware of danger ahead if you
choose the option which leads to this outcome. The signal may lead you to reject, immediately,

Fig. 2. Simulation of a behavioural chain extended with an ‘as if body’ loop with emotional
state bem (left) and with emotional influences on preparation states (right)
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the negative course of action and thus make you choose among other alternatives. (…) When a
positive somatic marker is juxtaposed instead, it becomes a beacon of incentive.’
[9, pp. 173–174]

To realise the somatic marker hypothesis in behavioural chains, emotional influ-
ences on the preparation state for an action are defined as shown in Fig. 2 (right).
Through these connections emotions influence the agent’s readiness to choose the
option. From a neurological perspective, the impact of a sensory state to an action
preparation state via the connection between them in a behavioural chain will depend
on how the consequences of the action are felt emotionally.

As neurons involved in these states and in the associated ‘as if body’ loop will often
be activated simultaneously, such a connection from the sensory state to the preparation
to action state may be strengthened based on a general Hebbian learning principle
[14, 15] that was adopted as well. It describes how connections between neurons that
are activated simultaneously are strengthened, similar to what has been proposed for
the emergence of mirror neurons; e.g., [18, 25]. Roughly spoken this principle states
that connections between neurons that are activated simultaneously are strengthened.
From a Hebbian perspective, strengthening of connections as mentioned in case of
positive valuation may be reasonable, as due to feedback cycles in the model structure,
neurons involved will be activated simultaneously.

Thus, by these processes an agent differentiates options to act based on the strength
of the connection between the sensory state of an option and the corresponding
preparation to an action state, influenced by its emotions. The option with the highest
activation of preparation is chosen to be performed by the agent.

As also used as an inspiration in [17], in a social context, the idea of somatic
marking can be combined with recent neurological findings on the mirroring function
of certain neurons (e.g., [18, 25]). Mirror neurons are neurons which, in the context of
the neural circuits in which they are embedded, show both a function to prepare for
certain actions or bodily changes and a function to mirror similar states of other
persons. They are active not only when a person intends to perform a specific action or
body change, but also when the person observes somebody else intending or per-
forming this action or body change. This includes expressing emotions in body states,
such as facial expressions. The mirroring function relates to decision making in two
different ways. In the first place mirroring of emotions indicates how emotions felt in
different individuals about a certain considered decision option mutually affect each
other, and, assuming a context of somatic marking, in this way affect how by indi-
viduals decision options are valuated in relation to how they feel about them. A second
way in which a mirroring function relates to decision making is by applying it to the
mirroring of intentions or action tendencies of individuals (i.e., preparation states for
an action) for the respective decision options. This may work when by verbal and/or
nonverbal behaviour individuals show in how far they tend to choose for a certain
option. In the computational model introduced below in Sect. 4 both of these (emotion
and preparation) mirroring effects are incorporated.
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4 Modelling Emotional Decision Making

First, in Sect. 4.1 a modelling language is described used for formalisation of the
model. Then, the formal model is provided in Sect. 4.2.

4.1 The Modelling Language

To specify dynamic properties of a system, the order-sorted predicate logic-based
language called LEADSTO is used [4]. This language satisfies essential demands for
dynamic modelling of agent systems in natural domains. In particular, it allows the
possibility of both discrete and continuous modelling of a system at different aggre-
gation levels. Furthermore, it has numerical expressivity for modelling systems with
explicitly defined quantitative relations presented by difference or differential equa-
tions. Moreover, for specifying qualitative aspects of a system, LEADSTO is able to
express logical relationships between parts of a system.

Dynamics in LEADSTO is represented as evolution of states over time. A state is
characterized by a set of properties that do or do not hold at a certain point in time.
To specify state properties for system components, ontologies are used which are
defined by a number of sorts, sorted constants, variables, functions and predicates (i.e.,
a signature). For every system component A a number of ontologies can be distin-
guished: the ontologies IntOnt(A), InOnt(A), OutOnt(A), and ExtOnt(A) are used to express
respectively internal, input, output and external state properties of the component
A. Input ontologies contain elements for describing perceptions of an agent from the
external world, whereas output ontologies describe actions and communications of
agents. For a given ontology Ont, the propositional language signature consisting of all
state ground atoms based on Ont is denoted by APROP(Ont). State properties are
specified based on such ontology by propositions that can be made (using conjunction,
negation, disjunction, implication) from the ground atoms. Then, a state S is an indi-
cation of which atomic state properties are true and which are false: S: APROP

(Ont) → {true, false}.
LEADSTO enables modeling of direct temporal dependencies between two state

properties in successive states, also called dynamic properties. A specification of
dynamic properties in LEADSTO is executable and can be depicted graphically. The
format is defined as follows. Let α1 and α2 be state properties of the form ‘conjunction
of atoms or negations of atoms’, and e, f, g, h non-negative real numbers. In the
LEADSTO language the notation α1 ↠e, f, g, h α2 means: if state property α1 holds for a
certain time interval with duration g, then after some delay (between e and f) state
property α2 will hold for a certain time interval of length h (Fig. 3). When e = f = 0 and
g = h = 1, called standard time parameters, we shall write α1↠ α2. To indicate the type of
a state property in a LEADSTO property we shall use prefixes input(c), internal(c) and
output(c), where c is the name of a component. Consider an example dynamic property:

Understanding the Role of Emotions in Group Dynamics in Emergency Situations 35



input(A)|observation_result(fire) ↠ output(A)| performed(runs_away_from_fire)

Informally, this example expresses that if agent A observes fire during some time
unit, then after that A will run away from the fire during the following time unit.

In addition, LEADSTO allows expressing mathematical operations, e.g., has_value
(x, v) ↠ e, f, g, h has_value(x, v*0.25).

Next, a trace or trajectory γ over a state ontology Ont is a time-indexed sequence of
states over Ont (where the time frame is formalised by the real numbers). A LEADSTO
expression α1 ↠e, f, g, h α2, holds for a trace γ if:

8t1 ½8t½t1�g� t\t1 ) a1 holds in c at time t�
) 9d½e� d� f & 8t0 ½t1þ d� t0 \t1þ dþ h ) a2 holds in c at time t0�

To specify the fact that a certain event (i.e., a state property) holds at every state (time
point) within a certain time interval a predicate holds_during_interval(event, t1, t2) is
introduced. Here event is some state property, t1 is the beginning of the interval and t2 is
the end of the interval.

An important use of the LEADSTO language is as a specification language for
simulation models. As indicated above, on the one hand LEADSTO expressions can be
considered as logical expressions with a declarative, temporal semantics, showing what
it means that they hold in a given trace. More details on the semantics of the
LEADSTO language can be found in [4].

4.2 The Computational Model

Depending on a situational context an agent determines a set of applicable options to
satisfy its goal. In the case study the goal of each agent is to get outside of the train
station in the fast possible way. This is achieved by an agent by moving towards the
exit that provides for fastest evacuation as it perceived by the agent. Evacuation options
are represented internally in agents by one-step simulated behavioural chains, based on
the neurological theory by Hesslow [16] (see Fig. 4). Note that if more than one exit is
known to the agent, then in each option representation the preparation state corre-
sponding to the option’s exit is generated. Computationally, alternative options con-
sidered by an agent are being generated and evaluated in parallel.

According to the Somatic Marker Hypothesis [8], each represented decision option
induces (via an emotional response) a feeling(s) which is used to mark the option. For
example, a strongly positive somatic marker linked to a particular option occurs as a

Fig. 3. Timing relationships for LEADSTO expressions.
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strongly positive feeling for that option. The decision options from our study evoke two
types of emotions - fear and hope, which are often considered in the emergency
context. To realise the somatic marker hypothesis in behavioural chains, emotional
influences on the preparation state for an action are defined as shown in Fig. 4. Through
these connections emotions influence the agent’s readiness to choose the option.

In Fig. 4 the burning station situation elicits activation of the state srs(evacua-

tion_required) in the agent’s sensory cortex that leads to preparation for action prepara-

tion_for(move_to(E)). Here E is one of the exits of the station. Furthermore, this
preparation state is affected by the sensory representations of the perceived preparation
of the neighbouring agents for the action and of the emotions felt towards the option.

Formally:

srs(evacuation_required, V1) & srs(fear, V2) & srs(hope, V5) & srs(G(move_to(E)), V3) & prepa-

ration_for(move_to(E), V4)

↠ preparation_for(move_to(E), V4 + γ(h(V1, V2, V3, V5) – V4)Δt),

where G(move_to(E) is the aggregated preparation of the neighbouring agents to action
move_to(E), h(V1, V2, V3, V5) is a combination function:

h(V1, V2, V3, V5) = β (1 − (1 − V1)V2(1 − V3)(1 − V5)) + (1 − β) V1 V3 V5(1 − V2)

Here β is a parameter that reflects the agent’s predisposition to think positively
(β > 0.5) or negatively (β < 0.5). Parameter γ reflects the agent’s rate of change of its state.

The option with the highest activation of preparation is chosen to be performed by
the agent.

Then, associations are used such that preparation_for(move_to(E)) will generate srs

(is_at(E)), which is the most connected sensory consequence of the action move_to(E).
The strength of the link between a preparation for an action and a sensory

Fig. 4. The emotional decision making model for the option to move to exit E.
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representation of the effect of the action (see Fig. 4) is used to represent the confidence
value of the agent’s belief that the action leads to the effect. This is modelled by the
following formal property:

preparation_for(move_to(E), V) & connection_between_strength(preparation_for(move_to(E)), srs

(is_at(E)), ω) ↠ srs(is_at(E), ωV)

The simulated sensory states elicit emotions, which guide agent behaviour either by
reinforcing or punishing simulated actions. By evaluating sensory consequences of
actions in simulated behavioural chains using cognitive structures from the OCC model
[23], different types of emotions can be distinguished. As a simulated behavioural chain
is a kind of a behavioural projection, cognitive structures of prospect-based emotions
(e.g., fear, hope, satisfaction, disappointment) from [23] are particularly relevant for the
evaluation process. In our study two types of emotions - fear and hope – are distin-
guished. According to [23], the intensity of fear induced by an event depends on the
degree to which the event is undesirable and on the likelihood of the event. The
intensity of hope induced by an event depends on the degree to which the event is
desirable and on the likelihood of the event. Thus, both emotions are generated based
on the evaluation of a distance between the effect states for the action from an option
and the agent’s goal state.

In particular, the evaluation function for hope in the evacuation scenario is
specified as

eval g; is at Eð Þð Þ ¼ x;

where ω is the confidence value for the belief about the accessibility of exit E, which is
an aggregate of the agent’s estimation of the distance to the exit and the degree of
clogging of the exit. Although it is assumed that the distances to the exits are known to
the agents, the information about the degree of clogging of the exits is known only to
technology-equipped agents.

Emotions emerge and develop in dynamics of reciprocal relations between cog-
nitive and body states of a human [7, 8]. These relations, omitted in the OCC model,
are modelled from a neurological perspective using Damasio’s principles of ‘as-if
body’ loops and somatic marking described in Sect. 3. The ‘as-if body’ loops for hope
and fear emotions are depicted in Fig. 4 by thick solid arrows. These loops are for-
malised by the properties provided below.

The evaluation properties for fear and for hope of the effect of action move_to(E)

compared with the goal state goal is specified formally as:

srs(goal, V1) & srs(is_at(E), V2) & srs(fear, V3) &

connection_between_strength(preparation_for(move_to(E)), srs(is_at(E)), V4) &

srs(eval_for(is_at(E), bfear), V5)

↠ srs(eval_for(is_at(E), bfear), V5 + γ(h(V4*f(goal, is_at(E)), V3) – V5) Δt),

where f(goal,is_at(E)) = |V1-V6|, V6 = eval(goal, is_at(E), and
h(V1, V2) = β (1-(1-V1)(1-V2)) + (1-β) V1 V2.
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srs(goal, V1) & srs(is_at(E), V2) & srs(hope, V3) &

connection_between_strength(preparation_for(move_to(E)), srs(is_at(E)), V4) &

srs(eval_for(is_at(E), bhope), V5)

↠ srs(eval_for(is_at(E), bhope), V5 + γ(h(V4* f(goal, is_at(E)), V3) – V5) Δt),

where f(goal, is_at(E)) = 1-|V1-V6|, and V6 = eval(goal, is_at(E)).

The evaluation of the effects of the action for a particular emotional response to an
option determines the intensity of the emotional response:

srs(eval_for(is_at(E), bhope), V1) ↠ preparation_for(bhope, V1)

srs(eval_for(is_at(E), bfear), V1) ↠ preparation_for(bfear, V1)

The agent perceives its own emotional response and creates the sensory repre-
sentation state for it:

preparation_for(bhope, V) ↠ srs(bhope, V)

preparation_for(bfear, V) ↠ srs(bfear, V)

Finally the dynamics of the emotional states are formalised as follows:

srs(bhope, V1) & srs(G(bhope), V2) & srs(hope, V3) ↠ srs(hope, V3 + γ(h(V1, V2) – V3) Δt)),

where h(V1,V2) is a combination function defined above.

srs(bfear, V1) & srs(G(bfear), V2) & srs(fear, V3) ↠ srs(fear, V3 + γ(h(V1, V2) – V3) Δt)),

The social influence on the individual decision making is modelled based on the
mirroring function [18] of preparation neurons in humans. It is assumed that
the preparation states of an agent for the actions and for emotional responses for the
options are body states that can be observed with a certain intensity or strength by other
agents from the neighbourhood. Furthermore, it is assumed that an agent is able to
observe preparation states of other agents in its neighbourhood specified by radius
r. Note that the agent’s neighbourhood changes while the agent moves.

The contagion strength of the interaction from agent A2 to agent A1 for a preparation
state p is defined as follows:

cpA2A1
¼ epA2

� trustðA1;A2Þ � apA2A1 � dpA1

Here εpA2 is the personal characteristic expressiveness of the sender (agent A2) for p,
δpA1 is the personal characteristic openness of the receiver (agent A1) for p.

Trust is an attitude of an agent towards an information source that determines the
extent to which information received by the agent from the source influences agent’s
belief(s). The trust to a source builds up over time based on the agent’s experience with
the source. In particular, when the agent has a positive (negative) experience with
the source, the agent’s trust to the source increases (decreases). Currently experiences
are restricted to information experiences only. An information experience with a source
is evaluated by comparing the information provided by the source with the agent’s
beliefs about the content of the information provided. The experience is evaluated as
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positive (negative), when the information provided by the source is confirmed by
(disagree with) the agent’s beliefs. The following property describes the update of trust
of agent Ai to agent Aj based on information communicated by Aj to Ai about the degree
of clogging of exit E:

trust(Ai, Aj, V1) & communicated_from_to(Aj, Ai, clogging(E, V2)) & belief(Ai, clogging(E, V3))

↠ trust(Ai, Aj, V1 + γtr*(V3/(1 + eα) – V1)),

here α = –ω1*(1–|V2–V3|), parameter ω1 determines the steepness of change of the
trust state.

An agent Ai perceives the joint attitude of the crowd towards each option by
aggregating the input from all agents in its neighbourhood ℵ:
(a) the aggregated neighbourhood’s preparation to each action p is expressed by the
following dynamic property:

∧Aj∈ℵ internal(Aj)|preparation_for(p, Vj) ↠ internal(Ai)|srs(G(p), Σ j≠i γpAjAi Vj /Σ j≠i γpAjAiεpAj)

(b) the aggregated neighbourhood’s preparation to the emotional responses (hope and
fear) for each option:

∧Aj∈ℵinternal(Aj)|preparation_for(bhope,Vj)↠internal(Ai)|srs(G(bhope),Σj≠I γbeAjAi Vj/Σ j≠i γbeAjAiεbeAj)

∧Aj∈ℵinternal(Aj)|preparation_for(bhope,Vj)↠internal(Ai)|srs(G(bhope),Σj≠I γbeAjAi Vj/Σ j≠i γbeAjAiεbeAj)

The Hebbian learning principle for links connecting the sensory representation of
options with preparation states for subsequent actions in the simulation of a behavioural
chain is formalised as follows (cf. [14, 15]):

connection_between_strength(srs(evacuation_required), preparation_for(move_to(E)), V1) & srs

(srs(evacuation_required), V2) & preparation_for(move_to(E), V3)

↠ connection_between_strength(srs(evacuation_required), preparation_for(move_to(E)), V1 + (η

V2 V3 (1 – V1) – ξV1)Δt),

where η is a learning rate and ξ is an extinction rate.

5 Simulation Results

The model was implemented in the Netlogo simulation tool [31] by cellular automata.
In this tool the environment is represented by a set of connected cells, where moveable
agents (turtles) reside. Cells can be walkable (open space and exits) and not-walkable
(concrete, partitions, walls). Each cell of the environment is accessible from all the
exits.

The three variants of the model described in Sect. 2 were implemented as 3 sim-
ulation conditions:

Condition 1: Agents generate and exchange both information and emotions during the
social decision making.
Condition 2: Agents generate both emotions and information, but exchange only
information.
Condition 3: Agents generate and exchange only information.
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Since the model contains stochastic elements, 50 trials were performed for each
simulation setting with 1000 heterogeneous agents with the parameters drawn from the
ranges of uniformly distributed values as indicated in Table 1 below to represent a
diversity of agent types that may occur in real emergency situations. It is assumed that
the agents have average to high expressiveness and openness. The agents do not have a
strong predisposition to think positively or negatively (β) in the simulation. The agents
have an average to high rate of change of their states (γ). The agents have an average
learning rate (η) and a low extinction rate (ξ), as often assumed in neurological models.
It is assumed that humans trust technology in the same manner as to human strangers.
A human agent has a low initial trust value to all other agents; it increases (decreases)
slowly (ω1 = 9) its trust to an agent after a positive (negative) experience with the
agent.

In the following simulation results and testing of the hypotheses formulated in
Sect. 1 are discussed. To test the hypotheses, the simulation traces generated for each
condition were analysed using the TTL Checker Tool [5].

To evaluate Hypothesis 1 two evaluation metrics were introduced: following index
(fi), which reflects the degree of following of technology-assisted agents by other
agents, and group size (gs). As shown below, the metrics are defined per a technology-
assisted agent L (i.e., fiL, gsL) and by taking the mean over all technology-assisted agents
(i.e., fi, gs). The following index is defined as follows:

fiL¼ 1= Nj j �
X

A2N FA;L
�� ��= t last� t firstAð Þ; fi =

X
i2LEAD fii= LEADj j;

where t_firstA is such that
∃o1:INFO at(communicated_from_to(L, A, inform, o1), t_firstA) & ∀t:TIME, o:INFO t < t_firstA &

¬at(communicated_from_to(L, A, inform, o), t);

N = {a | t_firstA is defined}; FA,L = {t | t ≥ t_firstA & ∃d1,d2: DECISION at(has_preference_for(A, d1),

t) & at(has_preference_for(L, d2), t) & d1 = d2 & at(distance_between(A, L) < dist_threshold, t) },

t_last is the time point when L is evacuated, LEAD is the set of all technology-assisted
agents.

The group size is defined as follows:

gsL ¼
X

t¼1::t last
FTL;t=t last; gs ¼

X
i2LEAD gsL= LEADj j;

Table 1. Ranges and values of the agent parameters used in the simulation.

ε for all
states
from all
agents

δ for all
states
from all
agents

β γ η ξ Δt r ω1 Initial
trust to all
agents

[0.7, 1] [0.7, 1] [0.55, 0.7] [0.7, 1] 0.6 0.1 1 10 9 [0.1, 0.3]
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where FTL,t = {ag | t ≥ t_firstag & ∃d1,d2: DECISION at(has_preference_for(ag, d1), t) & at

(has_preference_for(L, d2), t) & d1 = d2 & at(distance_between(A, L) < dist_threshold, t) }.

The obtained results are summarised in Table 2. As one can see from the table, the
emergence of groups with agents equipped with personal assistants as guiding leaders
occurs in all conditions (fi > 0), thus, the hypothesis 1 is confirmed.

In Condition 1 the most clogged exit throughout the simulation is Exit SC1, as it is
the closest exit to most of the agents (Fig. 5a). As information about clogging of other
exits spreads through the population of agents, the clogging of Exit SC1 decreases, but
still remains higher than the clogging of other exits. Agents react to the change of
clogging of the exits by changing their preferred exits (Fig. 5b). The amount of agents
aiming at exit SC1 decreases throughout the simulation, whereas the numbers of agents
choosing E15 and E13 fluctuate depending on the situation around these exits.

Information about the exits received by the agents influences their emotional states
(Fig. 6). The technology-assisted agents, who receive information about exits first,
change their emotions more rapidly than the agents without such devices (cf. the
dynamics of hope in Fig. 6a and b). Furthermore, information provided by the tech-
nology-assisted agents spreads rapidly and is readily accepted by other agents, as can
be seen from the similarity of the dynamics of the emotions in Fig. 6a and b.

To verify Hypothesis 2 a smoothness degree of the preparation for each action (i.e.,
move to exit E) averaged over all agents is determined in each simulation trial
(smoothness index (siE)):

siE ¼
X

t¼1...t last�1; a2Npt ;E;a= Nj j;

with pt;E;a ¼ vtþ1;E;a�vt;E;a
�� ��; when vtþ1;E;a�vt;E;a

�� ��� e

0; when vtþ1;E;a�vt;E;a
�� ��\e

(

Here N is the set of all agents, vt,E,a is the value of preparation_for(move_to(E)) for
agent a at time point t; ε is a threshold for distinguishing small changes from large
changes; ε is taken 0.1 for the analysis.

Thus, the smoothness index depends on the rate of change of the agent’s opinion
based on incoming information. This index indicates the robustness of a group of
agents to messages provided by agents outside the group, which support a decision

Table 2. The simulation results for 50 simulation trials for three simulation conditions.
Standard deviation is provided in brackets.

Coefficient Condition 1 Condition 2 Condition 3

fi 0.42 (0.15) 0.33 (0.11) 0.21 (0.11)

gs 27 (8.1) 15 (5.5) 11(3.2)

siexit1 0.12 (0.03) 0.32 (0.04) 0.65 (0.07)

siexit2 0.12 (0.04) 0.23 (0.05) 0.45 (0.08)

siexit3 0.13 (0.04) 0.21 (0.07) 0.29 (0.07)

ci 1.5 (0.4) 1.9 (0.7) 7.1 (0.7)
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option different from the one currently supported by the group. Note that a group is
defined by a set of human agents, supporting the same decision option and located
closely to each other in the physical space. In the evacuation scenario this occurs when
the situation around an exit(s) changes. Then, the agents with personal assistants
receive new information, based on which they may change their decisions. Further,
these agents spread new information to other agents in their neighbourhood. If besides
information also emotions are being spread (see Table 2, condition 1 and Fig. 7a), the
population of agents change their decisions gradually. When emotions are generated,
but are not being spread, the group becomes less robust to changes and reacts more
abruptly to incoming messages (see Table 2, condition 2 and Fig. 7b).

In the situation when emotions are not generated, the agents in a group change their
decisions frequently, rapidly and drastically (see Table 2, condition 2 and Fig. 7b).
Such a form of behaviour is highly unrealistic for human beings.

(a) (b) 
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Fig. 5. (a) The change of the degree of clogging of each exit over time in Condition 1; (b) The
change of numbers of agents heading to each exit in Condition 1.
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Fig. 6. The emotional response toward the option to follow exit E13 averaged over technology-
assisted agents (a) and over the agents without devices (b).

Understanding the Role of Emotions in Group Dynamics in Emergency Situations 43



Thus, the outcomes of the simulation support Hypothesis 2 that generation and
spread of emotions increase the consistency of social decision making.

To verify Hypothesis 3 the metrics called change index (ci), reflecting the frequency
of group change by an agent, was introduced.

It is defined by:

ciL ¼ 1= Nj j
X

A2N SA;L

�� ��; ci ¼
X

i2LEAD cii= LEADj j;

where LEAD is the set of all agents with personal assistants,

SA,L = {t | (t∈ FA,L & (t + 1) ∉ FA,L) OR ((t + 1)∈ FA,L & t ∉ FA,L) }, and
FA,L = {t | t ≥ t_firstA & ∃d1,d2:DECISION at(has_preference_for(A, d1), t) & at(has_preference_for

(L, d2), t) & d1 = d2 & at(distance_between(A, L) < dist_threshold, t)}, at(X,t) denotes that X holds
at time point t, and

t_firstA is such that ∃o1:INFO at(communicated_from_to(L, A, inform, o1), t_firstA) & ∀t:TIME, o:

INFO t < t_firstA & ¬at(communicated_from_to(L, A, inform, o), t), and

N = {a | t_firstA is defined}.

The average change index in Condition 3 was 4.7 and 3.7 times higher than in
Conditions 1 and 2 respectively (Table 2, ci row). Thus, when emotions are not
generated, agents are significantly less attached to their group than in the case when
emotions are generated and being spread. The two-sample t-test performed on the
outcomes of Condition 3 and Condition 1 and on the outcomes of Condition 3 and
Condition 2 confirms Hypothesis 3 with 95 % confidence.

To test Hypothesis 4, Conditions 1 and 2, with and without spread of emotions
correspondingly, with the penetration rates of personal assistant devices equal to 1, 5
and 10 % were simulated 50 times each. Then, for each simulation case the mean
values of the coefficients siexit1, siexit2, siexit3, ci, fi, describing the dynamics of emerging
groups, were determined. After that, the differences between the corresponding
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Fig. 7. The change of the preparation to move to exit E15 averaged over the whole population of
agents (solid line; left vertical axis), and the change of the degree of clogging of exit E15 (dotted
line; right vertical axis) in condition 1(a), condition 2(b) and condition 3(c); the horizontal line is
time.
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coefficients for Conditions 1 and 2 were calculated averaged over 50 simulations
(Table 3), which can be seen as measures of similarity of the group dynamics between
the conditions.

The results in Table 3 indicate that with an increase of the number of personal
assistant devices, the differences between Conditions 1 and 2 become smaller. This can
be explained as follows: Personal assistant devices support the consistency of social
decision making by providing uniform information to human agents. When the number
of the personal assistant devices becomes high, most of the human agents will be
situated within the reach of such devices. In this case, the devices will (partially)
overtake the role of emotions by providing information to human agents, which will
increase the cohesiveness of groups and the consistency of their decision making.
Because of this, the role of emotional influences, and thus differences between the
Conditions 1 and 2, will be diminished. This supports Hypothesis 4.

To test Hypothesis 5, Condition 1 was simulated 50 times with two more propa-
gation radii: r = 5 and r = 20. It can be observed in Table 4 that the mean group size and
the overall evacuation time grow with the increase of the interaction range. The two-
sample t-test performed on the outcomes of two pairs of conditions - with the inter-
action range 5 and 10, and with the interaction range 10 and 20 - confirms Hypothesis 5
with 95 % confidence.

6 Conclusion

Many empirical studies indicated [7, 9, 19, 22] that emotions play an important role in
social decision making. In this paper the role of emotions in group dynamics in large
crowds has been investigated. To this end, based on the literature from social

Table 3. The differences between the group dynamics coefficients for Conditions 1 and 2 for
different penetration rates averaged over 50 simulations

Penetration rate, % 1 5 10

<siexit1
cond2 − siexit1

cond1> 0.35 0.2 0.05

<siexit2
cond2 − siexit2

cond1> 0.25 0.11 0.03

siexit3
cond2 − siexit3

cond1> 0.21 0.08 0.03

<cicond2 − cicond1> 0.9 0.4 0.1

<ficond2 − ficond1> 0.12 0.09 0.04

Table 4. The mean overall evacuation time and the mean size of the groups emerging in the
simulation of Condition 1 with different interaction ranges. Standard deviation is provided in
brackets.
Interaction range, r 5 10 20

Mean group size, gs 17 (4.8) 27 (8.1) 54 (10.2)

Mean overall evacuation time in seconds 156.2 (24.3) 164.1 (31.6) 201.4 (32.2)
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psychology and domain knowledge five hypotheses were formulated. To verify these
hypotheses a computational model for social decision making was developed. This
model is based on a number of neurological theories and principles supplementing each
other in a consistent manner. By simulation based on this model and performing the
two-sample t tests on the results all these hypotheses were confirmed. In particular,
human agents equipped with personal assistants were recognised as leaders in groups
emerging in evacuation. Evacuation with larger groups proceeded more slowly than
with smaller groups. Spread of emotions in a crowd increased resistance of agent
groups to opinion changes. Acceptance of a different decision option occurred grad-
ually, as also described in the literature [21, 22]. Furthermore, spread of emotions in a
group increased its cohesiveness. This result is also supported by the literature (e.g., see
[22]). Emotional influences were, however, attenuated by an increasing number of
personal assistant devices.

The modelling perspective followed aims at a cognitive and affective modelling
level, but takes inspiration from the underlying mechanisms as described at a neuro-
logical level. Modeling causal relations discussed in neurological literature in a cog-
nitive/affective level model does not take specific neurons into consideration but uses
more abstract mental states. This is a way to use results from the large and more and
more growing amount of neurological literature for the cognitive/affective modelling
level. This method can be considered as lifting neurological knowledge to a higher
level of description. In a more detailed manner, in [3], such a perspective is discussed:
‘… we can expect that injection of some neurobiological details back into folk psy-
chology would fruitfully enrich the latter, and thus allow development of a more fine-
grained folk-psychological account that better matches the detailed functional profiles
that neurobiology assigns to its representational states.’ [3]. Here Bickle suggests that
by relating a (folk) psychological to a neurobiological account, the psychological
account can be enriched. The type of higher level model that results from adopting
principles from the neurological level may inherit some characteristics from the neu-
rological level. In particular this holds for the Hebbian learning principle adopted here.
Another, even more basic element inherited from this ‘lifting’ perspective is the use of
numbers to indicate the strength of the considered states. This is more common in
neural modelling perspectives, but here also applied at a higher level. Such a gradual
way of modelling allows for the type of cyclic and adaptive processes addressed here,
which would be impossible using an approach based on a binary states.

To generate emotions the OCC model has been used in the paper. However, there
also exist other approaches to emotional modelling, such as the basic emotions
approach [34] and the dimensional approach [35]. The former approach is similar to the
OCC model in distinguishing a set of basic emotions (e.g., happiness, anger). The latter
approach distinguishes a few dimensions (e.g., valence and arousal) to characterise
different emotions; e.g., fear is characterised by a negative valence and a high arousal.
Both these approaches can be incorporated in our model by defining appropriate
evaluation functions, as discussed in Sect. 4.2.

In the literature [11] it is recognized that humans often employ diverse emotion
regulation mechanisms (e.g., to cope with fear and stress). These mechanisms involve
interplay between cognitive and affective processes. In the future the proposed model
will be extended with an emotion regulation component.
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Furthermore, in real evacuation communication lines might be broken and infor-
mation relay may be significantly delayed. Such scenarios were not considered in this
paper and are left for future work.
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Abstract. The aim of this paper is to improve the validity of traf-
fic simulations in (sub-)urban context, with a better consideration of
driver behavior in terms of anticipation of positioning on the lanes and
occupation of space. We introduce a model based on a multi-agent app-
roach and the emergence concept. This model considers that each driver
perceives the situation in an ego-centered way and readapts the road
space using the virtual lane concept. We implement the model with the
traffic simulation tool ArchiSim. The so obtained simulator intends to
reproduce the observed behavior such as filtering between vehicles (two-
wheels, emergency vehicles), repositioning on lanes when approaching
the road intersections and “exceptional” situations (stranded vehicle or
improperly parked, etc.).

Keywords: Multi-agent simulation · Road traffic simulation ·
Ego-centered environment representation · Virtual lanes

1 Introduction

Two kinds of approaches are proposed to simulate traffic and to study the related
phenomena: mathematical and behavioral approaches. Commonly used traffic
simulation tools are based on mathematical models which use different statistical
laws resulting from measurements on the field. The so obtained laws rely on the
physical characteristics of the road on which are made the measurements (e.g.,
length, number of lanes, capacity). The limit of these models, based on aggrega-
tion of individual situations makes difficult the reproduction of the anticipation
phenomena. The behavioral approach offers a solution when the aim of the sim-
ulation is to produce behaviors, realistic at both individual level and collective
level. Traffic phenomena (e.g., lanes occupancy, congestion) result from individ-
ual practices (e.g., heterogeneous driver behaviors), interactions and the travel
c© Springer-Verlag Berlin Heidelberg 2014
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context (geometry and structure of the road, regulation, etc.). In this context,
multi-agent simulation allows to simulate traffic system actors by autonomous
agents in more realistically way, thanks to the decision-making process.

We use a multi-agent behavioral approach to describe the road traffic simu-
lation. This approach was developed over the past twenty years by IFSTTAR1

in the traffic simulation tool ArchiSim [1,2]. The aim is to produce the observed
practices, and in particular, to simulate the behavior related to the anticipation
phenomena (e.g., anticipation of positioning on the lanes) as well as the occupa-
tion of road space, particularly in context of high traffic density in urban areas.
Our model focuses on situations such as the filtering maneuvers between vehicles
(two-wheels), the readapting road space in approaching and in the intersections,
the specific events (stranded vehicle or improperly parked, etc.), the dynamic
lane allocation, etc.

Existing simulation models do not consider all the above mentioned phenom-
ena [3–7]. So, the related simulations do not always reproduce the real observed
phenomena. Previous work have proposed solutions for the particular case of
two-wheels [6,7]. Our purpose is to develop a generic model for the above men-
tioned practices taking into account the specificities of each driver for the most
varied possible situations. We so present a method to build a generic and ego-
centered environment representation which uses the concept of virtual lanes and
relies on the results of some driving psychological studies [8–12].

The paper is organized as follows. Section 2 deals with the multi-agent sim-
ulation studies related to our problematic. Section 3 focuses on the phenomena
of readapting the road space and the issue of ego-centered environment rep-
resentation. Section 4 describes briefly the ArchiSimarchitecture. In Sect. 5, we
present our ego-centered representation model of the environment. Section 6 is
devoted to our results. We conclude with a summary or our contribution and a
presentation of our perspectives.

2 MAS-Based Road Traffic Simulation Approaches

Multi-Agent Systems (MAS) allow the simulation of complex phenomena that
cannot easily be described analytically. They are often based on the coordination
and interaction of agents that lead to the emergence of the simulated phenom-
ena [13–15]. The multi-agent approaches are well-suited to the applications such
as road traffic simulation.

The main advantages of multi-agent models rely on the environment’s dynamic
modifications with a response time that is close to real time: preferences and char-
acteristics of autonomous vehicles, appearance of vehicles (e.g., buses, motorbikes,
cars), pedestrians and the road signs (e.g., stop signs, speed-limit signs). More-
over, the agents perceive local information (i.e., geographically limited and may
be incomplete). Finally, the traffic situation is, by nature, an open system (i.e.,
the number of autonomous agents can vary during the simulation) in which the

1 The French National Institute for Transport and Safety Research (ex-INRETS).
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various entities (with different objectives) interact with each other. The situation
is defined by multiple interactions between entities in their environment, which
makes it possible to reproduce more realistic behaviors of human drivers. In fact,
simulation conditions can be dynamically modified: the weather, the driving pref-
erences of the human drivers, the characteristics of the autonomous agents (e.g.,
cars, lorries, buses, pedestrians) and road equipment (e.g., traffic signals, traffic
signs).

Two research categories have emerged in terms of road traffic simulations
using MAS [16,17]:

– the first approach defines organizational models to improve global problems,
such as logistics and/or services [18,19],

– the second approach offers solutions for “local” traffic congestion problems.
Congestion is a deteriorated state because all agents make “optimum” local
decisions a priori, far from the global optimum. Several studies deal with these
congestion problems:
• A first category for this approach, is based on the optimization of global

traffic [16,20–23].
• A second category describes “profiles” for the different agents (for under-

standing and reproducing the human driving), analyses the impact of these
profiles on the global traffic and extracts global information on the simula-
tion (e.g., statistics data concerning the average speed of vehicles, the num-
ber of accidents) to compare it to real observed data: the agents have specific
profiles such as prudent or aggressive behaviors [24], predefined behaviors
(normal, prudent or aggressive) with parameters (e.g., inter-vehicular dis-
tance or acceleration-breaking characteristics) [25], or the agents may also
have non normative behaviors (i.e., not respecting the highway code, not
breaking at a stop sign) [26].

Our approach is rather the reproducing of human driving than the optimiza-
tion of global traffic. The paper aims to simulate the behavior related to the road
space occupation, particularly in context of high traffic density in urban areas.
The presence of road markings does not always prevent drivers to readapt the
road space according to their goals and context. We can consider that each driver
overloads the road structure defined by road marking by constructing his/her
own ego-centered representation which meets his/her goals. The fact that users
can define different ego-centered representations for the same “physical” configu-
ration can be a source of conflict. To improve heterogeneous traffic simulation, we
need to understand the behavior of the different types of drivers. There has been
some empirical studies [27] which aim to understand the motorcycle behavior
and the properties of mixed flow.

For a more realistic simulation, we need changing-lanes models taking into
account this kind of phenomena. Several multi-agent traffic simulation approaches
model changing-lanes mechanisms [3–5]. Hidas [3] introduces behavior hetero-
geneity through two kinds of behavior: aggressivity and courtesy. Dai and Li [5]
consider not only the leader vehicle, but also the information from vehicles far-
ther away in the lane changing process. However, in these work, the lanes used by
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drivers correspond to the physical lanes defined by the markings. These models
do not consider the observed phenomena of road space occupation. The resulting
simulations do not reproduce real situations. Furthermore, Fellendorf et al. [28]
use VISSIM, which is a commercial simulation tool based on mathematical mod-
els, to describe the continuous lateral movement for the case of heterogeneous
traffic situations. The driver chooses the lateral position where he has the maxi-
mum longitudinal time-to-collision. In our opinion, those parameters are not
sufficient because the choice of the target lateral position is only based on an
instantaneous evaluation.

Other work have proposed solutions for the two-wheels [6,7]. Lee et al. [7]
relie on mathematical modeling; Bonte et al. [6] describe a MAS modeling. Bonte
et al. [6] introduce therefore the concept of virtual lanes which are defined by
measuring the free spaces on the road according to the position and width of
vehicles. However, these models consider a systematic and geometric decompo-
sition in virtual lanes of the space, this leads to a dynamic number of virtual
lanes (it can be very high).

The next section presents the differences between two types of representation,
i.e., “ego-centered” or “allo-centered” models. Moreover, it describes the driver
practices and shows that the driver practices may lead to real critical situations,
difficult to design in simulations.

3 Driver Behavior and Environment Representation

3.1 Driving Psychology Studies and Driver Behavior

Driving a vehicle consists in carrying out a displacement in a constantly changing
environment. To move, the drivers sustain a set of interactions described by the
constraints of the other drivers’ behavior, road infrastructure and regulation.
A driver aims often at minimizing his/her travel time. So he/she tries to reach
his psychological maximum speed, also called the desired speed. He/she thus
considers his/her current state (e.g., speed, position) and the various constraints
imposed by his/her environment (e.g., other vehicles, infrastructure).

The driver needs to have a representation of the environment around him/her
to make his/her decision. Two theories were proposed to deal with the environ-
ment representation: allo-centered and ego-centered representations [29,30]. In
ego-centered representations, spatial relations are generally directly related to
the agent that builds a representation using a reference system with terms such
as, for example, left, right, front, or back. When the context changes, all the
spatial relations should be updated. Whereas, an allo-centered representation
locates points within a framework external to the holder of the representation
and independent of his/her position. Allo-centered representations are more sta-
ble but are more difficult to acquire. In addition, the number of the spatial
relations is much higher since all the relations among different objects in the
environment are considered.

The human driver “discovers” the situations as he/she moves. He/She needs
to know what happens around him/her to make decisions (go straight, changing
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Fig. 1. The areas of perception of a simulated driver [4]

lane to the left or to the right). From this point of view, the ego-centered rep-
resentations are more intuitive in the context of traffic simulation, for which
we need to have a contextual and dynamic representation of what is happening
around the agent. Furthermore, the ego-centered representation is suitable to
dynamic contexts because the number of relations to update is lower than the
number in the case of the allo-centered representation.

Saad [8] describes an ego-centered environment representation of the driver
and considers that the space around the vehicle is the control field of the driver
and can be divided into several sectors according to their location (front, back,
left side, right side) and their proximity (very close, near, far, far away). This
work focuses on the current lane of the vehicle, those on the right and left
immediately adjacent lanes. For implementation reasons, and to deal with more
road situations, El Hadouaj [4] extrapolates this same reasoning and adds non
immediately adjacent lanes (right and left) to take into account the traffic on
these lanes and allow the remove of blocking situations for highways over three
lanes (Fig. 1). This solution described by El Hadouaj [4] is not generic because
it does not address a number of situations where the favorable option requires
more than two changing lanes such as highways with many lanes, a toll gate, etc.
Furthermore, this representation is composed of physical lanes given by the road
marking. Thus, it does not permit to identify free space on the road and cannot
reproduce the observed practices of road space occupation in the simulation like
the behavior of two-wheels vehicles.

El Hadouaj [4] chooses a pre-selection of all existing lanes to keep the most
relevant one. But the choice of the retained lanes cannot allow to unblock all the
road situations. Figure 2 illustrates a road with 4 lanes. For motorcycle a1, it is
blocked on its lane and the traffic situation is deadlocked on the two adjacent
lanes to the left due to an accident. The last lane to the left has good features.
In El Hadouaj’s representation [4], the agent gets stuck on its lane when it could
identify earlier that the traffic situation is better on the leftmost lane and antici-
pate the deadlock. It would be more interesting to explore the environment that
is not directly adjacent and to identify areas that may be more advantageous,
even if they are not directly reachable.
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Fig. 2. Deadlock due to an accident

Moreover, Saad [8] describes some factors which are used by the driver in
his/her decisions. The decisions of the driver rely on the properties of each zone,
namely, their type in terms of infrastructure, the regulations governing them
and the users’ behavior. Further, psychological studies mention the concept of
wall effect and highlight its impact on the driving speed as well as the driver
lateral position on the lane. The wall effect may be related to infrastructure
characteristics (e.g., lane width, tunnel walls) or on the road context (e.g., the
effect of the presence of trucks on adjacent lanes, the speed variability of adjacent
lanes) [9–12]. To summarize the results of these work, the driver speed is lower
on the lane close to the tunnel wall than the other lanes, the narrower lanes
generate lower speeds and vice versa and a wall effect may occur depending on
road context (types of vehicles such as trucks, cars, buses).

3.2 Actual Practices of Drivers

The observation of actual practices shows that the drivers do not often respect
the regulation in order to be more efficient, for example in terms of travel time
(sometimes at a collective level but more often for personal gain). Drivers some-
times tend to readapt the road space by building their own representation of the
environment which may not comply with the norms.

Figure 3 illustrates a traffic situation. Vehicle x is constrained by Vehicle y
which is improperly parked. Two cases may be distinguished. In the first case,
the driver has a “normative behavior” and chooses to make a changing lane (by
using the physical lane) if it is possible. He/She will be constrained by Vehicle z
which has a lower speed. In the second case, the driver observes the situation
and finds that there is a free space on the road between Vehicles y and z. He/She
chooses this emergent space. If Vehicle z is cooperative, he/she shifts to the left.
We can consider that this kind of behavior is non normative.

We also observe the same behavior at intersections (Fig. 4). Vehicle z going
straight, is constrained by two slower Vehicles x (turning to the right) and y
(turning to the left). In this situation, the driver has not always a normative
behavior. He/She tries to unblock his/her situation through a “virtual” lane
formed by the space between x and y, especially as Vehicle y will generally
tend to tighten to the left and Vehicle x to the right. Other examples of these
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Fig. 3. Case of badly parked vehicle.

Fig. 4. Case of crossroad

practices concerning intersections and roundabouts have been already described
in previous studies [31,32].

Figure 5 illustrates a last example of observed practices in the reality: the
motorcycles’ moves are different from the other road users [33]. Due to their
size, motorcycles occupy road space differently. The motorcycle drivers have non
normative behaviors because they do not strictly follow the Highway Code. These
behaviors (filtering maneuvers between vehicles) are forbidden by the Highway
Code. Vehicles must drive on the physical lanes bounded by road marking or on
lanes specifically dedicated to this type of vehicle. However these practices are
tolerated in some countries and even are allowed in others.

The above examples show the fact that, in some situations, the driver chooses
practices that are not necessarily conform to the regulations (a non normative
behavior). These practices are related to a temporary re-adaptation of road
space. Sometimes it is also the result of cooperation between individuals (case
of emergency vehicles or motorcycles filtering along a car queue).
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Fig. 5. Case of motorcycles

To summarize, our approach relies on the results of psychological studies.
Moreover, we use the concept of virtual lanes introduced by Bonte et al. [6].
However, these authors consider a systematic and geometric decomposition in
virtual lanes of the space; this can lead to a high number of virtual lanes. So, we
introduce an ego-centered representation of the environment around the agent
by selecting the lanes which represent the best alternatives (to the left and the
right). Thus, our approach does not use a systematic and geometric breakdown
of the space.

The following section describes the ArchiSimarchitecture which is based on
a MAS approach for road traffic simulation.

4 Simulation Tool: ArchiSim

ArchiSimis a behavioral traffic simulation tool [1]. The latter uses a neat simula-
tion of road traffic based on psychological researches on the driver behavior [8].
The traffic is considered as an emergent phenomenon resulting from the actions
and interactions of the various road actors (e.g., car drivers, pedestrians, road
operators).

The core of the ArchiSimarchitecture (see Fig. 6) is a process capable of build-
ing, upon request, a symbolic description of the context of each agent. This “view
server” contains all data related to the simulated environment as a description of
the network, road equipment and the users evolving there. ArchiSimis a synchro-
nous simulator, a simulation is divided into time steps, at each time step each
agent indicates to the “view server” its new state “visible” by the others (posi-
tion, speed, indicators status, etc.) and requests from the server the elements
present in its perception field (adjustable in distance).

This process does not interfere in the decision-making of each agent: it is
only responsible for delivering information. Each agent is autonomous: it has
its own knowledge, goal and strategy to carry out its tasks and resolve any
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Fig. 6. ArchiSimarchitecture

conflict. It operates according to the scheme: perception, decision and action.
In fact, the decision is based on the agent’s knowledge of the context in which
it operates. To move on the road and to adapt to the evolution of the context,
each agent needs to perceive the different elements of its environment, elements
which are provided by the “view server”. It evaluates the parameters related to
the context from its current situation and considering the probable evolution
of the context. It therefore builds an ego-centered vision of its environment,
the perceived elements being located regarding to itself (same road, same lane,
forward, backward, relative distance). An ego-centered representation is a vision
that considers the short/medium term goals of the driver. For example, the driver
focuses differently on the various branches of an intersection if she/he plans to
go straight, left or right.

ArchiSimprovides a set of tools (Fig. 7) to facilitate the experiments requiring
the traffic production [34]:

– Network setting up (Wr2 ): Wr2 allows to generate automatically different
files describing the roads and intersections of the network: axial kilometer
points, the network structure (graph), building of roads (boundaries and side-
walks), the markings of the various sections, the allocation of lanes, the signals
(static and dynamic panels, light controllers).
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Fig. 7. ArchiSimtools

– Generation of traffic demand (Distrib): Distrib produces a traffic with different
vehicles. Each vehicle is described by the time step when it must be created,
its location on the network at its inception, its acceleration and initial speed,
its itinerary, the various behavioral parameters (e.g., experience, distance to
the regulation).

– The core of the simulation and traffic model (Dr2 ): Dr2 takes as input the
network description produced by Wr2 and the traffic demand generated by
distrib. It provides a 2D top view of the simulated network. Note that a 3D
visual also exists (sim2 ) which allows human drivers, using driving simulators,
to participate to the simulation. Driving simulation sim2 can be executed in
parallel with Dr2 and communications between the two software enable a 3D
visualization of the traffic scene.

– Data processing (Dess): The user can put a set of virtual sensors on the
network. Dess permits to process the files created by the virtual sensors in
order to aggregate data.

Note that our model deals with the impact of the behavior heterogeneity
(individual behavior, vehicle type, etc.) in the decision making for the different
agents. This heterogeneity leads to different representations of the same envi-
ronment. The individual characteristics of drivers are specified with the distrib.

We present in the next section, our approach, called “Ego-centered Envi-
ronment Representation Model” (ECERM), which has been implemented in the
ArchiSimtool. Our representation of the environment changes from the physical
road based on different lanes to virtual lanes. We give the different steps for
building the different agents’ views.
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5 The Ego-Centered Environment Representation
(ECER) Model

5.1 Definition of the Ego-Centered Environment Representation

In a given traffic situation, the driver has the choice between staying on his/her
lane and adapting to the constraints or changing lane.

The agent needs to build an ego-centered representation of the world around
it. We made the assumption that the world in which the agent evolves is not
defined only by the physical lanes but it can also be built by overloading the
existing structure. Therefore, we propose to define driver agent field of control
through the concept of virtual lanes using only five virtual lanes (and not a
systematic and geometric breakdown of all road spaces):

– the current lane of the agent,
– two adjacent lanes (right and left) for which a geometry is defined,
– two lanes which represent the existence of a lane “reachable” to the right

or left, beyond the adjacent lanes. These lanes are not necessarily doubly
adjacent (adjacent to adjacent lanes). They indicate lanes that are reachable
by a series of changing lane maneuvers, such as a favorable option reachable
at the cost of changing lane sometimes unfavorable.

5.2 New Approach Based on an Ego-Centered Environment
Representation Using Virtual Lanes

The virtual lanes are necessary for the design of our ego-centered environment
representation. Figure 8 describes the four steps useful for our approach:

1. The agent breaks down the roadway on occupied and empty lanes depending
on the width and position of the perceived vehicles (for a given distance of
vision).

Fig. 8. Construction steps of the ego-centered environment representation
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2. The agent determines its own lane which may correspond to a virtual lane (if
it presents good properties, see the following section) or a physical lane.

3. The choice between virtual and physical lanes is made by evaluating the
virtual lane according to the lane properties and the individual characteristics
of the agent (to evaluate the virtual lane attractiveness in terms of gain).

4. The agent chooses the first lane whose characteristics are better than those
of the current lane.

5.3 Lane Characteristics

We assume that the estimation of expected gain depends on the flow characteris-
tics, the walls effect of the target lane and the agents’ individual characteristics.

The flow characteristics of each lane can be translated in terms of: the lane
length (i.e., the depth of the lane), the lane density, the average speed for vehicles
and the speed standard deviation which measures the speed distribution on the
lane and therefore the stability of traffic in terms of speed (a high standard
deviation would mean that traffic is not stable and therefore not predictable).
Regarding to wall effect, we keep these properties for our model:

– Speed: we consider an average speed of vehicles that are on the adjacent lanes
defining the wall, or null if it is a roadside.

– Stability: the stability of the walls is given by the difference between the
average speeds of each wall. We postulate that the more the speeds of right
and left walls tend to be identical the more the wall effect is considered as
stable.

– Proximity: the proximity reflects the available space between the vehicle and
the edges. This area affects the driver speed on the lane (more the space is
reduced, more the vehicle speed decreases).

We note that the impact of the lanes’ characteristics varies according to the
criteria within and between individuals. Characteristics are related to:

– The distance that the driver accepts in relation to regulation, more this dis-
tance is smaller, more the choice of using a prohibited lane has a significant
cost. This distance also varies depending on the types of users (traffic inter-
queues is often tolerated for motorcycles and it is also a practice for emergency
vehicles).

– The social acceptance of the virtual lane use (concept of tolerance for the
others).

5.4 Lane Evaluation

To build the ego-centered environment representation based on the virtual lanes
concept, the agent evaluates the identified virtual lanes in order to choose those
which represent the best alternatives to the left and right. The evaluation mech-
anism is based on the lanes’ properties identified above. Each agent has a choice
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between staying on its own lane or switch to another one. This evaluation is done
through a gain function that compares the agent current velocity and the target
lane expected velocity. The gain function is given by the difference between the
two velocities2:

G (vcai
, vai

(lj)) = tai
× vai

(lj) − vcai

where ai is Agent i, lj is lane j, vai
(lj) is the expected agent velocity on lane lj ,

vcai
is the agent current velocity and tai

∈ [0, 1] reflects the social acceptance of
the filtering practice that differs according to the vehicle type (e.g., motorcycle,
car, bus). vai

(lj)3 depends on the following parameters:

– fai
(lj): reflects the flow characteristics of lane lj and depends on the lane

density and on the lane average speed,
– gai

(lj): reflects the wall effect of lane lj and depends on the closeness of the
walls and their stability in terms of speed,

– hai
(lj): is related to the individual characteristics of each agent and translates

its distance to the regulation (normative and non normative behavior).

The evaluation function is positive when the target lane is relevant for the
agent (in terms of speed). This estimation takes into account the lane charac-
teristics (e.g., width, depth), the wall characteristics (stability, proximity) and
the individual agent characteristics, especially the distance to the norm.

With the generalization of the virtual lanes use as well as the enrichment of
lanes’ properties, we expect that the alternative to choose a virtual lane (inter-
queues) will not be systematic and particularly for cars, trucks and buses, where
“tolerance” associated with the use of such lanes is low as well as the gain in
terms of travel time. For these users, it will be more favoured in case of specific
events (presence of a vehicle badly parked, emergency vehicle). The filtering
maneuver will be more reserved to two-wheels because of greater tolerance and
a significant gain in terms of travel time. The proposed solution is also expected
to improve the validity of the model for situations with an important number of
lanes, in particular the consideration of “complex” tolls.

The next section describes two scenarios illustrating the validity of our app-
roach and describes the realized experiments.

6 Experiments and Results

Two scenarios where the agents are in situations of traffic suitable for observing
the desired behavior are described to evaluate the individual behaviors of the
agents in terms of space occupation. For these scenarios, we compare the agent
behavior in the benchmark case (without virtual lanes) and in our model. We
also consider the impact of the behavior in terms of heterogeneity (individual
behaviors, vehicle types, etc.).
2 The choice of this function is completely empirical; we have chosen the parameters

that affect the behavior of the agent based on psychological studies.
3 The expected agent velocity on lane lj is given by the weighted sum of the parameters

mentioned below.
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6.1 Scenario 1: Behavior of Motorcycle Overtaking Vehicles

This first scenario aims at verifying the filtering behavior of motorcycles (Fig. 9).
The situation describes a road with 2 physical lanes with Motorcycle 1 and two
slower vehicles (2 and 3). We focus on the behavior of Vehicle 1 (a motorcycle)
for the two approaches, i.e., the benchmark model and in ECER model (our
model).

We can observe that, in the case of the benchmark model, the motorcycle still
behind Vehicle 3 although the latter has a slower speed. In this case, the motor-
cycle uses the physical lanes and even if the driver makes a lane change to Lane 1,
it still constrained by Vehicle 2. Figure 9 shows also that in the case of our model
(ECER model) the agent driving two-wheels chooses at the time step 11 to fit
and filter between the two vehicles.

The behavior of motorcycle results from the ego-centered environment rep-
resentation based on virtual lanes. The motorcycle agent detects the possibility
of the emergent virtual lane (between the two vehicles). This kind of behavior
does not appear in the reference model (which has also been implemented in
ArchiSim, without our model), as the lanes correspond to the physical ones.

For the two cases, we compare the velocity and the lateral position of Vehi-
cle 1. In the benchmark model, the motorcycle does not filter between cars. In our
model, the motorcycle driver evaluates the virtual lane (between the two cars)
and chooses it. This behavior allows it to reach its desired velocity (Fig. 10).

We also compare the car and the motorcycle behaviors to the ECER model.
We can observe that in the same configuration, the motorcycle driver chooses the

Fig. 9. Comparing the positioning behavior in benchmark and ECER models
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Fig. 10. Results for Vehicle 1

Fig. 11. Comparing the lateral position in ECER model for car and motorcycle

virtual lane whereas the car driver stays behind Vehicle 3 (Fig. 11). The lateral
positions shown on the right side of the figure illustrate these behaviors.

6.2 Scenario 2: Influence of Normative vs Non Normative Behaviors

The second scenario study the impact of individual characteristics such as the
distance to the regulation. We change the individual characteristics of the agent
in order to have two different behaviors: normative and non normative. In this
case, Agents 1 and 3 are cars and Agent 2 is a motorcycle (Fig. 12).

In the first case, the agent has a normative behavior. It acts as in the bench-
mark model and stays behind Vehicle 3 even if it has a lower speed because
the alternative of virtual lane is costly. In the second case, the agent has a non
normative behavior, it chooses the virtual lane because it may enable it to have
a higher speed. With these two cases, we consider two extreme classes of behav-
iors. In our model, the variety of behaviors between those two extremes may be
produced.
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Fig. 12. The car behavior (normative and non normative) with ECER model

Fig. 13. Results for Vehicle 1

The velocity curves (Fig. 13) show that with normative behavior, the agent
accelerates to reach its desired speed but slows quickly to adapt to the vehicle in
front which is slower. It is not the case with the non normative behavior where
the agent accelerates until its desired speed and can keep this speed.

To summarize, our model takes into account the fact that the filtering prac-
tice is more tolerated for the motorcycle than for the car. We can observe that
the car drivers choose the alternative of a virtual lane only if the agent has a non
normative behavior (extreme case). The choice of virtual lanes is not systematic;
it depends on the lanes’ characteristics as well as the vehicle characteristics and
the agent individual characteristics.

Simulations in a road situation with real heavy traffic have been studied. We
compare the results of our model with real ones. The details of these experiments
can be found in [35]. Those results show that the two-wheeled vehicle took twice
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less time than cars to make the same journey. Due to their size, two-wheeled
vehicles use virtual lanes more frequently than other vehicles types. Their travel
time is shorter than for the travel time of cars. We can thus conclude that our
model considers that filtering is better tolerated in two-wheeled drivers than in
car drivers.

7 Conclusion

Our work intends to extend the validity of traffic simulation in urban and sub-
urban areas, with a better consideration of the heterogeneity of the vehicles
and driver behaviors in terms of anticipation positioning on the lane and space
occupation.

To reach this objective, we considered that the MAS approaches may allow
us to produce more realistic behaviors at individual and collective levels. In this
case, the existing studies applied to road traffic have shown that one of the main
difficulties relies on the re-organization of road space occupation. Each driver
builds his/her own representation for the same road configuration. In existing
driving psychology studies, two theories were proposed to deal with the environ-
ment representation: allo-centered and ego-centered representations. The ego-
centered representation is closer to MAS principles. Moreover, three examples
(i.e., vehicle improperly parked, situation related to a typical intersection and
situation dependent to motorcycles’ drivers), which have been described in this
paper, outlined that the real practices of drivers do not always respect the nor-
mative behavior (i.e., the “normal” driving): these practices define a temporary
re-adaptation of road space.

To support our analysis, ArchiSimarchitecture has been described. ArchiSimis
a road traffic tool based on psychological researches on the driver behavior. This
tool allows to produce the actions and interactions for various agents (e.g., vehi-
cles, motorcycles), each agent having its own characteristics and goals.

We proposed to use for each agent, the concept of virtual lanes (i.e., a solution
to re-define the road occupation space) coupled with an ego-centered represen-
tation of the traffic situation. Our solution is based on four steps: (1) identify
all the virtual lanes, (2) identify the current lane among these different virtual
lanes, (3) identify and characterize the adjacent lanes, (4) identify and charac-
terize not immediately adjacent lanes at the left and the right. To characterize
the choice of a lane, the agents evaluate the different interesting lanes, w.r.t.
speeds of vehicle, width and depth of lanes, conformity to norm regulation, etc.

Finally, we validate some individual behaviors for specific situations. Two
experiments were thus explained. The first experiment deals with the behavior of
motorcycle, which overtakes vehicles. The reference model leads the motorcycle
to stay behind the vehicles. However, the ego-centered representation model
allows the motorcycle to overtake the vehicles and to reach its desired speed
(the car allows to stay behind the other vehicles, because the virtual lane is not
sufficient to overtake). These results are similar to real practices. The second
experiment aims at improving the existing traffic models by the simulation of
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normative and non normative behaviors. The agent may re-define the road space
occupation and its representation may be also modified according to the type
of behavior. The vehicle may move between a motorcycle and a vehicle in a
situation where the vehicle has a non normative behavior (the width of virtual
lane is sufficient to overtake them).

We investigated that the function determining the gain for virtual lane may
be evaluated more precisely. A study concerning its impacts seems necessary.
Furthermore, it is interesting to compare our model to other general approaches
for such heterogeneous contexts. However, to compare different models, we need
to implement them in the same tool and to define experiment in the same context.
It is an interesting issue but it is time consuming.
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Abstract. In the study of financial phenomena, multi-agent market
order-driven simulators are tools that can effectively test different eco-
nomic assumptions. Many studies have focused on the analysis of adap-
tive learning agents carrying on prices. But the prices are a consequence
of the matching orders. Reasoning about orders should help to anticipate
future prices.

While it is easy to populate these virtual worlds with agents analyz-
ing “simple” prices shapes (rising or falling, moving averages, ...), it is
nevertheless necessary to study the phenomena of rationality and influ-
ence between agents, which requires the use of adaptive agents that can
learn from their environment. Several authors have obviously already
used adaptive techniques but mainly by taking into account prices his-
torical. But prices are only consequences of orders, thus reasoning about
orders should provide a step ahead in the deductive process.

In this article, we show how to leverage information from the order
books such as the best limits, the bid-ask spread or waiting cash to adapt
more effectively to market offerings. Like B. Arthur, we use learning clas-
sifier systems and show how to adapt them to a multi-agent system.

Keywords: Agent based computational economics · Artificial stock
market · Market microstructure · Learning classifier systems · Multi-
agent simulation

1 Introduction

In recent years, advances in computer research have provided powerful tools
for studying complex economic systems. Individual-based approaches, for their
benefits and the level of detail they provide, are becoming increasingly popular
within industries and even for policy makers. It is now possible to simulate com-
plex economic systems to study the effects of new regulations, or the influence
of new policies at the individual and not only at the group level.

Among these economic systems, artificial financial markets now offer a cred-
ible alternative to mathematical finance and econometrical finance. Thanks to
multi-agent systems, decision-making as the actions taken can be individualized,
macroscopic phenomena becomes consequences of microscopic interactions.
c© Springer-Verlag Berlin Heidelberg 2014
R. Kowalczyk et al. (Eds.): TCCI XV, LNCS 8670, pp. 69–88, 2014.
DOI: 10.1007/978-3-662-44750-5 4



70 P. Mathieu and Y. Secq

1.1 An Artificiel Agent-Based Stock Market

One can found many artificial markets in the literature, but they are mostly built
at the macroscopic level, with prices defined through equations [1,15]. Agents
reason on price alone and send simple signals to the market to buy or sell an
asset. The market contains no order book and sets the price only on the dif-
ferential between asks and bids signals. This approach ignores the complexity
of real markets and is insufficient to test sophisticated behavioural assumptions
like reasoning on types of orders, prices or quantities. Thus, to evaluate possible
consequences of regulatory rules on individuals, or to study societies social wel-
fares [7] or even speculators influences within traders population, a granularity
at the individual is required.

The ATOM multi-agent platform [8] implements an order-driven market
that reproduce the main features of the microstructure of marketplaces like
EuroNEXT-NYSE , including its system of double book of orders for each asset.
In ATOM, agents rely on their own strategies to send orders on different assets.
ATOM is built on classic agent design-patterns [17] to allow the enforcement of
equity between agents and to conduct experimentations at several scales: from
an intra-day level (intraday) by reasoning on each fixed price to multi-day scale
(extraday) by reasoning only on the closing prices. Although ATOM supports
multi-assets negotiation, this article focuses on the reasoning on a single order
book. Unlike macroscopic market models, agents do not emit a simple signal to
buy or sell but can send real orders consistent with those allowed on EuroNEXT.
However, in this paper, we limit ourselves to the two most common types: limit
and market orders.

In this paper, we use only the best known and most widely used order, the
LimitOrder which is defined by:

– the order issuer,
– the asset’s name to be exchanged,
– the desired direction (bid or sell),
– the number of asset to be exchanged,
– the price limit (i.e. the maximum accepted price for a purchase order and the

minimum accepted price for a sell order).

By its relevance to the real market mechanisms, ATOM provides access to numer-
ous data. Among these, there is the price history (Table 2), but also and espe-
cially the orders history (Table 1). Double order books that reflect the state of
the offer at time t is also accessible, with information on all orders its contains
(Table 3).

These information are significant and allow a measure definition of how easily
an agent will find a counterpart to his orders (so called market liquidity) or detect
an imbalance between supply and demand that suggests a future price curve
slope. Historically, economic theories claimed the importance to take advantage
of these information [4,10,14], but so far nobody to our knowledge had high-
lighted this fact experimentally.
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Table 1. Chronological history of sent orders.

Id. Sender Direction Price Quantity

o1 Agent2 sell 111.5 8

o2 Agent1 sell 111.1 10

o3 Agent1 bid 110.6 6

o4 Agent3 sell 111.0 10

o5 Agent1 sell 110.9 8

o6 Agent2 bid 110.9 8

o7 Agent2 bid 111.0 7

o8 Agent4 bid 110.9 2

o9 Agent3 sell 110.9 2

o10 Agent4 bid 110.8 7

o11 Agent2 sell 110.8 5

Table 2. Chronological prices history, along with quantities exchanged and agents
involved in the transaction.

Price Quantity Bid order Sell order

110.9 8 o6 o5

111.0 7 o7 o4

110.9 2 o8 o9

110.8 5 o10 o11

Table 3. Order book state after matching orders from Table 1.

Direction Order Sender Quantity Price

Vente o1 Ag2 8 111.5

o2 Ag1 10 111.1

o4 Ag3 3 111.0

bid-ask spread �
Achat o10 Ag4 2 110.8

o3 Ag1 6 110.6

This paper main purpose is to demonstrate that it is possible to design trad-
ing behaviours that take advantage of all these information and offer a most
efficient and effective trading behaviour.

1.2 Learning Trading Agents

As multi-agent systems, machine learning techniques have experienced a
real boom in recent years. Main learning families (supervised, unsupervised,
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reinforcement) are based on different algorithms, the best known and most used
are probably [12]:

– genetic algorithms,
– neural networks,
– Bayesian networks,
– support vector machines.

These techniques have been used in artificial markets with more or less success
[2,11]. However, they all suffer the same explanatory default: once learning is
achieved, it is difficult to understand why decisions are made, to highlight the
cause of the outbreak of specific behaviors, and thus to avoid biases in learning
contexts.

Different learning agent types have appeared within the literature in recent
years. Even if these agents are designed to perform well on artificial markets,
theirs learning is only focused on past prices to predict the possible future prices
evolution.

As B. Arthur [1], we have chosen another learning technique that may be
less common, but is much better adapted to the need of explanation: classifier
systems or Learning Classifier Systems (LCS) [6]. These systems use a popula-
tion of binary rules set by the designer that a reinforcement algorithm sort and
that can possibly be modified by a genetic algorithm. Other techniques, such as
those mentioned above would probably also work but our purpose here is not to
make a comparison, but above all to show how to design an adaptive model and
yet explanatory using the data set of one market to obtain varied and relevant
behaviours.

One of the first artificial market, the SF-ASM (Santa Fe Artificial Stock
Market, [1,15]), already used LCS for its reasoning agents, but this market is
equational, and thus its agents could only take into account price history.

We show in this paper how to take advantage not only of past prices, but of all
the available information in an order-driven multi-agent stock market simulator.

1.3 LCS Solely Based on Prices

Before discussing the overall complexity of a stock market, let’s first describe the
principle of a classical classifier system [1,9] by showing its usage in a macroscopic
context where agents only study past prices to define their orders.

A LCS is initialized with a set of conditions on market state called indicators.
These are the “sensors” used by the LCS to perceive market dynamic. Therewith,
it is possible to derive a binary sequence whose length is equal the number of
indicators used to characterize the current market state. Table 4 shows some
indicators examples that can be used.

The first indicator Ind1 is satisfied if the current price is higher than the
previous price. Ind2 is satisfied if the current price is higher than the average of
the last 5 price, while ind3 is satisfied when the current price is less than 100.

These indicators being fixed, each LCS has a set of rules (or classifier) con-
sisting of a triplet (condition, score, action)
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Table 4. Technical indicators based on past prices

Market indicator name Market indicator definition

Ind1 pt > pt−1

Ind2 pt > 1/5×∑t−5
i=t−1 pi

Ind3 pt < 100

Table 5. A LCS example using 5 rules

Rule State S Action A Score F

R1 #10 bid 5

R2 1#0 sell 18

R3 00# bid 12

R4 110 hold 4

R5 #11 sell 9

– the state S of a rule is a sequence of trit (tr inary digits) that determines
whether the rule can be activated given the current situation. These trit can
be 0, 1 or #. In this sequence, each trit is an indicator. If a trit is 1 (resp.
0), the corresponding indicator must be true (resp. false) to enable the rule.
The sign # means that the indicator is not be taken into account for rule
activation.

– the ability to score F is the confidence we can have in this rule, based on its
previous success prediction. The higher it is, the better is the rule.

– A action (bid or sell) to be performed if the rule is triggered. This choice is
equivalent to a prediction on prices. Deciding to buy when we predict that
prices will rise, and deciding to sell when we believe that prices will fall.

An LCS can have at most 3n rules, where n is the number of indicators.
Table 5 is an example of LCS with 5 rules using three indicators. For example,
the first rule R1 can be activated if the current market situation is the state
010 or 110. This rule allows the LCS to select a purchase order, and his score is
currently 5.

The LCS works as follows: every time he has to make a decision, it selects
a rule among the activated rules with a probability proportional to the score of
each rule. Then, the LCS performs the action associated with the selected rule
(sending a signal to buy or sell). In the next activation of the LCS, the score of
each activated rule will be corrected up or down depending on the accuracy of
the prediction made.

In addition to the reinforcement system, it is common for a LCS to use also
a genetic algorithm to renew its set of rules during simulation. It is applied
regularly on the set of rules, using the score of each rule to produce natural
selection within the classifier system. Rules whose score is below a threshold
are eliminated, we cross and mute the best rules to regenerate the population.
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The rules are not activated over time (due to conflicting indicators) are automati-
cally eliminated. The combination of system update scores and genetic algorithm
allows the LCS to achieve an effective learning.

There are other learning agents derived from LCS systems. For example, it
is possible to make a social learning (information and learning are shared by
multiple agents), or perform a hierarchical learning process multi-agents (HXCS
[20]). However, LCS agents used here are agents of type XCS (eXtended Classifier
System, [5,19]) realizing a simple reinforcement learning by updating the score
of each rule.

2 An Order Based LCS

Adapting an LCS to an order-driven market poses several problems: temporal
references within indicators may have different interpretations, in an order-driven
market defining the direction (bid or sell) alone is not sufficient because it is
necessary to also produce a proposal price and quantity, and finally, the agents
must take advantage of information from pending orders contained in order
books.

2.1 LCS and Temporal References

By adapting a classifier agent to a multi-agent system, the questions of the unity
of time should be considered, because several indicators rely on this notion.
Indeed, all agents can express themselves during a time step (in real time or
turn to speak), but not always in the same order, and several prices may be
fixed within one simulation step.

For example, if we want to know if the price has increased or decreased, the
condition pt > pt−1 may not have the same meaning for each agent. In fact,
agents have their own rhythms to place an order and a reference to past prices
can be absolute or relative.

More precisely, to check the condition pt > pt−1, the agent can consider that t
refers to either the known sequence of events by the market (the agent compares
the current price at the last price fixed by the market), or the sequence of events
known by the agent (the agent compares the current price at which prevailed the
last time he made a decision, knowing that many prices have since been fixed).

We choose in this study to consider that the time is “the agent time”, that
is to say the sequence of events known by the agent, because it allows agents to
reason about values spaced in time according to their need.

2.2 LCS and Order-Driven Stock Markets

When an agent send an order to the market, the direction of the order is deter-
mined by enabled rule, but it is also necessary set a price limit and a quantity.
For a fair comparison between agents, we propose to use the same policy of
pricing and quantity for all agents.
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For pricing strategies, we have decided to rely on the best prices contained
in the order book. For example, for the order book presented within Table 3, the
values are:
PBestBid = 110.8 and PBestAsk = 111.0

Using these best prices, we propose two different strategies:

– fixing the price to place the order at the top of the order book:
PBid = PBestBid + ε
PAsk = PBestAsk − ε

– launch an order that will be immediately matched (at least in part), with a
price equal to the best opposite order:
PBid = PBestBid

PAsk = PBestAsk

Pour fixer la quantit, nous proposons deux stratgies: soit une quantit con-
stante (Q = kc), soit une quantit proportionnelle au score de la rgle active
(Q = kpF ).

By combining these two types of strategy, it is possible to design four dif-
ferent policies, we compare them in Sect. 4. Thus, the agent LCS allows him to
determine the direction while policies set a price and a quantity. An agent with
these two elements is able to send orders to the market.

2.3 Leveraging Order Books State Information

To show that the learning agents can be improved by taking into account mar-
ket microstructure, we propose to give to previous agents the ability to access
order books information. To this aim, we add several indicators based on orders
waiting within order books and show that these indicators give agents relevant
information that improve their trading behaviour.

In macroscopic systems, the usual reasoning is to perform a technical analysis
of historical prices to derive a future increase or decrease. This is typically the
case strategies chartist that seek specific forms within price curves.

To show the contribution of order book information for agents reasoning,
we propose in this paper to start with a reference LCS agent called PriceLCS,
reasoning only on past prices, and improve it by adding agents called OrderLCS
which rely on prices but also use market microstructure indicators. Then, we
show through a set of experiments that these indicators provide relevant and
useful information to agents to improve their trading performances.

The PriceLCS only uses technical analysis indicators presented in Table 6
that can take into account price change on both short and long term on three
types of simple criteria: price evolution compared to previous price (indicator 1),
the average compared to previous price n (indicators 2–4), or from the middle
of the range of values of n previous prices (indicators 5 and 6).

We now want to compare PriceLCS with better informed agents, OrderLCS
that benefit not only from prices but also from pending orders.

Indeed, order books contain a lot of information, in particular, the gap
between the best bid and best ask, called bid-ask spread (see Table 3). This
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Table 6. Technical analysis indicators shared by PriceLCS and OrderLCS

Id Market indicator definition

1 pt > pt−1

2 pt > 1/5×∑t−5
i=t−1 pi

3 pt > 1/10×∑t−10
i=t−1 pi

4 pt > 1/100×∑t−100
i=t−1 pi

5 pt > 1/2[Minpi + Maxpi]i∈[t−1,t−10]

6 pt > 1/2[Minpi + Maxpi]i∈[t−1,t−100]

Table 7. Technical market indicators based on bid-ask spread

Id Market indicator definition

7 bestPAsk − bestPBid < k7

8 rt < k8

value can be related to an asymmetry of information, or a uncertainty about the
value of the security. Moreover, it is a common market liquidity measure, the
higher is the spread, the higher is the risk for an agent to sell or buy an asset in
a short time frame.

To effectively leverage information from order books, we propose to add new
indicators to OrderLCS agents: those concerning the value and evolution of the
bid-ask spread and those related to an imbalance between supply and demand.
The indicators proposed here are examples of criteria based on the orders that
may be used by agents and are used in the evaluation Sect. 4.

Bid-ask spread. One can argue about the use of the bid-ask spread absolute
value (indicator 7 in Table 7), but we propose to use instead the following ratio:
r = bestPAsk

bestPBid
(indicator 8).

One can for example compare the current value of this ratio to previous
value (indicator 9), or the average of k10 previous values (indicator 10), or in
the middle of the range of k11 previous values of r (indicator 11), to determine
if the current bid-ask spread value is rather high or low (Table 8).

Table 8. Market indicators based on ration evolution r = meilleurPV ente
meilleurPAchat

Id Market indicator definition

9 rt > rt−k9

10 rt > 1/k10 ×∑t−k10
i=t−1 ri

11 rt > 1/2[Minri + Maxri]i∈[t−1,t−k11]
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Table 9. Market indicators based on relative size of bid and ask pending orders

Id Market indicator definition

12 No bid orders pending

13 No ask orders pending

14 nbAsk
nbBid

> k14

Indicators Based on Imbalance Between Supply and Demand. The
relative size in number of orders on both sides of the order book is also a useful
information because it may reflect an imbalance between supply and demand
(Table 9). This imbalance in a way or the other, may announce an upcoming
change price that the agent could benefit. Indicators 12 and 13 check if there
are buy and sell orders in the order book, and indicator 14 reasons on the ratio
nbAsk
nbBid .

However, the relative size of the two parts of the order book is not the best
way to assess the imbalance between supply and demand. In fact, if 10 assets
are sold at the same price p0, the offer is better than if only one asset is on sale
for p0 and 9 others have a higher price, yet nbAsk

nbBid ratio remains the same. We
should therefore also take into account the price differences in the calculation of
supply and demand.

offer =
∑

order∈Ask

Quantity(order)
Price(order) − bidAskMid

demand =
∑

ordre∈Bid

Quantity(order)
bidAskMid − Price(order)

with:

bidAskMid =
bestPAsk + bestPBid

2
bidAskMid is the average of the best ask price and the best bid price. By

dividing the quantity of each order by the difference between its price and
bidAskMid, taking into account the fact that some orders have a price limit
too high or too low to constitute an interesting offer or demand. We are then
interested in the ratio q = offer

demand (indicator 15) and its evolution (indicators
16–18).

OrderLCS agents use indicators 1–6 as PriceLCS agents, but they also use
indicators based on orders (indicators 7–18). These order based indicators are
only examples and many other indicators could be relevant. Nevertheless, the
proposed indicators cover many aspects of order books and are widely accepted in
finance. Indicators using a constant k have been implemented in several versions
with several values of this constant.
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Table 10. Market indicators based on imbalance within bid ask pending orders

Id Market indicator definition

15 qt > k15

16 qt > qt−k16

17 qt > 1/k17 ×∑t−k17
i=t−1 qi

18 qt > 1/2[Minqi + Maxqi]i∈[t−1,t−k18]

3 Methodology

Our study has two goals: to show that price based LCS are effective and that
order based LCS are more effective. To do this, we first compare PriceLCS to
various chartist agents to check that their learning mechanism allow them to
get better results (first stage on the horizontal axis of the Fig. 1). In a second
step, we want to demonstrate that indicators based on orders can improve LCS
agents. For this, we compare PriceLCS with several OrderLCS agents (second
stage on the horizontal axis in Fig. 1).

Market
complexity

Agent
complexity

Price
driven

Order
driven

Chartist
agents

(price)
LCS

agents

(order)
LCS

agents

chartist
agents

PriceLCS

OrderLCS

Classical
approach

SFASM

ATOM

Fig. 1. Using a more complex market model allow the definition of better informed
agents. We seek to demonstrate that LCS agents efficiency is better than chartists
agents and then, that order based LCS agents outperforms price based LCS agents.



Using LCS to Exploit Order Book Data in Artificial Markets 79

Evaluating and comparing agent behaviours is a difficult art. Firstly because,
like voting systems, there are always methods that promote particular agents,
and secondly because an agent is rarely good in absolute terms but often in rela-
tion to its opponents and the environment. Thus, we distinguish two problems:
estimate an agent gain, that is to say its performance in a specific simulation,
and to evaluate the agent, that is to say, estimating its performance being as
general as possible.

3.1 Estimate Agents Performances

To compare agents, we must define a method to compute agents’ gains, regardless
of the type of evaluation selected. Two main criteria are possible here: either
liquidity (cash) possessed by an agent or the richness of it (wealth), sum of its
liquidity and the estimated portfolio value.

wealth = cash +
i<=assets∑

i=1

prixi × nbAssetsi

Although this estimation is questionable because it is approximative, it has
the advantage of taking into account all the agent assets.

3.2 Evaluation Method

It is very difficult to say that an agent is better than another in absolute terms.
In order to achieve the highest possible objective measures, it is important to
test the agent in a sufficiently rich and representative selection to avoid potential
biases due to a favorable or unfavorable environment. Moreover, the variation of
the comparison set improves the objectivity of the measure. However, when an
agent performs better than another in several sufficiently varied environments,
then this agent demonstrated better robustness and we can assume that this
agent is generally best.

Agent Comparison. Comparing agents by inserting them into a single envi-
ronment is a major problem. It can exist specific relationship between two agents
called “predator-prey” relationships, when these agents are in the presence of
each other, the predator will maximize its results at the expense of prey. This,
however, tells us nothing about the quality of each agent. If there is a relation-
ship between two such agents that you want to evaluate, then the results for
the two agents are distorted. This is why we use in our experiments a method
that evaluates independently different agents to compare, based on the use of
agents other than those to be evaluated. Finally, each type of agent should not
be represented by a single individual, but by an agents population.
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Populate Simulations. A good way to compare agents is to test their robust-
ness to the variety of possible environments, and to average their performances.
The performance obtained by an agent depends mainly on other competing
agents, which is why it is necessary to vary types of agents encountered. To
obtain diversified situations, simulations are populated with other agents types
than those being evaluated. We call E all of these agents types, and S the set of
agent types to evaluate. Some agents may be in S and E, if we try to evaluate
them while they are also used to populate simulations. Agents that constitute
E can be:

– chartist agents (moving average, RSI, momentum, variation, indicators and
mixed moving average) using simple conditions on prices to predict price
changes and decide whether to buy or to sell,

– periodic agents who buy and sell periodically
– Zero Intelligence Traders (ZIT, [13]) that send orders in a random direction

with a random limit price,
– LCS agents based solely on price. These agents use simple market indicators

(all of the form pt > ptX). These agents perform quite badly, but it seems
important to us to have a minimum of adaptive agents within E.

Agent Families. To evaluate a trading behaviour, it is preferable to perform
experiments with multiple instances of each agent instead of only one. In a real
environment, it is rare that an individual is the only one to use a given strategy.
So the concept of agent family, which is a set of agents using the same strategy
and the same parameters has to be introduced. The use of agents families and
the scaling that it induces has several consequences, including a better temporal
distribution of the round of talk, possible interactions between multiple agents
of the same type, or the smoothing of result for non deterministic agents.

3.3 Evaluation Methods

Once the measurement of individual performance is fixed, there are many ways
to evaluate the performance of an agent in a community of n agents. Two main
types of evaluation coexist [3]: evaluations in which n agents are placed in the
same environment and compete with each other, and evaluations in which n
agents are classified with respect to the same set of opponents. For each of these
two types of evaluation, it is still possible to evaluate agents individually or with
agents families (agents with the same type and parameters).

Various performance measures are then possible:

– n agents are evaluated in the same simulation. Agents are classified according
to their exact gains at the end of the simulation.

– n agents families are evaluated in the same simulation. Agents are ranked
on the average earnings of their families at the end of the simulation. Using
agents families, results variability due to agents stochasticity is attenuated.
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– each agent family is evaluated separately from the other by running it against
a common reference population. The n agents are then classified on the aver-
age earnings of their families. Separating families that are compared avoids
introducing a bias in the evaluation due to the dominance of one agent over
another.

– agent families are evaluated against a common reference population within an
ecological competition. At the beginning, all families have the same number
of instances but at the end of the simulation, instances are adjusted according
to their family score.

These different simulations are ranked on their pertinence, indeed each proto-
col is superseded by its followers. For example, the use of reference families avoids
distorting the comparison between families who would have dominance relation-
ships between them even if one is not better than the other. In this article, we
have chosen the most complete of them, the ecological competition, because it
introduces a variation of population that avoids mutual support between families
of agents and thus ensures a better robustness of the results.

3.4 Ecological Competition

Ecological competition is a selection method inspired by biology and the natural
selection phenomenon [16,18]. In such context, several families evolve in the same
environment, such as animal or plant species sharing the same environment. As
in nature, their populations vary over time, in such a way that the best families
see their populations increase, while the others decline.

In our case, a competition is a series of simulations on the market. Each
family begins with an identical number of individuals, the total population of
the competition remains constant throughout the competition. After each gen-
eration, the population of each family is revalued based on its gain. After each
generation a proportionality rule on the score of each family is applied to keep
the total population constant.

A family score is the total gain of its instances during the simulation. But,
in ATOM, as in real markets, traders have the opportunity to borrow money
to purchase assets. The agent cash can then be negative as well as its wealth.
It is therefore possible that a family has a negative total gain, which is a bit
problematic to apply a proportionality rule. To solve this problem, we propose
to subtract the gain of the worst agent p (gain of p are most often negative, then
it will be an addition) to the gain of all agents a.

gaina ≥ gainp ⇒ gaina − gainp ≥ 0

In this way, the gain of p agent is reduced to 0 and that of all others is positive
(as the total gain of each family). The total gain of a family f is the sum of the
modified wealth of its agents. It is then possible to apply a proportionality rule
for calculating populations of the various agent families.
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The population volume of a given agent family at the end of an ecological
competition represents its adaptation to a particular environment (other families
competing agents) and its effectiveness in this environment.

It may seem surprising at first that ecological competition is preferred to a
more classic economic competition, where an agent leaves the competition when
it is ruined. However, this approach presents several problems:

– with the ability to borrow, it is difficult to determine whether an agent is
ruined, this choice is arbitrary.

– an agent can decide to leave the market before going broke on it.
– this approach does not allow the opportunity for new agents to enter the

market by playing a strategy they observed success.

Ecological competition has the advantage of presenting a dynamic environ-
ment that adapts itself to agents performances. This allows to experience a
robustness against evolving environments.

3.5 Experimental Protocol

When an agent performs better than another in several various ecological com-
petitions, we can assume that this agent is generally best. This is the method
we used to evaluate our agents.

For each agent type to be evaluated s ∈ S, the following procedure is per-
formed. 500 ecological competitions populated with one agent family of type s
and various families of agents (5–20) from E (which contains currently forty
agents), randomly selected each competition. 50 generations competition are
generally sufficient to reach stable populations volumes in most cases. Each gen-
eration is composed of a trading day made of 2000 decisions per agent, which is
necessary for learning agents to adapt themselves to their environment.

The average population of each family obtained after 500 competitions is
a good measure of the performance of an agent, because it takes into account
the robustness of the variety of possible environments, and the robustness to
adaptive environments.

The first experiments consists in assessing the effectiveness of price bases
LCS agents before comparing them to order based LCS agents.

3.6 Price and Quantity Policies Evaluation

The first experiment is to determine which pricing and quantity policy should
be used with our LCS agents. To this aim, we compare a price based LCS with
all policies variation against a reference population. As shown in Fig. 2, this
experiment shows that the policy giving the best results is the policy that sends
orders placed at the top of the order book, with a constant quantity. Thus, these
policies are used throughout all other experiments.
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Fig. 2. Average PriceLCS family proportion with respect to the price and quantity
fixing mechanisms: Limit to be at the top of the order book, Market for an immdiate
execution, Const for a constant quantity and Prop for a proportional quantity.

4 Simulations Results

4.1 Price Based LCS Agents

The second experiment assesses the quality of price based learning. Figure 3 rep-
resents the average proportion of the population of various agents in an ecolog-
ical competition. One of these families is PriceLCS and other agents are simple
chartists (moving average, RSI, momentum ...) or agents with basic behaviours
(periodic ZIT). It should be noted that price based LCS agents outperforms other
families. Thus, this experiments demonstrates the effectiveness of the learning
process achieved on prices analysis.

4.2 Order Based LCS Agents

The third experiment check that order based LCS agents perform better than
LCS agents based solely on prices. Figure 4 represents the average population of
a few agent families in an ecological competition. The PriceLCS uses indicators
based on prices described in Table 6. For others families, these same price based
indicators are used, but some order based indicators described in Tables 9 and
10 are added. 298 different agent types based on these additional descriptors
have been tested, the Fig. 4 gathers only those that have obtain the best results.
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Fig. 3. Average population volume for each family: the PriceLCS graph is for price
based LCS agents

It was found that the best families use 1–3 indicators taken from instances of
indicators 10, 11, 16 and 17 (see Table 11). Other indicators have little influence
or none at all on results. Indicators used by each family are described in Table 11.
Each bit corresponds to a line. For example, agents of the family OrderLcs 10001
use indicator 10 with k = 100 (first line table) and the indicator 17 with k = 100
(fifth row of the table).

We also observe that many of these families do better than the base agent.
Agents using these good indicators have an average population at the end of the
competition of about 100 % that of the base agent. This experiments demon-
strates that LCS agents can be improved by the addition of order based
indicators.

4.3 Assessing an Indicator Utility

We propose an utility measure ui of an indicator i as the average score of rules
for which the trit question is not undetermined (i.e. #). This score is calculated
on all the rules of agents of a family at the end of a simulation.

If more indicators are used, the average utility of an indicator is small. To
compare the usefulness of two indicators, we use the following ratio:

sind =
uind × nbIndicateurs∑

i∈indicateurs

ui
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Fig. 4. Average volume population in an ecological competition: the OrderLCS graph
is for order based LCS agents.

Table 11. Order based indicators that improve PriceLCS agents

Id. k Indicator instantiation

10 100 rt > 1/100×∑t−100
i=t−1 ri

11 100 rt > 1/2[Minri + Maxri]i∈[t−1,t−100]

16 5 qt > qt−5

17 10 qt > 1/10×∑t−10
i=t−1 qi

17 100 qt > 1/100×∑t−100
i=t−1 qi

If sind > 1, then uind is higher than the average useful indicators of the
observed LCS. Otherwise, if sind is less than 1, it means that uind is below
the average. Therefore an indicator of quality maximizes the ratio s. We note
on the Table 12 that this ratio is less than 1 for an indicator randomly returning
true or false (line 1), less than 1 for indicators based solely on prices (line 2),
but greater than 1 for several indicators based on orders (line 3), in particular
those listed Table 11.
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Table 12. Ratio value s for several kind of indicators

Market indicator definition s

1 Random 0.860

2 pt > 1/5×∑t−5
i=t−1 pi 0.961

3 rt > 1/100×∑t−100
i=t−1 ri 1.034

4.4 Learning Mechanism Saturation

The more information an agent has, the greater is its potential to achieve good
prediction on price evolution. Nevertheless, the addition of an indicator expands
the search space, and makes the learning process slower and sometimes less
effective. All information are not relevant or pertinent. For example, one can
think that pt > pt−1 is more relevant than pt−100 > 101−pt for many situations.

Indeed, the expansion of the search space is the same regardless of the indi-
cator added, so the information provided by an indicator must be significant
enough to compensate for this expansion. In addition, if two indicators provide
similar information, the added value of the second is low. We found that our
LCS agents must therefore have a limited number of indicators (between 6 and
9), sufficiently differentiated from each other.

5 Conclusion

To achieve realistic financial simulations, it is important to populate artificial
markets with adaptive agents. It allows to obtain price curves or price histories
that are more realistic and consistent with stylized facts found in computational
finance. It also enhances the experience of human agent who participates in a
simulation with agents more intelligent and robust. It finally allows you to test
the rules of market regulation in richer and more lifelike environments.

However, until now, the lack of software platforms both running orders driven
markets and implementing a multi-agent approach, this type of simulation was
done only on the price curve generated through equational models, as done by
B. Arthur with SF-ASM. The ATOM platform, by its fidelity to order driven
markets like EuroNEXT-NYSE, helps to push learning agents much further.

Learning in the context of a agent based artificial stock market is a com-
plex process. It is often believed to one can learn from the behaviour of other
agents. Recognizing other agent behaviour is a difficult thing, trying to adapt
itself to an evolving environment is even more complex. It is also often believed
that there is nothing to learn from stochastic agents and that only agents with
deterministic behavior can bring more information. These suppositions do not
take into account interesting information that are brought by the microstruc-
ture of double order books who sets prices in order driven markets. They plays a
role similar to an accumulator. These are not necessarily the last orders to arrive
that will be executed first, but the best deals. It is then possible make effective
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use of the information contained in these order books and have an edge on price
trends. From these information can be found the best bid or best offer for sale
of course, but also the size of the bid-ask spread or available quantity available,
weighted or not by its distance.

In this article, after detailing the various possibilities to reason about orders
and their consequences, we have shown how to set up learning classifier systems
that take into account the information present in the market microstructure,
that is to say pending orders in order books. To compare these agents, we have
implemented an original adaptation of the principle of ecological competition
that allows us to measure an agent performance and also its robustness to envi-
ronmental changing. We were able to show that an agent who studies pending
orders in order books is far more efficient than agents chartist or as his counter-
part that reason solely on prices.

Further work is certainly needed in this direction, by varying the learning
methods used and also by introducing indicators that attempt to recognize typi-
cal trading behaviours by studying orders evolution from a specific agents within
order books. This, we consider this work as a first step towards more complete
adaptive learning behaviours for artificial agents.
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(eds.) Adv. on Prac. Appl. of Agents and Mult. Sys., AISC, vol. 88, pp. 277–286.
Springer, Heidelberg (2011)

8. Mathieu, P., Brandouy, O.: A generic architecture for realistic simulations of com-
plex financial dynamics. In: Demazeau, Y., Dignum, F., Corchado, J.M., Pérez,
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Abstract. Most traditional classification methods assume the indepen-
dence and identical distribution (iid) of objects, attributes and values.
However, real world data, such as multi-agent data and behavioral data,
usually contains strong couplings among values, attributes and objects,
which greatly challenges existing methods and tools. This work targets
the coupling similarities from these three perspectives and designs a
novel classification method that applies a weighted K-Nearest Centroid to
obtain the coupled similarity for non-iid data. From value and attribute
perspectives, coupled similarity serves as a metric for nominal objects,
which consider not only intra-coupled similarity within an attribute but
also inter-coupled similarity between attributes. From the object per-
spective, we propose a more effective method that measures the centroid
object by connecting all related objects. Extensive experiments on UCI
and student data sets reveal that the proposed method outperforms clas-
sical methods for higher accuracy, especially in imbalanced data.

1 Introduction

Most of the existing classification methods make an assumption on the inde-
pendence among values, attributes and objects [3]. For example, SVM [12] tries
to classify objects by converting all the nominal features into binary numeri-
cal features [11]. More precisely, an attribute with ν distinct categorical values
can be converted into ν separate new features. Consequently, this kind of meth-
ods believes different values of each feature share equal discriminative power
in classification. However, in real world data, such as multi-agent interactions
and agent behaviors, the coupling relationships and heterogeneity among data
features and values are ubiquitous. This greatly challenges existing theories and
systems.

Some similarity metrics try to measure distance by geometric analogies which
represent the relationship of data values. For example, the similarity between 10
c© Springer-Verlag Berlin Heidelberg 2014
R. Kowalczyk et al. (Eds.): TCCI XV, LNCS 8670, pp. 89–100, 2014.
DOI: 10.1007/978-3-662-44750-5 5
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Table 1. Student information table

ID Country Education Economic Risk

1 USA TAFE H H

2 Australia TAFE H H

3 China HighSchool M L

4 China Bachelor M L

5 Japan Bachelor L L

6 Japan HighSchool L L

and 12 is greater than that of 10 and 2. There are many similarity metrics
which have been explored for numerical data, such as Euclidean and Minkowski
distances [8]. By contrast, similarity measurement over nominal variables has
received much less attention. In a supervised learning process, heterogeneous
distances [16] and modified value distance matrix (MVDM ) [6] describe the sim-
ilarity between categorical values. In unlabeled data, only limited research [8],
such as simple matching similarity (SMS, which only uses 0s and 1s to distinguish
similarities between distinct and identical categorical values) and occurrence fre-
quency [2], discusses the similarity between nominal values. Reference [8] defined
a specific similarity measure between attribute values, by extracting the inten-
sity of the relationship between two data objects, which resemble each other
frequently, which could obtain a larger similarity between them. The following
is an problem illustrating this problem.

We conduct an educational data mining [14] project, which analyzes student
behaviors on campus and assess the risk of failing in the target courses. In
Table 1, six student are divided into two classes, one is high risk and the other
is low risk. As shown in the table, there are three nominal features: country,
educational background and economic status. Overlap similarity [13] measure
the similarity between the countries “China” and “Japan” to be 0. However,
China and Japan share a similar culture and characteristics, therefore, students
from these two countries may have similar characteristics. Another observation
by is that the similarity between “Bachelor” and “HighSchool” is equal to that of
“TAFE” and “HighSchool”. Intuitively, the similarity of the former pair should
be greater since they drop into the same class L. Therefore, if students come
from TAFE, they have a higher risk of failing in some courses than high school
students or those who have a bachelor degree.

This example shows that it is difficult to analyze the similarity between
nominal variables. Furthermore, numeric distance can not capture the significant
correlation among nominal values. It is worthwhile to design an effective and
efficient method to measure similarity among nominal variables.

Thus, we judge the similarity of categorical values by considering data char-
acteristics. Two values are similar if they appear in a data set with similar
frequency [2], which reflects the intra-coupled similarity within one feature. For
example, two countries are similar if they appear with the same frequency, such
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as “USA” with “Australia” and “China” with “Japan”. However, the reality is
that the former pair is more similar than the latter. To improve the accuracy
of intra-coupled similarity, it is believed that the object co-occurrence proba-
bilities of attribute values induced on other features are comparable [1]. The
similarity between countries should also cater for dependencies on other features
such as “Education” and “Economic” over all movie objects, namely, the inter-
coupled similarity between attributes. The coupling relationships between values
and between attributes contribute to a more comprehensive understanding of
object similarity [4]. No work that systematically considers both intra-coupled
and inter-coupled similarities has been reported in the literature. This fact leads
to the incomplete description of categorical value similarities, and apart from
this, the similarity analysis on dependency aggregation is usually very costly.

In this work, in order to make the method more adaptive to real world data,
we use the coupled similarity criterion to add both intra-coupled similarity and
inter-coupled similarity to measure the coupled relation between data features.
Based on the coupled distance (COS ) measure by considering both Intra-coupled
and Inter-coupled Attribute Value Similarities (IaAVS and IeAVS ), which cap-
ture the attribute value frequency distribution and feature dependency aggrega-
tion with a high learning accuracy and relatively low complexity, respectively.
We compare accuracies and efficiencies between our method and some classic
method, we then evaluate our proposed measure with an existing metric on
a variety of benchmark categorical data sets including real world educational
application data, in terms of classification qualities.

This paper is organized as follows. In Sect. 2, we briefly review definitions of
the coupled similarity matric. Section 3 proposes a novel the coupled similarities
base classification method, and the demonstrate the efficiency and effectiveness
analysis is given in Sect. 4. Section 5 gives an application example to show the
practicalities of the proposed method. Finally, we conclude this paper in Sect. 7.

2 Related Work

References [2,8] discussed the similarity between categorical attributes. Cost and
Salzberg [6] proposed MVDM based on labels, while Wilson and Martinez [16]
studied heterogeneous distances for instance based learning. Some data mining
techniques for nominal data [1,2] existed. The most famous are the distance
measure and its diverse variants such as Jaccard coefficients [8], which are all
intuitively based on the principle that the similarity measure is 1 with identical
values and is otherwise 0. More recently, attribute value frequency distribution
has been considered for similarity measures [2]; neighborhood-based similarities
[10] are explored to describe the object neighborhood by using an overlap mea-
sure. These are different from our proposed method, which directly reveals the
similarity between a pair of objects.
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Recently, a number of researchers have pointed out that the attribute value
similarities are also dependent on their coupling relations [2,4]. Das and Mannila
presented the Iterated Contextual Distances algorithm, convinced that the sim-
ilarities among features and objects are inter-dependent [7]. Ahmad and Dey
[1] proposed a computing dissimilarity matric by considering the value’s co-
occurrence. While the dissimilarity criterion of the latter leads to high accuracy,
the computation is usually very costly, which limits its application in large-scale
problems.

3 Problem Definition

In this section, Coupled Attribute Value Similarity (CAVS) is used in terms
of both intra-coupled and inter-coupled value similarities. When we consider the
similarity between attribute values, “intra-coupled” indicates the involvement of
attribute value occurrence frequencies within one feature, while “inter-coupled”
means the interaction of other features with this attribute. For example, the cou-
pled value similarity between B1 and B2 concerns both the intra-coupled rela-
tionship specified by the repeated times of values B1 and B2: 2 and 2, and the
inter-coupled interaction triggered by the other two features (a1 and a3).

Suppose we have the Intra-coupled Attribute Value Similarity (IaAVS)
measure δIa

j (x, y) and Inter-coupled Attribute Value Similarity (IeAVS)

measure δIe
j (x, y) for feature aj and x, y ∈ Vj , then CAVS δA

j (x, y) is naturally
derived by simultaneously considering both of them.

Definition 3.1. Given an information table S, the Coupled Attribute Value
Similarity (CAVS) between attribute values x and y of feature aj is:

δA
j (x, y) = δIa

j (x, y) · δIe
j (x, y) (3.1)

where δIa
j and δIe

j are IaAVS and IeAVS, respectively.

3.1 Intra-Coupled Interaction

According to [8], it is a fact that the discrepancy of attribute value occur-
rence times reflects the value similarity in terms of frequency distribution. Thus,
when calculating attribute value similarity, we consider the relationship between
attribute value frequencies on one feature, and intra-coupled similarity which we
use later, is defined as follow:

Definition 3.2. Given an information table S, the Intra-coupled Attribute
Value Similarity (IaAVS) between attribute values x and y of feature aj is:

δIa
j (x, y) =

|gj(x)| · |gj(y)|
|gj(x)| + |gj(y)| + |gj(x)| · |gj(y)| . (3.2)

Hence, by taking into account the frequencies of categories, an effective mea-
sure (IaAVS ) has been captured to characterize the value similarity in terms of
occurrence times.
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3.2 Inter-Coupled Interaction

In terms of IaAVS, we have considered the intra-coupled similarity, i.e., the
interaction of attribute values within one feature aj . This does not, however,
involve the couplings between other features ak(k �= j) and feature aj when
calculating attribute value similarity. Accordingly, we discuss this dependency
aggregation, i.e., inter-coupled interaction.

Definition 3.3. The Inter-coupled Relative Similarity based on Power
Set (IRSP) between attribute values x and y of feature aj based on another
feature ak is:

δP
j|k(x, y) = min

W⊆Vk

{2 − Pk|j(W |x) − Pk|j(W |y)}, (3.3)

where W = Vk\W is the complementary set of a set W under the complete
set Vk.

According to the above discussion, we can naturally define the similarity
between the jth attribute value pair (x, y) on top of these four optional measures
by aggregating all the relative similarities on features other than attribute aj .

Definition 3.4. Given an information table S, the Inter-coupled Attribute
Value Similarity (IeAVS) between attribute values x and y of feature aj is:

δIe
j (x, y) =

n∑

k=1,k �=j

αkδj|k(x, y), (3.4)

where αk is the weight parameter for feature ak,
∑n

k=1 αk = 1, αk ∈ [0, 1], and
δj|k(x, y) is one of the inter-coupled relative similarity candidates.

3.3 Coupled Similarity

After specifying IaAVS and IeAVS, a coupled similarity between objects is built
based on CAVS. Then, we consider the sum of all these CAVS s analogous to the
construction of Manhattan dissimilarity [8]. Formally, we have:

Definition 3.5. Given an information table S, the Coupled Object Similar-
ity (COS) between objects ui1 and ui2 :

COS(ui1 , ui2) =
n∑

j=1

δA
j (xi1j , xi2j), (3.5)

where δA
j is the CAVS measure defined in (3.1), xi1j and xi2j are the attribute

values of feature aj for objects ui1 and ui2 respectively, and 1 ≤ i1, i2 ≤ m,
1 ≤ j ≤ n.
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Fig. 1. Comparation times with and without clustering

4 Coupled Similarities Based Classification

In this section, we proposed a novel classification method based on the coupled
similarity metric. Given a data set D = {d1, d2, . . . , dn}, and Π = {π1, π2, . . . , πn}
are the classes of the data set. This work aims to extract more information
between feature to feature and feature to class by applying coupled similarities,
which can also been named coupled distance. In terms of the distance based clas-
sification task, the K-Nearest-Neighbors (KNN) is the most popular method;
however, it lack of efficiency when it does the classification. In detail, when the
KNN algorithm performs the classification task, it needs to compute the dis-
tance between the given object dn to each of the other objects in D to find the
K-nearest objects, and then to judge to which cluster this object belongs. In con-
trast, we proposed a method that only calculate the distance between the object
to the cluster’s centroid, which dramatically reduces comparison time Fig. 1, as
the more training sets there are, the more time will be saved. This is a gen-
eralized process to find the most representative object to stand for the similar
objects within one cluster. Moreover, this work also propose a novel method to
improve the weaknesses of KNN classification. As KNN is based on equivalent
significance to neighbors, this work adds weight to every object to enhance the
discriminative power. The experiments show that the proposed method reduces
of classification time substantially, without a loss of classification accuracy.

4.1 Clustering Within the Class with Coupled Similarities

In this section, a coupled similarities based clustering method is illustrated.
Firstly, by Definition 3.5, a coupled similarity between two objects COS(di, dj)
can be calculated. After this, for the classification task, we compute the coupled
similarities within one class first because we assume there might be more coupled
relations within one class than between two classes. In order to enhance the
speed of the clustering process, we enumerated all the object s within the data
set D = {d1, d2, . . . , dn} in to a comparison table (Table 2) and then calculated
the coupled similarities between each of them. Since our definition of similarity
is a relative value, it only can be applied when given two objects, which means
it cannot create a middle point of two objects. Furthermore, the mean of two
categorical attribute cannot be calculated as well, for instance, it is hard to say
what gender is between male and female. As a result, a traditional clustering
method like K-Means [15] cannot be applied directly, because it cannot find
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Table 2. Coupled similarity between objects

Object pairs Similarity

d1, d2 0.23

d1, d3 0.31

. .

. .

. .

dn, dm s

the mean point within a group of objects. To solve this problem, we used the
Spherical K-Means [17] clustering method instead of K-Means as our clustering
method.

Spherical K-Means Clustering using Coupled Similarities. Let d1, d2

be two categorical object from the data set D = {d1, d2, . . . , dn}, the similari-
ties among the objects is based on Definition 3.5. The clustering process par-
titions data set D into T clusters, and each of the clusters can be named as
C = {c1, c2, . . . , ct} respectively. The perfect solution can be formally described
as the following maximization problem:

{ct}k
j=1 = arg max

{ct}k
t=1

k∑

t=1

∑

di∈ct

Cos(mt, di) (4.1)

{ct} = {dt1, dt2, . . . , dtn} is a cluster with certain objects, A centroid point mt

of cluster ct is an object within the ct which has minimal similarity to all other
objects within the cluster, for any object d′ in ct, the centroid point mt that

∑

di∈ct

Cos(mt, di) ≤
∑

di∈ct

Cos(d′, di) (4.2)

The clustering method is straightforward, and is very similar to K-Means. Firstly,
it randomly chooses K object from data set D as the centroid object mk, m stands
for the temp mode of the cluster and k is the cluster id for each cluster. Secondly,
it allocates each object dn to theirs nearest centroid object mk as a intermediate
cluster ck, where ck contains a set of objects {dk1, dk2, . . . , dkn} which are the
nearest objects to this centroid object mk. Thirdly, it searches for a new centroid
object within each cluster ck, the new centroid object being the object which
has minimal similarity to all other objects with in the cluster. When the new
centroid object has been confirmed, the process is repeated to assign each object
to the new centroid object to reform the cluster. Finally, it iterates the process
until the centroid object is fixed for any cluster ct.

mn
t = mn+1

t (4.3)
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n stands for the iteration times. Meanwhile, in some extreme case, the centroid
object cannot be fixed at all, so there is an alternative criterion that

|(
k∑

t=1

∑

di∈ct

Cos(mt, di))n − (
k∑

t=1

∑

di∈ct

Cos(mt, di))n+1| ≤ ε (4.4)

Similar to the above, n is the iteration time, ε is the certain threshold, if the
“change” of the cluster after iteration is not significant, the searching algorithm
will stop. The Spherical K-Means clustering method prevents the problems which
K-Means leads to, thus it suitable for our coupled similarity based clustering.

Classification with Coupled Similarities Weighted Cluster Centroid. To
simplify the problem, we take the binary classification task as an example. Once
the clustering process has been finished, we have several clusters within both
positive class πA and negative class πB . Moreover, each centroid of the clus-
ter has its unique value for classification, due to the fact that difference of the
coupled similarity between them is substantial. The coupled similarity cannot
be expressed in 2D space, since all the similarities are relative and cannot be
drawn on one flat picture. However, for simplicity, we use the following figure to
illustrated the different similarities between clusters.

As Fig. 2 shows, each circular represents a cluster, and the caption of the cir-
cular CπA

and CπB
stands for the centroid object in both the positive class and

negative class respectively. Moreover, we also use a different color to represent
the clusters which belong to different classes. The φ1 and φ2 is the coupled simi-
larity between two centroids CπA3 and CπB5 and CπA2 and CπB2 . It is clear to see
that, the coupled similarity φ2 is significantly larger than φ1. When undertaking
a classification task, differences in the distance will affect the result significantly.
Unfortunately, the classic KNN algorithm neglects this difference and judge every
point as equivalently significant. More precisely, when it undertakes a classifica-
tion task with an incoming object dn, it only counts the amount of the k nearest
neighbors Count(χk(dn)) which belong to each class, where the χk(dn) denote
the set of the nearest neighbors of object dn, and if the number of neighbors
belonging to class A is larger than the number of neighbors belonging to class

Fig. 2. The training data set after clustering
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B, then it classify the object to class A, without considering the unique value of
each of its neighbors. If F is the classification function, the classification process
of traditional KNN can be describe as:

F (dn) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

dn ∈ πA Count(χk(dn) ∈ πA) >

Count(χk(dn) ∈ πA)

dn ∈ πB Count(χk(dn) ∈ πB) >

Count(χk(dn) ∈ πA)

(4.5)

This work propose a novel classifier with a weighted cluster centroid, which
comprehensively involves the information of the coupled similarity from every
centroid object CπA

in one class πA to all other objects dj
πĀ

belonging to the
opposite class πĀ. The reason for this is that, by the concept of coupling, every
object can be described by other objects, which have a relationship with it. This
work utilizes this information to give centroid object, the computation of coupled
similarities weight is quite straightforward:

W (CπAn
) =

m∑

i=1

n∑

j=1

Cos(di
πA

, dj
πĀ

) (4.6)

Finally, to classify an incoming object by accumulating the coupled similarities
to every centroid object and adding these weights, the classification function
becomes:

F (dn) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dn ∈ πA

k∑

i=1

W (χk(dn) ∈ πA) >

k∑

i=1

W (χk(dn) ∈ πB)

dn ∈ πB

k∑

i=1

W (χk(dn) ∈ πB) >

k∑

i=1

W (χk(dn) ∈ πA)

(4.7)

5 Experiment and Evaluation

In this section, empirical experiences on some UCI data will be explored. With-
out losing generality, we choose four UCI data sets for this experiment. More
precisely, they are the sonar, hepatitis, horse-colic and SPECTF. In this exper-
iment, we compared the proposed method to the two most classic classification
method, the C4.5 decision tree and support vector machine (SVM). We not only
compared their precision for the classification task, but also the ROC area of
the classification result. The C4.5 decision tree set the confidence C to 0.5 and
minimal count of leaf m to 2, the SVM set the cost c to 1 and eps e to 0.001, and
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our method set the cluster number K to one-tenth of the attribute’s numbers.
Since not all the features are categorical, if it is numerical we discrete it into 5
equal frequency categorical values. The C4.5 algorithm is used weka [9], and the
SVM algorithm is used libsvm [5].

5.1 Classification Performance Comparison

The experiment results (Fig. 3) show that our proposed method “Coupled Dis-
tance based K-Nearest Weighted Centroid Classification” (CDK) outperform
the classic method in all four data sets with different extensions according to
the data distribution, which means, the performance of the proposed method is
related to the data itself; that is, the more coupled relationship among the data,
the more improvement of classification precision will be.

5.2 Classification Efficiency Comparison

Since not all the data sets have balance class distribution, precision is not the
vital metric to evaluate the performance of the classifier. For instance, if a data
set has 99 percent of data belonging to one class and the remainder belongs to
another class, the classifier simply classifies all the data into the larger class, so
it can reach 99 percent of precision for the classification task. This problem is
serious in the SVM because it tries to minimize the miss-classified number. The
experiment of the ROC area (Fig. 4) is aim to reveal this problem, the results
show that the proposed method makes a significant improvement on the ROC
area criterion, as the proposed method fully considers the class variation of the
data in the weighted centroid classification process.

6 Application

In this section, we illustrate the performance of this novel method by applying
it on a real world educational data set. Educational data mining is a growing
hot research topic. A large number of studies mention the prediction of the
risk of the probability of students failing their subjects. In this work, we used
de-personalized students’ demographic data on 400 students, with 80 demo-
graphic features in this experimental data. The demographic features include

Fig. 3. Classification precision comparison
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Fig. 4. Classification ROC area comparison

Table 3. Comparison on student data

Method Precision Recall F-Measure ROC area

C4.5 0.851 0.845 0.834 0.768

SVM 0.870 0.873 0.87 0.836

This work 0.901 0.885 0.876 0.946

their nationality, previous educational background, previous academic grades,
previous scholarship records and more. Moreover, the data was labeled by stu-
dents previous examination results, that is, if the student was in the top 30
percent of their peers, we labeled it as class A while others were labeled as B.
The configuration of the experiment is the same as the aforementioned experi-
ment. This experiment compared this novel method with other classic classifica-
tion method by contrasting the standard classification task metric result, Table 3
shows that this work has an advantage over most of the metrics. More impor-
tantly, the result support our main concern about real world data, in that there
are plenty of coupling relationships not only between the value of features, but
also among the objects.

7 Conclusion

In this work, we have proposed a coupled distance based K-nearest weighted cen-
troid classification method, and applied a coupled object similarity metric which
involves both attribute value frequency distribution (intra-coupling) and feature
dependency aggregation (inter-coupling) in measuring attribute value similarity
for the classification of nominal data. Substantial experiments have shown that
applied inter-coupled relative similarity measures significantly outperform the
other method without considering the coupling relations. However, in terms of
efficiency, in particular on large-scale data, to maintaining equal accuracy, our
method does not show its advantages. Moreover, the dissimilarity metric is more
comprehensive and accurate in capturing the clustering qualities in accordance
with substantial empirical results and also has its superior result in the following
classification tasks.



100 M. Li et al.

We are currently applying the COS measure and clustering based classifi-
cation method for our educational data mining tasks. We are also considering
extending the notion of “coupling” for the similarity of unstructured data such
as text data. Moreover, the proposed classification method also has potential for
other applications.
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Abstract. Ontologies are one of the most used representations to model
the domain knowledge. An ontology consists of a set of concepts
connected by semantic relations. The construction and evolution of an
ontology are complex and time-consuming tasks. This paper presents
DYNAMO-MAS, an Adaptive Multi-Agent System (AMAS) that auto-
mates these tasks by co-constructing an ontology from texts with an
ontologist. Terms and concepts of a given domain are agentified and they
act, according to the AMAS approach, by solving the non cooperative
situations they locally perceive at runtime. These agents cooperate to
determine their position in the AMAS (that is the ontology) thanks
to (i) lexical relations between terms, (ii) some adaptive mechanisms
enabling addition, removing or moving of new terms, of concepts and of
relations in the ontology as well as (iii) feedbacks from the ontologist
about the propositions given by the AMAS. This paper focuses on the
instantiation of the AMAS approach to this difficult problem. It presents
the architecture of DYNAMO-MAS, and details the cooperative behav-
iors of the two types of agents we defined for ontology evolution. Finally
evaluations made on three different ontologies are given in order to show
the genericity of our solution.

1 Introduction

In the last ten years, ontology engineering from texts has emerged as a promising
way to save time and to gain efficiency for the construction or the evolution of
ontologies [10]. But texts do not cover all the required information to construct
or evolve a relevant domain model, and human interpretation and validation
are required at several stages in this process. That is why ontology engineering
remains a particularly complex task [29].

Our contribution in this paper completes a previous work [38] that proposes
an AMAS named DYNAMO-MAS1 enabling to construct an ontology from texts.
DYNAMO-MAS automatically proposes new concepts and/or terms to be eval-
uated by an ontologist. This paper presents the design and the evaluation of
1 DYNAMO: DYNAMic Ontology for information retrieval; http://www.irit.fr/

DYNAMO/; MAS: Multi-Agent System.
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DYNAMO-MAS, an interactive software based on an AMAS that aims at evolv-
ing ontologies from text. Section 2 describes related works regarding existing
tools for evolving ontologies from text. It also analyses the links between Multi-
Agent Systems (MAS) and ontologies. Section 3 is devoted to the presentation of
the AMAS approach that we used to implement DYNAMO-MAS. The overview
of the DYNAMO project, the defined architecture as well as our approach for
ontology evolution are detailed in Sect. 4. Section 5 expounds the cooperative
behaviors of the two types of agents we defined. Section 6 contains the experi-
ments of ontology evolution that were carried out with DYNAMO-MAS and an
analysis of their results. We conclude and plan some future works in Sect. 7.

2 Related Works

This section gives a brief overview of systems dealing with automatic ontologies
evolution from texts. A more general state of the art on ontologies evolution
from texts can be seen in [37]. As this paper is devoted to the presentation
of the core of DYNAMO-MAS, the related works section focuses on the links
between ontologies and multi-agent systems.

2.1 Ontologies Evolution from Texts

Few existing works deal with the automatic evolution of ontologies from texts.
Most of them focus on the construction of ontologies; if there is a need of
updating the ontology, another ontology is built from scratch (Text Onto Miner
[19], OntoLearn [45], Text-To-Onto [14] and DOGMA [33]). Some works concern
the management of the ontology evolution process (usually manual) or the man-
agement and the comparison of different versions of an ontology [16,17,25,43].
Other works focus on the propagation of ontology modifications on some artifacts
(other ontologies, applications, data,. . . ) [25,43].

To our knowledge, only two systems propose automatic ontology evolution
from texts. The first one, EVOLVA [49] uses results of terms extraction from
texts as well as other ontologies to identify new concepts to include to the ontol-
ogy. For each concept to add, it tries to retrieve if there is a relation between
this concept and a concept already present in the current ontology. EVOLVA is
only useful for evolving English ontologies. When the domain modeled by the
ontology is very specific, EVOLVA has difficulties to detect relations between a
new concept and current concepts of the ontology. A more detailed experiment
and comparison between DYNAMO-MAS and EVOLVA is given in [50]. The
second system is a first prototype of DYNAMO [31]. It is only able to construct
an ontology from scratch but not to make it evolving. The agents of the MAS
implement a distributed clustering algorithm that identifies clusters of terms
from a large text corpus. These clusters lead to the definition of concepts as
well as their organization into a hierarchy. Each agent represents a candidate
term extracted from the corpus and estimates its similarity with others thanks
to statistical features. Several evaluations conducted with this DYNAMO first
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prototype confirmed that statistical approaches [23] are inefficient when texts
are short (it is our case in the context of our work).

Table 1 shows a comparison between DYNAMO-MAS and the previously
presented tools for ontologies evolution.

– Reconstruction means that the tool evolves the ontology by the construction
from scratch of a new one;

– Incremental evolution means that the tool evolves the current version of
the ontology;

– Tool availability means that the tool is available, can be downloaded from
the Web and easily used;

– NLP Knowledge means that the person who will use the tool needs to have
knowledge in NLP;

– Processed language indicates the language of the corpus;
– Depending on corpus size means that the tool only works with large cor-

pus;
– For multiple domains means that the tool is able to evolve ontologies com-

ing from many domains.

Table 1. Comparaison of DYNAMO-MAS and other ontologies evolution tools.

Table 1 tells us that these tools are only effective for large corpus and are not
suitable for small-volume corpus such as those of DYNAMO-MAS. Moreover, the
user of TextOntoMiner has to be strongly qualified in NLP techniques to organize
the processes of text analysis and ontology construction. Another difference is
the attention given to the ontologist. In DYNAMO-MAS, we emphasize the
notion of interactive co-construction of an ontology. This means the ontologist
can accept, reject, or modify the proposals made by the system; the system has
then to integrate the ontologist’ s decisions to provide new proposals that the
ontologist has then to check again, and so on. In other approaches, the tools are
less interactive or not interactive at all (only the final ontology is proposed to the
ontologist). This postpones the validation. Furthermore, these works manage in
a different way ontology construction and ontology evolution, whereas we want
to handle them uniformly. Finally, DYNAMO-MAS is a generic tool for ontology
evolution from texts. A person who uses DYNAMO-MAS does not need to have
NLP knowledge. DYNAMO-MAS can work with both small and large corpus in
French or English languages.



104 Z. Sellami and V. Camps

2.2 Ontologies and Multi-agent Systems

The notion of ontology is often mentioned when talking about communication
and interaction between agents. Indeed, ontologies are used to allow agents to
communicate and interact. They provide a formal basis for modeling languages
communications between agents. By sharing the same ontology, that is to say
the same vocabulary, agents are able to understand the messages exchanged and
to respond efficiently. Much of researches concerning communication between
agents and MAS became interested in exploiting ontologies and reasoning about
ontologies in agents. Today, the use of ontologies and the need to evolve these
ontologies highlight new challenges especially in terms of supports and tools.
Other works have then used MAS in systems for ontologies evolution.

Ontologies for Communication Between Agents. To communicate and
interact appropriately, agents need to understand and share a common language.
Ontologies have been developed in this direction, to provide formal vocabularies
that depend on application domain.

Stable ontologies in agents. Several studies have integrated ontologies in MAS
especially the Semantic Web and Web Services [18,21,26,44].

Jointly with MAS design, designers construct an ontology of the application
domain (often with OWL2). This ontology then forms a knowledge support for
agents and allows them to formulate messages and to reason about messages.
Other systems include several ontologies in the MAS functioning.

Elmore et al. [15] uses a set of ontologies for the treatment of heterogeneous
data in order to unify them. Specifically they offer a MAS which aligns a view
of data from five laboratories. Each agent processes structured data of one lab-
oratory in XML format. It also has an ontology describing the semantics of
these data. All agents of the system have a common language of communica-
tion. Ontologies allow them to interpret the data sent in messages in order to
construct a unified view of data.

Another system using ontologies is COMMA [8]. Each ontology is encapsu-
lated in an agent and, in collaboration with an interface agent, helps the user to
add (or to retrieve) documents in a knowledge base. For this, the implemented
ontology agent is an aid in order to correctly construct the metadata of the new
document or the query.

Evolving ontologies in agents. It is sometimes necessary to modify the ontology
used by an agent or by a MAS when the application data evolve. Some works
[2,26,40] propose to add mechanisms to agents (such as replacing a concept with
another according to interactions with other agents) enabling them to modify
an ontology. The aim of each agent is then to continue to communicate but
not to construct a common view of a domain nor to make evolve an ontology.
Each agent then has its own point of view on the application domain. Similarly,
Gasser [47] and Viollet [46] propose ontologies alignment tools in order to ensure

2 Web Ontology Language http://www.w3.org/2004/OWL/.

http://www.w3.org/2004/OWL/
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communications between agents when several ontologies are used. This enables
to solve interoperability issues between heterogeneous agents.

Viollet uses ontologies to represent knowledge of agents [46]. To communi-
cate, these agents exchange messages using FIPA-ACL. The semantic content of
these messages is expressed using ontologies. Viollet adds then mechanisms of
ontologies alignment to agents in order to relate different ontologies and therefore
to understand the semantics contained in messages [46].

More recent works have focused on the learning of new concepts using the
MAS paradigm. Afsharchi et al. [1] and Safari et al. [35] propose a MAS able to
learn new concepts in order to answer to user’s requests. The MAS is distributed
over a set of sites (several universities). Each agent manages an ontology built
from texts describing the proposed university programs (medicine, archeology,
engineering, etc..). Each concept is described in extension, namely by the set of
instances that describe it. The role of an agent is to answer to users’ requests for
university courses. To respond, the agent sometimes needs to learn a new concept
because the query contains a new knowledge. For this, a learning agent (learner
agent) sends a request to teacher agents (teacher agent) from other universities
that contains the unrecognized concept or instance. The aim of (teacher agents)
is to return the instances containing the words formed by the concept. Based
on these results, the (learner agent) determines the largest intersection between
the data of each (teacher agent) which corresponds to a new concept formed by
instances that are shared with the others (teacher agent). However, the authors
do not specify how the concept is inserted in the ontology.

Multi-Agent Systems for the Management of Ontologies. Few works
use MAS for the construction or evolution of ontologies. MAS is often used as a
tool to help the ontologist to seek knowledge or to check the consistency of an
ontology. To our knowledge, only [30] used a MAS as an ontology.

Aldea et al. use a MAS within a platform for ontologies evolution [3]. This
MAS consists of two types of agents: the coordinator agent and the internet
agent whose roles consist in retrieving, weighting and ranking documents on
Internet, in order to help a user to make his ontology evolve. The coordinator
agent takes as input an ontology. This ontology is split into several parts. Each
part contains one or more concepts. Then, the coordinator agent sends each part
to the internet agent whose role is to retrieve pages that contain instances of
these concepts. Finally, each internet agent returns its results in the form of
sorted pages. These results are then presented to the user in order to help him
to make his ontology evolve. The MAS role is not to make the ontology evolve
but rather to bring documents that may contain new concepts or new instances.

Hadzic et al. provide a system for ontologies evolution using the agent par-
adigm [22]. Four types of agents have been defined: the information agent, the
data warehouse agent, the data mining agent and the ontology agent. To make
his ontology evolve, a user sends a request to the information agent. It is a
request for collecting information about the modeled domain. The information
agent role is to retrieve information on the current domain in databases. Then,
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it sends these data to the data warehouse agent to store them. Upon receipt
of new data, the data warehouse agent asks the data mining agent to process
data. The role of this latter is to extract new knowledge by applying data mining
techniques to identify concepts as well as relations between concepts. Finally, it
sends the result to the ontology agent that compares new knowledge with the
current ontology. If differences exist, the ontology agent proposes to the user a
list of changes. The user can then accept or reject the proposals. Mechanisms of
this system are very similar to those used in [49]. The difference is that [49] do
not use agents and rely on ontologies that are available on the Web rather than
on databases. Nevertheless, [50] demonstrated that using external data sources
becomes ineffective if the domain knowledge are very specific.

The construction and evolution of ontologies are a teamwork involving sev-
eral people. Often these people work remotely on several versions of the same
ontology. To manage this teamwork, several ontologies management collabora-
tive tools using MAS have been proposed.

Bao and Honavar use agents in a collaborative tool for the construction of
ontologies [7]. They propose only one type of agent called interface agent. It
represents a user of the tool. Its role is to ensure the consistency of the modeled
ontology according to users’ concurrent modifications.

Slimani et al. propose a tool called P 2OManager to manage the evolution
of an ontology using a MAS [41,42]. The aim of this tool is to maintain the
consistency between an ontology and the dependent ontologies using a set of
agents. An agent can have three roles: ontology agent, initiator ontology agent
and dependent ontology agent. The objective of these agents is to manage the
changes of an ontology and their propagation to dependent ontologies. The role
of the ontology agent is to detect if the ontology has changed or not. It is a
“listener” that perceives the changes made on ontology by a user of the system.
When this happens the agent changes its role and becomes initiator ontology
agent. Its objective is then to detail all the changes that affected the ontology.
Then the agent decides to propagate these changes to other agents having the
dependent ontology agent role. For this, the initiator ontology agent checks for
every change if there is a link between a modified element in the ontology and
the dependent ontologies. If such a link exists, the agent sends a message to
request the spread of change to the dependent ontology agents. Otherwise, the
change is not propagated. Slimani et al. are interested in the propagation of
ontologies changes to other dependent ontologies [41,42]. However, the automatic
identification and extraction of new knowledge, as well as the automatic addition
of new concept in the ontology are not available in this tool.

To summarize theseworks, an ontology usually enables communication between
agents. To maintain communication when the application domain evolves or when
heterogeneous agents are related, some works propose mechanisms of ontology
alignments, of replacement of concepts, or of learning of new concepts or instances
of concepts. The goal then is not to propose a domain ontology, but rather to enable
agents to understand themselves. Other works use MAS in tools for evolution of
ontologies. The aim of these MAS is to help a user to find new knowledge or to
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maintain the consistency of ontologies. The works proposed by [22,30] appear to us
the most fully developed because they automate the extraction of knowledge and
their integration in an ontology. However, for our problem of evolution of ontolo-
gies from texts (where texts are very short, with very specific knowledge and where
no external knowledge-rich data sources exist) they seem difficult to be used.

3 Adaptive Multi-Agent Systems (AMAS)

The use of Multi-Agent Systems in order to evolve an ontology from texts seems
to be a relevant idea. Indeed, a system for evolution of ontologies can be seen as
a complex problem whose environment (additions of texts, ontologist’s actions)
is dynamic and opened. This system should be able to self-adapt to this environ-
ment. Several adaptation techniques exist but are ineffective for our particular
problem because of constraints such as the small volume of data in our texts,
the impossibility of defining the finality of the system, etc.. That is why an inno-
vative adaptation using the concepts of emergence and self-organization seems
to be relevant.

To solve the problem of ontologies evolution from texts, we need a system
whose processings are distributed among several entities, each of which possesses
a local view of its environment and is able to interact in an autonomous way
to answer to a purpose. The dynamic environment of such a system and the
complexity of our problem put in evidence the interest of using the MAS par-
adigm. The AMAS approach provides the theoretical foundations enabling the
construction of such a system.

3.1 Functional Adequacy

The main asset of the AMAS approach [11,20] is to tackle the design of complex
systems that can be incompletely specified and for which an a priori known algo-
rithmic solution does not exist. It provides an organizational approach enabling
the construction of multi-agent systems that continuously and locally self-adapt
to the dynamics of their environment. It proposes to conceive an adaptive system
while only focusing on the interactions between the system and its environment
on the one hand and between the parts (agents) of the system on the other hand.
These interactions are based on a local processing of the information by the
components of the system that only have a local view of their environment. This
principle of locality guarantees the emergent nature of the system functioning.

In this approach, the designer has only to define when and how each agent
composing the system has to locally decide to change its interaction links with
other agents in order to achieve the expected overall function (from the view-
point of an external observer who knows its finality). In that case, the system
is said “functionally adequate”. We showed in previous works [11,20] that algo-
rithms, which do not directly depend on the overall function to be obtained,
are a solution for dynamically implementing systems able to self-adapt to their
contexts. That is why local behaviors we propose to assign to agents do not
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depend directly on this expected overall function. Each agent, according to its
local perception, the local rules it pursues and its local task to be achieved, can
change or adjust its interactions with other agents of the system or the envi-
ronment. The modification of the interactions between the parts of the system
will lead to the transformation of the resulting overall function of the system.
So, according to interactions between the multi-agent system and its environ-
ment, the organization between agents emerges and constitutes an answer to
unforeseeable events.

3.2 When Does an Agent Need to Self-adapt?

To reach this functional adequacy, we proved [11,20] that each autonomous
agent, which follows a cycle composed of three steps (perception/decision/action),
has to keep relations as “cooperative” as possible with its social (other agents)
and its physical environment. The definition of cooperation we use is not conven-
tional (resources sharing, common work, etc.); it is a social attitude to which an
agent must comply. Our definition is based on three local meta-rules the designer
has to instantiate according to the problem to be solved:

– Meta-rule 1 (Cper): Every signal perceived by an agent must be understood
without ambiguity.

– Meta-rule 2 (Cdec): Information coming from its perceptions has to lead the
agent to produce a new decision.

– Meta-rule 3 (Cact): This reasoning must lead the agent to make actions that
have to be useful for other agents and the environment.

An agent, that simultaneously locally checks these three rules, is in a cooperative
state. This means that this agent is situated at the best position in the current
organization.

Cooperation = Cper ∧ Cdec ∧ Cact

On the contrary, an agent that does not locally check at least one of the three
previous meta-rules, is facing a “Non Cooperative Situation” (NCS).

These cooperation failures can be assimilated to “exceptions” in traditional
programming. Different generic NCSs were then highlighted: incomprehension
or ambiguity if Cper is not checked, incompetence or unproductiveness if Cdec is
not obeyed and finally uselessness or competition or conflict when Cact is not
checked. These generic NCSs have to be instantiated according to the problems
to be solved. This approach can be qualified as “proscriptive” because each agent
in the system has, first of all, to anticipate, to avoid, and to repair the NCS that
occur in its environment during the system functioning. Thus, the algorithm of
a cooperative agent can be summarized by two main steps: (i) when an agent is
facing a cooperative situation, it acts according to its partial function; (ii) when
an agent is facing a NCS, it acts in order to come back to a cooperative state.
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3.3 How Does an Agent Self-adapt?

This approach has important methodological implications: designing an AMAS
consists in defining and assigning cooperation rules to agents. Concretely, the
designer, according to the current problem to solve, has (i) to define the nominal
behavior of an agent, then (ii) to deduce the NCSs to which the agent can be
confronted with, and finally (iii) to define the actions the agent must perform to
come back to a cooperative state and to self-adapt to the environmental dynam-
ics. This self-adaptation of an agent is implemented by two main behaviors [9].
The nominal behavior directly related to the partial function of the agent that
contributes to the overall emerging function; The cooperative behavior which
includes the detection of and the resolution of NCS as well as the anticipation,
the prevention of the occurrence of NCS. This behavior, responsible for specific
adaptation process of the system, is subdivided into three behaviors:

1. The tuning behavior consists in analyzing the nominal behavior calculation in
order to find cooperation failures. If there are, it tries to solve these NCS by
modifying the parameters that take an active part in the nominal behavior.

2. The reorganization behavior consists in modifying the way in which an agent
interacts with its environment and the other agents. This behavior is usually
carried out when a uselessness or an incompetence NCS is detected.

3. The evolution behavior consists in creating new agents or in suppressing the
current agent.

3.4 Methodological Impacts

This approach was applied successfully to the resolution of various types of prob-
lems related to different fields (user personalization [27], collective robotic [32],
etc.). Obtained results encouraged us to promote the use of AMAS approach
and to build a methodology named ADELFE3 for designing adaptive systems.
ADELFE only concerns applications in which self-organization makes the solu-
tion emerge from the interactions of their parts. It also indicates to the designer if
the use of the AMAS approach is relevant for the construction of his application.
If the AMAS approach is relevant, ADELFE helps him to express the behavior
of the agents composing the system and the behavior of the society formed by
these agents. ADELFE mainly focuses on the identification of all NCS that may
appear during the system functioning and then on the definition of the actions
the agents have to perform to come back to a cooperative state.

4 DYNAMO Overview

DYNAMO is an ANR4 funded research project. Our contribution in this project
was to propose a method and a tool that allow the construction and the evolution
3 http://www.irit.fr/ADELFE
4 http://www.agence-nationale-recherche.fr/

http://www.irit.fr/ADELFE
http://www.agence-nationale-recherche.fr/
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of Terminological and Ontological Resource (TOR) from a corpus of documents
in order to facilitate semantic information retrieval. A TOR is a resource having
a conceptual component (an ontology) and a lexical component (a terminology)
[13,29]. A TOR contains not only a set of domain concepts but also a set of asso-
ciated terms (their linguistic manifestations in documents: every term “denotes”
at least one concept). These terms are used to annotate documents in order to do
semantic information retrievals. This paper does not propose a new model for the
representation of a TOR. Our TOR (called “ontology” in the rest of the paper)
is formalized using the OWL-based TOR model and was provided by a partner
of the DYNAMO project [34]. The TOR model used is a meta-model in which
the OWL ontology concepts and associated terms are OWL classes (Fig. 1).
A “concept” class is denoted by one or more classes “terms”. Symmetrically, a
“term” class must necessarily have a denotation link toward a “concept” class.

Fig. 1. The DYNAMO TOR model.

The core of our work was the definition and the conception of an AMAS called
“DYNAMO-MAS” whose design principles follow the ADELFE methodology.
Before detailing our system, we first present the main steps of our TOR evolution
process from texts. Thereafter, we present the architecture of DYNAMO-MAS
before explaining the cooperative behaviors of agents that we have defined.

4.1 Ontology Evolution Process

According to the principle of ontological continuity [48], we assume that the
evolution of the domain knowledge does not affect the knowledge previously
modeled in a TOR. Changing a TOR (ontology) consists then in adding other
relations, other terms and/or other concepts. Our approach consists of 4 main
steps (see Fig. 2). Initially, a TOR is modeled from a corpus of text documents.
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Fig. 2. The proposed process for the evolution of an ontology from texts.

This TOR is consistent with this corpus. The addition of new documents in the
corpus triggers the process of TOR evolution.

Step 1: enrichment of the corpus by adding new text. This step
consists in adding new documents to a corpus that will be then annotated by
the TOR.

Step 2: extraction and filtering of knowledge clues from new docu-
ments of the corpus. This step consists in extracting (from new documents)
candidate terms of the domain as well as lexical relations between these terms.
This step also consists in identifying, among all the terms and lexical relations
proposed by the NLP tools, those that are relevant to keep.

Step 3: knowledge interpretation and TOR update. This step consists
in representing the terms and lexical relations (selected in the previous step) in
the form of terms, concepts and relations between concepts, and in adding them
to the current TOR. To do this, the system uses domain knowledge. Each new
term to be proposed has to be connected (by a denotation link) to a concept
(already existing or to be created) of the TOR. When a new concept is created,
it has to be positioned in the TOR, and thus connected to one of the ontology
concepts (if necessary to the TOP concept). To do this, the system uses lexical
relations found in corpus, or uses the relations between concepts in a general
ontology or in a general structured lexicon (WordNet or Wolf). When all the
extracted terms are processed, some new concepts and new terms are selected
by the system. The TOR, thus enriched by these most relevant new concepts
and terms, is then proposed to the ontologist.

Step 4: manual management of the TOR evolution proposals. This
step consists in finalizing the evolution of the TOR. To do this, the ontologist
analyzes the TOR modifications proposals. He validates, modifies and/or rejects
them one by one via the TOR editor. He can also “manually” add other concepts
and other terms. He can also reorganize some parts of the ontology in order to
better structure it. The system takes into account these modifications in order
to update its internal representation of the TOR. This process ends when the
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ontologist is satisfied by the modified TOR and when, from his viewpoint, the
TOR considered as “consistent” with the new corpus.

We propose to automate the second and the third steps of this process.

4.2 TOR Evolution Architecture

The DYNAMO architecture (Fig. 3) consists of (i) a corpus analyzer, (ii) an
Adaptive Multi-Agent System (DYNAMO-MAS) and (iii) a graphical user inter-
face (GUI). The input of DYNAMO is a corpus of documents. The output of
DYNAMO is an OWL ontology. The goal of this paper is to focus on the instan-
tiation of the AMAS approach to the ontology evolution issue. That is why only
the main characteristics of the Corpus Analyzer and the GUI are given. More
information about the corpus analyzer are available in [37].

Fig. 3. DYNAMO architecture.

The goal of the corpus analyzer is to identify relevant candidate terms
as well as relevant lexical relations that will be later agentified; it prepares the
inputs for MAS. It includes a terms extractor named YaTeA [4] a lexical rela-
tions generator and a term and lexical relations selector. In this project, we are
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interested in four types of lexical relations: (i) Hyperonymy that expresses a
generic-specific relation between terms; (ii) Meronymy that expresses a part-
hood relation between terms; (iii) Synonymy that relates semantically close
terms; (iv) Other relations (called transverse relations) that are any other kinds
of lexical relations that will lead to a specific set of semantic relations, such as
causes, leads to, etc.

These lexical relations are extracted by three ways: (i) a lexico-syntactic
patterns projection [24]; (ii) a syntactic dependency analysis between terms and
candidate terms in order to extract hyperonym relations; and (iii) a similarity
calculation between terms and candidate terms with the Levenshtein distance
[28] to compute synonymy relations.

The corpus analyzer generates triplets < Ti, Rel, Tj > where Ti and Tj are
candidate terms or terms (whether the term belongs or not to the ontology) and
Rel is a lexical relation. Each triplet has a confidence (Q, I) where Q is the
quality of the relation (value between 1 and 10) and I is the number of instances
of the relations in the corpus. The triplets are the inputs of the MAS.

The MAS receives as input, the triplets provided by the corpus analyzer
and possibly an existing ontology. As output, it provides a modified ontology in
the form of an OWL file respecting the used TOR model. DYNAMO-MAS also
contains a component called Nest (not shown in Fig. 3) that is rather technical
(it manages the creation of agents and their communications).

A GUI is implemented in the ontology editor Protégé5. It enables the ontol-
ogist to visualize the ontology as well as the MAS proposals. Through this inter-
face, the ontologist can validate, delete or modify the DYNAMO-MAS proposals.
He can also manually add other terms, concepts or relations. They will then be
added to the MAS and they will lead to new proposals.

5 DYNAMO-MAS: An AMAS for TOR Evolution

DYNAMO-MAS consists of two components: (i) a MAS that represents the
current TOR and (ii) a Proposition Manager whose role is to manage the MAS
proposals as well as the interactions between the ontologist and the MAS.

We used ADELFE [36] to determine and define the two types of agents com-
posing our MAS: (i) term agents that represent the terminological component
of the TOR and (ii) concept agents that represent the conceptual part of the
TOR.

The initial state of the MAS is an agentified TOR. The concepts of the TOR
are concept agents connected by conceptual relations. The terms of the TOR are
term agents connected to concept agents by denotation relations. The addition
of a new text to the corpus triggers the corpus analyzer that identifies candidate
terms and lexical relations between candidate terms and/or terms. The agentified
candidate terms as well as lexical relations to be processed are then added to
the MAS. When new term agents and new concept agents appear in the MAS,
5 http://protege.stanford.edu/

http://protege.stanford.edu/
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they have to locally find their best position in the organization. It is the local
goal of every agent. To achieve this goal, each agent has a nominal behavior
and a cooperative behavior that subsumes the first one according to the AMAS
approach (Subsect. 3.3).

5.1 Term Agent Behaviors

Term agents represent the terminological part of a TOR. A term agent has a
status (term or candidate term) indicating whether the agent is part of the TOR
(that is to say, a valid term agent) or is at the proposal stage (an invalid term
agent). Each term agent is linked to other term agents in accordance with the
lexical relations extracted from the corpus. It must also be linked to at least one
concept agent according to the TOR model. Each relation between term agents
is tagged by the confidence of the triplet < Ti, Rel, Tj >.

Term Agent Nominal Behavior. The goal of a term agent is to find its
best position in the MAS and to propose itself to the ontologist. To do this, it
must achieve three objectives: (i) to denote a concept agent ; (ii) to process all
its outgoing lexical relations ; (iii) if the conditions are met, to propose itself
to the ontologist. During its life cycle, each term agent processes its goals and
the received requests (messages from other term agents or concept agents), from
the highest priority to the lowest priority. A Term agent process its outgoing
lexical relations from the most confident (most priority) to the less confident (less
priority). Its priority objective is to denote a concept agent. Once this objective
achieved, the next one is determined according to the confidence of the relation
to be processed, the relevance of the agent for proposing itself to the ontologist
and the confidences of the requests it receives. The algorithm explaining the
nominal behavior of a term agent can be seen in [37].

To achieve its first objective, a term agent asks for the creation of a concept
agent to the Nest tool. This creation is done if, in the current MAS, a concept
agent having the same label does not exist. The Nest tool transmits thereafter
the identifier of this new concept agent to the term agent. Then, the term agent
sends to the concept agent a request for establishing a denotation relation (➊).
This request is always accepted by the concept agent (➋). The confidence of the
denotation relation is equal to the greatest confidence of the lexical relations of
the term agent.

NCS1: At its creation a term agent may be faced with a uselessness NCS.
Indeed, if a term agent is not linked to a concept agent, it cannot achieve its
objectives; it is therefore useless.

NCS1 solution: To solve this NCS, the term agent sends a request to create a
concept agent to the Nest tool. It sends then a denotation request to this concept
agent. During its lifecycle, the term agent may change again its neighborhood
or disappear if it becomes again useless.
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To achieve its second objective, a term agent processes its outgoing lexical
relations. A lexical relation has a confidence and a status (not treated, treated
or refused). A term agent processes its relations from the most relevant (having
the greatest confidence) to the less relevant. To do this, a term agent sends a
request to its concept agent in order to transform the lexical relation ➌ (Fig. 4).
The concept agent processes the request, then notifies the term agent with a
message of acceptance or refusal ➍. The term agent updates the status of the
processed relation (treated or refused). If the relation is refused, a term agent
may later request to process the refused relation if its confidence increased. When
a term agent asks for a synonym relation ➎ processing (Fig. 5), its concept agent
sends a denotation request ➏ to the target term agent of this relation. If the
confidence of the request is higher than the current denotation link of the target
term agent, this latter accepts the request, changes its denotation relation ➐
and notifies the concept agent by a message of acceptation ➑. The target term
agent refuses the request otherwise. The initial term agent is then notified ➒.

Fig. 4. Interactions between agents. Fig. 5. Interactions between agents.

NCS2: During the processing of a denotion request sent by a concept agent,
a term agent may be faced with an ambiguity NCS. The term agent cannot
choose the concept agent that it wants to denote if the confidence of the request
denotation (Q1; I1) is equal to its current denotation confidence (Q2; I2).

NCS2 solution: A term agent prefers a neighborhood having valid concept
agents. In this way, to solve an ambiguity NCS, it chooses to denote the valid
concept agent. When the concept agent that has sent the denotation request
and the concept agent that is currently denoted by the term agent are both
valid or invalid, the term agent chooses the agent having the greatest confidence
(the most relevant according to it). In case of a tie, the term agent refuses the
denotation request.

To achieve its third objective, a term agent calculates its relevance value (a
score between 0 and 10). When this score is above a threshold (fixed to 5 but
adjustable), a term agent proposes itself to be part of the ontology by sending
a request to the Proposition Manager. The ontologist can tune this threshold
starting with a low value at the beginning of the evolution process (to get a
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lot of suggestions) and increasing this value when the ontology provides good
annotations for all the documents in the corpus. When the ontologist accepts
or rejects a proposal, the Proposition Manager notifies the term agent with a
rejection or an acceptance. The term agent updates then its status. To prevent
term agents to propose themselves again after a rejection, a high value (equal
to 9) is assigned to the ontologist’s interventions (this parameter is adjustable).
Indeed, during the ontology evolution, the ontologist can qualify a candidate
term as irrelevant for the domain and can eventually later revise his decision.
In this case, a term agent may propose itself again if its relevance value exceeds
this reject value.

To summarize, a term agent tries to find its best position in the MAS orga-
nization by processing lexical relations. It moves from a concept agent towards
another concept agent essentially by processing synonymy relations. To locally
assess the adequacy of its position, the term agent calculates its relevance:

termAgentRelevance = α1 ∗ P1 + α2 ∗ P2 + α3 ∗ P3 + α4 ∗ P4

where P1 is the maximum value of all its lexical relations; P2 is the accuracy of
its neighborhood; P3 expresses the accuracy of the term agent’s lexical relations;
P4 expresses the diversity of the term agent lexical relations and α1, α2, α3, α4

are the different weights of the Pi.
More precisely:

– P1 = MaxLexicalRelationConfidence;
– P2 = (nbTermAgentInTOR - nbTermAgentNotInTOR)/(nbTermAgentIn-

TOR + nbTermAgentNotInTOR);
– P3 = (nbAcceptedLexicalRelation - nbRefusedLexicalRelation)/(nbAccepted-

LexicalRelation + nbRefusedLexicalRelation);
– P4 = nbDifferenteLexicalRelation/nbAllDifferentLexicalRelation.

After various experiments with DYNAMO-MAS we empirically fixed the values
of α1 to 0.5, α2 to 2, α3 to 2 and α4 to 1. These values best weighed the
parameters of the agent relevance.

Term Agent Cooperative Behavior: The cooperative behavior of a term
agent is defined through two cooperative behaviors (according to the AMAS app-
roach): a reorganization behavior and an evolution behavior. The reorganization
behavior occurs when a term agent denotes a valid concept agent (or when it
receives from its concept agent a message telling it is a son of a valid concept agent).

For example (Fig. 6), Main Frame-term informs Frame-term that it denotes
Frame-concept (➊). It also sends the relevance score of Frame-concept. This
information is useful to a term agent that is the target of an hyperonymy rela-
tion. Indeed, in order to increase its confidence, frame-term may decide, when it
receives this message, to move towards another concept agent. For this, it asks to
Main Frame-concept which is its father concept agent (➋). Main Frame-concept
then sends Window (➌). Frame-term is then faced with three denotation possibili-
ties: either it can decide to not move and to remain linked to Frame-concept, or to
denote Main Frame-concept, or to denote Window-concept. Its decision depends
then on the following rule:
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Fig. 6. Cooperative self-organization between term agents.

Rule: A term agent prefers denoting a valid concept agent than a invalid one
because this can increase its relevance.

This rule enables to eliminate Frame-concept because it is an invalid concept
agent. The term agent has then to choose between Main Frame-concept and
Window-concept. The agent uses then the following rule:

Rule: A term agent prefers to denote a concept agent whose label is equal to its.
This more semantic rule was incorporated into the term agents by considering

that a term is often mistaken with a concept. When this rule is not used by the
term agent, it then uses the more abstract following rule:

Rule: In case of the reception of a denotation request from a concept agent,
a term agent prefers to denote a concept agent whose relevance is the greatest
(because the new denotation link will have a confidence equal to the confidence of
the concept agent). The higher the confidence, more it maximizes the confidence
of the term agent and thus enables it to propose itself to the ontologist. As this
rule is based on confidences, an agent may be faced with a NCS.

NCS3: A term agent is facing an ambiguity NCS when it cannot choose between
the concept agents towards whom moving, because their relevance are equal.

NCS3 solution: To solve this NCS, the term agent chooses to move towards
Window-concept and not towards Main Frame-concept. This resolution is seman-
tics. Indeed, a hyperonymy relation is often assimilated to an is a relation.
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In this sense, a term agent is more likely to be at a best position if it denotes
Window-concept.

In Fig. 6, Frame-term decides to move to Window-concept whose relevance
(Q; I) is equal to its denotation relation with Frame-concept (➍). Window-concept
accepts the denotation request and sends an acceptance message to Frame-term
(➎). When it receives this notification and before moving, Frame-term informs
its neighbors that it moves towards Window-concept (➏). This message enables
agents to update their knowledge. Finally, Frame-term removes the old denota-
tion relation (➐) and creates a new denotation relation with Window-concept (➑)
with a confidence equal to the confidence it had with the former concept agent
(because Frame-term agent is the initiator of the denotation relation request).

The evolution behavior occurs during the detection and elimination of
useless term agents. According to the AMAS approach, all agents in a MAS
must be useful in order to achieve the functional adequacy of the system.

NCS4: An intermediate term agent is facing a uselessness NCS when (i) it is
linked to a concept agent denoted by other term agents; (ii) it is the target of
hyperonymy relations and this term agent has the same frequency as the term
agents whom it is target of hyperonomy relations; (iii) it is not a target of a
hyperonymy relation.

NCS4 solution: When a term agent is facing a uselessness NCS, it disappears
from the MAS. Before disappearing, a term agent informs its neighboring agents
in order to allow them to update their knowledge (➊) (Fig. 7).

Fig. 7. Local treatment of a uselessness NCS by a term agent.
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5.2 Concept Agent Behaviors

Concept agents represent the conceptual part of a TOR. A concept agent has
a status (concept or candidate concept) indicating whether the agent is part of
the ontology or is at proposal stage. A concept agent is linked to other concept
agents by conceptual relations. It is also linked to term agents by denotation
links. Every relation has a status (not treated, treated or refused) and a (Q, I)
confidence.

Concept Agent Nominal Behavior: The goal of a concept agent is to find its
best position in the MAS and to propose itself to the ontologist. To do this, it
must achieve three objectives: (i) to have semantic relations with concept agents
and denotation links with term agents; (ii) to determine a preferred label and
(iii) to propose itself to the ontologist. Each concept agent processes its goals
and the received requests from the highest priority to the lowest priority. The
algorithm explaining the nominal behavior of a concept agent can be seen in [37].

To achieve its first objective, a concept agent has to consider requests from
term agents ➊) to process lexical relations, and requests from concept agents
(to establish conceptual relations (➋)). We assumed as in [5,12,39] that to each
lexical relation will match a specific conceptual relation. A hyperonymy may
lead to define an is a relation between the concepts denoted by these terms; a
meronymy may lead to define a part of or an ingredient of or a member of
relation between the concepts denoted by these terms; a synonymy may lead
to connect the related terms to the same concept with a denote relation; other
relations may lead to define specific semantic relations between the concepts
denoted by the related terms, such as causes, contributes to, affects, etc..

Fig. 8. Establishment of a is a relation.

These principles of transformation are not generalizable to all results pro-
vided by the Corpus Analyzer because there may be extraction errors or con-
flicting lexical relations. A concept agent first operates on the basis of these
principles, but it may afterwards change its relations and/or delete them. When
a concept agent processes a request from a term agent to process a lexical rela-
tion, it sends a request to the concept agents denoted by the term agent that
is target of the lexical relation (➋). For example (Fig. 8), a request to process a
hyperonymy is sent to applet-concept. This message corresponds to a request
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to establish an is a relation (➋). This request is sent by applet-concept towards
program-concept agent (➋).

According to the AMAS approach, a cooperative agent must anticipate the
appearance of NCSs that may affect the agent or its neighborhood. That is why,
when a concept agent receives a request to process a lexical relation, it anticipates
the appearance of conflicting relations:

1. A hyperonymy relation must not be processed if: (i) a concept agent is target
of a is a (resp. has part) relation with the concept agent denoted by the term
agent that is target of the hyperonymy relation and (ii) if that hyperonymy
relation has a confidence (Q1; I1) lower than the confidence (Q2; I2) of the
is a (resp. has part) relation. For example, applet-concept will not process
the hyperonymy if it is the target of a is a (resp. has part) relation with
program-concept that has a higher confidence.

2. A meronymy relation must not be processed if: (i) a concept agent is target
of a is a (resp. has part) relation with the concept agent denoted by the
term agent that is target of the meronymy relation and (ii) if that meronymy
relation has a confidence (Q1; I1) lower than the confidence (Q2; I2) of the is a
(resp. has part) relation. For example, applet-concept will not process the
meronymy if it is the target of a is a (resp. has part) relation with program-
concept that has a higher confidence.

A concept agent may have to choose between two conflicting relations in order
to keep only one. When two conflicting relations have the same confidence (very
rare), the agent detects a NCS.

NCS5: A concept agent is facing an ambiguity NCS concerning two conflicting
relations R1 and R2 if the confidence of R1 is equal to the confidence of R2.

NCS5 solution: If among the relations R1 and R2 one and only one is a hyper-
onymy relation to be processed (resp. to be kept) or is an is a relation, the
concept agent will then prefer to process (resp. keep) this relation.

A concept agent prefers hierarchical relations (hyperonymy or is a) compared
to non-hierarchical relations (meronymy or has part). This rule enables to solve
the NCS. When this decision is semantically false, it will be checked again by
the concept agent if the confidences of the lexical relations processed by the term
agents that are targets of conceptual relations are reassessed when new texts are
added to the corpus.

If a concept agent refuses a request to process a lexical relation, it sends a
notification message to the term agent with a confidence equal to the confidence
(Q; I) of the conflicting relation. For example, in Fig. 8, applet-concept sends to
program-concept a request for the establishment of an is a conceptual relation
(➋). This latter can accept or reject it by sending a notification to the agent
(➌). A concept agent may refuse the establishment of a conceptual relation.
Indeed, some combinations of conceptual relations are wrong and must not be
established between concept agents. For this, a concept agent has the following
knowledge: (i) an is a relation is not symmetric; (ii) a has part relation is not
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symmetric; (iii) an is a relation between two concept agents cannot exist with
a has part relation between these two agents.

A request to establish a conceptual relation will be accepted only if this
relation has a confidence (Q; I) bigger than the confidence of the conflicting
conceptual relation. In case of equal confidences, a NCS is detected.

NCS6: A concept agent A1 is facing to an ambiguity NCS concerning two con-
ceptual relations (it is the target of the first relation R1 and the second relation,
R2, comes from a request for a conceptual relation establishment from a concept
agent A2), if both relations have equal confidences.

NCS6 solution: The A1 agent compares its relevance P1 with the relevance P2

of the agent A2. If P2 is higher than P1 then the A1 agent accepts the establish-
ment of the relation, otherwise it refuses. When these relevance are equal, the
concept agent refuses the establishment of the required relation. This relation
will be asked again if the lexical relations that led to its apparition in the AMAS
evolve when new texts are added to the corpus.

When it receives a notification, the concept agent updates the status of the
concerned relation as well as its relations with concept agents. In our example,
applet-concept creates an is a relation with program-concept (➍). As, in our
AMAS, a concept cannot be polysemous, the establishment of an is a relation
leads to the displacement of a concept agent A of an old concept agent B towards
another concept agent C. Finally, the term agent that is target of the lexical
relation is notified by the concept agent that established the conceptual relation
(➎). Finally, the processing of synonymy relations leads to the displacement of
term agents from a concept agent towards another. In this case, it is possible
that a concept agent has no denotation relation. This is a NCS, because without
a term agent a concept agent cannot pursue its objectives.

NCS7: A concept agent is facing a uselessness NCS if it has no denotation
relation.

NCS7 solution: The concept agent disappears from the MAS. Before disap-
pearing, it informs the single concept agent to which it is connected with a is a
relation.

To achieve its second objective (to determine a preferred label), a concept
agent chooses the label of the term agent having the denotation relation with
the highest confidence. This label can evolve if new term agents denote the
concept agent or if the confidences of the denotation links evolve.

To achieve its third objective (propose itself to the ontologist), a concept agent
calculates its relevance value. When this value is above a threshold, a concept
agent proposes itself to be part of the ontology by sending a request to the
Proposition Manager.

An invalid concept agent considers itself as relevant if two criteria are checked:

1. The concept agent believes it is at the best position in the AMAS organization.
This criterion is estimated by the parameters P1, P2, P3, P4;
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2. the concept agent believes that it is an interesting concept agent to add to a
TOR, that is to say it is closer to the “valid” status than the “Invalid” status.
This criterion is estimated by the parameter P5.

A concept agent processes its local relevance according to the following formula:

conceptAgentRelevance = α1 ∗ P1 + α2 ∗ P2 + α3 ∗ P3 + α4 ∗ P4 + α5 ∗ P5

where P1 is the maximum confidence value of all its conceptual relations; P2 is
the accuracy of the concept agents that are in relation with; P3 expresses the
accuracy of the conceptual relations of the concept agent; P4 is the depth in the
ontology; P5 is the proportion of relevant term agents that denote this concept
agent and α1, α2, α3, α4, α5 are the different weights of Pi. More precisely:

– P1 = MaxConceptualRelationConfidence;
– P2 = (nbRCAInTOR - nbRCANotInTOR)/(nbRCAInTOR + nbRCANotIn-

TOR) where RCA (Related Concept Agent) are concept agents in relation
with the evaluated concept agent;

– P3 = (nbAcceptedCRA - nbRejectedCRA)/(nbAcceptedCRA + nbRejected-
CRA) where CRA (Conceptual Relations of the Agent) are conceptual rela-
tions known by the evaluated concept ;

– P4 = {-1;1}: -1 if the concept agent is connected to the TOP agent of the
ontology, 1 otherwise;

– P5 = (nbRelevantTermAgent - nbNotRelevantTermAgent)/(nbRelevantTerm-
Agent + nbNotRelevantTermAgent) where the term agents are denoting the
concept agent.

After some experiments with DYNAMO-MAS we empirically fixed the values of
α1 to 0.5, α2 to 1, α3 to 1, α4 to 1 and α5 to 2.

Concept Agent Cooperative Behavior. The cooperative behavior of a con-
cept agent is defined through three cooperative behaviors (according to the
AMAS approach): two reorganization behaviors and an evolution behavior.

The first reorganization behavior is similar to the one of term agents.
When a concept agent is connected to a valid concept agent, it informs its neigh-
bors of this information. This helps term agents or concept agents to move in
the AMAS.

Rule: When a concept agent is connected to another valid concept agent, it
informs its neighbors of this information.

The second reorganization behavior concerns concept agent moving with
transverse relations. To allow a concept agent to change its neighborhood thanks
to its transverse relations, we took inspiration from the differentials principles
[6]. These principles enable to identify one unit (or concept), its significance
according to its identities (or similarities) and its differences with its neighbors.

In the DYNAMO project, each TOR is built around a core of stable concepts
(2, 3 or 4 concepts) linked to the DomainThing concept agent by an is a rela-
tion and connected amongst themselves by properties. So the addition of other
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concepts to the core concepts leads to the evolution of the TOR. For the AMAS,
the goal of a concept agent is then to find under which core concept agent it
has to be located. For that, when a concept agent has transverse relations from
which it is the source or the target and when it is connected to the DomainThing
concept agent, it moves in order to increase its relevance. For this, it chooses its
transverse relation whose confidence is maximal. Then it compares this relation
with the transverse relations of the core concept agents in order to choose the
agent toward which to move. Finally, it sends a request to establish a is a rela-
tion with a confidence equal to the confidence of the transverse relation with
the concerned concept agent (➊) (Fig. 9). The latter accepts the establishment
of the relation and sends a notification of acceptance (➋). Once the notification
received, the concept agent changes its neighborhood by adding this new con-
cept agent. This behavior can trigger a NCS if a concept agent has two or more
transverse relations with the same confidence.

Fig. 9. Self-organization with transverse relations.

NCS8: A concept agent is facing an ambiguity NCS if it cannot choose between
two or more transverse relations in order to change its neighborhood.

NCS8: To solve this NCS, a concept agent chooses the transverse relation whose
end is a valid concept agent. If all the concept agents are valid or invalid, it
chooses the relation with the concept agent that has the highest confidence.
Finally, if all the confidences are equal, the concept agent chooses a arbitrary
transverse relation. Thus, by changing its neighborhood, a concept agent increases
its relevance and therefore increases its chance to propose itself to the ontologist.

The evolution behavior aims at preventing useless intermediate concept
agents.

NCS9: An intermediate concept agent is facing a uselessness NCS if it has the
same frequency6 as its father concept agent and it has the same frequency as its
son concept agent(s).

6 The frequency of a concept agent is calculated from the sum of the frequencies of
term agents that denote it.
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Fig. 10. Example of interaction for the simplification of the hierarchy.

NCS9 solution: A concept agent faced with a uselessness NCS disappears from
the AMAS.

An intermediate concept agent informs its neighboring agents before disap-
pearing in order to allow them to update their knowledge (➊) (Fig. 10). This
disappearance can lead to a uselessness NCS. To avoid this, the concept agent
proposes its father concept agent to its son concept agents as well as to its term
agents that denote it (➊). Each agent then sends a request to establish a rela-
tion with this new concept agent (➋). The latter accepts the establishment of
the relation and it sends a acceptance notification to the concerned agent (➌).

5.3 The Proposition Manager

The Proposition Manager enables the ontologist to visualize the ontology and
the MAS proposals as well as to interact with the MAS (Fig. 3). Its main goals
are (i) to sort out the proposals (to be displayed via the GUI) sent by the
concept agents and the term agents; and (ii) to convey the corrections made by
the ontologist to the concept and term agents with regard to their proposals.

Once the activity of the MAS is stabilized, i.e. when all the agents have
processed the requests that they received, the Proposition Manager sorts the
proposals, deletes contradictory ones and conveys the final list to the ontologist.
Some contradictions may appear either when an agent proposes itself but later
disappears from the MAS, or when an agent proposes a conceptual relation
and later proposes another relation involving the same concepts with a different
relation. The system considers that the most recent one is the only one that is
valid.

The Proposition Manager finally sends back to agents that made proposals,
the evaluation coming from the ontologist. This notification corresponds to a
new request sent to the agents that will process it.

6 Evaluation of the DYNAMO-MAS

The DYNAMO-MAS was implemented as a plugin in the ontology editor Protégé7

(Fig. 11). It completes TextViz [34], a tool dedicated for the semantic annotation
of documents.
7 http://protege.stanford.edu/

http://protege.stanford.edu/
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When the ontologist adds new texts to the corpus, the DYNAMO-MAS is
triggered. The corpus analyzer extracts new candidate terms and new lexical
relations. It sends them as inputs to the MAS; new term agents are created and
interact with the other agents. So most of the agents in the MAS update their
knowledge, react and communicate with each other until a stable state is reached.
Then the MAS proposes a new ontology (the initial ontology that has been
enriched and modified) to the ontologist in the GUI (Fig. 11) (➍). Changes are
displayed in the concept panel (➊) and in the terms panel (➋). Proposed concepts
and terms are the underlined one. A second Tab Widgets, called DYNAMO -
Virtual Ontologist Proposals (➌), has been added to Protégé. It is a tabular
view of the MAS proposals, incorporating non-hierarchical relations that cannot
be seen in the two first panels. The ontologist validates, deletes or modifies the
concepts, terms and relations proposed by DYNAMO-MAS via the Graphical
User Interface (➍).

Fig. 11. The DYNAMO tool into the Protégé ontologies editor.

We tested our MAS on 3 different TOR and associated corpus provided
by 3 partners of the DYNAMO project: (i) an English one on software bugs
reports (made up of 887 terms and 582 concepts; the corpus is composed of 287
documents bug report files provided by Artal technology), (ii) a French one
on automotive diagnosis (made up of 579 terms and 330 concepts; the corpus
is composed of 710 documents files that report fault descriptions and repair
procedures provided by Actia) and (iii) a French one on archaeology (made up
of 733 terms and 380 concepts; the corpus is composed of 299 documents rule-
based formulation of scientific papers provided by Arkeotek).
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To evaluate the quality of DYNAMO-MAS we made a comparison
between manual ontology evolution and automatic ontology evolution. The evo-
lution is manual if the ontologist adds by itself new terms and new concepts in
the ontology. The evolution is automatic, if the ontologist uses our tool. Obtained
results can be seen in [37].

After the addition of 21 documents in the Artal corpus, DYNAMO-MAS
provided 67 % of term proposals and 56 % of concept proposals that are rele-
vant. It was also able to suggest 12 terms and 9 concepts not manually identified
by the ontologist. After the addition of 12 documents in the Arkeotek corpus,
DYNAMO-MAS provided 68.75 % of relevant term proposals and 59.26 % of
relevant concept proposals. It was also able to suggest 18 terms and 14 con-
cepts not identified. Finally, after the addition of 21 documents in the Actia
corpus, DYNAMO-MAS reached only 16.98 % of relevant term proposals and
22.22 % of relevant concept proposals. It was also able to suggest 5 terms and 5
concepts not manually identified. These results are less good because new docu-
ments added to the corpora contained very little new knowledge. Furthermore,
conversely to Artal and Arkeotek ontologies (that are ontologies under construc-
tion), Actia ontology covers most of the knowledge expressed in the corpus.

However, obtained results are encouraging and the AMAS approach seems
relevant. Even if DYNAMO-MAS is composed of a large number of agents (more
than 1000 agents), the new concept agents and term agents, with only local
and distributed mechanisms, come up to find by themselves their best position
in the MAS organization (the ontology). Results of the quality evaluation of
DYNAMO-MAS are more precisely presented and discussed in [37].

To evaluate the performances of DYNAMO-MAS we added different
numbers of documents (4, 8, 16, 32, 64, 128, 256 and 512) to the 3 ontologies.
We studied the time performance of DYNAMO-MAS to stabilize and its
scalability. Indeed, when new agents are added to the MAS, this latter becomes
perturbed. The goal of the MAS is then to solve its perturbations in order to
come back to a stable state and give rise to a new ontology. Initially, after the
agentification of the 3 ontologies, the ontology of Artal was composed of 1469
agents, the one of Arkeotek 1328 and the one of Actia 1176.

Fig. 12. Stabilization time of the MAS and number of added agents further to the
addition of new documents.
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Figure 12 shows the time required for the MAS to self-stabilize after the
addition of new documents. The 3 curves having a X2 coefficient close to zero,
the time required for the MAS to stabilize is almost linear. The addition of 512
documents to the Arkeotek corpus has generated the creation of 1468 new agents
in the MAS and the stabilization time took around 4 min and 30 s. The addition
of 512 documents to the Artal corpus has generated the creation of 694 new
agents and the stabilization time was around 1 min. Finally, the addition of 512
documents to the Actia corpus has generated the creation of 270 new agents and
the stabilization time was around 20 s. We can conclude that DYNAMO-MAS
stabilizes very quickly despite the large number of agents composing the MAS.

Fig. 13. Perturbation diffusion inside DYNAMO-MAS.

Figure 13 shows the percentage of perturbed agents after the introduction of
new agents. In the 3 curves, we can notice that the addition of new agents to
the MAS does not disrupt the whole system. When we added 512 documents
to the Arkeotek corpus, the 1468 new agents (representing 110, 47 % of the
MAS) perturb only 755 agents (representing 56, 85 % of the MAS). Also, when
we added 512 documents to the Artal corpus, the 694 new agents (representing
47, 24 % of the MAS) perturb only 696 agents (representing 47, 38 % of the
MAS). Finally, when we added 512 documents to the Actia corpus, the 270 new
agents (representing 23, 14 % of the MAS) perturb only 319 agents (representing
27, 34 % of the MAS). This result shows that the disturbance can be considered
as local.

As we seen, results provided by DYNAMO-MAS have a different quality
depending on the corpus and on the initial state of the ontology. It seems
that as the ontology construction progresses, the insertion of results supplied
by DYNAMO-MAS becomes more complex, or conversely when the conceptu-
alization is in its early stages, the MAS brings more help to the ontologist. In
other words, the results of the qualitative evaluation of DYNAMO show that
more an ontology is unachieved, more the AMAS proposals are accepted (Artal
and Arkeotek data). Conversely, if an ontology is already built, the AMAS pro-
posals are often rejected (Artal data). The completion of an ontology can be
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quantified thanks to the annotations of new documents added to the corpus.
These values are calculated by TextViz and indicate the degree of annotation of
a document by the ontology.

We are currently working on some improvements of DYNAMO-MAS in order
to better adapt the results provided by the MAS to the ontologist, that is to say
to personalize the system to the ontologist’s actions. The idea here is to adjust
the threshold proposals of agents depending on the state of completion of the
ontology as well as according to the ontologist’s actions.

We propose to take into account the results of annotation for the calculation
of the proposals threshold.

InitialProposalThreshold =
∑n

i=1 annotationV aluei

n

This formula increases the proposals threshold when documents are rightly anno-
tated and decreases otherwise. Thus, for the data provided by Actia, only the
term agents and the concept agents having a relevance value higher than 9 will
propose themselves to the ontologist.

Thereafter, the system has to learn how to vary this threshold according to
the interactions with the ontologist. For that, we consider that more the ontol-
ogist accepts proposals more the un-proposed agents are potentially interesting.
Thus, the threshold has to be decreased in order to propose them to the ontol-
ogist. Conversely, more the ontologist refuses proposals, more it makes sense to
limit the number of proposals. The solution is then to increase the threshold. We
propose to implement this adaptation mechanism with the following formula:

ProposalThreshold = ProposalThreshold − ProposalThreshold ∗ Coef

Where ProposalThreshold is the current proposals threshold and agentRele-
vancy is the confidence of the accepted/refused/moved agent by the ontologist.
The value of the Coef variable has to be different according to the ontologist’s
actions. It can have a value equal to 0.5 when the ontologist accepts a proposal
(proposal at the right position in the TOR). It can have a value equal to 0.25
the ontologist moves a proposal (proposal correct but misplaced in the TOR).

When the ontologist refuses a proposal the ProposalThreshold can be defined
with the following formula where coef can be equal to 0.5:

ProposalThreshold = ProposalThreshold + ProposalThreshold ∗ Coef

Subsequently after a given number of the ontologist’s actions, the Proposition
Manager updates the proposals made by the ontologist by eliminating those
that do not exceed the proposals threshold and by adding those that exceed it.
A new updated version of the TOR is then proposed to the ontologist. Another
perspective, is to introduce an Adaptive Value Tracker (AVT) component [27]
to adjust the value of the Coef parameter. An AVT is a software component
that finds the optimal value of a dynamic variable in a given space thanks to
successive feedbacks. In our case, feedbacks come from the ontologist. When the
ontologist rejects or accepts a set of concepts, relations and terms, the AVT will
adjust Coef .
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7 Conclusion

The aim of this paper was to propose a system to automatize the co-construction
and the evolving (with an ontologist) of an ontology from texts. This issue is
very interesting because manual construction and evolution of an ontology are
complex and consuming tasks. The goal of our system was to automatically
propose to the ontologist new concepts and/or terms to improve the ontology
after the addition of new documents in the corpus. The ontologist can then
make corrections on the ontology to be taken into account at runtime by the
system in order to improve the ontology. After having proposed a state of art
on this issue, and considering the characteristics of such issue, we justified why
the Multi-Agent System paradigm and especially the Adaptive Multi-Agent Sys-
tem (AMAS) approach seem very relevant to resolve this problem. The AMAS
approach proposes an original solution to solve complex problems evolving in a
dynamic environment and for which an a priori know solution does not exist.

The core of this paper was to present the instantiation of this approach to
the problem of co-construction and evolution of an ontology from texts with an
ontologist. We gave in that sense a quick overview of the DYNAMO project in
which this work took part as well as the architecture of the proposed system
(DYNAMO-MAS). Then we focused on the cooperative behaviors we gave to
the two types of agents we defined. In accordance with the AMAS approach,
we put the emphasize on the Non Cooperative Situations to which each type
of agents can be confronted with during the system functioning, as well as the
actions they have to implement to come back to a cooperative state. Some exper-
iments that were carried out within the project were then presented, with three
ontologies more or less achieved, expressed in two different languages (French
and English), concerning three different domains. These experiments confirmed
that linguistic clues are not sufficient to decide the content of an ontology, and
that the intervention of an ontologist is fundamental. We proposed then some
improvements that are currently on-going in order to better co-construct the
ontology, that is to say8 to personalize9 the results provided by DYNAMO-MAS
with the actions of an ontologist (who can be more or less strict).

The originalities of our work are triple. First it enables to make evolve an
ontology when new documents are added in the corpus without restarting the
process of construction from scratch. Also, our proposition considers an ontology
as a MAS that interacts with an ontologist and self-adapts when new domain
knowledge are added. Finally our approach is independent of the language and
the domain of the handled texts and it expresses the ontology in OWL format,
a standard that makes it easily reusable.

Acknowledgments. We thank all the members of the DYNAMO project for their
contribution and especially S. Rougemaille and M. Mbarki for their contribution to the
implementation and the evaluation of the DYNAMO tool.
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partir de textes. Thèse de doctorat, Université Paul Sabatier, Toulouse, Octobre
2007

31. Ottens, K., Hernandez, N., Gleizes, M.-P., Aussenac-Gilles, N.: A multi-agent sys-
tem for dynamic ontologies. J. Log. Comput. (Special Issue on Ontology Dynamics)
19, 1–28 (2008)

32. Picard, G., Gleizes, M.-P.: Cooperative self-organization: designing robust and
adaptive robotic collectives. In: Third European Workshop on Multi-Agent Sys-
tems, Brussels, Belgium, pp. 495–496. KVAB, Brussel (2005)

33. Reinberger, M.-L., Spyns, P.: Discovering knowledge in texts for the learning of
dogma-inspired ontologies. In: Workshop on Ontology Learning and Population,
ECAI04, Valencia, pp. 19–24 (2004)

34. Reymonet, A., Thomas, J., Aussenac-Gilles, N.: Modelling ontological and ter-
minological resources in OWL DL. In: OntoLex07 - associated to ISWC, Busan
(2007)

35. Safari, L., Afsharchi, M., Far, B.H.: Concepts in action: performance study of
agents learning ontology concepts from peer agents. In: ICAART’09, pp. 526–532
(2009)

36. Sellami, Z.: Gestion dynamique d’ontologies à partir de textes par systèmes multi-
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générales et de ressources linguistiques. In: Atelier Evolution d’ontologies des 21e
Journées francophones d’Ingénierie des Connaissances, Nı̂mes 2010

http://dx.doi.org/10.1007/s13740-013-0025-1
http://dx.doi.org/10.1007/s13740-013-0025-1


Game Theoretical Model for Adaptive
Intrusion Detection System

Jan Stiborek1,2(B), Martin Grill1,2, Martin Rehak1,2, Karel Bartos1,2,
and Jan Jusko1,2

1 Agent Technology Center, Department of Computer Science,
Czech Technical University in Prague, Prague, Czech Republic

2 CISCO Systems, Inc., San Jose, USA
{jastibor,magrill,marrehak,kbartos,jajusko}@cisco.com

Abstract. We present a self-adaptation mechanism for network intru-
sion detection system based on the use of game-theoretical formalism.
The key innovation of our method is a secure runtime definition and
solution of the game and real-time use of game solutions for immedi-
ate system reconfiguration. Our approach is suited for realistic environ-
ments where we typically lack any ground truth information regarding
traffic legitimacy/maliciousness and where the significant portion of sys-
tem inputs may be shaped by the attacker in order to render the system
ineffective. Therefore, we rely on the concept of challenge insertion: we
inject a small sample of simulated attacks into the unknown traffic and
use the system response to these attacks to define the game structure and
utility functions. This approach is also advantageous from the security
perspective, as the manipulation of the adaptive process by the attacker
is far more difficult.

1 Introduction

Detection of intruders, either humans or automated solutions such as malware
or botnets in computer networks is one of the key problems of modern computer
security field. The attackers are getting increasingly sophisticated, using efficient
illegal marketplaces to build ad-hoc collaborations between specialists in vulner-
ability identification, malware (malicious software) writing, malware propagation
and botnet building and finally in using the malware to attack individuals or
companies.

This paper presents a game theoretical model of adaptation processes inside
an autonomic, self-optimizing Intrusion Detection System (See Appendix for
details about the IDS solution used). Our goal is first and foremost to analyze
the risks related to opponent’s manipulation of system internal state and configu-
ration, performed in order to reduce its effectiveness. This addresses the existing
concern with expected increase in malware sophistication - theoretical models for
distributed learning in malware exist [1], and strategic manipulation of Intru-
sion Detection Systems by shaping of the input data has been demonstrated,
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albeit offline [2]. This behavior corresponds to wider context of targeted attacks
on learning processes, studied in the fields of adversarial machine learning and
adversarial classification [3].

Therefore, if we want to introduce a new layer of environment-driven adapta-
tion into the intrusion detection system [4], we need to ensure what is the extent
to which can the opponent misuse the reconfiguration layer to reduce system’s
effectiveness.

The principal question this paper investigates is simple: What is the cost of
preventive IDS resistance to the attackers with access to internal state infor-
mation and outputs of an IDS, in terms of suboptimal False positives/False
Negative values? In other words, we measure whether and by how much will the
IDS reconfiguration against the “worst case”, highly sophisticated attacks with
insider access reduce its performance against the “standard”, relatively unso-
phisticated attackers with no knowledge of IDS existence, nominal effectiveness
and current internal state.

In order to answer the above question, we use the methods from the field
of game theory [5] and decision theory. These concepts, introduced in Sect. 3
are mapped to IDS structure in Sect. 3.1. They conceptualize the relationship
between the attacker and the defender as a two party, non-zero sum game, where
the attack/defence actions of both players correspond to strategies in the game-
theoretical model of their interaction.

Note that presented solution was successfully deployed in real-world scenario
in IDS system CAMNEP where it serves as one of key components. Results of
the research presented in this paper were successfully transferred into industry
by technological company Cognitive-Security s.r.o. The importance of this work
was recently confirmed by acquisition of this company by CISCO Systems, Inc. –
one of the technological leaders in network security.

2 Related Work

Our work belongs into the broader field of regret minimization techniques [6].
This is due to the fact that the algorithm is deployed online and makes decision
based on partial and biased information. These decision are then evaluated ex
post, and we can determine the difference between the actually achieved util-
ity and maximally achieved utility, given a fixed set of strategies to select from
(external regret). The use of regret minimization techniques based on explicit
strategic reasoning is novel in the intrusion detection field. Traditionally, most
of the work uses the game theoretical models only for formal analysis of highly
simplified scenarios [7–10]. Main issue is that such simple models do not incor-
porate the dynamic structure of protected network and thus do not optimize
the strategy against current state of the network. In [11] authors propose game
theoretical framework that is able to learn policies or configurations of an IDS
system in iterative manner. Such approach is clearly feasible and provides opti-
mal results but proposed model consider only the current configuration as the



Game Theoretical Model for Adaptive Intrusion Detection System 135

state of the system and does not capture the influence of the background net-
work traffic that heavily affects the performance of an IDS system especially in
the case of anomaly-based IDS.

Another important inspiration point is the use of agent-based modeling and
game theoretical techniques for physical security problems, such as in guard
dispatch at LAX [12], where the techniques used are analogous to ours, except
for non-stackelberg nature of our problem. On the side of the attackers [1], the
design of learning and evolving malware makes the problem of strategic evasion
important, as the learning algorithms can effectively participate as strategically
behaving players, and can use fairly advanced techniques mentioned above [2,3].

The seminal work of Alpcan [7] analyzes the IDS game as a sequence of
interactions between strategically reasoning opponents and a network of IDS
sensors.

However, the model used in the Alpcan’s paper fails to capture some of the
important aspects, such as problem dynamic nature, more realistic utility func-
tions and a necessary overlap between the detection domains of multiple sensors
on the network. In [8], Alpcan and Basar extend the above model considerably.
Their formalism, based on a combination of Markov games and Q-learning, actu-
ally links the agent’s performance as a detector/learner to its game performance
by representing the imperfect information.

3 IDS Game Model

In this paper, we will use the simplest model available in the field of the game
theory, a single stage game of two players. Each such game is defined as a three
tuple:

G = (P, S, U) (1)

– where P is a set of players traditionally indexed as P = 1, 2, in our case
denoted P = d, a, where the player a is the attacker (column player) and the
player d is the defender (row player),

– S is a set of strategies available to all players. In our case, where the strategies
are disjunctive, we impose simply S = d1, ..., di, ..., dm, a1, ..., aj , ..., an, here
the strategies di are those of the defender and the strategies ai are available
to the attacker, and

– U denotes utility function of the form: U : S × S → R × R, or less for-
mally: U : di × ai → (ud, ua). Utility function returns the game payoff of the
defender ud and the attacker ua when these invoke the strategies di and ai

respectively. Payoffs are real valued, and are frequently negative. Note that
the negative value of payoff signifies the loss for the player, and unlike in
the case of zero-sum games, this loss does not become other player’s gain.
The game structure can be alternatively defined by two matrices that link the
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attacker’s and defender’s strategies with the payoff functions for each player1.
Such alternative definition is defined in Eq. 2 for defender and 3 for attacker.

ud =

⎛

⎜⎜⎜⎜⎜⎝

Def./Att. a1 a2 a3 . . . an

d1 ud(d1, a1) ud(d1, a2) ud(d1, a3) . . . ud(d1, an)
d2 ud(d2, a1) ud(d2, a2) ud(d2, a3) . . . ud(d2, an)
...

... . . . . . .
. . . . . .

dm ud(dm, a1) ud(dm, a2) ud(dm, a3) . . . ud(dm, an)

⎞

⎟⎟⎟⎟⎟⎠
(2)

ua =

⎛

⎜⎜⎜⎜⎝

Def./Att. a1 a2 a3 . . . an

d1 ua(d1, a1) ua(d1, a2) ua(d1, a3) . . . ua(d1, an)
d2 ua(d2, a1) ua(d2, a2) ua(d2, a3) . . . ua(d2, an)
. . . . . . . . . . . . . . . . . .
dm ua(dm, a1) ua(dm, a2) ua(dm, a3) . . . ua(dm, an)

⎞

⎟⎟⎟⎟⎠
(3)

The gameplay of this game type is very simple in our case: both players
simultaneously select their strategies from the set S and the combination of
these strategies determines the payoffs to attacker and defender, as defined by
their respective utility functions. Note that due to the inherent nature of the IDS
problem, the game is not a zero sum one, where the gain of one player results
in the equivalent loss of the other player – combination of strategies therefore
affects not only the distribution of payoffs between the players, but also the total
sum of payoffs.

3.1 Intrusion Detection Game Specification

This game structure introduced above allows us to reason about the outcome of
the interaction between the attacker and the defender, and potentially identify
the likely outcomes of the game. Below, we will present the details of player’s
strategies, utility functions and solution concepts that will influence the outcome
of the game.

Strategies. The pure strategy sets of both players form the following set

S = d1, ..., di, ..., dm, a1, ..., aj , ..., an

as defined in Eq. 1. The strategies d1, ..., di, ..., dm are the strategies of the defender
(row player), while the strategies a1, ..., aj , ..., an are available to the attacker.

The defender’s pure strategies are defined as a selection of one system con-
figuration from a finite number of available configurations - playing the game
is therefore functionally equivalent with the trust-based optimization described
1 These two matrices can be collapsed into a single one in case of the zero sum game,

where the gain of one of the player is directly translated into the equivalent loss of
the other player.
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in [4], where we have introduced an online regret-minimization mechanism suit-
able for dynamic and unstable environments.

When the defender plays a mixed strategy, it constructs a probability dis-
tribution over the set of pure strategies d1, ..., di, ..., dm, assigning a probability
in the [0, 1] interval to each pure strategy. The sum of probabilities (weights)
of individual strategies must be 1. In practice, the mixed strategies will typi-
cally have a restricted support, with roughly 2–5 pure strategies with non-zero
probability.

The attacker’s pure strategies are defined even more easily. Each attacker’s
strategy is defined by performing one attack such as horizontal scan, verti-
cal scan, host fingerprinting, buffer overflow, denial of service and others. Mixed
strategies are defined similarly to defender, as a probability distribution on
the support of attack actions. In practice, the attackers also execute their strate-
gies in a particular, logical orderings (plans), but the identification and use of
this behavior is outside of the scope of this paper.

Utility Functions. In contrast to previous work in IDS modeling [7–10], the
utility functions that we use to represent player’s gains and losses are not sim-
plified, but are designed to provide a realistic model of incentives in real IDS
system. This is made possible by the fact that we don’t attempt to perform a
formal analysis of the problem (even if we are still able to identify and verify
several key properties of the system), but rather concentrate on online discovery
of game parameters and runtime solution of the game in the context of specific
threat environment and network traffic situation.

The form of the utility functions determines the characteristics of the game –
if the game is a zero sum game, i.e. the sum of utilities of all players is constant
over any combination of played strategies, it is relatively easy to identify stable
Nash equilibria and other solutions, as we will discuss in Sect. 3.2. However, in
our case, the game is not zero sum. This is a natural corollary of the criminal
character of the activities [13] – crime can be commonly defined as an activity
that redistributes the utility between the players at the expense of the overall
utility reduction.

The utility functions in our game are relatively complex, as they need to
reflect the complexity of the problem. The parameters of both utility func-
tions are:

– αi,j denotes the probability that the attack strategy aj is detected when the
defender selects the defence strategy di. Intuitively, in our case, it estimates
the probability of the given detection strategy (i.e. aggregation function),
combined with current status of detection agent’s and the background traffic
will be able to successfully raise an alarm upon the occurrence of an attack
from the class corresponding to aj .

– β denotes the probability that a given detection strategy, combined with
current system state and background traffic, will result in a false positive.
Note that this element is only present in defender’s utility matrix, and its
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manipulation can be used by the attacker to launch denial-of-service attacks
on detection mechanisms [14].

– γj denotes the probability of attack success. It discounts the value of unde-
tected breach from both the attackers and defenders standpoint, and typically
features relatively low values.

– V (t) denotes the background traffic volume that is used to estimate the num-
ber of false positives in combination with the parameter β.

– Pd(aj) denotes the defender’s payoff/loss on attack success. It is most often a
negative value, except for multi-tier honeypot systems or very particular situa-
tions where the defender can gain knowledge from the attacker bypassing the
IDS. The loss can be relatively low in case of exploratory activities (scan,
fingerprinting), but is relatively high when the attacker actually breaches
a system. The attack tree-based methodology introduced in [4] allows the
distribution of this ultimate utility between the pre-condition actions, effec-
tively motivating the system to concentrate on all relevant stages of the attack
(equivalent to attack classes aj) during the game.

– Pa(aj) denotes the expected utility the attacker receives upon successful
realization of given attack action from the attack class corresponding to
strategy aj .

– Da(aj) denotes the attacker’s payoff/loss on detection, which is typically a
negative value. The value of this parameter can vary widely, as it can be very
high for last stages of elaborate attacks executed inside defender’s perimeter,
or can be almost zero in case of internet attacks.

– Dd(aj) denotes the defender’s payoff for attack detection. This parameter
value is the main cause for the game not being a zero sum game in a general
case, as the payoff is typically zero in enterprize or internet settings following
the similar reasoning as in the Pd(aj) case – damages from the attacking party
are almost impossible to seek (not even considering the problems related to
the root attacker identification and burden of proof).

– Ca(aj) denotes the cost of the attack performance on the part of attacker.
Typically very low for enterprize/internet-originating attacks.

– CTP - denotes the (average) cost of processing of each detected incident (true
positive) for the defender.

– CFP - denotes the average cost of a false alarm for the defender, used in
conjunction with β and V (t) to estimate the false positive cost.

– CM - denotes the fixed cost of monitoring infrastructure, independent on
attack or traffic intensity.

The utility function of the defender has three principal components: the first
term deals with successfully detected attacks, the second term represents the loss
associated with undetected attacks and the third term describes the overhead
of the monitoring, which consists of the false positive costs and the fixed cost of
monitoring.
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Individual utility functions are defined as follows. Defender’s utility is:

ud(dj , ai, t) = αi,j(Dd(aj) − CTP) + (1 − αi,j)γjPd(aj)
− βV (t)CFP − CM (4)

Attacker’s utility can be described as:

ua(dj , ai) = αi,jDa(aj) + (1 − αi,j)γjPa(aj) − Ca(aj) (5)

Utility function terms. The first situation that we represent corresponds to attack
detection. The term in the defender’s utility function describing this situation
(without the fixed costs of monitoring and false positives, which will be discussed
below) is:

αi,j(Dd(aj) − CTP) (6)

We can see that the defender may get some payoff from attack detection, but
globally, the value of the term Da(aj) would be zero or negative due to the
reinstallation and recovery costs. The term CTP represents the immediate cost
of incident detection, investigation and processing.

On the attacker’s side, this situation is described by the term:

αi,jDa(aj) (7)

We can see that the loss of the attacker depends almost entirely on the impact
the detection has on attacker’s plans – the value can be relatively high in the
last stages of complex attack plans deep within the protected perimeter, but is
next to zero for malware propagation on Internet due to the lack of effective
enforcement.

The second term of the utility function covers the situation when the attacks
are not detected.

In the defender’s case, the term is:

(1 − αi,j)γjPd(aj) (8)

The first factor corresponds to non-detection probability, while the factor γj

describes the likelihood of attack/exploit success, which then amortizes the value
of the successful execution Pd(aj). The impact of the factor γj is crucial. When
there is an attack, the actual defender’s optimum in most situations is that
the attack is both undetected and unsuccessful. Reasoning behind this analy-
sis is straightforward: Eq. 6 typically has the term Dd(aj) zero or negative2,

2 The only situations where this term is actually globally positive are those where an
efficient counter-attack mechanism (in tactical/military problems) or intelligence-
processing mechanism allows the defender to counter-attack the attacker’s resources
or to deduce attacker’s goals, plans or at least intentions. From the other side of the
problem, the attacker needs to structure its actions in such a way, that their eventual
compromise would not give away disproportionally high volume of information about
its goals or resources. This consideration is integrated in the value of the term Da(aj).
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the term −CTP is also negative and the best strategy is therefore to avoid detec-
tion of attacks with low loss/likelyhood product γjPd(aj).

From the attacker’s perspective, the second term is a straightforward amor-
tization of success payoff by success likelihood and non-detection probability.
Failure to exploit (with probability 1− γj) is also preferable to detection for the
attacker, but only by the slight margin of the term Da(aj), which is typically
low for external attacks:

(1 − αi,j)γjPa(aj) (9)

The conclusion that some (i.e. unsuccessful) attacks are better left undetected
may seem surprising, but it actually corresponds to very natural equilibria, due
to the costs associated with any detected attacks. The problem in this case is
therefore how to optimize the sensitivity of the intrusion detection system, so
that it will only detect the relevant threats. We attempt not only to remove the
false positives, but also discount the value of true positives with little relevance
to the actual system. This behavior ensures more effective monitoring with little
or no impact on security.

The last component of both utility functions captures the costs related to
cyber-attack or defense. Attacker’s side lost utility can be trivially described as
the cost associated with attack performance:

− Ca(aj) (10)

The defender’s utilities depend on two principal factors: cost of the monitor-
ing infrastructure and the cost of the processing of false positives, which can be
significant for real world systems:

− βV (t)CFP − CM (11)

The first of the two components estimates the number of false positives
(βV (t)) and the total cost of their assessment (βV (t)CFP), while the second
term captures the fixed cost of monitoring, such as the infrastructure cost and
fixed operation costs.

The size of these two terms is non-negligible – the number of false positives
can rival the number of real incidents in open networks (see the Experimental
section for more details), and false positives would typically significantly out-
number the true positives on internal, well-managed networks. These two terms
are also the main reason why the IDS game is not a zero sum game, as they
introduce a fundamental non-efficiency into the system.

On the other hand, when we can limit the number of false positives (hypo-
thetically) and when we consider the value of the parameters CM and Ca(aj) as
negligible, we can hypothetically obtain a zero-sum game if the other parameters
are tuned to ensure that the attacker’s gains are matched by defender’s losses
and vice versa. An example of such scenario can be a tactical cyber-warfare,
where the discovery of an electronic attack strategy can give away the attacker’s
intent, or can allow the defender to counter-attack the attacker’s own network by
exploiting the attacker’s attack code faults/vulnerabilities or by providing dis-
information. The importance of zero-sum games in these situations lies in their
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(comparatively) easy identification of Nash equilibria, and therefore in possibly
more efficient response.

It is important to note that in typical cyber-attack scenarios, the game is
actually highly asymmetric, as the attacker’s costs Ca(aj) and potential losses
are almost zero in the individual attack case, and the defender’s much higher
losses are amplified by relatively high cost of monitoring and false positives
processing as specified in Eq. 11.

3.2 Solution Concepts

The definition of the game alone does not allow the player to identify the optimal
behavior. There are several well-accepted solution concepts, based on different
criteria of optimality. The ones that we have considered are the most commonly
used ones:

– Strategy dominance. Dominant strategy is the simplest and strongest solu-
tion concept, where one of the strategies dominates another strategy or all
other strategies. Formally, we say that the strategy a dominates the strat-
egy b iff playing a guarantees at least the same payoff than playing b for any
possible strategy of the opponent. In our case, we will write it in the form
valid for the defender:

d ∗ dominates d′ iff ∀j : ud(d∗, aj) ≥ ud(d′, aj)
and ∃j : ud(d∗, aj) > ud(d′, aj) (12)

Strict domination, a stronger concept is defined as follows: Strategy a strictly
dominates the strategy b iff playing a guarantees strictly better payoff than
playing b for any possible strategy of the opponent.
Again, for sake of clarity, we will write it in the form valid for the defender:

d ∗ dominates d′ iff ∀j : ud(d∗, aj) > ud(d′, aj) (13)

Strictly dominant strategy is then defined as a strategy that strictly dom-
inates all other strategies. Weakly dominant strategy is a strategy that
dominates all other strategies.
The downside of this solution concept is that under normal circumstances, we
can only rarely find a strategy that dominates all the others, as we will see in
the experimental results presented in Sect. 5.

– Max-min rule. This solution concept (similar to Minmax rule) selects the
strategy with the highest minimal payoff for the player. This solution concept
is a security strategy, and is especially relevant in the situations where we
suspect that the opponent has access to the part of the system’s internal state
or even to strategy selection decision. Playing max-min (for the defender)
covers the risk of the opponent playing the most damaging action:

d∗ = arg max
di

min
aj

ud(di, aj) (14)
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While being a relatively strong solution concept, it shall be noted that the
max-min criteria, as well as the dominance criteria does not require any knowl-
edge of the opponent’s utility function – the strategy selected depends only
on the defender’s utility functions alone. This will not be true for the two last
concepts introduced below.

– Conditional dominance. Conditional dominance [15] is a solution concept
which is stronger than looking for dominant strategy, as it allows the players
to use the information about the utility functions of both players to identify
the set of strategies that are not dominated. Briefly, the concept is similar
to dominance, but with the strategies of other players restricted to a specific
subset. Therefore we use the term conditionally dominated to emphasize that
the dominance is valid only on a subset of opponent’s strategy spaces. Again,
from the defender’s perspective, the strategy di is conditionally dominated
given the attacker’s strategy set a1, ..., ap, where p ≤ m iff:3

∃dl, l �= i, ∀ak, k ≤ p : ud(di, ak) < ud(dl, ak) (15)

In our case, we use the conditional dominance (or rather non-dominance) iter-
atively for both players, in order to reduce the set of strategies rationalizable
for players. Iterative application of the rule gives us a relatively large set of
strategies (including mixed strategies) for both players, and both players ran-
domly select the strategy from the set. This solution concept variant covers
the very general case where we have a reasonably good information about
opponent’s means and strategies, but only a very limited information about
its goals, as expressed by the form of its utility function. In short, it is only
a baseline benchmark concept that we don’t expect to be useful in any real
settings.

– Nash equilibrium. The Nash equilibrium is a strong solution concept that
identifies a stable combinations of player’s strategies. It is defined as a state
where no player can improve its payoff by unilaterally changing its strategy.
Formally, the equilibrium, defined as a pair of strategies (either pure or mixed)
of both players needs to fulfill the following condition:

(di, aj) is a NE iff ∀dl, l �= i : ud(dl, aj) ≤ ud(di, aj)
and ∀ak, k �= j : ua(di, ak) ≤ ua(di, aj) (16)

where di and aj are to be considered as mixed strategies. The major difference
with the max-min rule is the number of equilibria solving the condition 16.
It can be shown that when we admit solutions in mixed strategies, the IDS
game as specified in this section always has at least one Nash equilibrium.
However, we are typically able to identify more than one equilibrium in the
game, and the players are then confronted with the problem which one to
select (by playing the corresponding di or aj strategy).

3 If p = n, the concept is trivially equivalent to strict dominance. For sake of notation
clarity, we arbitrarily select the first p attacker strategies, with no loss of generality.
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The performance of solution concepts will be analyzed in Sect. 5, where we
will compare them on both the challenge data4, and also on their ability to handle
a real world instance of an actual attack scenario. To understand the results, we
need to understand the difference between the various types of optimality criteria
in the system [6]:

– Optimal strategy is the player’s best pure strategy from the set S in the
time t. This is an a-posteriori concept, which can be only determined after
once the execution was completed and the system results against the actual
network attacks were determined. This value is independent of the solution
concept used.

– Optimal decision is the strategy (mixed or pure) identified by the player
as optimal a-priori, given the inputs available a-priori in the moment that
the decision is taken. Making the optimal decision does not guarantee actu-
ally selecting the optimal strategy, principally for two reasons: information
about the state of the system are incomplete/limited/biased (making the opti-
mal strategy not present in the optimal decision, or decreasing its selection
probability in the mix), or the pure strategy selected stochastically from the
optimal decision was not actually the optimal strategy. Optimal decision can
be obtained by the use of any of the four solution concepts described above
(or any other solution concepts, such as trust-based mechanism), as each of
the solution concepts introduces a slightly different bias into the optimality
criteria.

The utility difference between the two concepts is called regret, and reflects
the quality of the model, randomness of the environment, strategic behavior
of the opponent and the cost of hedging against such strategic behavior. In
the experiments presented in Sect. 5, the regret of different solution concepts is
evaluated and compared.

The solution concept also tightly connects the security of the IDS system
and the quality of the decisions it is able to achieve. The first two concepts –
dominance and max-min rule – do not require any knowledge of opponent’s
plans intentions or goals, as they only consider the information about player’s
own decision function. On the other hand, reaching Nash equilibria (or analyzing
the conditional dominance problem) requires that both players either interact
over a longer period of time, or have at least some knowledge of opponent’s
utility function. Otherwise, they would not be able to identify the equilibria and
can gain less profit (or rather more loss) than when playing max-min.

Under some circumstances, it might be even rational to disclose some infor-
mation about the system to the attackers, in order to avoid the solutions which
leave both players worse off. However, the practical implementation of this con-
cept may be challenging, and our original intuition regarding the usefulness of
the Nash equilibria as a solution concept was sceptical. This was to some extent
4 Challenges are prerecorded sets of network traffic that are manually labeled as legit-

imate or malicious and can be seen as training samples.
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disproved by the results of the experiments from Sect. 5, where it performs on
par with other concepts even without explicit information transfer.

4 Game Integration for Runtime Reconfiguration

In this section, we will describe the integration of the game-theoretical model
with the adaptation process of a particular IDS. This integration consists of
several steps: dynamic parameter estimation in the system, game definition,
game solution and integration of results back into the system.

There are two existing integration options addressing the problems from the
opposite sides of the spectrum:

– Off-line integration, when the game is defined and solved analytically and
the system parameters are configured according to game results [16]. This is
the most traditional way of using the game theoretical methods, as their use
ensures that the system parameters are set to force the adversary into the
selection of less damaging (or more rational) strategies. The advantage of this
approach is relatively easy solution identification and low technical difficulty,
but the disadvantage is the fact that the game solutions identify the behavior
that is advantageous on average, and do not reflect the dynamic changes of
assumptions, threat characteristics and background traffic.

– Direct on-line integration, when the game uses presumed adversary actions in
the observed network traffic to define the game. The game is being defined
by the actual actions of real-world attackers executed against the monitored
system. This approach addresses the problem with game definition relevance
by using the actual attacks and traffic background to define the game at
runtime. The game is then solved as an optimization problem, but with sev-
eral drawbacks. Direct interaction between the adversary and the adaptation
mechanism makes the system potentially vulnerable to attacks on machine
learning and adaptation algorithms [3], making the whole IDS potentially less
secure than without the use of game-theory driven adaptation.

Our approach, named indirect online integration [17] combines the above
approaches and provides interesting security properties desirable for real-world
deployment. The solution uses the concept of challenges to mix a controlled sam-
ple of legitimate and adversarial behavior with actually observed network traffic
and is a compromise between the above approaches (see Fig. 1). In this case, the
real traffic background (including any possible attacks) is used in conjunction
with simulated hypothetical attacks within the system. These attacks are then
mixed with the real traffic on IDS input and the system response to them is
used as an input for game definition. The major advantage is higher robustness
w.r.t strategic attacks on adaptation algorithms, and lower system configuration
predictability by the adversary, as the simulation runs inside the system itself
and its results can not be easily predicted by the attacker.

This approach offers the optimal mix of situation awareness and security
against engineered inputs. In this case, we actually play against an abstract
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Fig. 1. Indirect online variant of integration of the game with IDS.

opponent model inside the system, and expect that the moves that are effective
against this opponent will be as effective against the real attacks. The advantage
of this approach is not only in its security, but also in better model character-
istics in terms of strategy space coverage (less frequent, but critical attacks can
be covered), robustness and relevance — the abstract game can represent the
attacks and utility combinations that would be obvious only for insider attackers.

4.1 Indirect Online Integration

The use of the indirect online integration in practice requires a division of the
covered time interval into sub-intervals defining each single game is a sequence.
The length of such interval depends on the IDS technology used, line speed,
hardware performance and other factors — it can vary between few seconds
for pattern-matching packet filters to few minutes/hour for statistical anomaly
detectors.

During the each interval t, the system measures/estimates the values of para-
meters (in particular the detection probabilities αi,j and the false positive proba-
bilities βi, V — discussed in details in Sect. 3.1). For the reasons listed above, we
suggest the use of challenge-based parameter estimation [4], which relies on inser-
tion of known instances of legitimate or malicious behavior into the background,
unclassified traffic. We measure the system response to these challenges, drawn
from the realistic attack classes, and use them to estimate the system response
to all real-world samples from the same classes. In practice, we will define one
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class for each broadly defined attack/legitimate traffic type and measure the dif-
ference between the system response to legitimate traffic and to various classes
of malicious traffic. The adaptation process will then assess the statistical prop-
erties of the response and use them to estimate the probability of detection
of each strategy combination αi,j (where the index i specifies the defender’s
strategy, i.e. system configuration, and the index j denotes the attack type, i.e.
attacker’s strategy) and the corresponding expected ratio of false positives βi for
given defender’s strategy i. It is worth noting that this method is based on the
assumption that the response of the detection method used in the IDS against
members of each class is consistent and that the anomaly scores of the class
members are distributed according to normal distribution. This assumption has
been verified in our past work, and can be ensured as the attack class definition
is under the full control of game designer — if the response to one of the classes
is for example multimodal, it can be easily split into separate classes.

The game definition ordering with respect to each time interval also depends
on the type of the underlying IDS. The CAMNEP system [18] is a NetFlow based
collective anomaly detector, and therefore processes the data in well-defined and
regularly produced batches rather than in real time — this means that the game
is actually defined after the data has been recorded. In case of traditional pattern
matching IDS that needs to operate on wire speed, the game needs to be defined
and solved beforehand, so that the strategies can be applied directly to each
processed packet, flow or connection. In practice, this means that the systems
solving the game after the interval t on which the solution is applied have precise
parameter estimations for each particular interval, while the wire-speed systems
apply the t-th game results to the interval t + 1.5

In both cases, once the system obtains the game definition and solves it, it
can directly apply the results back into the system configuration and use them
on current or next time interval.

4.2 Game Strategies for Real World IDS

To test whether the game theoretical concepts can be integrated with a real IDS,
we have used the CAMNEP system [18]. As we have noted in Sect. 4.1, the CAM-
NEP is a NetFlow-based IDS system. In addition, CAMNEP already features
self-monitoring and self-optimizing functionality, allowing us to benchmark the
performance of game-theoretical self-optimization with other approaches. The
existing self-monitoring capabilities are also essential for online empirical esti-
mation of the key utility function coefficients αi,j and βi (see Sect. 3.1), as their
values typically evolve throughout the day.

The CAMNEP system is based on a self-organized, multi-level collaboration
of detection agents, each of them maintaining an different model of traffic nor-
mality/anomaly. The agents share the anomaly estimates at various stages of
5 The slight delay of application is unlikely to cause a problem, as suggested by our

experimental results. The system using the parameters weighted over 5 last intervals
performed comparably with the one using only the precise values for the specific
interval.
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processing and once they have reached their partial conclusions (anomaly scores
for each network flow/connection), the system needs to aggregate these opinions
together. At this stage, it is important to notice that the performance of individ-
ual detection agents and their combinations varies with background traffic and
attack types. For more information about the CAMNEP system see Appendix A.

The defender strategies in CAMNEP are instantiated as specific aggrega-
tion functions used to integrate the opinions of detection agents in the system.
Defender’s strategy selection is thus technically straightforward, as it only picks
one particular aggregation operator that aggregates diverse expert opinions with
particular weights or methods. In our experimental system, there were 30 oper-
ators aggregating the opinions of 6 detection agents in total.

5 Experiments

The underlying CAMNEP system manages optimal selection of challenges and
their mixing into the traffic. The selection of challenges is based on a sim-
ple threat model [4], which includes defender’s risk estimates and potential
losses. The response of the system to the challenges is then used both as an
input for the original, trust-based self-adaptation mechanism and for the game-
theoretical mechanism, running on the same traffic data and inserted challenges.
This ensures that the experimental results, averaged over 40 system runs on the
same inputs of the system fairly compare the influence of various techniques.
The individual runs vary by the actually selected challenge values, as these are
selected stochastically from a challenge DB. The data used for the experiments
were acquired on a mid-size university network, with relatively low and stable
background activity, and comprise of 100 5-min long intervals.

In our experiments, we want to measure two effects. First, we will compare
the ability of the game-theoretical methods to deliver at least comparable per-
formance on the inserted challenges. Then, we will judge the effectiveness of the
selected configurations while detecting a classical, real world attack sequence
comprising of exploratory activities: horizontal and vertical scanning, followed
by password brute force attack on the SSH service on one of the vulnerable
hosts. The results of the second experiment can be then used to measure how
does the performance on challenge data translate to the performance on real
attack detection.

We compare 6 different solution concepts for the defender: Trust1 and Trust5,
MaxMin1 and MaxMin5 and Nash1 and Nash5. The name of the method depends
on the strategy selection method, while the number (either 1 or 5) determines the
number of periods over which the system behavior is observed: the concepts with
the “1” suffix react to immediate situation only, while the solution concepts with
the suffix “5” consider the values (αi,j and β) aggregated over the last 5 intervals
(25 min in total). In previous chapters we have described basic principles of the
local self-adaptation along with the game-theoretical approach. Now we will
discuss results measured on challenge-based attacks as well as results obtained
on real-world attack.
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In the first section we will describe basic settings of experiments such as
state of network, types of performed attacks and settings of the utility function.
Next, we will discuss results measured on challenge-based attacks with respect
to concept called regret minimalization presented in [6] and in the third section
we will compare these expected results with results obtained on real attacks. In
the last section we will briefly discuss stability of each solution.

5.1 Experiments Settings

To correctly evaluate the system’s ability to strategically select the best aggre-
gation function we had to manually classify recorded data in order to obtain
a dataset with a mix of partially classified third-party traffic and our attack
with known properties. We have classified most of the legitimate traffic (roughly
75–80 % flows of legitimate traffic) and have manually performed attacks on the
background of this traffic. The description of attacks we have performed is sum-
marized in Table 1. From this table could be seen that we have simulated most
common attacker whose goal is to gain administrator access to the protected
system. Therefore, in these experiments are evaluated brute-force attacks with
various speed and different types of scans used to discover vulnerable services
such as horizontal scans, vertical scans, various types of fingerprinting, etc. The
data used for the experiments were acquired on a mid-size university network,
with relatively low and stable background activity, and comprise of 100 5-min
long intervals.

To evaluate the concept of the game-theoretical approach we have used CAM-
NEP which already implements basic process of the local self-adaptation along
with managing number of challenges and its mixture with background traffic.

Table 1. Parameters of performed attack samples (real-world attacks).

Type of attack Description

SSH bruteforce Dictionary based attack with 100 attempts per attack passwords
were randomly selected from predefined database

Dictionary based attack with 300 attempts per attack, passwords
were randomly selected from predefined database

Vertical scan Vertical TCP scan performed against linux server with enabled OS
detection

Vertical UDP scan for all services performed against linux server

Horizontal scan Horizontal scan for SSH service performed against network of
Department of Cybernetics

Horizontal UDP scan for DNS service

Horizontal ICMP ping scan

Combination horizontal and vertical scan performed against whole
network of Department of Cybernetics
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Table 2. Game parameter values for different strategies.

Attack strategy Pd = Pa γj

Horizontal scan 300 0.001

SSH brute force request 500 0.001

SSH brute force response 500 0.001

Vertical scan 300 0.001

In order to eliminate effects of random selection of challenges inserted into back-
ground traffic we had to perform 40 iteration on the same background data.

Next we have to specify all coefficients necessary to evaluate the utility func-
tion for attacker and defender as well (see Eqs. 4 and 5). Part of these coefficients
is listed in Table 2. Note that the selection of the coefficients dependent upon
the attacker’s strategy corresponds with the coefficients obtained from attack
trees. The rest of the coefficients are listed in Eqs. 17, 18, 19, 20, 21 and 22. Note
that the selection represents situation when either defender nor attacker gain no
asset (or worse in the case of attacker) when the attack is detected which covers
attacks performed from Internet by unknown attacker.

Ca(aj) = 0∀aj , (17)
CFP = 1, (18)
CM = 0, (19)

Da(aj) = 0, (20)
Dd(aj) − CTP = 0 ∀aj , (21)

V (t) = 1 ∀t. (22)

Finally, it is necessary to mention the solution concepts which are compared.
We compare 6 different solution concepts used by defender: Trust1, Trust5, Max-
Min1, MaxMin5, Nash1 and Nash5. The names of the solution concepts are
derived from the name of the method (e.g.: Nash – Nash equilibrium, etc.) and
the number of intervals used to evaluate the variables αi,j and βi. For example,
the solution denoted by Nash1 refers to Nash equilibrium where is used no previ-
ous observation of the values αi,j and βi. On contrary, the solution named Trust5
refers to trust modeling which uses observation from last 5 intervals. Note that
the Dominated strategy and Conditional dominance are not listed because the
dominated strategy does not always provides results (the dominant strategy does
not always exists) and, as it has turned out during the experimental evaluation,
the conditional dominance return results comparable with stochastic selection
of the best strategy and therefore it provides no measurable improvement to the
detection process.
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5.2 Challenge-Based Results

In this section we will present results measured on challenges artificially inserted
into the background traffic. To fulfill this goal we have to define following eval-
uation function

E =
θ̄y − θ̄x

σx + σy
(23)

where θ̄y and θ̄x represent mean and σy and σx represent the standard devia-
tion of legitimate and malicious challenges. This criteria rise when the detection
process correctly separates the legitimate and malicious traffic (i.e. θ̄y tends to
1 and θ̄x tends to 0) and at the same time minimalizes their standard deviation
which corresponds with the trust experience defined in [4]. Note that the chal-
lenges used for the following measurement equal to the challenges used to find
optimal aggregation function using trust modeling approach – i.e. the training
set. Therefore, in theory, the result of this experiment should show that the
solution Trust1 should give the best results.

As could be seen in Fig. 2 this assumption has been partially confirmed.
However, due to the fact, that the evaluation function does not completely refer
to the trust experience used in the trust modeling approach, the results show
that the Trust1 does not always provide the best possible result. Namely between
the intervals 8–20 MaxMin1 outperforms Trust1.

But as could be seen on Fig. 3 and mainly on Fig. 2 the actual results confirms
the theoretical assumption that the Trust1 and Trust5 outperform all other
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Fig. 2. Performance of solutions on challenge-based attacks over time, using the crite-
ria 23 (higher is better) using values αi,j and βi without aggregation.
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Fig. 3. Performance of solutions on challenge-based attacks over time, using the crite-
ria 23 (higher is better) using values αi,j and βi aggregated over last 5 intervals.

Table 3. Average value of criteria 23 for challenge-based results

MaxMin1 Nash1 Trust1 MaxMin5 Nash5 Trust5 AvgOWA Best

4.09 4.07 4.68 4.16 3.68 4.25 2.24 5.14

solution concepts. From the very same figures could be also seen that the rest
of the solution concepts outperforms the average strategy even if it does not
maximize the criteria used as evaluation function.

All results presented in Figs. 2 and 3 are summarized in Table 3 where the
numbers represents average value of the evaluation function. From this table
could be seen that all solution concepts highly outperforms the average strategy –
AvgOWA (this value is computed as average value of evaluation function for all
strategies in every time step). In the last column is shown average value for the
best possible selection in every time step and could be seen that the all solution
concepts provides relatively good results even in comparison to the best possible
selection.

Finally, we have to mention that despite using solution concepts with short
history provides better results on challenge-based attacks, solutions with longer
history ensures more stable results and thereby provides higher protection against
more sophisticated attacks.
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5.3 Real-World Attacks

In the second phase of the experiments, we will verify the capability of the system
to detect a real-world attack. To measure the quality of detection, we have to
define a new criterion, since the one used for challenge insertion evaluation can
not be applied to external attacks due to the lack of data. To solve this issue,
we can use following criterion:

E ′ =
θ̄all − θ̄x

σall
(24)

where θ̄all represents mean and σall represents standard deviation of the whole
dataset, and θ̄x represents mean of the all malicious flows (i.e. all flows with
trustfulness lower than threshold). To evaluate the equality from the perspective
of the false positives and false negatives we can define another criteria involving
these two parameters:

E ′′ = |FP| + 3|FN| (25)
The variables |FP| and |FN| represents number of false positive and false nega-
tive events – i.e. the legitimate events labeled as attack and attacks labeled as
legitimate traffic. The definition of this criteria implies that the lower value is
better.

In the Table 4 are listed results for each type of performed attack. From
this table could be seen that against the results measured on challenges, the
differences between the results for individual solutions on the real-world attacks
are reduced and in aggregated values even inverted. This fact is caused by the
strategic behavior of the game-theoretical approach which is less dependent on
the actually inserted challenges and rather follows the strategic behavior of the
attacker than the actual performed attacks which is more suitable for the real
assignment because in real situation there is no way to estimate the attacker’s
behavior. This conclusion is even further confirmed in Table 5 where are listed the
results using criteria 25. This table shows that the solution Trust1 outperforms
all others solutions at the cost of increasing the number of false positive and
false negative events.

The results from the Tables 4 and 5 could be therefore summarized into
the conclusion that the game-theoretical approach improves the results of the
detection process and additionally provides more stability and robustness against
adversary behavior of the attacker.

All discussed results are displayed on Figs. 4 and 5 for criteria E ′ and Figs. 6
and 7 for criteria E ′′. Note that, the timing of performed attacks is listed in
Table 6.

5.4 Solution Stability

In the last section we will briefly present the stability of each solution concept. We
will compare all solutions noted in previous sections along with the conditional
dominance. For each solution concept we will present two graphs – one when
there is used no history and one where values αi,j and βi are aggregated over
last 5 intervals.
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Table 6. The timing of performed attacks

Attack Interval

SSH brute force 14–17

Vertical TCP scan with OS detection 25–29

Vertical UDP scan 31–34

Horizontal TCP scan for SSH service 36

Horizontal UDP scan for DNS service 38

Horizontal ICMP ping scan 41

Horizontal TCP scan for all services 42–98
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Fig. 4. Performance of solutions on real attacks over time, using the criteria E ′ (higher
is better) using actual values αi,j and βi without aggregation.

At first we will discuss conditional dominance. Figures 8 and 9 show that
almost all aggregation function have the same probability of usage during the
whole experiment which implies that this concept does not reflect strategic
behavior and provides almost the same results as random selection of the
defender’s strategy (these results were correctly confirmed on both challenge-
based and real-world attacks). This is the main reason why we have not men-
tioned this solution concept in previous sections.

On the other hand, as could be seen on Figs. 10 and 11 the MaxMin solution
concept provides relatively stable solution in both versions – with and without
using history (Fig. 12).
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Fig. 5. Performance of solutions on real attacks over time, using the criteria E ′ (higher
is better) using values αi,j and βi aggregated over last 5 intervals.
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Fig. 6. Performance of solutions on real attacks over time, using the criteria E ′′ (lower
is better) using actual values αi,j and βi without aggregation.
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Fig. 7. Performance of solutions on real attacks over time, using the criteria E ′′ (lower
is better) using values αi,j and βi aggregated over last 5 intervals.

Fig. 8. Conditional dominance without history
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Fig. 9. Conditional dominance using history

Fig. 10. Max-min rule without history
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Fig. 11. Max-min rule using history

Fig. 12. Nash equilibrium without history
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Fig. 13. Nash equilibrium using history

Fig. 14. Trust model without history
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Fig. 15. Trust model using history

More interesting situation appears in the case of Nash equilibria. In the
case that this solution concept does not use history, the selection of the best
aggregation function is more stochastic and, as it was confirmed in Sect. 5.3,
this fact affects negatively the final results. This phenomena is caused by the
fact that without using history the utility function has a large number of mixed
equilibria and the solver has to randomly select the best defender’s strategy.
In the case when the history is used, this phenomena does not appear and the
solutions are relatively stable (Fig. 13).

Last solution concept is trust modeling approach which provides stable solu-
tions in both versions – with or without history. The results can be seen on
Figs. 14 and 15.

6 Conclusions

Our work addresses several important research issues related to the use of game-
theoretic approaches for strategic adaptation of multi-agent intrusion detection
system. In Sect. 3.1, we present a practical game theoretical model of the IDS
problem and discuss its integration with a real-world intrusion detection sys-
tem. The use of such mechanism shall improve system robustness w.r.t very
advanced attacks based on adversarial machine learning approaches. The exper-
iments performed with a simplified version of this commercially deployed IDS
clearly showed that the cost of GT use is very low, and does not adversely affect
the effectiveness of the adaptation process. In particular, our results suggest that
the max-min method provides very consistent results, does not require an explicit
model of opponent’s utility function and is computationally trivial, making it an
appropriate first choice for future implementations.
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Besides the game theoretical model we present new possible way how to
integrate game theoretical reasoning with the real-world IDS system. This is the
main difference between our work and works presented in [2,7,11].

In our future work, we intend to perform actual experiments with targeted
attacks on IDS. In this paper, we have made a first step - we show that multi-
agent and game theoretical techniques do not harm the system - in the future,
we need to show that they can measurably increase its robustness when facing
highly sophisticated attackers, either human or software agents.

Acknowledgment. This material is based upon work supported by the ITC-A of the
US Army under Contract No. W911NF-10-1-0070. Any opinions, findings and conclu-
sions or recommendations expressed in this material are those of the author(s) and do
not necessarily reflect the views of the ITC-A of the US Army. Also supported by Czech
Ministry of Education grants 6840770038 and AMVIS-AnomalyNET. Also supported
by MVČR Grant number VG2VS/242.

A CAMNEP

In order to evaluate the theoretical model in a production environment, we have
used presented mechanism as a component of the CAMNEP network intrusion
detection system [18], which is used to detect the attacks against computer net-
works by means of Network Behavior Analysis (NBA) techniques. This system
processes NetFlow/IPFIX data provided by routers or other network equipment
and uses this information to identify malicious traffic by means of collabora-
tive, multi-algorithm anomaly detection. The system uses the multi-algorithm
and multi-stage approach to optimize the error rate, while not compromising
the performance of the system. The system contains two principal classes of
classifying agents, which are able to evaluate the received traffic:

A.1 Detection Agents

Detection agents analyze raw network flows by their anomaly detection algo-
rithms, exchange the anomalies between them and use the aggregated anomalies
to build and update the long-term anomaly associated with the abstract traffic
classes built by each agent. Each detection agent uses its own anomaly detection
method, each works with a different traffic model based on a specific combi-
nation of aggregate traffic features. All detection agents map the same flows,
together with the shared evaluation of these events, the aggregated immediate
anomaly of these events determined by their anomaly detection algorithms, into
the traffic clusters built using different features/metrics, thus building the aggre-
gate anomaly hypothesis based on different premises. The aggregated anomalies
associated with the individual traffic classes are built and maintained using the
classic trust modeling techniques (not to be confused with the way trust is used
in this work). The detection agents evaluate the anomaly of each network flow
on the whole [0,1] interval, and the output of the detection agents is integrated
by the aggregation agents.
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A.2 Aggregation Agents

Aggregation agents αi from the set A = {α1, . . . , αg} represent the various
aggregation operators used to build the joint conclusion regarding the normal-
ity/anomaly of the flows from the individual opinions provided by the detection
agents. Each agent uses a distinct averaging operator (based on order-weighted
averaging or simple weighted averaging) to perform the Rgdet → R transforma-
tion from the gdet-dimensional space to a single real value, thus defining one
composite system output that integrates the results of several detection agents.
The aggregation agents also dynamically determine the threshold values used to
transform the continuous aggregated anomaly value in the [0, 1] interval into the
crisp normal/anomalous assessment for each flow. The value of the threshold is
either relative (i.e. leftmost part of the distribution) or absolute, based on the
evaluation of the agent’s response to challenges.

The detection and aggregation agents annotate the individual flows ϕ with a
continuous anomaly/normality value in the [0, 1] interval, with the value 1 cor-
responding to perfectly normal events and the value 0 to completely anomalous
ones. This continuous anomaly value describes an agent’s opinion regarding the
anomaly of the event, and the agents apply adaptive or predefined thresholds
to split the [0, 1] interval into the normal and anomalous classes. The thresh-
old used by the aggregation agents divides the flows into two classes: normal
and anomalous. The anomalous flows are those whose anomaly falls below the
threshold, while the normal flows are those whose anomaly is above the thresh-
old. This distinction allows us to introduce the components of the error rate.
False Positives (FP) are the legitimate flows classified as anomalous, while the
False Negatives (FN) are the malicious flows classified as normal.
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Abstract. Nowadays Cloud Computing has gained in importance at a
remarkable pace. The key characteristic of this technology is the possibility to
provide new resources to the services in an elastic way according to current
demand. In contrast to Cloud Computing, Multiagent Systems are focus on other
features such as autonomy, decentralization, auto-organization, etc. This study
demonstrates that this features of MAS are suitable to manage the physical
infrastructure of a Cloud Computing environment, in other words, we pres-
ent +Cloud which is a cloud platform managed by a Multiagent System.
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1 Introduction

The technology industry is presently making great strides in the development of the
Cloud Computing paradigm. As a result, the number of both closed and open source
platforms has been rapidly increasing. From an external point of view, the three most
widely known services are Software, Platform and Infrastructure [5]. From an internal
point of view, the services generally offered are considered elastic services. This means
that it is possible to provide new resources to the services in an elastic way according to
current demand. The main key factor of the rapid growth is that a high number of
underlying technologies (virtualization, server farms, web services, web portals, etc.)
which have reached their prime.

The reasons for the quick growth of the computational paradigm are varied, but it is
possible to group them into three main categories. The first group is formed by the
main technology companies (IBM, Google, Amazon, Microsoft, etc.) who have an
economic interest in this paradigm as a new market. While previously an emergent
market, its current dominance can be explained, in part, by a new business model
which does not require an initial investment; instead, the client simply pays according
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to the resources used (pay-as-you-go [7]) These companies oriented their efforts
(economic, technological and human) to the development of this technology by cre-
ating various pilot projects (Sun Cloud by Sun, Blue Cloud by IBM, etc.), in addition to
other open approaches [37] which eventually resulted in what we know as Cloud
Computing. Secondly, the quick birth has been possible as a result of the maturity of
the variety of technological components (server, cluster, high availability, grid com-
puting) that form the computational paradigm; as well as the tremendous research, at
both the hardware and software level, in incipient technologies such as virtualization
[5]. Finally, there cannot be the slightest doubt that positive public reception has been a
key factor in its rapid development. From the public’s perspective, a cloud environment
makes it possible not only to synchronize data, information, or even tasks, projects,
etc., but also to work in a delocalized way through the use of online tools. And, from
the companies’ perspective, the main advantage is that a cloud environment does not
require an initial investment, making it possible to pay only for those resources that are
required at a particular moment.

Multi-agent System (MAS) have not played an important role in the development
of the Cloud paradigm. According to Talia [38] it is possible to distinguish to groups:
(i) MAS that use the computational features of a Cloud environment (processing,
storage, etc.) [25, 32]; and (ii) Cloud environments that use MAS for the internal
management of their resources, or to offer intelligent services. As is shown in the
following section, the state-of-the-art indicates that the majority of the applications are
related to the former group (agents using Clouds) [25, 33].

In short, Cloud Computing environment has a set of resources (physical and virtual)
which have to vary dynamically in order to cope with the demand of the computational
services being offered. MAS are suitable to help in the decision making about how vary
dynamically these resources because its features (dynamicity, flexibility, autonomy,
proactivity, learning, etc.) are exactly the features that a Cloud environment needs for
the self-management of its resources. Within this model, the decision making process is
complex, due to the variability of the demand for services and the lack of information
on the decision components. This is the why an agent-based Cloud computing envi-
ronment is suitable for the efficient allocation of computational resources, enabling the
dynamic and automatic readaptation of each element which forms part of the cloud
environment.

This study presents the +Cloud (masCloud) platform which is development by the
BISITE Research group1. This platform allows to offer services at the PaaS (Platform
as a Service) and SaaS (Software as a Service) levels. Both PaaS and SaaS layers are
deployed using the internal resources of the cloud, in other words, the physical and
virtual machines which provide a virtual hosting service with automatic scaling and
functions for balancing workload. The core of this platform is a MAS based on a
Virtual Organization (VO), which makes it possible to automatically manage the
computational resources of the system, adapting them in an elastic way according to
demand.

1 http://bisite.usal.es/en
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The present paper is structured as follows: the following section presents the
state-of-the art of Cloud computing system and its relationship with MAS.
The +Cloud architecture is then presented in detail. This study finalizes with a review
of the initial tests of the system, conclusions and future research lines.

2 Cloud Computing and Multiagent Systems

Cloud Computing, understood as computational paradigm, is emerging recently with
great importance. Although it may be initially considered another computational par-
adigm, reality indicates that its rapid progression is motivated by economic interests [7]
in the underlying computational features.

Historically, the term Cloud Computing was first used by Professor Rammath [9].
However, the concept was becoming popular through Salesforce.com, a company that
focused its market strategy to offer software as a service (SaaS) to big companies.
However, IBM was the first company to detail the specific terms of the guidelines of
this technology (auto-configuration, auto-monitorization, auto-optimization) in the
document Autonomic Computing Manifesto [36]. By 2007, Google, IBM and others
had joined together to form a research consortium which resulted in the birth of this
technology as we know it today [26].

For the large companies, knowledge about this technology is a competitive
advantage. First of all, the Cloud provider can offer its services through a pay-as-you-go
model [7, 16], following the guidelines proposed by Utility computing [31]. Addi-
tionally, the Cloud user does not have to be concerned with demand peaks, transforming
passive investments in operational expenses [4].

A large number of definitions [4, 7, 16, 28] have emerged at both a company and
academic level. In each one, the authors try to highlight the most relevant features from
their point of view. When a wide number of definitions are analyzed, it is possible to
distinguish two big groups:

1. Those whose interests are focused on defining the technological aspects of the
computational paradigm; these can be further divided in those who focus on
defining either hardware or software characteristics.

2. Those whose interest is to highlight the aspects related to the negotiation model,
which is intrinsically associated with a Cloud environment.

It was the American NIST (National Institute of Standards and Technology)2 which
defined Cloud Computing [5] as a model for enabling ubiquitous, convenient, on-
demand network access to a shared pool of configurable computing resources (e.g.,
networks, servers, storage, applications, and services) that can be rapidly provisioned
and released with minimal management effort or service provider interaction.

According to NIST, for a platform to offer Cloud Computing services, the services
must contain the following characteristics [5]:

2 http://www.nist.gov/

166 F. De la Prieta et al.

http://www.nist.gov/


• Services on demand, meaning that services, regardless of their type, must be
provided automatically and without human interaction according to user demand.

• Availability of services through the internet, meaning that clients should access the
services through the internet and providers, as a result, must use this medium to
provide their services.

• Availability of resources, meaning the provider must be able to offer services
independently of their demand, using physical or virtual hardware resources
assigned dynamically to each resource and reassigned according to demand. In this
respect, there are authors such as [7, 43] who speak directly of high availability
services, technology closely related to high availability computing.

• Elasticity, meaning that the different resources should be provided elastically and
even automatically according to demand.

Further to this definition, NIST presents a set of features, different deployment
models (private, public Community Cloud); and most importantly, three models of
service. Understanding service as a capability that the Cloud offers to the end users, we
can underscore the following three service models:

• Software as a Service (SaaS). This capability allows the provider to supply the user
with applications that can be directly executed on the cloud infrastructure. This
entails a number of advantages such as the ubiquity of the applications or the use of
light clients. However, there are also a number of difficulties (which in some cases
are strengths) directly related to the consumer’s loss of control over the infra-
structure (network, storage, operating system, difficulty to configure, etc.).

• Platform as a Service (PaaS). This capacity is supplied by the provider and allows the
consumer to use the necessary tools to create their own applications within the Cloud
environment. Some of these services include programming, libraries, tools, etc.
As with the services in the previous level, the programmer does not control the
underlying infrastructure, nor the environment where the applications are deployed.

• Infrastructure as a Service (IaaS); (o Hardware as a Service for Wang et al. [40]).
This capability provides to the consumer include different kinds of hardware such as
processing, storage, network, etc.
This capacity can be provided to consumers with the ability to install their own
software in an operating system deployed in a hardware environment, obviously
virtualized, with characteristics defined by the actual user.

This division of models leads some authors to speak of Something as a Service
(*ssS) [38].

2.1 Existing Platforms

SearchCloudComputing3 provides a list of the 10 primary cloud computing providers,
which include: VMWare, Microsoft Azure, Bluelock, Citrix, Joyent, Terremark y

3 http://searchcloudcomputing.techtarget.com/photostory/2240149038/Top-10-cloud-providers-of-
2012/1/Introduction
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Amazon. Furthermore, from and academic and research scope, Corderiro et al. [13]
propose the platform Euronet to interconnect multiple virtual laboratories using a
Cloud environment. Given that the majority of Cloud platforms are proprietary and that
the underlying infrastructure is invisible to researchers, Nurmi et al. [30] presents
EUCALYPTUS, an open source framework for cloud computing that implements IaaS
functions. Another proposal is provided in Malik et al. (2012), which presents a 3C
model (Cooperative Cloud Computing) for research centers and universities. This
model is based on the Virtual Cloud model and expects to generate a vast repository of
computational resources for research centers.

All of these platforms have a very specific scope; that is, there is no platform that
permits offering infrastructure, platform and software services in an integrated way.
The scope of this study broaches this problem, facilitating the adoption of this para-
digm by:

• developing the concept of multitenancy, which facilitates externalizing private and
public Clouds to computing centers.

• developing elasticity models independent of the underlying technology, or very
weakly coupled.

• developing an automated adaptation model for the internal hardware infrastructure,
whether virtualized or not.

With regard to a negotiation model, cloud computing introduces a change in how to
exploit and market a company’s products. The model for acquiring hardware or soft-
ware becomes a subscription model, or a service consumption model, which is
essentially the same thing. This means that instead of acquiring pertinent computational
resources, providers are hired instead. It is an attractive option for businesses, as it
eliminates the requirements for the future planning of resources and permits beginning
at the bottom and increasing resources only when they are actually needed. In their
study, Artmbrust et al. [4] identify three case studies in which cloud computing is
preferred to traditional storage: when demand for services varies over time, when it is
not possible to foresee demand of services, and the computational efficiency that results
from multiple machines.

2.2 Cloud and Agents

In a complex environment, such as that proposed in this project, it is difficult to
determine when and how to carry out actions that imply changes in the operation or
even the structure of the network. In the area of Distributed Artificial Intelligence,
specifically in MAS technology, one of the goals is to create systems capable of
making decisions in an autonomous and flexible way, and cooperating with other
systems inside an organization. MAS technology is regarded as a potential technology
to cope with the anticipated challenges of hybrid network operations. An analysis of the
possibilities and benefits of implementing MAS shows that it is a suitable technology
for the complex and highly dynamic operation of grid infrastructures, cloud computing,
power systems or hybrid networks, among others [1, 21–24, 27].
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Cloud environments require innovative architectures with advanced functionalities.
To reach this objective, it is necessary to develop new functional architectures capable
of providing adaptable and compatible frameworks, allowing access to services and
applications regardless of location restrictions. A functional architecture defines the
physical and logical structure of the components that make up a system, as well as the
interactions between those components [17].

However, as indicated in the introduction, there are only a limited number of
studies in the state of the art that relate Cloud Computing and agent technology [38].
In general terms, a Cloud system may use MAS applications in a Cloud environment
for deployment, and there are also Cloud environments that use agent technology to
manage their resources. Some of those applications include:

• Agents using Cloud. Within this group, the main state of the art applications use
computational resources from the Cloud environment. For example, there are sys-
tems such as those described in [11, 15] that use the computational strength of the
environment to perform simulations in different fields. Another example is pre-
sented in [10], where the Cloud environment is used as a persistence engine for
information.

• Cloud using Agents.Within this subgroup, the range of possibilities is even further
extended. Mong Sim [29] highlights three subgroups of applications: (i) combi-
nation of resources among Cloud providers; (ii) planning and coordination of shared
resources; (iii) establishing contracts between users and Cloud service providers.
As Mong Sim points out, it is possible to find studies such as [20, 39] that develop a
Cloud service using agents for different specific purposes. Mong Sim used the
Cloudle [29] which is an agent-based tool for discovering Cloud services. Some
notable examples of Cloud providers combining resources include studies by Kaur
Grewal [18] and Aarti Singh [35], which use shared Cloud resources to offer
Infrastructure as a Service (IaaS) Examples that apply SLA to distribute services
include [26, 31]. Finally we should point out the application of negotiation and
agreement algorithms applied to different levels and processes within the framework
of a cloud computing environment [19].

Recent tendencies have led to the use of Virtual Organizations (VOs), which can be
considered as a set of individuals and institutions that need to coordinate resources and
services across institutional boundaries. Therefore, a VO is an open system formed by
the grouping and collaboration of heterogeneous entities; the separation between form
and function that exists among them requires defining how a particular behaviour will
take place. Multi-agent systems (MAS) technology, which allows forming dynamic
agent organizations, is particularly well suited as a support for the development of these
open systems. An open MAS organization modelling makes it possible to describe
structural composition (i.e. roles, agent groups, interaction patterns, role relationships)
and functional behaviour (i.e. agent tasks, plans or services), it can also incorporate
normative regulations for controlling agent behaviour, dynamic entry/exit of compo-
nents and dynamic formation of agent groups [3, 6, 8, 41, 42].

As a conclusion, the scope of this study is dealing with the open problem of
re-source allocation over a Cloud computing paradigm. In this sense, one of the most
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appropriated approaches is to use MAS based on the VO, due to features such as of
intelligence and adaptation that can enrich the capacities of a current Cloud Computing
platform.

3 Proposed Architecture: +Cloud

+Cloud is a platform based on the cloud computing paradigm. This platform allows
offering services at the PaaS and SaaS levels. The platform does not offer service at
IaaS level. The internal layer is composed of the physical environment which allows
the abstraction of resources shaped as virtual machines; however, the system does not
offer this kind of service to the end users as shown in Fig. 1.

Fig. 1. SaaS in +Cloud
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+Cloud has a layered structure that covers the main components of cloud
computing:

• The SaaS layer is composed of the management applications for the environment
(control of users, installed applications, etc.), and other more general third party
applications that use the services provided by the next layer (PaaS).
At this level, each user has a personalized virtual desktop from which they have
access to their applications in the Cloud environment, and to a personally config-
ured area as well. The virtual and physical resources are managed dynamically, but
an overview of the internal resource can be seen through a specific web application.

• The PaaS layer provides services through REST web services in API format. One of
the more notable services among the APIs is the identification of users and appli-
cations, a simple non-relational database service and a file storage area that controls
versions and simulates a directory structure.
The services of the Platform layer are presented in the form of stateless web
services. The data format used for communication is JSON [14], which is more
easily readable tan XML and includes enough expression capability for the present
case. The existing service within the Cloud environment is:

– The FSS (File Storage Service) provides an interface to a file container, emulating
a directory-based structure, in which the files are stored with a set of metadata
thus facilitating retrieval, indexing, searching, etc. The simulation of a directory
structure allows application developers to interact with the service as they would
with a physical file system. A simple mechanism for file versioning is provided.
Web services are implemented using the web application framework Tornado4

for Python.
– The OSS (Object Storage Service) is a document-oriented and schemaless

database service, which provides both ease of use and flexibility. In this context,
a document is a set of keyword-value pairs where the values can also be doc-
uments (is a nested model), or references to other documents (with very weak
integrity enforcement). Nevertheless, documents are not forced to share the same
structure. A common usage pattern is to share a subset of attributes among the
collection, as they represent entities of an application model. The allowed types
of data are limited to the basic types present in JSON documents: strings,
numbers, other documents and arrays of any of the previous types.
As with the FSS, the web service is implemented using Python and the Tornado
framework. By not managing file downloads nor uploads, there is no need to use
the reverse proxy that manages them in every node.

– The Identity Manager is in charge of offering authentication services to both
customers and applications. The main capabilities of this service are (i) Single
sign-on web authentication mechanism for users. This service allows the
applications to check the identity of the users without implementing the
authentication themselves; and (ii) REST calls to authenticate application/users
and assign/obtain their roles in the applications within the Cloud.

4 http://www.tornadoweb.org/
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The internal layer is used to deploy all management and general-purpose appli-
cations, in addition to the all services at the platform layer. This layer provides a virtual
hosting service with automatic scaling and functions for balancing workload. It consists
of a set of physical machines (servers) which contribute to the system by means of their
computational resources (processing capacity, volatile memory, etc.). This level is
formed by a large set of computational resources, referred to in previous technologies
as a server cluster or server farm. Abstractions are performed over these hardware
resources, as virtual machines, which allows the easy and dynamic management of
computational resources. Although, performance decreases as a result of the compu-
tational needs of managing virtual computational resources, the advantages exceed the
disadvantages, since complex tasks, such as the creation/destruction of virtual
machines based on templates, the dynamic configuration of assigned resources, or even
the migration of virtual machines between physical servers without stop the pending
task, are made possible by virtualization.

In conclusion, a Cloud computing environment such as +Cloud platform can be
viewed, at an external level, as a set of computational resources offered to end users.
At an internal level, these services are deployed into a set of virtual machines that are
hosted by physical server of the computational environment, as shown in Fig. 2.

The distribution of physical resources between the different virtual machines and
between the different system services is a matter of current interest [19, 29, 35]. The
redistribution of resources can be seen from both a micro and macro level point of
view. From a micro point of view, there is a distribution of resources between the
virtual machines that accommodate a single host. In other words, a physical server has
a set of physical resources available (processing, memory and drive) that must be
shared among the different virtual instances that it hosts, leaving a set of minimum
resources available for its own host. At the macro level, there is a redistribution of
resources at a global level in the Cloud, which entails migrating virtual machines in use

Fig. 2. +Cloud layer overview
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between different servers, and turning on and off the physical machines that provide or
consume resources within the Cloud environment.

The +Cloud platform uses a virtual organization of agents to manage the system
resources. MAS can be perfectly adapted to solve this problem, as it allows making
decisions in an open environment where the availability of information is limited and
agents are thereby required to make decisions, amidst great uncertainty, that affect the
entire system. As the decision making is a distributed process, the system has greater
availability than other systems in which decision making is a centralized process.

Figure 3 provides a high level description of the system. As shown, the system is
divided into the following agent organizations:

• Resource Organization. This agent organization is charge of managing both the
physical and virtual system resources. The agents are distributed throughout
the hardware elements of the Cloud environment. Their main goal is to maximize
the use of resources. It is intended that there are no active resources that are
underutilized, which implies that there must be the smallest possible number of
active physical machines to satisfy the current demand. At the same time, the
computational load of the active physical resources must be high. Within this
organization includes the following roles:

– Local Resource Monitor, in charge of knowing the usage level of the virtual
resources of each virtual machine. There is one monitor for each physical
machine and it has all the knowledge about the physical machine as well as its
virtual machines.
This agent keeps a vector with the information of the virtual machine (VR)
hosted by the physical server, where each virtual machine is characterization by
an id, kind of server, assigned computational capacity, assigned memory, state
of the virtual machine, current use of the processing capacity and memory load.

Fig. 3. Cloud computing deployment
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VR ¼ id; t; p;m; sVR; up; um
� �

In the same way, this role has an element (FR) with the characterization of the
virtual server with the IP, the maximum number of virtual processors,
the memory, the available memory, the minimum level of memory needed by
the machine, the state of the physical machine, the percentage of current CPU
use and the percentage of current memory use.

FR ¼ ip;N;M;mH ; kH ; kH ; sFR; up; um
� �

– Local Manager, in charge of allocating the resources of a single physical
machine among its virtual machines and its own physical machine. There is one
in each physical server.
In terms of its internal architecture, a CBR-BDI [12] agent can redistribute the
resources of each physical machine among the different virtual machines
according to the partial information that it has. It can modify (increase or
decrease) the resources of the physical machines in use.
Additionally, it can start up or shut down virtual machines within the local
server; it does not do so by its own initiative, however, since it is the Global
Regulator agent within the same machine that gives the order.
The problem of redistribution of resources at micro level is the following:

Problem ¼ FR; np; nm
� �j VR; np; nm

� �
1; VR; np; nm
� �

2; . . .; VR; np; nm
� �

n

� �
Where nP y nm are the necessities of memory and processing capability by each
virtual machine.

– Global Regulator, in charge of negotiating with its peers regarding the redis-
tribution of the resources at a global level. There is one in each physical server.
The Global Regular uses agreement algorithms between peers to distribute
resources at a global level. When the service does not have the desired quality,
all agents throughout the system with this role must reach an agreement as to
how to solve the problem. To do so, they will use a distributed CBR system and
algorithms according to [19]. Once the decision has been made, it is applied to
the system in order to solve the problem.

– Network Monitor, this role can monitor the network from the point of view of
each single physical machine. There is one in each physical server.

– Hardware Manager, the goal of this role is to manage at all times the hardware
that is both in use and on standby. There is one in each physical server, each of
which acts as coordinator.

• Consumer Organization. At the technological level this organization deploys over
the computational resources offered by the organization described in the previous
section. The services encompassed by this organization will, therefore use the
system resources according to existing demand. Its main goal is to maximize the
quality of service, which requires monitoring each service individually, keeping in
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mind that each service will be deployed simultaneously on various virtual machines
located in different physical services.

– Service supervisor, this role is responsible for making decisions about each
individual service. There is one for each service, each of which is located in the
same virtual machine hosting the SDM of the same service, which in turn
incorporates the load balancer service.

– Service Demand Monitor, in charge of monitoring each demand service which is
offered by +Cloud. There is one agent of this type per each kind of service. They
incorporate a load balancer to redirect requests to the different virtual machine
which are offering the service at that time.

– User, represents the system users that use the services. As such, they are the
ones that ultimately use the system resources. There can be different types of
users: SaaS User, Cloud User and Administrator.

• Management Organization. This organization is in charge of ensuring that the
entire system functions correctly, which is in fact its primary goal. There are two
types of roles:

– Global Supervisor, which ensures that the other roles and agents of the VO work
correctly. If something fails, or one of the agents does not respond to its mes-
sages, this role will take the necessary actions to restore the system to a func-
tioning state.

– Identity Manager, is in charge of allowing other agents to enter or exit the system.
Within the framework of this system, each time that a service is initiated or
suspended, as with a physical machine, agents will enter or exit the system. This
manager is also in charge of logging the User agents. As with all other services,
this role, which itself constitutes a service, must be monitored as such (Fig. 4).
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4 Preliminary Results

The +Cloud architecture has been continually evolving since its beginning. Beyond the
multiagent system that governs the computational environment, it is also necessary to
develop a set of services that are offered to the end user. Some of the more important
services include FSS (File Storage Service), which stores files, and OSS (Object
Storage Service), which stores information in a non-SQL database. The elasticity of
these Cloud services is supported in the +Cloud architecture previously presented.

In order to obtain data regarding the performance of the Cloud environment and its
ability to adapt to changes in the demand of services, a Denial of Service (DoS) attack
is executed over the FSS. This is done by sending a constant stream of requests to the
service over a period of 300 seconds. The number of requests is continually increased
during the time of the test. This section presents the results obtained.

As indicated, the adaptation can be seen from both a micro and macro perspective.
At the micro level, the adaptation takes place in each of the individual servers within
the Cloud environment. This provides the physical server with limited capabilities
(processing, memory, hard drive, etc.), which it must then share among the virtual
machines it hosts. The adaptation takes place through the Local Manager agent, which
works closely with the Local Resource Monitor agent. These agents are local to each
machine and do not have information about the other nodes in the Cloud environment.

Fig. 5. Redistribution of resources at micro-level (upside: processor, downside: memory)
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The Local Manager agent uses a CBR as a support system for making decisions.
The information that this agent has is provided by the monitor, which is continually
gathering data about the computational load of each machine in the physical server.
Figure 5 shows the adaptation of the system. The graph on the upside shows an
increase in the use of the processor in percentage (blue line) and the corresponding
increase of CPU assigned by the Local Manager (red line). The graph on the downside
shows the same process in terms of gigabytes, except that the memory is assigned to a
virtual machine; the blue line is the memory used while the red line is the memory
assigned.

When the Local Manager detects insufficient resources, or the Service Supervisor
detects decreased quality of service, an adaptation process takes place at a macro level.
This process, which can be reviewed in detail in [19], is based on the negotiation
among the Global Regulator agents for different nodes in the Cloud environment.
During this negotiation process, the agents decide how to redistribute resources among
the different nodes (and not just internally) to rectify the problem of demand. Figure 6
shows how quality of service is improved. While the response time (y-axis) in the first
part of service is very high, the quality of service improves considerably after two
consecutive readaptations.

5 Conclusions and Future Work

This study has presented the +Cloud platform, which is a Cloud Computing platform
that is managed at internal level for a MAS based on a VO. As indicated in the
introduction, initial results have shown that MAS technology is ideal for managing the
computational resources of this type of system.

State of the art Cloud environments follow a centralized model for making deci-
sions [37], which can lead to different problems such as (i) the need to centralize
information; (ii) the need for a large computational load in the nodes where the decision

Fig. 6. Redistribution of resources at macro-level
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making process takes place; and (iii) finally, the ability to recover from mistakes that
can arise with a centralized decision making process. Using a model such as that
proposed in this study, all of these problems can be resolved. This is due, in large part,
to the system agents, which are able to make decisions in a Cloud environment where
only partial information is available. Even if one or more nodes fail, it is still possible
for the readaptation process to take place in the available nodes. Finally, the use of
MAS allow using such techniques as the agreement techniques described in [19], which
makes it possible to make decisions for readaptation at a global level without needing
to centralize the information.

A final note with regard to future lines of work. Given the great technological
component of the system and its dependency on the environment, we expect that future
versions of the Cloud environment will include advanced concepts of MAS derived
from the latest MAS methodologies, such as the concept of environment or rules to
manage the actions of the roles within the organizations. The use of this kind of
methodologies will facilitate the evolution of the platform and its independence from
the underlying technological environment.
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